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NONLINEAR INSTABILITY IN VLASOV TYPE EQUATIONS
AROUND ROUGH VELOCITY PROFILES
AYMERIC BARADAT
Abstract. In the Vlasov-Poisson equation, every configuration which is ho-
mogeneous in space provides a stationary solution. Penrose gave in [28] a
criterion for such a configuration to be linearly unstable. While this crite-
rion makes sense in a measure-valued setting, the existing results concerning
nonlinear instability always suppose some regularity with respect to the ve-
locity variable. Here, thanks to a multiphasic reformulation of the problem,
we can prove an "almost Lyapounov instability" result for the Vlasov-Poisson
equation, and an ill-posedness result for the kinetic Euler equation and the
Vlasov-Benney equation (two quasineutral limits of the Vlasov-Poisson equa-
tion), both around any unstable measure.
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1. Introduction
The purpose of this paper is to study the nonlinear instability of a general class
of Vlasov equations (see Section 4), i.e. evolution equations for the density of a
system of particles in the phase space. This class of equations contains the Vlasov-
Poisson equation and some of its asymptotic limits. The specificity of this work is
the fact that we deal with the case when for all (t, x), f(t, x, •) is only supposed to
be a measure. Let us first describe the physical models we have in mind.
1.1. Presentation of the physical models. We will apply our abstract result
to three models studied in the field of plasma physics: the Vlasov-Poisson equation
for electrons, the kinetic Euler equation and the Vlasov-Benney equation. Let us
present them one by one.
The Vlasov-Poisson equation for electrons. A population of electrons of unit mass
and unit negative charge moving in a homogeneous environment of fixed particles of
positive charge can be described by a Vlasov-Poisson type equation. If the domain
is the d-dimensional torus Td := Rd/Zd, this equation governs the evolution over
time of the density of electrons f = (f(t, x, v), t ∈ [0, T ], x ∈ Td, v ∈ Rd) in the
phase space Td × Rd. They write in the following way:
(1)

∂tf(t, x, v) + v · ∇xf(t, x, v)−∇xU(t, x) · ∇vf(t, x, v) = 0,
−∆xU(t, x) =
∫
f(t, x, v) dv − 1,
f(0, x, v) = f0(x, v).
It means that the electrons follow the Newton dynamics in the electric potential U
they induce together with the fixed charges. This potential is obtained through an
elliptic equation involving the density of electrons in space.
This equation is of major interest in plasma physics, and so has been extensively
studied. Among the huge literature about it, global existence of classical solutions
to the Cauchy problem has been obtained in dimension 2 by Ukay–Okabe in [31],
and in dimension 3 by Lions–Perthame in [24] and by Pfaffelmoser in [29]. We refer
to [16] for an overview of the subject.
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The kinetic Euler equation. This equation is deduced from the previous one in the
regime of small Debye length, also called quasineutral limit (see [17]). It reads
(2)

∂tf(t, x, v) + v · ∇xf(t, x, v)−∇xp(t, x) · ∇vf(t, x, v) = 0,∫
f(t, x, v) dv = 1,
f(0, x, v) = f0(x, v).
It can be seen as a kinetic version of the Euler equation for incompressible fluids: as
in the hydrodynamic case, the particles follow the Newton dynamics in a pressure
field p, which is the Lagrange multiplier associated to the constraint
(3)
∫
f(t, x, v) dv = 1.
Incidentally, to any monokinetic solutions to (2) corresponds a solution to the Euler
equation and vice versa.
This analogy goes further. Indeed, this equation is linked to an optimization
problem, the so-called Brenier model (see for example [10, 11, 1]). Following ideas
by Arnold (in [2, 3]), this model aims to understand the behaviour of incompressible
fluids as the geodesics of the set of measure-preserving diffeomorphisms, which is
seen as a formal Riemannian manifold of infinite dimension. In the smooth case
(considered by Arnold), the geodesic equation is nothing but the Euler equation,
whereas in general, as shown by Shnirelman in [30], we cannot prevent particles
from crossing each other, and we obtain solutions to the kinetic Euler equation (at
least in a weak sense). A study of (2) with PDE techniques provides information
on the optimization problem: using the present paper, the author shows in [4] that
the optimal action in the Brenier model, although continuous (see [5]) cannot be
Lipschitz continuous with respect to the data.
The Vlasov-Benney equation. This equation is another formal limit of the Vlasov-
Poisson equation in the quasineutral limit. But this time, it corresponds to the
case when we look at the evolution of the population of ions whose masses are far
higher than electrons ones. It reads
(4)

∂tf(t, x, v) + v · ∇xf(t, x, v)−∇xρ(t, x) · ∇vf(t, x, v) = 0,
ρ(t, x) =
∫
f(t, x, v) dv,
f(0, x, v) = f0(x, v).
We refer for instance to [19] for its derivation. The study of this Cauchy problem
has aroused great interest in the last few years, as evidenced by the works of Bardos
[6], Bardos–Besse [7, 8], Han-Kwan–Rousset [23] and references therein.
1.2. Homogeneous profiles and the Penrose condition. The three equations
(1), (2) and (4) admit stationary solutions of a particular form: those which depend
only on the velocity variable. In each case, any smooth profile µ = (µ(v)) satisfying∫
µ(v) dv = 1
gives rise to a stationary homogeneous solution. The goal of the present work is to
study the nonlinear instability of the three models around such profiles.
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At the linear level, the question of linear stability dates back to the late 50’s and
resulted in the seminal paper [28]. In this article, Penrose gave in the context of the
Vlasov-Poisson equation (1) a necessary and sufficient condition on a profile µ to be
linearly unstable. Let us present this condition. For given n ∈ Zd and ω ∈ Cd, the
linearization of the Vlasov-Poisson equation (1) around a smooth profile µ admits
a solution of the form
(5) a(v) exp
(
in · (x− ωt)
)
for some function a if and only if (n, ω) satisfies the equation
(6)
∫
Rd
n · ∇vµ(v)
n · (v − ω) dv = |n|
2.
If in addition =(n · ω) > 0, then this solution is an exponential growing mode,
and the stationary solution µ turns out to be linearly unstable. Therefore, for the
Vlasov-Poisson equation (1), we can give the following criterion for exponential
growing modes to exist.
Definition 1.1 (Penrose instability condition for Vlasov-Poisson). The smooth
profile µ is said to be Penrose unstable for the Vlasov-Poisson (1) equation if there
exist n ∈ Zd and ω ∈ Cd such that =(n · ω) > 0 and satisfying (6).
In the other models, similar formulae can be found, and lead to the following
definitions.
Definition 1.2 (Penrose instability condition for kinetic Euler). The smooth profile
µ is said to be Penrose unstable for the kinetic Euler equation (2) if there exist
n ∈ Zd and ω ∈ Cd such that =(n · ω) > 0 and satisfying
(7)
∫
Rd
n · ∇vµ(v)
n · (v − ω) dv = 0.
Definition 1.3 (Penrose instability condition for Vlasov-Benney). The smooth
profile µ is said to be Penrose unstable for the Vlasov-Benney equation (4) if there
exist n ∈ Zd and ω ∈ Cd such that =(n · ω) > 0 and satisfying
(8)
∫
Rd
n · ∇vµ(v)
n · (v − ω) dv = 1.
Once again, in the three cases, µ is Penrose unstable for one model if and only
if it is linearly unstable when considered as a stationary solution to this model.
In these three cases, classical examples of stable profiles are the ones admitting
a unique maximum. For example, a Maxwellian is always stable. On the contrary,
profiles with two bumps like the superposition of two sufficiently distant Maxwellian
are unstable. We refer to [28] to see how to deduce from formulae (6), (7) and (8)
if a profile µ is stable or not using complex analysis.
1.3. Known results for nonlinear instability. In the case when µ is Penrose
unstable, it is possible to derive nonlinear instability results. We will present some
known results in this subsection.
But before doing it, let us point out a crucial difference between formula (6)
and the two formulae (7) and (8). In the two last ones, as soon as we can find
n ∈ Zd and ω ∈ Cd such that =(n · ω) > 0 and satisfying (7) or (8), then for all
k ∈ N∗, kn and ω satisfy the same properties (this is a consequence of the scale
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invariance of these equations as explained in Subsection 7.2). In view of (5), it
means that for any unstable profile, we can find exponential growing modes with
arbitrary large frequency n and with growing rate =(n · ω) proportional to this
large frequency. The instability is therefore far more violent in these cases. This
additional property is the reason why the results that we will present are not the
same for the Vlasov-Poisson equation and for the two other models.
We also insist on the fact that in all the results presented below, µ is supposed
to be smooth (C1 in the case of Guo and Strauss, and analytic in the other cases).
It also have to satisfy a technical assumption on the way it cancels (see the so-
called δ and δ′-conditions in [20], designed to ensure that the solutions built are
nonnegative). We will see in Section 2 that we can drop these assumptions: we are
able to recover some of these results only assuming that µ is a measure.
Lyapounov instability for Vlasov-Poisson. To our knowledge, the first result of non-
linear instability for the Vlasov-Poisson equation (1) was proved by Guo and Strauss
in [18]. It consists in a Lyapounov instability result in the C1 norm in both variables
x and v.
More recently, Han-Kwan–Hauray (in [20], in the case of dimension one) and
Han-Kwan–Nguyen (in [22], in any dimension) showed that the Penrose instability
of a smooth profile µ = (µ(v)) can be used to build a family (fk)k∈N of solutions to
(1) and a family of times (Tk)k∈N with
fk|t=0 −→
k→+∞
µ
strongly in any Hsx,v but,
‖fk − µ‖ −→
k→+∞
0,
where the norm is the one of L∞([0, Tk);Hs
′
x,v) whatever s′ ∈ Z. Roughly speak-
ing, the Lyapounov instability holds even if the initial data is taken close to the
equilibrium in a very strong topology, and even if we measure the distance to the
equilibrium at further times in a very weak norm. In that case, the sequence (Tk)
is of the following order:
Tk ∼
k→+∞
(| log εk|) with εk := ‖fk|t=0 − µ‖Hs′x,v .
It means that the exponential growing rate of the solutions to the linearized problem
prevails.
In a slightly different context, let us also mention Cordier–Grenier–Guo [15] who
proved a similar result for several systems of equations governing plasmas with two
phases in one space dimension (related to the Euler-Poisson system). Somehow,
we present here a framework that encompasses the classical kinetic setting and this
kind of multiphase settings.
Ill-posedness for kinetic Euler and Vlasov-Benney. In [21], following ideas by Mé-
tivier (see [26]), Han-Kwan and Nguyen proved that (2) and (4) are ill-posed in
any Hsx,v in the following sense: they show for instance that for any s ∈ N and any
T > 0, the map
Hsx,v → L2([0, T )× Td × Rd)
f0 7→ f solution to (2) or (4),
if exists, cannot be Hölder continuous with any exponent in (0, 1] in the neighbour-
hood of any smooth linearly unstable profile. To do so, for a fixed analytic Penrose
6 AYMERIC BARADAT
unstable profile µ, s > 0 and α ∈ (0, 1], they build a sequence of times (Tk) tending
to 0 and a sequence (fk) of analytic solutions, such that for all k, fk is well defined
up to time Tk, and such that
lim
k→+∞
‖fk − µ‖L2([0,Tk)×Td×Rd)
‖fk|t=0 − µ‖αHsx,v
= +∞.
This time, (Tk) is of order:
Tk = O
k→+∞
( | log εk|
|nk|
)
,
where εk := ‖fk|t=0−µ‖L2x,v and nk is the spatial frequency of the nearest exponen-
tial growing mode. The solution fk is of size εk at time 0 and close to an exponential
growing mode of spatial frequency nk and of proportional growing rate, and once
again the exponential growing rate of the solution to the linearized problem prevails.
This result is a quantitative extension of [9, Theorem 4.1] by Bardos and Nouri,
where it is proved that (4) is ill-posed from Hmx,v to H1x,v for any m ∈ N∗.
2. New result: the case of non-smooth stationary profiles
As already said, the aim of this paper is to generalize these results in the case
when the velocity profile µ and the density f are no longer smooth in the variable v
but only measures. We start by defining a notion of solution in that setting. These
solutions are regular with respect to the time variable and the space variable and
measures with respect to the velocity variable.
2.1. Measure-valued solutions. We will be dealing with functions f : [0, T ] ×
Td → P(Rd) which are smooth when integrated against smooth functions of the
variable v. If ϕ is a smooth and bounded function on Rd, we define for all t and x
〈f, ϕ〉(t, x) :=
∫
ϕ(v)f(t, x,dv).
The function 〈f, ϕ〉 is called the macroscopic observable corresponding to ϕ. The
class of solutions to (1) that we will consider is defined as follows.
Definition 2.1 (Weak in v and strong in x solutions). We will say that f : [0, T ]×
Td → P(Rd) is a weak in v and strong in x solution to (1) if it satisfies in the
classical sense for all test function ϕ the system
(9)

∂t〈f, ϕ〉(t, x) + div〈f, vϕ〉(t, x) +∇xU(t, x) · 〈f,∇ϕ〉(t, x) = 0,
−∆xU(t, x) = 〈f, 1〉(t, x)− 1,
f(0, x,dv) = f0(x, dv).
Equations (25) and (4) have straightforward similar formulations.
This is motivated by the following fact. If µ is any probability measure, then it
is a weak solution to (1) (resp. (2) or (4)). Moreover, an integration by parts leads
to
(10)
∫
Rd
n · ∇vµ(v)
n · (v − ω) dv = |n|
2
∫
Rd
dµ(v)
{n · (v − ω)}2 ,
which only involves µ and not its derivatives. (We make no difference between the
density µ and the measure it induces dµ(v) = µ(v) dv.) Therefore, the Penrose
instability condition of Definition 1.1 (resp. 1.2 or (1.3)) makes sense for any
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probability measure µ, and it is a natural question to know whether the stability
can be studied around such profiles.
To give examples of unstable profiles in this setting, we show in Appendix A
that a superposition of a finite number of distinct Dirac masses is always unstable
for the three physical models we have presented. This is coherent with the classical
setting where profiles with one bump are stable and profiles with several sufficiently
large and sufficiently distant bumps are unstable.
The natural question that is asked is the following: do there exist unstable weak
solutions to (6), (7) and (8) in the neighbourhood of any probability measure µ
that satisfies the corresponding Penrose condition. In the present paper, we answer
affirmatively to this question. Let us state the results precisely.
2.2. Our new results. In the measure-valued setting, we are only able to evaluate
the size of the solutions when integrated against smooth functions of v. So we
will state the results in terms of macroscopic observables. These results might be
understood as follows: whatever the number of macroscopic observables we control
at the initial time in very strong norms, one specific macroscopic quantity will be
likely to grow along the flow of the equation even in weak norms. This macroscopic
quantity will be the electric potential in the case of the Vlasov-Poisson equation,
the pressure in the case of the kinetic Euler equation and the density in the case of
the Vlasov-Benney equation.
Almost Lyapounov instability for Vlasov-Poisson. In this case, the result we show
can be stated in the following way.
Theorem 2.2. Take µ an unstable profile, N ∈ N∗, ϕ1, . . . , ϕN ∈ C∞c (Rd), s ∈ N
and α ∈ (0, 1]. Then there exists, (Tk) ∈ (R∗+)N and (fk0 ) a family of measure-valued
initial data such that:
• for all k, there is a weak in v and strong in x solution fk to (1) starting
from fk0 up to time Tk,
• if we denote by Uk the corresponding electric potential, we have:
‖Uk‖L1([0,Tk)×Td)∑N
i=1 ‖〈fk0 , ϕi〉 − 〈µ, ϕi〉‖αW s,∞(Td)
−→
k→+∞
+∞.
Moreover
Tk ∼
k→+∞
| log εk| with εk := ‖Uk|t=0‖L1(Td).
Remark that there is no contribution of the stationary solution in the numerator
because the electric potential of the stationary solution is 0.
We could not prove with our method a Lyapounov instability result: in our
proof, we build solutions that actually satisfy
‖Uk‖L1([0,Tk)×Td) −→k→+∞ 0,
whereas Lyapounov instability would correspond to the following property:
N∑
i=1
‖〈fk0 , ϕi〉 − 〈µ, ϕi〉‖W s,∞(Td) −→
k→+∞
0,
but:
lim inf
k→+∞
‖Uk‖L1([0,Tk)×Td) > 0.
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This point will be developed in Remark 7.2.
In conclusion, our method makes it possible to deal with measure-valued solu-
tions. It also allows to drop the so-called δ and δ′-conditions in [20] that we already
talked about. But on the other hand, the instability result is a bit weaker than the
one of Han-Kwan–Hauray in [20] and Han-Kwan–Nguyen in [22].
Ill-posedness for kinetic Euler and Vlasov-Benney. The statement in these cases is
similar to the previous one, but we can take a sequence (Tk) tending to zero: the
instabilities can develop arbitrarily fast.
Theorem 2.3. Take µ an unstable profile, N ∈ N∗, ϕ1, . . . , ϕN ∈ C∞c (Rd), s ∈ N
and α ∈ (0, 1]. Then there exists, (Tk) ∈ (R∗+)N tending to zero and (fk0 ) a family
of measure-valued initial data such that:
• for all k, there is a weak in v and strong in x solution fk to (2) starting
from fk0 up to time Tk,
• if we denote by pk the corresponding pressure, we have:
‖pk‖L1([0,Tk)×Td)∑N
i=1 ‖〈fk0 , ϕi〉 − 〈µ, ϕi〉‖αW s,∞(Td)
−→
k→+∞
+∞.
Moreover
Tk ∼
k→+∞
( | log εk|
|nk|
)
,
where εk := ‖pk|t=0‖L1 and nk is the spatial frequency of the nearest exponential
growing mode.
The same result holds for (4) instead of (2), replacing the pressure by
ρk − 1,
ρk being the density of fk.
In [21], Han-Kwan and Nguyen show a similar result with the additional assump-
tion that µ is analytic. So in that case, our result is a strict generalization. Once
again, we can drop the δ or δ′-condition.
3. Ideas of proof
Before going into the details of the proof, let us present how to build weak in
v and strong in x solutions. The idea is to look for a particular class of solutions:
the ones that admit a multiphasic decomposition. The weak in v and strong in x
solutions that we will build will be induced by strong solutions to a different system.
Let us explain this idea.
3.1. A multiphasic representation. We will present in this subsection how to
build weak in v and strong in x solutions to the Vlasov-Poisson equation (1). The
other models can be treated the same way. Let us rewrite (1) here for clarity:
∂tf(t, x, v) + v · ∇xf(t, x, v)−∇xU(t, x) · ∇vf(t, x, v) = 0,
−∆xU(t, x) =
∫
f(t, x, v) dv − 1,
f(0, x, v) = f0(x, v).
Assume that the initial data can be decomposed into a superposition of smooth
graphs (with densities): there exists X a polish space, ν a Borel probability measure
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on this set, ρ0 = (ρα0 )α∈X a family of smooth functions on Td (the densities) and
v0 = (v
α
0 )α∈X a family of smooth vector fields on Td (which provide the graphs),
such that for all smooth and bounded function ϕ and for all position x,∫
ϕ(v)f0(x, dv) =
∫
ϕ(vα0 (x))ρ
α
0 (x) dν(α).
Also suppose that we are able to solve (say classically) the following system:
(11)

∀α ∈ X , ∂tρα(t, x) + div(ρα(t, x)vα(t, x)) = 0,
∀α ∈ X , ∂tvα(t, x) + (vα(t, x) · ∇)vα(t, x) = −∇U(t, x),
−∆U(t, x) =
∫
ρα(t, x) dν(α)− 1,
∀α ∈ X , ρα|t=0 = ρα0 and vα|t=0 = vα0 .
Then, at time t and position x, we can define the measure f(t, x, •) though the
macroscopic observable: for all ϕ sufficiently smooth,
(12)
∫
ϕ(v)f(t, x,dv) = 〈f, ϕ〉(t, x) :=
∫
ϕ(vα(t, x))ρα(t, x) dν(α).
Straightforward computations show that this density is a weak in v and strong in
x solution to (1), as defined in Definition 2.1.
Roughly speaking, the multiphasic representation corresponds to the case when
the whole population of particles can be divided into distinguishable phases, each
of which can be described by its pointwise density and velocity. According to the
first equation in (11), each density is transported by the corresponding velocity,
according to the second one, each phase is accelerated by the same potential, and
according to the third one, the potential is calculated by taking into account all the
phases.
This formulation was already used by Grenier in [17] to prove a small time
existence result and to analyse precisely the quasineutral limit. In another direction,
Brenier built in [12] and [13] some low regularity solutions to the kinetic Euler
equations in this formulation as minimizers of the mean kinetic action
1
2
∫∫ T
0
∫
|vα(t, x)|2ρα(t, x) dx dtdν(α)
with prescribed (ρα|t=0)α∈X and (ρα|t=T )α∈X . Let us point out that the ill-
posedness for this kind of multifluid system answer questions that were left open
in [12, Introduction] and [21, Remark 2.2].
Here, the specificity is the fact that we label the phases by the velocity space Rd
in the following way. To any probability measure µ on Rd corresponds a stationary
homogeneous solution to (1), (2), (4) (in their weak formulations of type (9)) given
by f(x, dv) = dµ(v). It has a smooth multiphasic decomposition indexed by µ
itself: defining for all w, ρw ≡ 1 and vw ≡ w, then for all admissible test function
ϕ and all position x,
(13)
∫
ϕ(v)f(x, dv) =
∫
ϕ(vw(x))ρw(x) dµ(w) =
∫
ϕ(v) dµ(v).
Remark that these ρ and v are stationary solutions to (11) with U ≡ 0. We can
then ask the question of linear stability in this multiphasic formulation. Doing so,
we will recover in Subsection 5.1 the Penrose condition. We provide an illustration
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v
x
v
x
v
x
Figure 1. On the left, a stationary homogeneous density. Here
µ is a superposition of three Diracs. In the middle, another den-
sity that has a smooth multiphasic structure indexed by µ. The
velocities depend on the position and the density on each graph
may not be uniform anymore. On the right, the density does not
have a smooth multiphasic structure indexed by µ. The velocity of
the two lower "phases" are no longer graphs. To get a multiphasic
decomposition, we should add some labels.
on the notion of having a smooth multiphasic decomposition indexed by µ at Figure
1. In fact, in this paper, we will mainly work with multiphasic formulations.
We are now ready to describe briefly the structure of the proof.
3.2. Sketch of the proof.
Analytic regularity with respect to the position. The proof consists in studying the
linearized multiphasic system to get an estimate on the corresponding semigroup,
and then to use this estimate to get a nonlinear solution through a fixed point
argument. As in the works [17, 20, 21], we work in an analytic framework. The
densities and velocity fields in the multiphasic formulation will be analytic functions
of x. This is the relevant level of regularity to handle the fact that in the kinetic
Euler equation and in the Vlasov-Benney equation, the force field (−∇p and −∇ρ
respectively) are one derivative less regular than the density. So for instance, there
is no hope a priori to perform a fixed point proof of existence in any Sobolev space
(besides, our ill-posedness result makes the feasibility of such proof very unlikely).
In our work, this lack of regularity will appear in the fact that the semi-group of
the linearized operator will be continuous only in analytic functional spaces.
Outline of the paper. Let us present the content of each section of the paper.
Section 4. We introduce the abstract multiphasic model we will work with, and the
assumptions we make to perform the analysis. The three examples presented in
Subsection 1.1 in their multiphasic formulations are particular cases of this model.
The homogeneous solutions presented in (13) are still stationary solutions in this
framework.
Section 5. We study the linearization of the abstract model around these homo-
geneous stationary solutions. This section is divided in two parts: in Subsection
5.1, we compute the unstable eigenvectors and eigenvalues of the linearized sys-
tem, and in Subsection 5.2, we derive some sharp estimates for the corresponding
semigroup in analytic regularity following [21]. These estimates are crucial to get
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sufficiently large times of existence for the instabilities to develop (see the beginning
of Subsection 5.2 for more detail).
Section 6. We show that their exist analytic solutions to the abstract model of the
form
stationary solution + ηf + remainder
where η is a small parameter, f is a solution to the linearized system (typically an
exponential growing mode of spatial frequency n) and the remainder is small with
respect to η and cancels at t = 0. We also bound from below the time of existence
of such solutions with respect to η and n using the estimate derived in the previous
section. This is done at Theorem 6.1 which is the main result of this paper. The
strategy is the same as in [17] and [21]: we decompose the operator as a linear term
and an at least quadratic term, and we consider the latter as a source term in a
Duhamel formulation. After a fine analysis of the properties of the analytic norms
we use (Subsection 6.2), and of the size of each term in the Duhamel formulation
(Subsection 6.3), we can perform at Subsection 6.4 a fixed point argument as in
Caflish’ proof of the Cauchy-Kovalevskaia theorem (see [14]).
Section 7. We show how to deduce from these existence results Theorem 2.2 and
Theorem 2.3. Theorem 7.1 asserts that the Penrose instability condition always
implies almost Lyapounov instability in the abstract multiphasic model. The only
thing we need to do is to use the form of the eigenvalues and the estimates obtained
in Theorem 6.1 to evaluate precisely the size of the initial data in Sobolev types
norms and of the solutions in Lebesgue type norms. Corollary 7.3 is a kinetic
version of Theorem 7.1 and directly implies Theorem 2.2.
On the other hand, ill-posedness around Penrose unstable profiles only holds in
the abstract multiphasic model when a further assumption is made on the spectrum
of the linearized operator. This is the content of Theorem 7.4, and of Corollary 7.5,
its kinetic counterpart. This assumption is true in the kinetic Euler equation and
in the Vlasov-Benney equation thanks to their scaling properties already discussed
in Subsection 1.2. Apart from this new ingredient, the proof is very similar to
the one of Theorem 2.2. However, if Corollary 7.5 directly implies Theorem 2.3
in the Vlasov-Benney case, we need to work a little bit more to adapt it to the
case of the kinetic Euler equation. The reason is the fact that the initial data of
the exponential growing modes we build in the abstract setting do not satisfy the
incompressibility constraint. In Subsection 7.3, we present how to fix this problem,
and thus how to prove Theorem 2.3 in the case of the kinetic Euler equation.
Appendices. In Appendix A, we show that any superposition of at least two Dirac
masses is unstable for the three physical models. In Appendix B, we give the proofs
of the properties of the analytic norms stated in Subsection 6.2.
4. Presentation of the abstract model
Let us describe the model we will study throughout the paper.
4.1. The abstract model. First, we model the evolution of several phases indexed
by a probability measure µ on Rd and described by their densities (ρw)w∈Rd and
velocity fields (vw)w∈Rd which are functions of time t ∈ R+ and position x ∈ Td.
The torus is normalized, so that the total mass of its Lebesgue measure is supposed
to be equal to one. The notation ρ(t) and v(t) will stand for the whole families
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(ρw(t, •))w∈Rd and (vw(t, •))w∈Rd . These phases follow the Newton dynamics in a
potential U :
(14)

∀w ∈ Rd, ∂tρw(t, x) + div(ρw(t, x)vw(t, x)) = 0,
∀w ∈ Rd, ∂tvw(t, x) + (vw(t, x) · ∇)vw(t, x) = −∇U [ρ(t),v(t)](x),
∀w ∈ Rd, ρw|t=0 = ρw0 and vw|t=0 = vw0 .
We need now to describe how the phases generate the potential. We suppose it is
in the following form:
(15) U [ρ,v](x) := A
[∫
Φ(vw)ρw dµ(w)
]
(x).
where: Φ : Rd → E is a smooth function, E is a normed R-vector space with
finite dimension and A is a homogeneous Fourier multiplier of symbol P : Zd →
L(EC;C) = L(E;R)C. (The notations EC and L(E;R)C stand for the complexifi-
cations of E and L(E;R) respectively.)
Remark 4.1 (Stationary solution). Defining for all w ρw ≡ 1 and vw ≡ w, the
potential is well defined thanks to (17), its gradient vanishes, and we get a stationary
solution (corresponding to the stationary homogeneous solution in Vlasov-Poisson).
Remark 4.2. It would be natural to solve the two first lines of (14) only for µ-almost
all w. In addition, it could seem artificial to prescribe initial conditions for all w
and not only for µ-almost all w because it would mean describing the distribution
of the particles belonging to a phase that does not contain any particle. However,
in this paper, we build solutions starting from very specific initial conditions (the
eigenvectors of the linearized operators around homogeneous solutions) that have
a meaning for all w. So we will indeed solve (14) for all w.
4.2. Gradient structure. We will solve the system (14)-(15) for a particular class
of initial data, where the total mass is the same as the one of the stationary solution,
and where the velocity is a gradient.
Formally, a solution to (14)-(15) of the form
(ρ(t),v(t)) = (1 + rw(t), w + uw(t))w∈Rd
with
∀w ∈ Rd,
∫
Td
rw(0, x) dx = 0 and uw(0) is a gradient
keeps this structure along the flow: we expect that for all t for which the solution
exists,
∀w ∈ Rd,
∫
Td
rw(t, x) dx = 0 and uw(t) is a gradient.
We will see in the sequel that this is true for our solutions. We give a name to this
type of families of functions.
Definition 4.3. Let (r,u) = (rw, uw)w∈Rd a family of pairs of analytic functions.
We write (r,u) ∈ L0 if
∀w ∈ Rd,
∫
Td
rw(x) dx = 0 and uw is a gradient.
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4.3. Assumptions. Let us give a few assumptions to be made to perform the
analysis. We will need several quantities depending on A, Φ and µ to be finite. We
will take a large number M > 0 that bounds all of them.
Assumption 4.4 (Assumptions on µ and Φ). We suppose that Φ is a power series
on Rd, i.e. there is (ak)k∈Nd ∈ ENd such that for all w ∈ Rd,
(16) Φ(w) =
∑
k∈Nd
wkak
where if k = (k1, . . . , kd) and w = (w1, . . . , wd), wk stands for the real number
wk11 × · · · × wkdd . We will also use the notation |k| := k1 + · · · + kd. Moreover, we
suppose that there exists r0 > 0 such that the following quantities are finite and
bounded by M : ∫
|Φ(w)|dµ(w) ≤M,(17) ∫
|dΦ(w)|dµ(w) ≤M,(18) ∑
k∈Nd,|k|≥1
|ak||k|
∫
(|w|+ r0)|k|−1 dµ(w) ≤M,(19)
∑
k∈Nd,|k|≥2
|ak||k|(|k| − 1)
∫
(|w|+ r0)|k|−2 dµ(w) ≤M.(20)
These quantities are linked together: for instance, (19) clearly implies (18). How-
ever we will not develop much these links, especially since in all the physical models
presented in the introduction, Φ is polynomial, and in that case, all these estimates
hold with M big enough as soon as∫
|w|p dµ(w) < +∞
where p is the degree of Φ. We will nevertheless write the proof for analytic Φ
because the estimates are the same as in the polynomial case.
Assumption 4.5 (Assumptions on P ). We suppose that A is real, which means
in terms of its symbol P :
(21) ∀n ∈ Zd, P (−n) = P (n),
where the conjugate is understood via the identification L(EC;C) = L(E;R)C.
We also suppose that P is uniformly bounded:
(22) sup
n∈Zd
|P (n)| ≤M.
This assumption will be crucial for the semi-group of the linearized operator to
be continuous at our level of analytic regularity. It means that the force field should
not involve more than one derivative of the macroscopic observable∫
Φ(vw)ρw dµ(w).
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4.4. Examples. Let us give E, Φ and P in our physical models.
• The Vlasov-Poisson case. Equation (1) has a straightforward multipha-
sic formulation of the form (14)-(15): we take E = R, Φ ≡ 1, P (0) = 0
and
∀n ∈ Zd\{0}, P (n) = 1|n|2 .
• The kinetic Euler case. Equation (2) does not have a priori a multi-
phasic version of the form (14)-(15) because the pressure field is not given
by a formula as in (15). In fact, we can derive one. the Cauchy problem
(2) makes sense only when f0 satisfies some additional properties. First, of
course, it must satisfy the incompressibility constraint. Furthermore, if one
integrates formally the first equation with respect to v, one gets because
of the constraint and the fact that the pressure does not depend on the
velocity
(23) divx
(∫
vf(t, x, v) dv
)
= 0.
This means that the macroscopic velocity is divergence-free. This property
must hold at time t = 0. Consequently, f0 must satisfy
(24)
∫
f0(x, v) dv ≡ 1,
divx
(∫
vf0(x, v) dv
)
≡ 0.
Then, multiplying the equation by v, integrating it with respect to v and
finally taking the divergence leads to
−∆xp(t, x) = divx divx
(∫
v ⊗ vf(t, x, v) dv
)
.
In fact, in what follows, we will be dealing directly with:
(25)

∂tf(t, x, v) + v · ∇xf(t, x, v)−∇xp(t, x) · ∇vf(t, x, v) = 0,
−∆xp(t, x) = divx divx
(∫
v ⊗ vf(t, x, v) dv
)
,
f(0, x, v) = f0(x, v),
and justify in Subsection (7.3) that when f0 satisfies (24), then our solutions
are indeed solutions to (2).
Now (25) has a multiphasic version of the form (14)-(15): it suffices to
take E =Md(R), Φ : v 7→ v ⊗ v, P (0) = 0 and
∀n ∈ Zd\{0}, ∀X ∈Md(R), P (n) ·X = −〈n,X · n〉|n|2 .
• The Vlasov-Benney case. In the case of the Vlasov-Benney equation
(4), we take E = R, Φ ≡ 1 and for all n ∈ Zd,
∀n ∈ Zd, P (n) = 1.
In these three cases, all the assumptions are easy to check.
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5. The linearized system
In this section and in the following one, we study the multiphasic system (14)
governed by the potential defined in (15) with the assumptions (17), (18) and (22).
In this setting, defining for all w ρw ≡ 1 and vw ≡ w leads to a stationary solution.
The linearized system around this stationary solution is
(26)

∀w ∈ Rd, ∂trw(t, x) + w · ∇rw(t, x) + div(uw(t, x)) = 0,
∀w ∈ Rd, ∂tuw(t, x) + (w · ∇)uw(t, x) = −∇V [r(t),u(t)](x),
V [r,u](x) := A
[∫
{Φ(w)rw + dΦ(w) · uw} dµ(w)
]
(x),
∀w ∈ Rd, rw|t=0 = rw0 and uw|t=0 = uw0 .
5.1. Spectral analysis. We look for the exponential growing modes of system (26)
i.e. the non-zero solutions of the form
(27)
{
rw(t, x) = f(w) exp(λt) exp(in · x),
uw(t, x) = g(w) exp(λt) exp(in · x).
with n ∈ Zd, λ ∈ C such that <(λ) > 0, and f : Rd → C and g : Rd → Cd in L∞(µ)
(for V to be well defined thanks to (17) and (18)). Injecting this ansatz in (26), we
get that for all w ∈ Rd,

(λ+ in · w)f(w) = −in · g(w),
(λ+ in · w)g(w) = −i
(
P (n) ·
∫ {
Φ(w′)f(w′) + dΦ(w′) · g(w′)
}
dµ(w′)
)
n.
As a consequence, if (r,u) is a non-trivial solution, then n 6= 0 and
P (n) ·
∫ {
Φ(w′)f(w′) + dΦ(w′) · g(w′)
}
dµ(w′) 6= 0.
Up to dividing f and g by this number, we can suppose that it is equal to 1.
Then, we get for all w,
(28) f(w) = − |n|
2
(λ+ in · w)2 and g(w) =
−in
λ+ in · w.
Such f and g are bounded.
Then, setting for all w ∈ Rd
Ψ(n, λ,w) :=
Φ(w)
λ+ in · w,
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we require:
1 = P (n) ·
∫ {
Φ(w)f(w) + dΦ(w) · g(w)
}
dµ(w)
= P (n) ·
∫ {
−Φ(w) |n|
2
(λ+ in · w)2 − i
dΦ(w) · n
λ+ in · w
}
dµ(w)
= −iP (n) ·
∫ {
−iΦ(w) |n|
2
(λ+ in · w)2 +
dΦ(w) · n
λ+ in · w
}
dµ(w)
= −iP (n) ·
∫
∂wΨ(n, λ,w) · n dµ(w)
= −i
(∫
∂w
{
P (n) · Φ(w)
λ+ in · w
}
· ndµ(w)
)
.
In particular, we get the following general Penrose condition:
(29)
∫
∂w
{
P (n) · Φ(w)
λ+ in · w
}
· ndµ(w) = i,
for instability to hold.
Conversely, if (29) holds for some n ∈ Zd and <(λ) > 0, and if we define f and g
by (28), then the exponential growing modes (27) are (classical, unstable) solutions
to the linearized equation (26).
In the end, we have proved the following proposition.
Proposition 5.1. System (26) admits exponential growing modes if and only if
there exists n ∈ Zd and λ ∈ C with <(λ) > 0 satisfying (29). In that case, f and g
are given up to a scalar by (28).
Consequently, we define what is an unstable profile in the following way.
Definition 5.2 (Unstable profile). We say that the probability measure µ on Rd
is unstable if there exist n ∈ Zd and λ ∈ C with <(λ) > 0 such that (29) holds.
Remark 5.3. When (29) holds, with this choice of f and g, the potential takes a
very simple form:
V [r(t),u(t)](x)
=
(
P (n) ·
∫ {
Φ(w′)f(w′) + dΦ(w′) · g(w′)
}
dµ(w′)
)
exp(λt) exp(in · x)
= exp(λt) exp(in · x).
Hence, it is natural to use this quantity to evaluate the size of our solutions, as it
is done in Theorem 2.2 and Theorem 2.3.
Examples.
• In the case of the Vlasov-Poisson equation (1), (29) reads
(30)
∫
dµ(w)
(λ+ in · w)2 = −1.
as expected by the combination of (6) and (10) (with the correspondence
λ = −in ·ω). In particular, the multiphasic formulation and the kinetic one
have the exact same unstable eigenvalues.
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• In the case of the kinetic Euler system (25), (29) reads
i =
1
|n|2
∫
∂w
{
(in · w)2
λ+ in · w
}
· n dµ(w)
=
1
|n|2
∫ (−2|n|2n · w
λ+ in · w +
i|n|2(n · w)2
(λ+ in · w)2
)
dµ(w)
= i
∫
2(λ+ in · w)in · w + (n · w)2
(λ+ in · w)2 dµ(w)
= i
∫
2iλn · w − (n · w)2
(λ+ in · w)2 dµ(w)
= i
∫ (
1− λ
2
(λ+ in · w)2
)
dµ(w)
= i− λ2i
∫
dµ(w)
(λ+ in · w)2 .
So we get the expected Penrose condition in this context (the combination
of (7) and (10))
(31)
∫
dµ(w)
(λ+ in · w)2 = 0.
• Finally, in the case of the Dirac-Benney system (4), similar computations
show that (29) reads
(32)
∫
dµ(w)
(λ+ in · w)2 = −
1
|n|2 .
5.2. Sharp semigroup bounds. In this subsection, we will derive sharp estimates
in analytic regularity for the semigroup corresponding to system (26). The philoso-
phy for this result is the following: to build solutions to (14)-(15), we will consider
the nonlinear part of the system as a perturbation of the linear part. As long as the
linear part of the solution is small, we will be able to deduce that the perturbation
is even smaller and to perform a fixed point proof. So we want the estimate on
the semigroup to be sharp for the fixed point argument to work until the longest
possible times. We work in analytic regularity because in general, the only bound
that we can get for the spectrum of the linearized operator is the fact that the
unstable spectrum increases proportionally with the frequency of the exponential
growing modes, as stated in Proposition 5.4 below.
For each n ∈ Zd, we call
(33) Sn := {λ ∈ C such that <(λ) > 0 and the Penrose condition (29) holds}.
We already saw that S0 is empty.
We also call
(34)
Λn(λ) :=
∫
∂w
{
P (n) · Φ(w)
λ+ in · w
}
· ndµ(w)
= iP (n) ·
∫ {
−Φ(w) |n|
2
(λ+ in · w)2 − i
dΦ(w) · n
λ+ in · w
}
dµ(w).
The first observation to be made is that under condition (22), the size of Sn does
not grow too much with n. More precisely, we have the following proposition.
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Proposition 5.4. We have:
sup
n∈Zd\{0}
sup
λ∈Sn
<(λ)
|n| < +∞.
Proof. For n ∈ Zd\{0}, we call
S˜n := {l ∈ C such that |n|l ∈ Sn}.
Now for all n ∈ Zd\{0}, for all w ∈ Rd and for all l ∈ C such that <(l) > 0, using
(22), ∣∣∣∣∂w { P (n) · Φ(x)|n|l + in · w
}
· n
∣∣∣∣ ≤ ∣∣P (n)∣∣ { |dΦ(w)|<(l) + |Φ(w)|<(l)2
}
≤M
{ |dΦ(w)|
<(l) +
|Φ(w)|
<(l)2
}
In particular, integrating with respect to µ and using (17), (18) and (34) leads to
|Λn(|n|l)| ≤ M
2
<(l) +
M2
<(l)2 −→<(l)→+∞ 0.
As a consequence, there is C > 0 (independent of n) such that if <(l) ≥ C, then
for any n ∈ Zd\{0}, the modulus of Λn(|n|l) is lower than 1/2, and so the Penrose
condition (29) cannot hold with λ = |n|l. 
Form now on, we suppose that µ is unstable, that is ∪n∈ZdSn 6= ∅. We set
(35) γ0 := sup
n∈Zd\{0}
sup
λ∈Sn
<(λ)
|n| > 0.
We want to show some bounds on the semigroup related to system (26) in an-
alytic regularity. To do so, following Grenier in [17], we introduce the following
Banach spaces of analytic functions (in x). Take δ > 0, and f a function on Td.
We say that f belongs to Xδ if it can be written for all x ∈ Td:
f(x) =
∑
n∈Zd
fˆn exp(in · x),
with
|f |δ :=
∑
n∈Zd
|fˆn| exp(δ|n|) < +∞.
Remark that this formula makes sense for f with value in R, Rd or E taking for | • |
any norm on the corresponding vector space. So with a slight abuse of notations,
we will still write f ∈ Xδ in all these cases.
Now, if f = (fw)w∈Rd is a family of functions on Td, we say that f belongs to
Xδ if it can be written for all w ∈ Rd and x ∈ Td:
fw(x) =
∑
n∈Zd
fˆn(w) exp(in · x)
with for all n ∈ Zd, fˆn ∈ L∞(Rd, µ) and with
(36) ‖f‖δ :=
∑
n∈Zd
|fˆn|∞ exp(δ|n|) < +∞.
Once again, we keep the same notations for the values of f to be in R, Rd or E.
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Finally, to gain space, if r = (rw)w∈Rd ∈Xδ is a family of functions from Td to
R and u = (uw)w∈Rd ∈Xδ is a family of functions from Td to Rd, we write
(37) ‖(r,u)‖δ := max
(‖r‖δ, ‖u‖δ).
More generally, if f and g are two families of functions, ‖f , g‖δ will stand for the
max between ‖f‖δ and ‖g‖δ.
Remark that all the exponential growing modes found in the previous subsection
belong for all t and all δ to Xδ.
We also write
L∞ := L∞((Rd, µ);R)× L∞((Rd, µ);Rd).
Its norm is defined by
∀(rˆ, uˆ) ∈ L∞, |(rˆ, uˆ)|∞ := max(|rˆ|∞, |uˆ|∞
)
.
With the same notation as before, we can see that
1
2
∑
n∈Zd
|(rˆn, uˆn)|∞ exp(δ|n|) ≤ ‖(r,u)‖δ ≤
∑
n∈Zd
|(rˆn, uˆn)|∞ exp(δ|n|).
The rest of this subsection will be devoted to the proof of the following theorem.
Theorem 5.5. Let δ0 > 0 and (r0,u0) ∈ Xδ0 . There exists a unique classical
solution (r(t),u(t)) to (26) at time t ∈ [0, δ0/γ0) starting from (r0,u0). It satisfies
the following properties:
• for all γ > γ0, there exists C only depending on M and γ (and not δ0 nor
(r0,u0)) such that for all t ≤ δ0/γ,∥∥(r(t),u(t))∥∥
δ0−γt ≤ C
∥∥(r0,u0)∥∥δ0 .
• for all δ < δ0, the map
t ∈
[
0,
δ0 − δ
γ0
)
7→ (r(t),u(t)) ∈Xδ
is continuous,
• if (r0,u0) ∈ L0 (defined in Definition 4.3), then this property is propagated:
for all t < δ0/γ0, (r(t),u(t)) ∈ L0.
Remark 5.6. If we write
(38) (r(t),u(t)) =: St(r0,u0),
then the theorem shows that
(39)
∥∥St(r0,u0)∥∥δ0−γt ≤ C∥∥(r0,u0)∥∥δ0 .
Proof. Take γ, δ and (r0,u0) as in the statement of Theorem 5.5.
Let (r,u) = ((t, x) 7→ rw(t, x), uw(t, x))w∈Rd be a time dependent family of C1
functions. For all n ∈ Zd, we call rˆn = (rˆn(t, w)) and uˆn = (uˆn(t, w)) the Fourier
coefficients of these functions, so that for all (t, x, w),
(40) rw(t, x) =
∑
n∈Zd
rˆn(t, w) exp(in ·x) and uw(t, x) =
∑
n∈Zd
uˆn(t, w) exp(in ·x).
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Then (r,u) is a solution to (26) if and only if for all n ∈ Zd and w ∈ Rd, the pair
(rˆn, uˆn) is a solution to
(41)
 ∂t
[
rˆn(t, w)
uˆn(t, w)
]
+ i
[
n · w n
0 n · w IdRd
]
·
[
rˆn(t, w)
uˆn(t, w)
]
= In(rˆn(t), uˆn(t))
[
0
−in
]
,
rˆn(0, w) and uˆn(0, w) are the nth Fourier coefficients of rw0 and u
w
0 ,
with
In(rˆn(t), uˆn(t)) := P (n) ·
∫
{Φ(w′)rˆn(t, w′) + dΦ(w′) · uˆn(t, w′)} dµ(w′).
Now it suffices to show the following lemma.
Lemma 5.7. For each n ∈ Zd, equation (41) admits a unique solution (rˆn, uˆn) for
all times and it is a continuous map from R+ to L∞.
Moreover, for all γ > γ0, there exists C only depending on M and γ such that
this solution satisfies
|(rˆn(t), uˆn(t))|∞ ≤ C|(rˆn(0), uˆn(0))|∞ exp(γ|n|t).
Indeed, if the lemma is true, the unique classical solution to (26) is given by (40)
with (rˆn, uˆn) given by the lemma. Then, if γ > γ0, by the lemma, we can find C
only depending on M and γ such that for all t ≤ δ0/γ,∥∥(r(t),u(t))∥∥
δ0−γt ≤
∑
n∈Zd
|(rˆn(t), uˆn(t))|∞ exp
(
{δ0 − γt}|n|
)
≤ C
∑
n∈Zd
|(rˆn(0), uˆn(0))|∞ exp(δ0|n|)
≤ C‖(r0,u0)‖δ0 .
Hence, the first point of Theorem 5.5 is proved.
For the second point, let δ < δ0 and T < (δ0 − δ)/γ0. It suffices to prove that
t ∈ [0, T ] 7→ (r(t),u(t)) ∈Xδ
is continuous. Take C as given by Lemma 5.7 with γ := (δ0 − δ)/T . If t ∈ [0, T ],
we need to prove:
lim
s→t
s∈[0,T ]
∑
n∈Zd
|(rˆn(s), uˆn(s))− (rˆn(t), uˆn(t))|∞ exp(δ|n|) = 0.
But on the one hand, for all n ∈ Zd, (rˆn, uˆn) is continuous in L∞, so that each
term of the sum tends to 0. On the other hand, for all n ∈ Zd and s ∈ [0, T ],
|(rˆn(s), uˆn(s))|∞ exp(δ|n|) ≤ C|(rˆn(0), uˆn(0))|∞ exp(γ|n|s) exp(δ|n|)
≤ C|(rˆn(0), uˆn(0))|∞ exp(γ|n|T ) exp(δ|n|)
= C|(rˆn(0), uˆn(0))|∞ exp(δ0|n|)
where the last line is obtained by definition of γ. This bound does not depend on s
and is summable with respect to n. So the dominated convergence theorem applies
and the result follows.
Finally, StL0 ⊂ L0 is a consequence of the fact that the first equation for n = 0
reduces to:
∂trˆ0(t, w) = 0,
and that the second equation for any n ∈ Zd ensures that for all t and w, the vector
∂tuˆn(t, w) + in · wuˆn(t, w) is collinear with n. 
INSTABILITY IN VLASOV-POISSON AROUND ROUGH PROFILES 21
In order to prove Lemma 5.7, we need to state a result for the family of holomor-
phic functions (Λn)n∈Zd (which was defined in (34)). By the definition (35) of γ0,
we already know that if n ∈ Zd and λ is such that <(λ) > γ0|n|, then Λn(λ) 6= i.
We need a stronger result, which tells that if <(λ) ≥ γ|n| > γ0|n|, then Λn(λ) stays
far from i uniformly in n and =(λ). This is the content of the following proposition.
We postpone its proof to the end of the subsection.
Proposition 5.8. For all γ > γ0, there exists δ > 0 such that for all n ∈ Zd, for
all λ with <(λ) ≥ γ|n|,
|Λn(λ)− i| ≥ δ.
Proof of Lemma 5.7. We fix n ∈ Zd\{0} (there is no evolution for n = 0, so the
inequality is trivially true). To lighten the notations, we denote by α = (α(t, w))
and β = (β(t, w)) the functions that will play the roles of (rˆwn (t)) and (uˆwn (t)). More
precisely, given (α0, β0) ∈ L∞, we look for solutions to
(42)
 ∂t
[
α(t, w)
β(t, w)
]
+ i
[
n · w n
0 n · w IdRd
]
·
[
α(t, w)
β(t, w)
]
= In(α(t), β(t))
[
0
−in
]
,
α(0) = α0 and β(0) = β0,
with
(43) In(α(t), β(t)) := P (n) ·
∫
{Φ(w′)α(t, w′) + dΦ(w′) · β(t, w′)} dµ(w′).
(α(t) and β(t) are notations for α(t, •) and β(t, •) respectively.)
It is easy to see that this equation generates a C0 semigroup on L∞. Indeed,
call
An(w) := −i
[
n · w n
0 n · w IdRd
]
,
An : (α, β) ∈ D(An) 7→ An(w) ·
[
α(w)
β(w)
]
,
Bn : (α, β) ∈ L∞ 7→ In(α, β)
[
0
−in
]
.
(The domain D(An) is the set of couples (α, β) ∈ L∞ for which the formula in
the definition of An provides an element of L∞). Then, Equation (42) can be
reformulated as
∂t(α(t), β(t)) = An · (α(t), β(t)) +Bn · (α(t), β(t)).
But on the one hand,An generates the C0 semigroup (etAn)t∈R+ with for all t ∈ R+,
for all (α, β) ∈ L∞ and for all w ∈ Rd,
etAn · (α, β)(w) = exp(tAn(w)) ·
[
α(w)
β(w)
]
= exp(−itn · w)
[
1 −itn
0 IdRd
]
·
[
α(w)
β(w)
]
= exp(−itn · w)
[
α(w)− itn · β(w)
β(w)
]
.
Remark the following estimate of the operator norm of etAn :
(44)
∥∥etAn∥∥ ≤ 1 + t|n|.
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On the other hand, Bn is bounded on L∞ and its operator norm satisfies
‖Bn‖ ≤ K|n|
where K only depends on M .
Thus, by [27, Chapter 3, Theorem 1.1], An +Bn is the infinitesimal generator
of a C0 semigroup (et(An+Bn))t∈R+ on L∞, and taking a slightly bigger K, for all
t ≥ 0,
‖et(An+Bn)‖ ≤ exp(K|n|t).
The continuity property stated in Lemma 5.7 follows. The aim is now to lower the
constant K down to any γ > γ0 up to adding a multiplicative constant.
We fix (α0, β0) ∈ L∞. We will compute the Laplace transform p 7→ H[p] of
h : t 7→
(
et(An+Bn) − etAn
)
· (α0, β0) =
∫ t
0
e(t−s)An ·Bn · (α(s), β(s)) ds ∈ L∞.
With the previous estimate, we can classically (see for example the proof of [27,
Chapter 3, Theorem 5.3]) deduce that the Laplace transform F of (et(An+Bn)) is
its resolvent, namely for all p ∈ C with <(p) > K|n|,
F [p] :=
∫ +∞
0
e−ptet(An+Bn) · (α0, β0) dt ∈ D(An +Bn)
(
= D(An)
)
,
and
(
p IdL∞ −(An +Bn)
)
· F [p] = (α0, β0).(45)
In the same way, thanks to (44), for all p ∈ C with <(p) > 0 (remark that if ω > 0,
then 1 + t|n| ≤ (1 + |n|/ω)eωt),
G[p] :=
∫ +∞
0
e−ptetAn · (α0, β0) dt ∈ D(An),
and
(
p IdL∞ −An
)
G[p] = (α0, β0).(46)
But then, solving the resolvent equations (46) and (45), we easily find that for all
p ∈ C with <(p) > K|n| > 1,
G[p](w) =

α0(w)
p+ in · w −
in · β0(w)
(p+ in · w)2
β0(w)
p+ in · w
 ,(47)
F [p](w) = G[p](w) + In(F [p])
 −|n|
2
(p+ in · w)2
−in
p+ in · w
 .(48)
Applying iIn to (48), we get by the definition of In in (43) and by the definition of
Λn(p) in (34): (
i− Λn(p)
)
In(F [p]) = iIn(G[p]).
But as soon as <(p) > γ0|n|, one must have Λn(p) 6= i, and
In(F [p]) =
i
i− Λn(p)In(G[p])
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Finally, we get (at least when <(p) > K|n|)
H[p](w) = F [p](w)−G[p](w) = i
i− Λn(p)In(G[p])
 −|n|
2
(p+ in · w)2
−in
p+ in · w
 .
But this expression is well defined and analytic in p on {p ∈ C | <(p) > γ0|n|}. We
keep the notation H[p] in this domain.
In addition, if γ > γ0, we have the following estimates.
• By Proposition 5.8, there is δ > 0 only depending on γ such that for all
n ∈ Zd, for all p with <(p) ≥ γ|n|,
|Λn(p)− i| ≥ δ.
• Now we give an estimate for H[p](w) when <(p) ≥ γ|n| and w ∈ Rd. We
just use the previous consideration, the fact that when <(p) ≥ γ|n|, then
|p + in · w| ≥ γ|n| and the formulae for In, (43) and for G[p](w), (47). In
the following computation, . means "lower than, up to a multiplicative
constant which only depends on M and γ". We have:
|H[p](w)| =
∣∣∣∣ ii− Λn(p)
∣∣∣∣× |In(G[p])| ×
∣∣∣∣∣∣∣
 −|n|
2
(p+ in · w)2
−in
p+ in · w

∣∣∣∣∣∣∣
. |In(G[p])| × |n||p+ in · w|
=
|n|
|p+ in · w|
∣∣∣∣ ∫ {Φ(w′)( α0(w′)p+ in · w′ − in · β0(w′)(p+ in · w′)2
)
+
dΦ(w′) · β0(w′)
p+ in · w′
}
dµ(w′)
∣∣∣∣
. |n||p+ in · w|
(∫ |Φ(w′)|+ |dΦ(w′)|
|p+ in · w′| dµ(w
′)
)
|(α0, β0)|∞.(49)
• There exists C only depending on M and γ (and not depending on w) such
that for all γ ≥ γ0 and for all w ∈ Rd,
(50)
1
2pi
∫ +∞
−∞
∫ |Φ(w′)|+ |dΦ(w′)|∣∣∣γ|n|+ i(q + n · w)∣∣∣∣∣∣γ|n|+ i(q + n · w′)∣∣∣ dµ(w′) dq ≤ C|n| .
This is an easy consequence of the explicit computation∫ +∞
−∞
dq∣∣∣γ|n|+ i(q + n · w)∣∣∣∣∣∣γ|n|+ i(q + n · w′)∣∣∣
≤ 2
∫ +∞
−∞
dq(
γ|n|+ |q + n · w|
)(
γ|n|+ |q + n · w′|
)
=
8
γ|n|
1 +Q
2 +Q
log(1 +Q)
Q
with Q =
|n · w − n · w′|
γ|n|
≤ 8
γ|n| .
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As a consequence, gathering (49) and (50), we get that for all w ∈ Rd,
(51)
∫ γ|n|+i∞
γ|n|−i∞
|H[p](w)|dp =
∫ +∞
−∞
∣∣∣H[γ|n|+ iq](w)∣∣∣ dq ≤ C|(α0, β0)|∞,
with C only depending on M and γ. Therefore, the abscissa of convergence of h is
lower or equal to γ0|n|, and the inverse Laplace transform formula applies, that is
for all γ > γ0 and t ≥ 0
h(t) =
1
2pii
∫ γ|n|+i∞
γ|n|−i∞
eptH[p] dp
=
eγ|n|t
2pii
∫ +∞
−∞
eiqtH
[
γ|n|+ iq] dq,
and by (51),
|h(t)|∞ ≤ e
γ|n|t
2pi
∣∣∣∣∫ +∞−∞
∣∣∣H[γ|n|+ iq]∣∣∣dq∣∣∣∣
∞
≤ Ceγ|n|t|(α0, β0)|∞,(52)
where C only depends on M and γ. But
(α(t), β(t)) = et(An+Bn)(α0, β0) = e
tAn(α0, β0) + h(t).
Hence, we get the result by gathering (44) and (52) 
We now prove Proposition 5.8.
Proof of Proposition 5.8. Defining the variable ξ by the formula, λ = |n|ξ, we define
for all n ∈ Zd\{0}, for all ξ with <(ξ) > 0,
Fn(ξ) := Λn(|n|ξ) = −iP (n) ·
∫ {
Φ(w)
(ξ + iun · w)2 + i
dΦ(w) · un
ξ + iun · w
}
dµ(w),
where un stands for the vector of the sphere n/|n| ∈ Sd−1. All these functions are
holomorphic on the half-plane
C∗+ := {ξ ∈ C such that <(ξ) > 0}.
We know that for all ξ ∈ C satisfying <(ξ) > γ0, for all n ∈ Zd, Fn(ξ) 6= i, and the
goal is to prove that for all γ > γ0, there exists δ > 0 such that if ξ ∈ C satisfies
<(ξ) ≥ γ, then |Fn(ξ)− i| ≥ δ.
By contradiction, if the result does not hold, we can find γ > γ0, (nk)k∈N ∈ (Zd)N
and (ξk)k∈N ∈ CN with for all k ∈ N, <(ξk) ≥ γ such that
lim
k→+∞
Fnk(ξk) = i.
We show in several steps that this leads to a contradiction.
Step one: (ξk)k∈N is bounded.
For all w ∈ Rd and all ξ = α + iβ ∈ C with <(ξ) = α ≥ γ, we define the
nonnegative function
H(ξ, w) :=
|Φ(w)|
α2 + (|β| − |w|)2 +
|dΦ(w)|√
α2 + (|β| − |w|)2 .
On the one hand, for all w ∈ Rd,
H(ξ, w) −→
|ξ|→+∞
0,
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and on the other hand for all ξ with <(ξ) ≥ γ and w ∈ Rd,
H(ξ, w) ≤ |Φ(w)|
γ2
+
|dΦ(w)|
γ
∈ L1(µ).
Hence, the dominated convergence theorem applies and∫
H(ξ, w) dµ(w) −→
|ξ|→+∞
<(ξ)≥γ
0.
We conclude step one remarking that because of (22), for all n ∈ Zd and ξ ∈ C∗+,
(53) |Fn(ξ)| ≤M
∫
H(ξ, w) dµ(w).
So as
|Fnk(ξk)| −→
k→+∞
1,
(ξk) must be bounded.
Step two: convergence to a non constant holomorphic function.
Up to an extraction, we can suppose that as k tends to +∞, ξk → ξ∞ with
<(ξ∞) ≥ γ, unk → u ∈ Sd−1 and P (nk) → P ∈ L(EC;C) (with ‖P‖ ≤ M ,
thanks to (22)). Then, by the dominated convergence theorem, (Fnk)k∈N converges
pointwise to F defined for all ξ ∈ C∗+ by
F (ξ) := −iP ·
∫ {
Φ(w)
(ξ + iu · w)2 + i
dΦ(w) · u
ξ + iu · w
}
dµ(w).
Furthermore, because of Montel’s theorem, this convergence is locally uniform on
C∗+. In particular,
F (ξ∞) = lim
k→+∞
Fnk(ξk) = i.
Moreover, because of (53),
F (ξ) −→
|ξ|→+∞
<(ξ)≥γ
0.
So F cannot be constant.
Step three: conclusion applying Rouché’s theorem.
If ξ ∈ C and r > 0, we denote by D(ξ, r) the closed disk centered at ξ and of
radius r, and C(ξ, r) = ∂D(ξ, r) the circle centered at ξ and of radius r. Chose
r > 0 such that:
• for all ξ ∈ D(ξ∞, r), <(ξ) > γ0,
• the only zero of F − i in D(ξ∞, r) is ξ∞.
Call
a := inf
ξ∈C(ξ∞,r)
|F (ξ)|.
If k is sufficiently large because of the locally uniform convergence of (Fnk) toward
F ,
sup
ξ∈C(ξ∞,r)
|Fnk(ξ)− F (ξ)| < a,
so Rouché’s theorem applies. For such a k, Fnk− i and F − i have the same number
of zeroes (counted with multiplicity) on D(ξ∞, r). So Fnk − i cancels at least once
on D(ξ∞, r), and so there exists ξ with <(ξ) > γ0 such that Fnk(ξ) = i, which
contradicts the definition of γ0. 
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6. Nonlinear instability
6.1. Statement of the main result. The purpose of this subsection is to prove
the existence of solutions to the nonlinear system (14)-(15) for any initial data in
the neighbourhood of an unstable stationary solution. The nonlinear system is
viewed as a perturbation of the linearized system (26) for which Theorem 5.5 gives
the existence of solutions.
Fix δ0 > 0, consider γ0 as defined in (35) and suppose γ0 > 0. The initial
condition will be taken of the form
(ρ0,v0) = (1 + r0,w + u0),
with (r0,u0) ∈ L0 and (∇r0,∇u0) ∈ Xδ0 for some δ0 > 0.
We look for solutions of the form
(54) ρw(t, x) = 1 + rw(t, x) + σw(t, x), vw(t, x) = w + uw(t, x) + ξw(t, x)
where here and in the whole section, (r,u) is a solution to the linear problem:
(r(t),u(t)) = St(r0,u0), and where (σ(0), ξ(0)) = 0.
Injecting this ansatz in (14)-(15), we find that (σ, ξ) must be solution to the
following system (where we omit the dependence of each function in (t, x) to gain
space, and where the equations must hold for all w ∈ Rd)
(55)

∂tσ
w + w · ∇σw + div(ξw) = −div
(
(rw + σw)(uw + ξw)
)
,
∂tξ
w+(w · ∇)ξw=−∇V [σ, ξ]−∇Wr,u[σ, ξ]−
[
(uw+ξw)·∇
]
(uw+ξw),
V [σ, ξ] := A
[∫
{Φ(w)σw + dΦ(w) · ξw} dµ(w)
]
,
Wr,u[σ, ξ] := A
[∫ {
Φ(w + uw + ξw)− Φ(w)
}(
rw + σw
)
dµ(w)
]
+A
[∫ {
Φ(w + uw + ξw)− Φ(w)− dΦ(w) · (uw + ξw)}dµ(w)],
σw|t=0 = 0 and ξw|t=0 = 0.
As expected, we recognize the linear system (26) plus terms that are at least qua-
dratic. So we give a Duhamel formulation of this system which is clearly equivalent
at the level of regularity at which we work
(56)
[
σ(t)
ξ(t)
]
=
∫ t
0
St−s
 −div ((r(s) + σ(s))(u(s) + ξ(s)))
−∇Wr,u[σ(s), ξ(s)]−
[
(u(s) + ξ(s))·∇
]
(u(s) + ξ(s))
ds.
The derivatives are taken pointwise in w: for instance, the notation div(v) stands
for (div vw)w∈Rd . We have written the couples of density and velocity fields in
column to gain space.
We will prove the following theorem.
Theorem 6.1. Suppose that µ is unstable as defined in Definition 5.2, so that γ0
defined in (35) is positive. Take Γ > γ0.
Then there exists ε0 > 0 only depending on Γ, r0 and M (the last two appearing
in (17), (18), (19), (20) and (22)), such that for all (r0,u0) ∈ L0 (defined in
definition (4.3)), if there is δ0 > 0 such that
(57) ‖Dr0,Du0‖δ0 ≤ ε0,
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then:
• (56) admits a solution (σ(t), ξ(t)) ∈ L0 for t ∈ [0, δ0/Γ],
• for all δ < δ0, (σ, ξ) is continuous from [0, (δ0 − δ)/Γ] to Xδ,
• there holds:
(58) sup
t≤δ0/Γ
‖σ(t), ξ(t)‖δ0−Γt ≤
‖Dr0,Du0‖2δ0
ε0
.
Moreover, this solution is unique in the class of analytic solutions: if (σ˜, ξ˜) is
a solution to (56) which is continuous from [0, T ] to Xδ for some T ≤ δ0/Γ and
δ > 0, then for all t ∈ [0, T ], (σ˜(t), ξ˜(t)) = (σ(t), ξ(t)).
Consequently, for such (r0,u0), δ0 and Γ, equations (14)-(15) admit a unique
analytic solution (ρ(t),v(t)) of the form (54) with
ρ0 = 1 + r0 and v0 = w + u0,
and we can estimate thanks to (58) the distance between the linear solution and the
nonlinear one.
Finally, (ρ(t),v(t)) stays real if (ρ0,v0) is real, and ρ(t) stays nonnegative if ρ0
is nonnegative.
Remark 6.2. • This is an existence result in a neighbourhood of the station-
ary solution: for any initial data (in L0) sufficiently close to the stationary
solution, we are able to find a local in time solution to (14)-(15). In fact,
we could even drop the condition (r0,u0) ∈ L0 if we were not interested in
finding the best time of existence that is possible with this method.
• If (r0,u0) ∈ L0 and δ0 > 0, then
(59) ‖r0,u0‖ ≤ ‖Dr0,Du0‖.
In particular, (57) implies ‖r0,u0‖ ≤ ε0. This remark will be useful in the
following.
• In the Vlasov-Poisson case, a famous result by Loeper [25, Theorem 1.2] as-
serts that there is at most one distributional solution (in space and velocity)
with bounded macroscopic density. Compared to this result, the uniqueness
part of our theorem is very weak: one reformulation of the problem (the
multiphasic system) admits a unique analytic solution. However, in the
other cases, the uniqueness of solutions with low regularity in the velocity
variable is an open question.
The proof is based on a fixed point argument in the Duhamel formulation (56).
To perform it, we will first list a few standard (but useful) properties of the family
of norms (‖•‖δ)δ≥0 defined in (36). Secondly, we will use these properties to derive
estimates on the source term in Equation (56). We will then show a version of the
Cauchy-Kovalevskaia theorem, very close to the one due to Caflisch in [14]. But
we will have to take into account the loss of regularity due to the presence of St−s
in (56) (as already done in [17, 21]). Also, for the first time to our knowledge, our
proof allows to get ε0 independent of δ0. It is interesting since if (r(t),u(t)) is an
exponential growing mode of frequency n ∈ Zd and c ∈ R, as a function of δ,∥∥cDr0, cDu0∥∥δ ∝ c|n| exp(|n|δ).
Therefore, we have a precise control on the best δ (and corresponding T ) we can
take for a given c: once Γ is fixed, ε0 is fixed and we can get solutions starting from
28 AYMERIC BARADAT
c(r0,u0) up to time T = δ/Γ as soon as c|n| exp(|n|δ) . ε0, that is
T ∝ − log c|n| .
(Usually, ε0 is a decreasing function of δ, and consequently, the condition of ex-
istence c exp(|n|δ) . ε0(δ) is stronger.) Therefore, (57) can be seen as a balance
between the size of the initial condition and the time of existence given by the
theorem. This is useful when we want to get large times of existence, as we will
need in the Vlasov-Poisson case. To get this result, we will have to take advantage
of the fact that a solution starting from L0 stays in L0. We will then be able to
use Lemma 6.9 below. We will finally apply this theorem to the proof of Theorem
6.1 thanks to the estimates that were previously derived.
6.2. Properties of the analytic norms. The following properties are basic tools
when working with analytic regularity (at least the first ones), and most of the
proofs can for example be found in [17]. However, we will recall them in Appendix
B because we have to obtain uniform estimates with respect to the variable w. The
last lemma is more original and delicate. We have decided to postpone the proofs
to the appendix to lighten the reading.
First, we will introduce a notation to bound all the first derivatives of a function
in Xδ or Xδ.
Definition 6.3. Let f ∈ Xδ and g ∈Xδ be written for all x ∈ Td∑
n∈Zd
fˆn exp(in · x) and
∑
n∈Zd
gˆn(w) exp(in · x),
with for all n ∈ Zd, gˆn ∈ L∞. We define for all δ > 0
|Df |δ :=
∑
n∈Zd
|n||fˆn| exp(δ|n|),
‖Dg‖δ :=
∑
n∈Zd
|n||gˆn|∞ exp(δ|n|).
Remark that this definition makes sense whatever the normed vector space in which
f and g take their values. That is the reason for this definition.
We move on to the estimates. We write the following propositions for families
of functions in Xδ, but the results are obviously still true for functions in Xδ.
The first proposition asserts that for all δ, ‖ • ‖δ is a norm of algebra.
Proposition 6.4. Take δ > 0 and let f = (fw)w∈Rd and g = (gw)w∈Rd be two
families functions in Xδ with f R-valued. Then fg := (fwgw)w∈Rd is still in Xδ,
and
‖fg‖δ ≤ ‖f‖δ‖g‖δ.
The second proposition gives the behaviour of the norms (‖ • ‖δ) with respect to
differentiation.
Proposition 6.5. Take f = (fw)w∈Rd in Xδ for some δ > 0. Then for all
0 < δ′ < δ, we have the following estimate:
‖Df‖δ′ ≤ 1
δ − δ′ ‖f‖δ.
The next proposition is a Leibniz type formula.
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Proposition 6.6. Take δ > 0 and let f = (fw)w∈Rd and g = (gw)w∈Rd be two
families of functions with f R-valued. Then for all δ > 0 we have the following
estimate:
‖D(fg)‖δ ≤ ‖f‖δ‖Dg‖δ + ‖g‖δ‖Df‖δ.
In particular, if f and g take their values in Rd and if α and β ∈ Nd,
(60) ‖D(fαgβ)‖δ ≤ |α|‖f‖|α|−1δ ‖g‖|β|δ ‖Df‖δ + |β|‖f‖|α|δ ‖g‖|β|−1δ ‖Dg‖δ.
The following estimate will be useful when estimating the force field.
Proposition 6.7. Take f a E-valued function. Then we have the following esti-
mate:
|∇Af |δ ≤M |Df |δ.
The next lemma asserts more or less thatD commutes with the semigroup S.
Lemma 6.8. Take γ > γ0 and C as in Theorem 5.5. If (r0,u0) is such that for
some δ > 0,
‖D(r0,u0)‖δ < +∞,
then the following estimates holds for all t > δ/γ:
‖DSt(r0,u0)‖δ−γt ≤ C‖D(r0,u0)‖δ.
We will work with families of functions that have no constant part: their Fourier
coefficients of order 0 will be 0. This is crucial to get ε0 independent of δ0 as needed
in Subsection 7.1. For such functions, we have the following estimates.
Lemma 6.9. Let f = (fw)w∈Rd ∈ Xδ for some δ > 0, and such that for all
w ∈ Rd,
(61)
∫
fw(x) dx = 0.
Then for all 0 ≤ δ′ ≤ δ,
‖f‖δ′ ≤ ‖f‖δ
exp(δ − δ′) .
Finally, we give some estimates dealing with the composition of analytic func-
tions. We recall that Φ is given by formula (16). If λ is a nonnegative number, we
set
|Φ|(λ) :=
∑
k∈Nd
|ak|λ|k|.
Remark that |Φ| and its derivatives are sums of nonnegative terms. Thus, they
always have a meaning in [0,+∞]. With this definition, assumptions (19) and (20)
can be reformulated ∫
|Φ|′(|w|+ r0) dµ(w) ≤M,(62) ∫
|Φ|′′(|w|+ r0) dµ(w) ≤M.(63)
We can now state the last lemma of the subsection.
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Lemma 6.10. Take a ∈ Rd, f and g two analytic functions from Td to Rd and
δ ≥ 0. Then, the following inequalities hold (with possible infinite values)
|Φ(a+ f)− Φ(a+ g)|δ ≤ |f − g|δ|Φ|′(|a|+ |f, g|δ),(64)
|D Φ(a+ f)|δ ≤ |Df |δ|Φ|′(|a|+ |f |δ),(65)
|Φ(a+ f)− Φ(a)− dΦ(a) · f |δ ≤ |f |2δ |Φ|′′(|a|+ |f |δ),(66)
|D{Φ(a+ f)− Φ(a+ g)}|δ
≤ |f − g|δ|Df,Dg|δ|Φ|′′(|a|+ |f, g|δ) + |D(f − g)|δ|Φ|′(|a|+ |f, g|δ),
(67)
|D{Φ(a+ f)− Φ(a+ g)− dΦ(a) · (f − g)}|δ
≤ {|D(f − g)|δ|f, g|δ + |f − g|δ|Df,Dg|δ}|Φ|′′(|a|+ |f, g|δ).
(68)
6.3. Estimates for the source term in the Duhamel formulation. We will
estimate the different terms in (56) in order to apply a Cauchy-Kovalevskaia theo-
rem. We take (r0,u0) ∈ L0 and δ0 > 0, and we call
η := ‖Dr0,Du0‖δ0 .
Because of (59), we have then
‖r0,u0‖δ0 ≤ η.
We take Γ > γ0 (as in the statement of Theorem 6.1), and we define
(69) γ1 :=
2
3
γ0 +
1
3
Γ = γ0 +
1
3
(Γ− γ0).
In the sequel, C is the constant appearing in Theorem 5.5 with γ = γ1. It only
depends on M and Γ. In particular, with these definitions,
sup
t∈[0,δ0/γ1]
∥∥(r(t),u(t))∥∥
δ0−γ1t ≤ Cη,(70)
sup
t∈[0,δ0/γ1]
∥∥(∇r(t),∇u(t))∥∥
δ0−γ1t ≤ Cη.(71)
We begin with the easiest terms.
Proposition 6.11. For all t < δ0/γ1, we have
(72)
∥∥ div (r(t)u(t))∥∥
δ0−γ1t ≤ 2C
2η2,∥∥(u(t) · ∇)u(t)∥∥
δ0−γ1t ≤ C
2η2.
For all t < δ0/γ1, for all δ ≤ δ0 − γ1t, for all η > 0, and for all families
p1 := (σ1, ξ1) and p2 := (σ2, ξ2), we have
(73)
∥∥∥div{(r(t) + σ1)(u(t) + ξ1)}− div{(r(t) + σ2)(u(t) + ξ2)}∥∥∥
δ
≤
(
Cη + ‖Dp1,Dp2‖δ
)
‖p1 − p2‖δ +
(
Cη + ‖p1,p2‖δ
)
‖D(p1 − p2)‖δ,∥∥∥((u(t) + ξ1) · ∇)(u(t) + ξ1)− ((u(t) + ξ2) · ∇)(u(t) + ξ2)∥∥∥
δ
≤
(
Cη + ‖Dξ1,Dξ2‖δ
)
‖ξ1 − ξ2‖δ +
(
Cη + ‖ξ1, ξ2‖δ
)
‖D(ξ1 − ξ2)‖δ,
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where ‖Dp‖δ stands for ‖Dσ,Dξ‖δ.
Proof. Inequalities (72) are easy consequences of (70), (71), Proposition 6.4 and
Proposition 6.6 once remarked that for any δ ≥ 0 and any vector valued f ,
‖ div f‖δ ≤ ‖Df‖δ.
To show inequalities (73), just decompose the differences of products using the
relation
(a+ b1)(c+ d1)− (a+ b2)(c+ d2) = (a+ b1)(d1 − d2) + (c+ d2)(b1 − b2),
and use (70), (71) and Proposition 6.6. 
Let us move on the delicate part of estimating the force field. It is now that we
must use the analyticity of Φ. We will prove the following.
Proposition 6.12. There is K only depending on M , r0 and Γ such that:
• For all t ≤ δ0/γ1 and for all η such that Cη ≤ r0, we have
(74) |∇Wr,u[0, 0](t)|δ0−γ1t ≤ Kη2.
(We recall that r0 is used in (19) and (20).)
• For all t ≤ δ0/γ1, for all δ ≤ δ0 − γ1t, for all η such that Cη ≤ r0, and for
all families p1 := (σ1, ξ1) and p2 := (σ2, ξ2) such that
Cη + ‖p1,p2‖δ ≤ r ≤ r0,
we have
(75)
∣∣∇Wr,u[σ1, ξ1](t)−∇Wr,u[σ2, ξ2](t)∣∣δ
≤ K
{(
Cη + ‖Dp1,Dp2‖δ
)
‖p1 − p2‖δ + r‖D(p1 − p2)‖δ
}
.
Proof. Proof of (74). By the definition of Wr,u in (55),
Wr,u[0, 0] = A
[∫ {
Φ(w + uw)− Φ(w)
}
rw dµ(w)
]
+A
[∫ {
Φ(w + uw)− Φ(w)− dΦ(w)uw
}
dµ(w)
]
.
Thus, by Proposition 6.7, if t ≤ δ0/γ1 and δ := δ0 − γ1t,
|∇Wr,u[0, 0](t)|δ ≤M
∣∣∣∣D∫ {Φ(w + uw(t))− Φ(w)}rw(t) dµ(w)∣∣∣∣
δ
+M
∣∣∣∣D∫ {Φ(w + uw(t))− Φ(w)− dΦ(w)uw(t)}dµ(w)∣∣∣∣
δ
≤M
∫ ∣∣∣D({Φ(w + uw(t))− Φ(w)}rw(t))∣∣∣
δ
dµ(w)
+M
∫ ∣∣∣D{Φ(w + uw(t))− Φ(w)− dΦ(w)uw(t)}∣∣∣
δ
dµ(w)
But on the one hand, by (70), (71) and Proposition 6.6,∣∣∣D({Φ(w+uw(t))− Φ(w)}rw(t))∣∣∣
δ
≤ C|D{Φ(w + uw(t))− Φ(w)}|δ + C|Φ(w + uw(t))− Φ(w)|δ,
= C|D{Φ(w + uw(t))}|δ + C|Φ(w + uw(t))− Φ(w)|δ,
≤ 2C2η|Φ|′(|w|+ Cη),
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the last line being obtained using (70), (71), (64) and (65).
On the other hand, by (68),∣∣∣D{Φ(w + uw(t))− Φ(w)− dΦ(w)uw(t)}∣∣∣
δ
≤ 2C2η2|Φ|′′(|w|+ Cη).
In the end, we find
|∇Wr,u[0, 0](t)|δ ≤ 2MC2η2
∫ {
|Φ|′(|w|+ Cη) + |Φ|′′(|w|+ η)
}
dµ(w).
We conclude by using (62), (63) and Cη ≤ r0.
Proof of (75). Take t ≤ δ0/γ1, δ ≤ δ0 − γ1t, η such that Cη ≤ r0, p1 := (σ1, ξ1)
and p2 := (σ2, ξ2) as in the statement. We have by the definition of Wr,u in (55):
Wr,u[p1]−Wr,u[p2]
= A
[ ∫ {
Φ(w + uw+ ξw1 )− Φ(w)
}
(σw1 − σw2 ) dµ(w)
]
+A
[ ∫ {
Φ(w + uw+ ξw1 )− Φ(w + uw+ ξw2 )
}
(rw + σw2 ) dµ(w)
]
+A
[ ∫ {
Φ(w + uw+ ξw1 )− Φ(w + uw+ ξw2 )− dΦ(w) · (ξw1 − ξw2 )
}
dµ(w)
]
.
So by Proposition 6.7, omitting the time variable,
|∇Wr,u[p1]−∇Wr,u[p2]|δ
≤M
∫ ∣∣∣D({Φ(w + uw+ ξw1 )− Φ(w)}(σw1 − σw2 ))∣∣∣
δ︸ ︷︷ ︸
=:Λ1
dµ(w)
+M
∫ ∣∣∣D({Φ(w + uw+ ξw1 )− Φ(w + uw+ ξw2 )}(rw + σw2 ))∣∣∣
δ︸ ︷︷ ︸
=:Λ2
dµ(w)
+M
∫ ∣∣∣D(Φ(w + uw+ ξw1 )− Φ(w + uw+ ξw2 )− dΦ(w) · (ξw1 − ξw2 ))∣∣∣
δ︸ ︷︷ ︸
=:Λ3
dµ(w).
Let us control these terms one by one. First, by Proposition 6.6,
Λ1 ≤ |D(Φ(w + uw+ ξw1 )− Φ(w))|δ‖p1 − p2‖δ
+ |Φ(w + uw+ ξw1 )− Φ(w)|δ‖D(p1 − p2)‖δ
= |DΦ(w + uw+ ξw1 )|δ‖p1 − p2‖δ
+ |Φ(w + uw+ ξw1 )− Φ(w)|δ‖D(p1 − p2)‖δ.
With (64), (65), (70), (71) and Cη + ‖p1,p2‖δ ≤ r ≤ r0, we obtain
(76) Λ1 ≤
{
(Cη + ‖Dp1,Dp2‖δ)‖p1 − p2‖δ + rD(p1 − p2)‖δ
}
|Φ|′(|w|+ r0).
Then, still by Proposition 6.6, (70), (71) and Cη + ‖p1,p2‖δ ≤ r ≤ r0,
Λ2 ≤ r
∣∣∣D{Φ(w + uw+ ξw1 )− Φ(w + uw+ ξw2 )}∣∣∣
δ
+ (Cη + ‖Dp1,Dp2‖δ)
∣∣∣Φ(w + uw+ ξw1 )− Φ(w + uw+ ξw2 )∣∣∣
δ
.
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Using (67) and (64), we get
Λ2 ≤ r‖D(p1 − p2)‖δ|Φ|′(|w|+ r0)
+ r0‖p1 − p2‖(Cη + ‖Dp1,Dp2‖δ)|Φ|′′(|w|+ r0))
+ (Cη + ‖Dp1,Dp2‖δ)‖p1 − p2‖δ|Φ|′(|w|+ r0)
= (Cη + ‖Dp1,Dp2‖δ)‖p1 − p2‖δ
{
|Φ|′(|w|+ r0) + r0|Φ|′′(|w|+ r0)
}
+ r‖D(p1 − p2)‖δ|Φ|′(|w|+ r0).(77)
For Λ3, we just have to use (68). We get
(78) Λ3 ≤
{
r‖D(p1 − p2) + (Cη + ‖Dp1,Dp2‖δ)‖p1 − p2‖
}
|Φ|′′(|w|+ r0).
The result is obtained by integrating (76), (77) and (78) with respect to w and
by using (62) and (63). 
In the end, the results of this subsection can be summarized in the following
way.
Theorem 6.13 (Conclusion of the subsection). Take Γ > γ0, γ1 as in (69) and C
the constant given by Theorem 5.5 with γ = γ1. Equation (56) can be rewritten as
(79) p(t) =
∫ t
0
St−sFη(s,p(s)) ds,
with S defined in (38) and satisfying (39), and Fη satisfying the following estimates
for some K > 0 only depending on M , r0 and Γ.
• For all t ≤ δ0/γ0 and for all η such that Cη ≤ r0, we have
(80) ‖Fη(t, 0)‖δ0−γ0t ≤ Kη2.
• For all t ≤ δ0/γ1, for all δ ≤ δ0 − γ1t, for all η such that Cη ≤ r0, and for
all p1 and p2 such that
Cη + ‖p1,p2‖δ ≤ r ≤ r0,
we have
(81)
∥∥Fη(t,p1)−Fη(t,p2)∥∥δ
≤ K
{(
Cη + ‖Dp1,Dp2‖δ
)
‖p1 − p2‖δ + r‖D(p1 − p2)‖δ
}
.
• For any p ∈Xδ ∩L0, δ ≥ 0, for all η > 0 and for all t ≤ δ0/γ1,
(82) Fη(t,p) ∈ L0.
Proof. Looking at (56), we see that
Fη(t,p) =
 −div ((r(t) + σ)(u(t) + ξ))
−∇Wr,u[p]−
[
(u(t) + ξ) · ∇
]
(u(t) + ξ)

Estimates (80) and (81) are obvious consequences of (72), (73), (74) and (75).
To see (82), remark that as for all w ∈ Rd, uw and ξw are gradients,[
(u(t) + ξ) · ∇
]
(u(t) + ξ) =
1
2
∇
(
|u(t) + ξ|2
)
.

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6.4. A Cauchy-Kovalevskaia theorem. We want to derive from the estimates
(39), (80) and (81) and from property (82) an existence result for equation (79).
The theorem is the following.
Theorem 6.14. For all Γ > γ0 there exists ε0 > 0 only depending on r0, M and
Γ (and not δ0) such that if
(83) η ≤ ε0,
then:
• equation (79) admits a solution p for t ∈ [0, δ0/Γ] with values in L0,
• for all δ < δ0, p is continuous from [0, (δ0 − δ)/Γ] to Xδ,
• there holds:
(84) sup
t∈[0,δ0/Γ]
‖p(t)‖δ0−Γt ≤
η2
ε0
.
Moreover, this solution is unique in the class of analytic solutions: if q is a
solution to (79) which is continuous from [0, T ] to Xδ for some T ≤ δ0/Γ and
δ > 0, then for all t ∈ [0, T ], q(t) = p(t).
Remark 6.15. The proof also gives for free
(85) sup
t∈[0,δ0/Γ)
sup
δ<δ0−Γt
√
δ0 (δ0 − δ − Γt)1/2
∥∥Dp(t)∥∥
δ
≤ η
2
ε0
.
Proof. Take Γ > γ0, and define as previously γ1 by (69). As before, C will stand
for the constant appearing in Theorem 5.5 with γ = γ1. Define as well
γ2 :=
1
3
γ0 +
2
3
Γ = γ0 +
2
3
(Γ− γ0).
In the whole proof, equation (39) will be used with γ2, and the corresponding
constant will be considered as a function of Γ. Also, in the whole proof, K will
denote a large constant which will be likely to grow from line to line, but only
depending on r0, M and Γ.
First we define the following norm:
(86)
∣∣∣∣∣∣p∣∣∣∣∣∣ := sup
t∈[0,δ0/Γ]
‖p(t)‖δ0−Γt +
√
δ0 sup
t<δ0/Γ
δ<δ0−Γt
(
δ0 − δ − Γt
)1/2‖Dp(t)‖δ.
This type of norm has been used for the first time by Caflish in [14]. Here, we have
chosen the exponent in the derivative part equal to 1/2 and we have added a factor√
δ0. All these choices are made to obtain ε0 independent of δ0 as the following
computations will show.
For a given η, we introduce the scheme:
p0 = 0,
∀n ≥ 0, pn+1(t) :=
∫ t
0
St−sFη(s,pn(s)) ds.
First of all, 0 ∈ L0. Moreover, if p ∈ L0 is sufficiently regular, and if 0 ≤
s ≤ t, then Fη(s,p) ∈ L0 by (82), and so St−sFη(s,p) ∈ L0 by Theorem 5.5.
Consequently, it is easy to prove by induction that for all n ∈ N and all t ≥ 0 such
that the definition of pn(t) makes sense, then pn(t) ∈ L0. In particular, pn(t) will
satisfy (61) and, we will be able to use Lemma 6.9.
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Now we suppose that (83) holds and we will show that as soon as ε0 is small
enough, then the scheme will converge to a certain p for which we will give an
estimate.
Step one: estimating p1.
Let us begin the computations by estimating
∣∣∣∣∣∣p1∣∣∣∣∣∣. If t ≤ δ0/Γ,
‖p1(t)‖δ0−Γt ≤
∫ t
0
‖St−sFη(s, 0)‖δ0−Γt ds
≤ K
∫ t
0
‖Fη(s, 0)‖δ0−(Γ−γ2)t−γ2s ds by (39),
≤ K
∫ t
0
‖Fη(s, 0)‖δ0−γ1s
exp
(
(δ0 − γ1s)− (δ0 − (Γ− γ2)t− γ2s
) ds by Lem. 6.9,
≤ Kη
2
exp
(
(Γ− γ2)t
) ∫ t
0
exp
(− (γ2 − γ1)s)ds by (80),
≤ K
γ2 − γ1
η2
exp
(
(Γ− γ2)t
) .
Putting the γ2 − γ1 in the constant C and using Γ > γ2, we get
(87) ‖p1(t)‖δ0−Γt ≤ Cη2.
On the other hand, choose t < δ0/Γ and δ < δ0 − Γt. Taking for all s ∈ [0, t]
δ′(s) :=
δ + γ2(t− s) + δ0 − γ1s
2
,
we get
‖Dp1(t)‖δ ≤
∫ t
0
‖DSt−sFη(s, 0)‖δ ds
≤ K
∫ t
0
‖DFη(s, 0)‖δ+γ2(t−s) ds by Lem. 6.8,
≤ K
∫ t
0
‖Fη(s, 0)‖δ′(s)
δ′(s)− δ − γ2(t− s) ds by Prop. 6.5,
≤ K
∫ t
0
‖Fη(s, 0)‖δ0−γ1s
δ′(s)− δ − γ2(t− s)e
−(δ0−γ1s−δ′(s)) ds by Lem. 6.9,
≤ Kη2
∫ t
0
e−(δ0−δ−γ2t+(γ2−γ1)s)/2
δ0 − δ − γ2t+ (γ2 − γ1)s ds by (80),
≤ Kη2e−(δ0−δ−γ2t)/2
∫ t
0
ds
δ0 − δ − γ2t+ (γ2 − γ1)s
= Kη2e−(δ0−δ−γ2t)/2 log
(
δ0 − δ − γ1t
δ0 − δ − γ2t
)
.
But remark that for t ≤ δ0/Γ and δ < δ0 − Γt,√
δ0
(
δ0 − δ − Γt
)1/2
e−(δ0−δ−γ2t)/2 log
(
δ0 − δ − γ1t
δ0 − δ − γ2t
)
≤ δ0e−δ0/2 sup
t˜<1/Γ
sup
δ˜<1−Γt˜
(
1− δ˜ − Γt˜)1/2e−(1−δ˜−γ2 t˜)/2 log(1− δ˜ − γ1t˜
1− δ˜ − γ2t˜
)
,
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and that
sup
t˜<1/Γ
sup
δ˜<1−Γt˜
(
1− δ˜ − Γt˜)1/2e−(1−δ˜−γ2 t˜)/2 log(1− δ˜ − γ1t˜
1− δ˜ − γ2t˜
)
only depends on Γ. So we can include this factor in the constant C and because
δ0e
−δ0/2 ≤ 2, we get
(88)
√
δ0
(
δ0 − δ − Γt
)1/2‖Dp1(t)‖δ ≤ Kη2.
Gathering (87) and (88), we conclude that∣∣∣∣∣∣p1∣∣∣∣∣∣ ≤ Kη2.
Step two: estimating pn − pn−1 by induction.
Now, we prove by induction that when ε0 is sufficiently small, then for all n ≥ 1,
(89)
∣∣∣∣∣∣pn − pn−1∣∣∣∣∣∣ ≤ 2−(n−1)∣∣∣∣∣∣p1∣∣∣∣∣∣,
and
(90)
∣∣∣∣∣∣pn∣∣∣∣∣∣ ≤ η.
Basis step. When n = 1, (89) is automatically true, and as under condition (83),∣∣∣∣∣∣p1∣∣∣∣∣∣ ≤ Kη2 ≤ Kε0η,
as soon as
(91) Kε0 ≤ 1
2
,
we have
(92)
∣∣∣∣∣∣p1∣∣∣∣∣∣ ≤ η
2
.
Equation (90) is then trivially true for n = 1.
Induction step. If the result is true for k = 1, . . . , n, let us estimate the norm∣∣∣∣∣∣pn+1 − pn∣∣∣∣∣∣. First of all, as soon as
(93) ε0 ≤ r0
C + 1
,
then for all s ≤ δ0/Γ,
Cη + ‖pn(s),pn−1(s)‖δ0−Γs ≤ (C + 1)η ≤ r0,
so we will be able to use (81) with r := (C + 1)η. Take t ≤ δ0/Γ. By setting for all
s ∈ [0, t]
δ(s) := δ0 − (Γ− γ2)t− γ2s,
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we have by (39), (81), (90), (86) and Lemma 6.9:
‖pn+1(t)− pn(t)‖δ0−Γt
≤
∫ t
0
‖St−s
{Fη(s,pn(s))−Fη(s,pn−1(s))}‖δ0−Γt ds
≤ K
∫ t
0
‖Fη(s,pn(s))−Fη(s,pn−1(s))‖δ(s) ds
≤ K
∫ t
0
{(
Cη + ‖Dpn−1(s),Dpn(s)‖δ(s)
)
‖pn(s)− pn−1(s)‖δ(s)
+ (C + 1)η‖D(pn(s)− pn−1(s))‖δ(s)
}
ds
≤ K
∫ t
0
{(
Cη +
η
√
δ0
(
δ0 − δ(s)− Γs
)1/2)
∣∣∣∣∣∣pn − pn−1∣∣∣∣∣∣
exp
(
δ0 − Γs− δ(s)
)
+ (C + 1)η
∣∣∣∣∣∣pn − pn−1∣∣∣∣∣∣√
δ0
(
δ0 − δ(s)− Γs
)1/2}ds
≤ K∣∣∣∣∣∣pn − pn−1∣∣∣∣∣∣η ∫ t
0
{
C
exp
(
δ0 − Γs− δ(s)
)+ C + 2√
δ0
(
δ0 − Γs− δ(s)
)1/2
}
ds.
But using
δ0 − Γs− δ(s) = (Γ− γ2)t− (Γ− γ2)s,
we get
‖pn+1(t)− pn(t)‖δ0−Γt ≤ K
∣∣∣∣∣∣pn − pn−1∣∣∣∣∣∣η{C + (C + 2)√ t
δ0
}
≤ K∣∣∣∣∣∣pn − pn−1∣∣∣∣∣∣η.
In particular,
(94) ‖pn+1(t)− pn(t)‖δ ≤ 1
4
∣∣∣∣∣∣pn − pn−1∣∣∣∣∣∣
as soon as
(95) Kε0 ≤ 1
4
.
On the other hand, if t < δ0/Γ and δ < δ0 − Γt, by using Lemma 6.8,
‖D(pn+1(t)− pn(t))‖δ ≤ K
∫ t
0
‖D(Fη(s,pn(s))−Fη(s,pn−1(s)))‖δ+γ2(t−s) ds.
We get rid of theDby using Proposition 6.5 with for all s ∈ [0, t],
δ(s) :=
δ + γ2(t− s) + δ0 − Γs
2
,
With this choice, for all s ∈ [0, t],
(96) ∆(s) := δ(s)− δ − γ2(t− s) = δ0 − Γs− δ(s) = δ0 − δ − γ2t− (Γ− γ2)s
2
.
Consequently,
‖D(pn+1(t)− pn(t))‖δ ≤ K
∫ t
0
‖Fη(s,pn(s))−Fη(s,pn−1(s))‖δ(s)
∆(s)
ds.
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By the exact same estimations of ‖Fη(s,pn(s))−Fη(s,pn−1(s))‖δ(s) as before,
‖D(pn+1(t)− pn(t))‖δ
≤ K∣∣∣∣∣∣pn − pn−1∣∣∣∣∣∣η ∫ t
0
{
C
∆(s) exp
(
∆(s)
) + C + 2√
δ0∆(s)3/2
}
ds.
We just have to use
∆(s) ≥ δ0 − δ − Γt
2
to get the bound∫ t
0
ds
∆(s) exp
(
∆(s)
) ≤ exp(−δ0 − δ − Γt
2
)∫ t
0
ds
∆(s)
≤ 2 exp
(
−δ0 − δ − Γt
2
)∫ t
0
ds
δ0 − δ − γ2t− (Γ− γ2)s
≤ 2 exp
(
−δ0 − δ − Γt
2
)
log
(
δ0 − δ − γ2t
δ0 − δ − Γt
)
.
And besides, by (96),∫ t
0
ds
∆(s)3/2
≤ 4
√
2
Γ− γ2
1(
δ0 − δ − Γt
)1/2 .
In the end,√
δ0
(
δ0 − δ − Γt
)1/2‖D(pn+1(t)− pn(t))‖δ ≤ K∣∣∣∣∣∣pn − pn−1∣∣∣∣∣∣η(L+ 1),
with
L = sup
t<δ0/Γ
δ<δ0−Γt
√
δ0
(
δ0 − δ − Γt
)1/2
exp
(
−δ0 − δ − Γt
2
)
log
(
δ0 − δ − γ2t
δ0 − δ − Γt
)
≤ δ0 exp(−δ0/2) sup
t˜<1/Γ
δ˜<1−Γt˜
(
1− δ˜ − Γt˜)1/2 log(1− δ˜ − γ2t˜
1− δ˜ − Γt˜
)
≤ 2 sup
t˜<1/Γ
δ˜<1−Γt˜
(
1− δ˜ − Γt˜)1/2 log(1− δ˜ − γ2t˜
1− δ˜ − Γt˜
)
and
sup
t˜<1/Γ
δ˜<1−Γt˜
(
1− δ˜ − Γt˜)1/2 log(1− δ˜ − γ2t˜
1− δ˜ − Γt˜
)
only depending on Γ. Thus,√
δ0
(
δ0 − δ − Γt
)1/2‖D(pn+1(t)− pn(t))‖δ ≤ Kη∣∣∣∣∣∣pn − pn−1∣∣∣∣∣∣
≤ Kε0
∣∣∣∣∣∣pn − pn−1∣∣∣∣∣∣.
Once again,
(97)
(
δ0 − δ − Γt
δ0
)1/2
‖D(pn+1(t)− pn(t))‖δ ≤ 1
4
∣∣∣∣∣∣pn − pn−1∣∣∣∣∣∣
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as soon as
(98) Kε0 ≤ 1
4
.
So under conditions (95), (98), then (94) and (97) hold and thus by summing them,
∣∣∣∣∣∣pn+1 − pn∣∣∣∣∣∣ ≤ 1
2
∣∣∣∣∣∣pn − pn−1∣∣∣∣∣∣ ≤ 2−n∣∣∣∣∣∣p1∣∣∣∣∣∣.
To get ∣∣∣∣∣∣pn+1∣∣∣∣∣∣ ≤ η,
it suffices to sum (89) for all the integers up to n+ 1 and (92). So we are done with
our induction as soon as ε0 satisfies (91), (93), (95), (98).
Step three: conclusion of the first and third point of the statement.
We have shown that when ε0 is small enough, under condition (83), (pn)n∈N
is a Cauchy sequence in the Banach space of functions having finite norm ||| • |||.
So it converges to a certain p which turns out to be a solution to equation (79)
and which belongs to L0 for all of its times of existence (L0 is closed even for the
topology of distributions). Moreover, by summing (89) for all n ≥ 1 and by using
(87) and (91), we get
∣∣∣∣∣∣p∣∣∣∣∣∣ ≤ 2∣∣∣∣∣∣p1∣∣∣∣∣∣ ≤ η2
ε0
.
Inequalities (84) and (85) follow easily.
Step four: continuity of p.
Here, we show the second point of the statement. First, because of (81) (with
p1 = p and p2 = 0), (84) and (85), we can estimate F : for all t < δ0/Γ and for all
δ < δ0 − Γt, there is a constant K such that
(99) ‖Fη(t,p(t))‖δ ≤ K
(δ0 − δ − Γt)1/2 .
(For this part of the proof, we do not need to be cautious with the dependences of
K; a priori, it depends on everything except for t and δ.) In what follows, K will
be a large constant growing from line to line.
Then, if 0 ≤ t1 < t2 ≤ δ0/Γ, using (79), we get:
(100) p(t2)− p(t1) =
∫ t1
0
{St2−s−St1−s}Fη(s,p(s)) ds+
∫ t2
t1
St2−sFη(s,p(s)) ds
Now, we chose δ < δ0 and we suppose 0 ≤ t1 < t2 ≤ T := (δ0 − δ)/Γ. The goal
is to show that the two terms in (100) tend to zero in Xδ when t2− t1 goes to zero.
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The easiest term is the second one:∥∥∥∥∫ t2
t1
St2−sFη(s,p(s)) ds
∥∥∥∥
δ
≤
∫ t2
t1
‖St2−sFη(s,p(s))‖δ ds
≤ K
∫ t2
t1
‖Fη(s,p(s))‖δ+γ2(t2−s) ds by (39),
≤ K
∫ t2
t1
ds
(δ0 − δ − Γs− γ2(t2 − s))1/2 by (99),
= K
∫ t2
t1
ds
(Γ(T − s)− γ2(t2 − s))1/2
≤ K
∫ t2
t1
ds
((Γ− γ2)(T − s))1/2
≤ K
∫ T
T−(t2−t1)
ds
((Γ− γ2)(T − s))1/2
≤ K√t2 − t1,
which tends to zero when t2 − t1 tends to zero.
We treat the first term in two stages: t2 ↘ t1 and then t1 ↗ t2.
The case t2 ↘ t1. We have:∫ t1
0
{St2−s − St1−s}Fη(s,p(s)) ds =
∫ t1
0
{St2−t1 − Id}St1−sFη(s,p(s)) ds
= {St2−t1 − Id}p(t1).
According to the continuity part of Theorem 5.5, this term tends to zero in Xδ as
t2 ↘ t1 provided p(t1) ∈Xδ′ for some δ′ > δ. But this is the case as we know that
p(t1) ∈Xδ0−Γt1 , and δ0 − Γt1 > δ0 − ΓT = δ.
The case t1 ↗ t2. We also have:∫ t1
0
{St2−s − St1−s}Fη(s,p(s)) ds =
∫ t1
0
St1−s{St2−t1 − Id}Fη(s,p(s)) ds
Consequently,∥∥∥∥∥
∫ t1
0
{St2−s−St1−s}Fη(s,p(s)) ds
∥∥∥∥∥
δ
≤
∫ t1
0
‖St1−s{St2−t1 − Id}Fη(s,p(s))‖δ ds
≤
∫ t1
0
‖{St2−t1 − Id}Fη(s,p(s))‖δ+γ2(t1−s) ds by (39),
=
∫ t2
0
1s≤t1‖{St2−t1 − Id}Fη(s,p(s))‖δ+γ2(t1−s) ds.(101)
On the one hand, if s ∈ [0, t2), Fη(s,p(s)) ∈Xδ′ for all δ′ < δ0 − Γs, and
δ + γ2(t2 − s) < δ + Γ(t2 − s) ≤ δ + Γ(T − s) = δ0 − Γs.
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So by the continuity part of Theorem 5.5
1s≤t1‖{St2−t1 − Id}Fη(s,p(s))‖δ+γ2(t1−s) ≤ ‖{St2−t1 − Id}Fη(s,p(s))‖δ+γ2(t2−s)
−→
t1↗t2
0.
On the other hand, for all s ∈ [0, t2),
1s≤t1‖{St2−t1 − Id}Fη(s,p(s))‖δ+γ2(t1−s)
≤ 1s≤t1‖St2−t1Fη(s,p(s))‖δ+γ2(t1−s) + 1s≤t1‖Fη(s,p(s))‖δ+γ2(t1−s)
≤ 2‖Fη(s,p(s))‖δ+γ2(t2−s)
≤ K
(δ0 − δ − Γs− γ2(t2 − s))1/2
≤ K
((Γ− γ2)(T − s))1/2
where we used (99) to get the fourth line. This bound does not depend on t1 and is
summable between 0 and t2 ≤ T . So the dominated convergence theorem applies,
and we can pass to the limit t1 ↗ t2 in (101).
Step five: uniqueness.
Suppose η ≤ ε0. The computations of the induction part of step two show that
if q1 and q2 are two solutions to (79) up to time δ0/Γ that satisfy
(102) sup
t∈[0,δ0/Γ]
‖q1(t), q2(t)‖δ0−Γt ≤ η,
then ∣∣∣∣∣∣q2 − q1∣∣∣∣∣∣ ≤ 1
2
∣∣∣∣∣∣q2 − q1∣∣∣∣∣∣.
Consequently, in that case, q1(t) = q2(t) for all t ∈ [0, δ0/Γ].
Moreover, we have seen that ε0 does not depend on δ0. So if we replace δ0 by
some ι0 in (102), then the conclusion holds up to time ι0/Γ.
Now take p as built in step three and q, T ≤ δ0/Γ and δ > 0 as in the statement
of the theorem. Let t0 ∈ [0, T ] be defined by:
t0 := sup{t ∈ [0, T ] |p(t) = q(t)}.
Suppose by contradiction that t0 < T .
By the previous considerations, it suffices to find ι0 ≤ δ0 such that t0 < ι0/Γ ≤ T
and
(103) sup
t∈[t0,ι0/Γ]
‖q‖ι0−Γt ≤ η.
Indeed, if such a ι0 exists, then (102) holds with ι0 instead of δ0, q1 := p and
q2 := q. (The estimate for p and the estimate for q before t0 are due to ι0 ≤ δ0 and∣∣∣∣∣∣p∣∣∣∣∣∣ ≤ η.) Hence, for all t ≤ ι0/Γ, q(t) = p(t) and as ι0/Γ > t0, the maximality
of t0 is contradicted.
As p(t0) ∈ L0, δ′ 7→ ‖p‖δ′ is an increasing function. So as
‖p(t0)‖δ0−Γt0 ≤ η,
for all ι0 < δ0,
‖q(t0)‖ι0−Γt0 = ‖p(t0)‖ι0−Γt0 < η.
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In addition, if ι0 is sufficiently small, then ι0 − Γt0 ≤ δ, where δ, given in the
statement of the theorem, is such that q is continuous in Xδ. For such ι0 there is
t1 > t0 such that for all t ∈ [t0, t1],
‖q(t)‖ι0−Γt ≤ ‖q(t)‖ι0−Γt0 ≤ η.
Up to taking an even lower ι0 > t0Γ we can suppose furthermore that ι0/Γ ≤ t1.
For such a ι0, (103) holds and the result follows. 
6.5. Conclusion: proof of Theorem 6.1. Theorem 6.1 is a direct application of
Theorem 6.14.
The fact that (ρ(t),v(t)) stays real is a consequence of (21). Indeed, with this
assumptions, on the one hand, with the notations of the proof of Lemma 5.7:
∀n ∈ Zd, A−n = An and B−n = Bn.
So the linear solutions are real if (ρ0,v0) is real. On the other hand, the fixed
point procedure developed in the proof of theorem 6.14 send real functions on real
functions. So the nonlinear solutions also stay real.
The fact that ρ(t) stays nonnegative is a classical fact in the theory of the
continuity equation and can be understood for example through the characteristics
method.

7. Consequences
In this section, we will give some consequences of our results. First, we will
prove that the solution to equations (14)-(15) are almost Lyapounov unstable in
the neighbourhood of any linearly unstable stationary profile. Theorem 2.2 for the
Vlasov-Poisson equation will be a direct application of this result. Then, we show
an ill-posedness result implying Theorem 2.3 when the unstable spectrum grows
linearly with the frequency of the exponential growing modes, as it does in the
kinetic Euler equation and in the Vlasov-Benney equation.
7.1. Almost Lyapounov instability. Take µ an unstable profile, as defined in
Definition 5.2. We consider γ0 as defined in (35). We also take γ ∈ (0, γ0) and
Γ := 2γ0 − γ,
chosen so that Γ− γ0 = γ0 − γ.
From now on, we take (n, λ) ∈ Zd\{0} × C such that (29) holds and such that
<(λ)/|n| ∈ [γ, γ0].
Because of Subsection 5.1, taking the real part of the exponential growing mode
associated to (n, λ), and using the notations:
(104) u :=
n
|n| , r + iϕ :=
λ
|n| , θ(w) := arctan
(
ϕ+ u · w
r
)
,
we obtain that for all c ∈ R,
(105)

rwc (t, x) := −c
cos
[
n · x+ |n|ϕt− 2θ(w)
]
r2 + (ϕ+ u · w)2 exp(|n|rt),
uwc (t, x) := c
sin
[
n · x+ |n|ϕt− θ(w)
]
√
r2 + (ϕ+ u · w)2 exp(|n|rt)× u,
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is a real solution to the linearized system (26). Its initial data is clearly in L0. We
see thanks to remark 5.3 that it corresponds to the linear potential
(106) V [rc(t),uc(t)](x) = c cos(n · x+ |n|ϕt) exp(|n|rt).
We deduce our "almost Lyapounov instability" result.
Theorem 7.1 (Almost Lyapounov instability). Take s ∈ N and α ∈ (0, 1]. Then
there exists (ρk0 ,vk0 )k∈N a family of analytic initial data tending uniformly in w
towards the stationary solution (1,w) in W s,∞, (Tk)k∈N a family of positive times
tending to +∞ such that for all k ∈ N, the unique analytic solution (ρk,vk) to
(14)-(15) starting from (ρk0 ,vk0 ), is defined up to time Tk, and satisfies
(107)∫
min
(
‖ρk,w − 1‖L1((0,Tk)×Td), ‖vk,w − w‖L1((0,Tk)×Td)
)
dµ(w)
sup
w∈Rd
{
max
(
‖ρk,w0 − 1‖W s,∞ , ‖vk,w0 − w‖W s,∞
)}α −→
k→+∞
+∞.
Moreover, we have the following asymptotics for the potential:
(108)
‖U [ρk,vk]− U [1,w]‖L1((0,Tk)×Td)
sup
w∈Rd
{
max
(
‖ρk,w0 − 1‖W s,∞ , ‖vk,w0 − w‖W s,∞
)}α −→
k→+∞
+∞,
where (1,w) is a notation for the homogeneous stationary solution.
Moreover
(109)
Tk ∼
k→+∞
| log εk|
with εk := sup
w∈Rd
{
max
(
‖ρk,w0 − 1‖L1 , ‖vk,w0 − w‖L1
)}
.
Remark 7.2. • A classical Lyapounov instability result would mean some dis-
continuity of the numerator of (107) in the topology generated by the norm
in the denominator. Here we show instead that the numerator cannot be
Hölder continuous with any Hölder exponent with respect to the denomi-
nator. That is why we call this result almost Lyapounov instability.
• Equation (108) shows that the instability does not come from the multipha-
sic representations of the solutions. Indeed, the potential does not depend
on this representation.
Proof. Chose γ < γ0 sufficiently close to γ0 to have
(110) α > 1−
(
1− α
2
) γ
Γ
,
with Γ := γ0 + (γ0 − γ). Now take (n, λ) as in the beginning of the subsection,
(ck)k∈N ∈ (0, 1]N a sequence converging to 0, satisfying:
ck|n| < cα/2k .
Take Tk > 0 the unique positive number such that
(111) ck|n| exp(|n|ΓTk) = cα/2k .
Then we define (rk,uk) := (uck , rck) using (105). Remark that
‖Drk0 ,Duk0‖ΓTk . ck|n| exp(|n|ΓTk) = cα/2k −→
k→+∞
0.
44 AYMERIC BARADAT
(The symbol . means "lower than up to a constant which is independent of k".) So
when k is sufficiently large, condition (57) of Theorem 6.1 is satisfied with δ0 = ΓTk.
As a consequence, the unique analytic solution (ρk,vk) to (14)-(15) starting from
the initial data (ρk0 ,vk0 ) = (1+ rk0 ,w + uk0) is well defined up to time Tk, and is of
the form
∀w ∈ Rd, ρk,w = 1 + rk,w + σk,w and vk,w = w + uk,w + ξk,w.
Moreover, (σk, ξk) satisfies the estimate (58), which gives:
(112) sup
t≤Tk
‖σ(t), ξ(t)‖Γ(Tk−t) . c2k exp(2|n|ΓTk).
Let us move on to the proof of the asymptotics (107). First, we estimate (ρk0 ,vk0 ).
It is given explicitly by (1+ rk,w+uk) and formula (105) with t = 0. We deduce:
(113) sup
w∈Rd
max
(
‖ρk,w0 − 1‖W s,∞ , ‖vk,w0 − w‖W s,∞
)
∼
k→+∞
ck.
Now we have to estimate (ρk,vk) in L1((0, Tk) × Td) (we denote by ‖ • ‖L1 its
norm to lighten the notations). First, remark that for all w ∈ Rd,
min
(
‖ρk,w − 1‖L1 , ‖vk,w − w‖L1
)
≥ min
(
‖rk,w‖L1 − ‖σk,w‖L1 , ‖uk,w‖L1 − ‖ξk,w‖L1
)
≥ min
(
‖rk,w‖L1 , ‖uk,w‖L1
)
−max
(
‖σk,w‖L1 , ‖ξk,w‖L1
)
.
But now, with formula (105) and equation (111), we easily see that∫
min
(
‖rk,w‖L1 ,‖uk,w‖L1
)
dµ(w)
& ck exp(|n|rTk)− ck
& ck exp(|n|γTk)− ck
& ck exp(|n|ΓTk)γ/Γ − ck
& c1−(1−α/2)γ/Γk − ck
& c1−(1−α/2)γ/Γk + o
k→+∞
(
c
1−(1−α/2)γ/Γ
k
)
.(114)
On the other hand, with the help of (36), (37), (112) and Lemma 6.9, we get that
for all t ∈ [0, Tk],
sup
w∈Rd
max
(
‖σk,w(t)‖L1(Td), ‖ξk,w(t)‖L1(Td)
)
≤ ‖σk(t), ξk(t)‖0
≤ exp (− Γ(Tk − t))‖σk(t), ξk(t)‖Γ(Tk−t)
. c2k exp
(
Γ(2|n| − 1)Tk
)
exp(Γt).
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Integrating over time, we get by (110)
sup
w∈Rd
max
(
‖σk,w‖L1 , ‖ξk,w‖L1
)
. c2k exp(2Γ|n|Tk)
. cαk
= o
k→+∞
(
c
1−(1−α/2)γ/Γ
k
)
.(115)
Gathering (113), (114) and (115), we get∫
min
(
‖ρk,w − 1‖L1((0,Tk)×Td), ‖vk,w − w‖L1((0,Tk)×Td)
)
dµ(w)
sup
w∈Rd
{
max
(
‖ρk,w0 − 1‖W s,∞ , ‖vk,w0 − w‖W s,∞
)}α
&
c
1−(1−α/2)γ/Γ
k + o
k→+∞
(
c
1−(1−α/2)γ/Γ
k
)
cαk
−→
k→+∞
+∞,
by (110), which gives (107).
To prove (108), remark that for all k ∈ N,
(116)
U [ρk,vk] = U [1,w] + V [rk,uk] + V [σk, ξk]
+A
∫
{Φ(w + uk,w + ξk,w)− Φ(w)}(rk,w + σk,w) dµ(w)︸ ︷︷ ︸
W1
+A
∫
{Φ(w + uk,w + ξk,w)− Φ(w)− dΦ(w) · (uk,w + ξk,w)}dµ(w)︸ ︷︷ ︸
W2
.
On the one hand, V [rk,uk] is given by (106) and we compute easily as in (114)
that
(117) ‖V [rk,uk]‖L1 & c1−(1−α/2)γ/Γk + o
k→+∞
(
c
1−(1−α/2)γ/Γ
k
)
.
On the other hand, using the definition of V in (26) and estimates (17), (18) and
(22),
‖V [σk, ξk]‖L1 . sup
w∈Rd
max
(
‖σk,w‖L1 , ‖ξk‖L1
)
. cαk = o
k→+∞
(
c
1−(1−α/2)γ/Γ
k
)
,(118)
by (115).
Let us show how to treat W1 defined in (116), W2 being treated in the same way
and satisfying the same estimate. In the second line, we use (22) and Proposition
6.4, in the third line, we use (64), in the fourth line, we use (62), and finally in the
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last line, we use the same arguments as for (115):
‖W1‖L1 ≤
∫ Tk
0
∣∣∣A∫ {Φ(w + uk,w + ξk,w)− Φ(w)}(rk,w + σk,w) dµ(w)∣∣∣
0
dt
.
∫ Tk
0
∫
|Φ(w + uk,w + ξk,w)− Φ(w)|0|rk,w + σk,w|0 dµ(w) dt
.
∫ Tk
0
sup
w∈Rd
|rk,w + σk,w|0|uk,w + ξk,w|0 dt
∫
|Φ|′(|w|+ r0) dµ(w)
. cαk = o
k→+∞
(
c
1−(1−α/2)γ/Γ
k
)
.(119)
We get (108) by gathering (117), (118), (119) and (113).
Finally, (109) is a consequence of (111) and the explicit estimate
sup
w∈Rd
max
(
‖ρk,w0 − 1‖L1 , ‖vk,w0 − w‖L1
)
∼
k→+∞
ck.

We can now go back to the kinetic formulation and give a corollary which implies
Theorem 2.2. We recall that in Theorem 2.2, we suppose that we control a certain
number of macroscopic observables at the initial time. But with (12), it is easy
to go from a multiphasic representation of the system to macroscopic observables.
This remark leads to the following statement.
Corollary 7.3. Take µ an unstable profile, N ∈ N∗, ϕ1, . . . , ϕN ∈ C∞c (Rd), s ∈ N
and α ∈ (0, 1]. Take (ρk0 ,vk0 )k∈N and (Tk)k∈N as in the previous theorem, and
(ρk,vk)k∈N the corresponding solutions. For each i, call
〈fk0 , ϕi〉 :=
∫
ϕi(v
k,w
0 )ρ
k,w
0 dµ(w).
Then, we have:
(120)
‖U [ρk,vk]− U [1,w]‖L1((0,Tk)×Td)∑N
i=1 ‖〈fk0 , ϕi〉 − 〈µ, ϕi〉‖αW s,∞(Td)
−→
k→+∞
+∞.
Moreover,
(121) Tk ∼
k→+∞
| log εk|,
where εk := ‖U [ρk,vk]|t=0 − U [1,w]‖L1 .
Proof. In view of (108), to prove (120) it suffices to show that if ϕ ∈ C∞c (Rd), there
exists C > 0 such that for all smooth (ρ,v),∥∥∥∥∫ ϕ(vw)ρw dµ(w)− ∫ ϕ(w) dµ(w)∥∥∥∥
W s,∞
≤ C sup
w∈Rd
{
max
(
‖ρw − 1‖W s,∞ , ‖vw − w‖W s,∞
)}
.
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This is an easy consequence of the following decomposition:∫
ϕ(vw)ρw dµ(w)−
∫
ϕ(w) dµ(w)
=
∫
{ϕ(vw)ρw − ϕ(w)} dµ(w)
=
∫
ϕ(vw){ρw − 1} dµ(w) +
∫
{ϕ(vw)− ϕ(w)} dµ(w).
To prove (121), just remark that because of (106), taking (ck) as in the previous
proof,
‖U [ρk,vk]|t=0−U [1,w]‖L1 ∼
k→+∞
sup
w∈Rd
max
(
‖ρk,w0 −1‖L1 , ‖vk,w0 −w‖L1
)
∼
k→+∞
ck.

7.2. Ill-posedness when the spectrum is highly unbounded. With an addi-
tional assumption, we can show an ill-posedness result for equations (14)-(15). The
assumption is the following.
Assumption on the structure of the unbounded spectrum. We assume that the num-
ber γ0 defined in (35) satisfies
(122) γ0 = lim sup
|n|→+∞
sup
λ∈Sn
<(λ)
|n| .
(We recall that Sn is defined in (33).) This assumption means that there exist
exponential growing modes of frequency n with growing rates of order |n|γ0 for
arbitrary large |n|.
Examples. The kinetic Euler system (25) and the Vlasov-Benney system (4) satisfy
the following property: if n ∈ Zd and λ ∈ C are such that λ ∈ Sn, then for all
k ∈ N∗, kλ ∈ Skn. This can be directly checked using the Penrose conditions (31)
and (32). As a consequence, for all n ∈ Zd and k ∈ N,
kSn ⊂ Skn.
Equation (122) follows easily. This property is a consequence of the following scaling
for (2) and (4):
if f(t, x, v) is a solution and k ∈ N, then f(kt, kx, v) is also a solution.
Under this assumption, the instability proved at Theorem 7.1 is true even in
small times.
Theorem 7.4. Take µ an unstable profile satisfying assumption (122), s ∈ N and
α ∈ (0, 1]. Then there exists (ρk0 ,vk0 )k∈N a family of analytic initial data tending
uniformly in w towards the stationary solution (1,w) in W s,∞, (Tk)k∈N a family of
positive times tending to zero such that for all k ∈ N, the unique analytic solution
(ρk,vk) to (14)-(15) starting from (ρk0 ,vk0 ), is defined up to time Tk, and satisfies
(107) and (108).
Moreover
(123) Tk ∼
k→+∞
( | log εk|
|nk|
)
,
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where
εk := sup
w∈Rd
{
max
(
‖ρk,w0 − 1‖L1 , ‖vk,w0 − w‖L1
)}
and where nk is the spatial frequency of the nearest exponential growing mode.
Proof. The proof is very similar to the one of Theorem 7.1, except that here the
eigenvalue depends on k. Thanks to assumption (122), we choose (nk, λk)k∈N a
family of solutions to (29) with
|nk| −→
k→+∞
+∞,
∀k ∈ N, rk := <(λk)|nk| −→k→+∞ γ0.
Now we take for all k:
(124) ck :=
1
|nk|β −→k→+∞ 0, β :=
5
α
(αs+ 2).
We take γ sufficiently close to γ0 to have (with Γ = 2γ0 − γ)
a := 1 +
1
β
− γ
Γ
(
1− α
4
− 1
β
)
< α
(
1− s
β
)
,(125)
a = 1 +
1
β
− γ
Γ
(
1− α
4
− 1
β
)
<
α
2
.(126)
We suppose up to forgetting the first terms that for all k ∈ N,
(127) rk ≥ γ.
Using the notations (104) indexed by k for (nk, λk), we define
(128)

rk,w(t, x) := −ck
cos
[
nk · x+ |nk|ϕkt− 2θk(w)
]
r2k + (ϕk + uk · w)2
exp(|nk|rkt),
uk,w(t, x) := ck
sin
[
nk · x+ |nk|ϕkt− θk(w)
]
√
r2k + (ϕk + uk · w)2
exp(|nk|rkt)× uk.
Remark that
ck|nk|
c
α/4
k
= c
1−α/{4(αs+1)}−α/4
k ≤ c1−α/2k −→
k→+∞
0.
Consequently, we can suppose that for all k ∈ N,
ck|nk| < cα/4k .
In that case, we take Tk the unique positive number satisfying
(129) ck|nk| exp(|nk|ΓTk) = cα/4k .
Remark that automatically, as 1 < β(1− α/4),
Tk ∼
k→+∞
( | log ck|
|nk|
)
−→
k→+∞
0.
Formula (123) follows easily. Then,
‖Drk0 ,Duk0‖ΓTk . ck|nk| exp(|nk|ΓTk) = cα/4k −→
k→+∞
0.
So when k is sufficiently large, condition (57) of Theorem 6.1 is satisfied with
δ0 = ΓTk. As a consequence, the unique analytic solution (ρk,vk) to (14)-(15)
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starting from the initial data (ρk0 ,vk0 ) = (1+ rk0 ,w+uk0) is well defined up to time
Tk, and is of the form
∀w ∈ Rd, ρk,w = 1 + rk,w + σk,w and vk,w = w + uk,w + ξk,w.
Moreover, (σk, ξk) satisfies the estimate (58), which gives:
(130) sup
t≤Tk
‖σ(t), ξ(t)‖Γ(Tk−t) . c2k|nk|2 exp(2|nk|ΓTk).
In this context (113) becomes (using (124)):
(131) sup
w∈Rd
max
(
‖ρk,w0 − 1‖W s,∞ , ‖vk,w0 − w‖W s,∞
)
∼ ck|nk|s = c1−s/βk .
Equation (114) becomes (thanks to (127) and (129) and the definition of a in (125))∫
min
(
‖rk,w‖L1 , ‖uk,w‖L1
)
dµ(w) & ck exp(|n|ΓTk)
γ/Γ − ck
|nk|
& cak − c1+1/βk .
But clearly a < 1 + 1/β, so that
(132)
∫
min
(
‖rk,w‖L1 , ‖uk,w‖L1
)
dµ(w) & cak + o
k→+∞
(cak).
Finally, (115) becomes because of (129), (126) and (130):
max
(
‖σk,w‖L1 , ‖ξk,w‖L1
)
. c2k|nk|2 exp(2Γ|nk|Tk)
. cα/2k = o
k→+∞
(cak), .(133)
Gathering (131), (132) and (133), we get∫
min
(
‖ρk,w − 1‖L1((0,Tk)×Td), ‖vk,w − w‖L1((0,Tk)×Td)
)
dµ(w)
sup
w∈Rd
{
max
(
‖ρk,w0 − 1‖W s,∞ , ‖vk,w0 − w‖W s,∞
)}α
&
cak + o
k→+∞
(cak)
c
α(1−s/β)
k
−→
k→+∞
+∞,
using (125) in the last line. Estimate (108) is proved in the exact same way as in
the previous proof. 
As in the previous subsection, Theorem 7.4 has a kinetic counterpart. The
following corollary implies Theorem 2.3 in the Vlasov-Benney case. For the kinetic
Euler case, the next subsection (in particular Theorem 7.9) is also needed.
Corollary 7.5. Take µ an unstable profile satisfying assumption 122, N ∈ N∗,
ϕ1, . . . , ϕN ∈ C∞c (Rd), s ∈ N and α ∈ (0, 1]. Take (ρk0 ,vk0 )k∈N and (Tk)k∈N as
in the previous theorem (in particular (Tk) converges to zero), and (ρk,vk)k∈N the
corresponding solutions. For each i, call
〈fk0 , ϕi〉 :=
∫
ϕi(v
k,w
0 )ρ
k,w
0 dµ(w).
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Then, we have:
‖U [ρk,vk]− U [1,w]‖L1((0,Tk)×Td)∑N
i=1 ‖〈fk0 , ϕi〉 − 〈µ, ϕi〉‖αW s,∞(Td)
−→
k→+∞
+∞.
Moreover
Tk ∼
k→+∞
( | log εk|
|nk|
)
,
where εk := ‖U [ρk,vk]|t=0 − U [1,w]‖L1 and nk is the spatial frequency of the
nearest exponential growing mode.
Proof. The proof is the same than the one of Corollary 7.3. 
7.3. The specific case of the kinetic Euler equation. As already said in the
introduction, in the case of the kinetic Euler equation, our abstract framework let
us solve (25), but not (2): our method applies when we have a formula for the force
field, and not when it is defined through a constraint. So an argument must be
added to prove Theorem 2.3. It is done in three steps.
First we will show in Theorem 7.6 that the measure-valued solutions to (25) built
in Theorem 6.1 are in fact measure-valued solutions to (2) provided the initial data
satisfies (24) (which makes sense in a measure-valued setting).
Unfortunately, the initial data used in the proof of Theorem 7.4 (the initial data
of the exponential growing modes) do not satisfy this property. We will give in
Lemma 7.7 a way to add a quadratic perturbation to these initial data in order to
regain (24).
Finally, Theorem 7.9 will be nothing but an adaptation of Theorem 7.4 in the
case of the kinetic Euler equation. It can be seen as a stability result for this
theorem: if we modify the initial data chosen in the proof of Theorem 7.4 by a
quadratic perturbation, then the result is still true.
The two kinetic Euler equations coincide in analytic regularity. Take f a smooth
solution to (25). Such a solution f satisfies
∂t
(∫
f(t, x, v) dv
)
+ div
(∫
vf(t, x, v) dv
)
= 0,
∂t div
(∫
vf(t, x, v) dv
)
+ div
(
−∇p(t, x)
{∫
f(t, x, v) dv − 1
})
= 0,
and so
∂tt
(∫
f(t, x, v) dv
)
+ div
(
−∇p(t, x)
{∫
f(t, x, v) dv − 1
})
= 0,
This equation holds in the measure-valued setting for the solutions of Theorem 6.1
taking successively ϕ ≡ 1 and ϕ(v) := v in the weak formulation. (The second one
is not bounded but f must have a finite second order moment in virtue of (17),
(39) and (58).) We call R = (R(t, x)) the scalar function defined by
R(t, x) :=
∫
f(t, x, v) dv − 1.
Considering the previous computation, as soon as
(134)
∫
f0(•, v) dv ≡ 1 and div
(∫
vf0(•, v) dv
)
≡ 0,
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then R must be a solution to the linear equation (once p is known)
(135)
 ∂ttR(t, x) + div
(
−∇p(t, x)R(t, x)
)
= 0,
R|t=0 ≡ 0, ∂tR|t=0 ≡ 0.
Remark that because of (3) and (23), the initial condition of a solution to (2) must
satisfy (134).
In Theorem 6.1, we have built solutions to (14)-(15) satisfying for some δ0 > 0
and Γ > 0 (among other estimates)
sup
0≤t≤δ0/Γ
sup
0≤δ≤δ0−Γt
‖ρ(t),v(t)‖δ < +∞,
sup
0≤t≤δ0/Γ
sup
0≤δ≤δ0−Γt
(δ0 − δ − Γt)1/2|Dp(t)|δ < +∞.
(The second one is an easy consequence of (15), Proposition 6.6, (19) and (85).)
Therefore, there is C > 0 such that for all t ∈ [0, δ0/Γ), for all δ ∈ [0, δ0 − Γt),
(136) |Dp(t)|δ ≤ C
(δ0 − δ − Γt)1/2 .
When integrating the estimate we have on ρ, we also get
(137) sup
0≤t≤δ0/Γ
sup
0≤δ≤δ0−Γt
|R(t)|δ < +∞
We are now able to prove the following.
Theorem 7.6. If (136) holds, the only solution to (135) satisfying (137) is 0.
In particular, the solutions to (25) built in Theorem 6.1 and for which (134)
holds are solutions to (2), as announced.
Proof. We call T := δ0/Γ the time of existence of our solution and
t0 := sup{t < T such that R(t) = 0 and ∂tR(t) = 0}.
The goal is to show that t0 = T . By contradiction if it is not the case, we can do
the change of variable t← (t− t0), T ← (T − t0) > 0, δ0 ← (δ0 −Γt0) and suppose
that t0 = 0. Then, we just have to show that there exists ε ∈ (0, T ) such that
∀t ≤ ε, R(t) = 0.
Indeed, if so, for all t < ε, ∂tR(t) = 0 and the definition of t0 would be contradicted.
For ε ∈ (0, T ), we define
N(ε) := sup
0≤t≤ε
sup
0≤δ≤δ0−Γt
|R(t)|δ < +∞.
We will show that if ε is sufficiently small, then
N(ε) ≤ 1
2
N(ε).
The result follows easily. Because R(0) = ∂tR(0) = 0, for all t < T ,
R(t, x) =
∫ t
0
∫ s
0
div(−∇p(τ, x)R(τ, x)) dτ ds.
Thus, if δ < δ0 − Γt,
|R(t)|δ =
∫ t
0
∫ s
0
|div(−∇p(τ)R(τ))|δ dτ ds.
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But using Proposition 6.4 and Proposition 6.5, and defining
δ′(τ) := δ +
δ0 − Γτ − δ
2
,
we get
|R(t)|δ ≤
∫ t
0
∫ s
0
|∇p(τ)R(τ)|δ′(τ)
δ′(τ)− δ dτ ds
≤ 2
∫ t
0
∫ s
0
|Dp(τ)|δ′(τ)|R(τ)|δ′(τ)
δ0 − δ − Γτ dτ ds.
By (136) and the definition of N , if ε > 0 and t ≤ ε,
|R(t)|δ ≤ 2
√
2CN(ε)
∫ t
0
∫ s
0
1
(δ0 − δ − Γτ)3/2 dτ ds
≤ 4
√
2C
Γ
N(ε)
∫ t
0
1
(δ0 − δ − Γs)1/2 ds
=
8
√
2C
Γ2
N(ε)
(
(δ0 − δ)1/2 − (δ0 − δ − Γt)1/2
)
.
Taking the supremum on δ ≤ δ0 − Γt, and then on t ≤ ε, we get
N(ε) ≤ 8
√
2C
Γ2
√
ΓεN(ε).
We obtain the result by taking
ε ≤ Γ
3
512C2
.

Choosing appropriate initial conditions. We recall that the initial conditions used
in the proof of Theorem 7.4 are of the form (1+r0,w+u0), r0 and u0 being given
for all w ∈ Rd and x ∈ Td by the formulae:
(138)

rw0 (x) := −c
cos
[
n · x− 2θ(w)
]
r2 + (ϕ+ u · w)2 = −c<
(
exp(in · x)
(r + iϕ+ iu · w)2
)
,
uw0 (x) := c
sin
[
n · x− θ(w)
]
√
r2 + (ϕ+ u · w)2 × u = −c<
(
i exp(in · x)
r + iϕ+ iu · w
)
× u,
where c and ϕ ∈ R, r > 0, n ∈ Zd, u = n/|n| and θ(w) := arctan ({ϕ+ u · w}/r).
In the case of the kinetic Euler equation, these are initial data of an exponential
growing mode corresponding to the eigenvalue λ = |n|(r+ iϕ) provided (31) holds.
We suppose it is the case.
The first condition in (134) holds for these data. Indeed, in this context (use
(12)), we have to check that for all x ∈ Td,∫
rw0 (x) dµ(w) = 0.
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But ∫
rw0 (x) dµ(w) = −c<
(
exp(in · x)
∫
dµ(w)
(r + iϕ+ iu · w)2
)
= −c|n|2<
(
exp(in · x)
∫
dµ(w)
(λ+ in · w)2
)
= 0,(139)
by (31).
However, the second condition in (134) does not hold in general. In this setting,
it would mean that
divx
(∫ (
w + uw0 (x)
)(
1 + rw0 (x)
)
dµ(w)
)
cancels. But∫ (
w + uw0 (x)
)(
1 + rw0 (x)
)
dµ(w)
=
∫
w dµ(w)
− c<
(
exp(in · x)
∫ {
w
(r + iϕ+ iu · w)2 +
iu
r + iϕ+ iu · w
}
dµ(w)
)
− c2
∫ cos [n · x− 2θ(w)] sin [n · x− θ(w)](
r2 + (ϕ+ u · w)2)3/2 dµ(w)× u.
Taking the divergence, we get
divx
(∫ (
w + uwc (0, x)
)(
1 + rwc (0, x)
)
dµ(w)
)
= −c|n|2<
(
exp(in · x)
∫ {
in · w
(λ+ in · w)2 −
1
λ+ in · w
}
dµ(w)
)
− c2n · u
∫ cos [2n · x− 3θ(w)](
r2 + (ϕ+ u · w)2)3/2 dµ(w).
But the first term can be rewritten
(140) c|n|2<
(
λ exp(in · x)
∫
dµ(w)
(λ+ in · w)2
)
= 0
because of (31). Finally, we end up with
divx
(∫ (
w + uw0 (x)
)(
1 + rw0 (x)
)
dµ(w)
)
= −c2|n|4<
(
exp(2in · x)
∫
dµ(w)
(λ+ in · w)3
)
,
which does not cancel in general. Nevertheless, the crucial point is that the first
order (in c) cancels. We give the initial data we shall consider in the following
lemma.
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Lemma 7.7. Take (r0,u0) the couple defined in (138) and suppose (31) holds with
λ = |n|(r + iϕ). We call
V :=
∫ {
rw0 u
w
0 −
∫
rw0 (y)u
w
0 (y) dy
}
dµ(w)(141)
∀w ∈ Rd, u˜w0 = uw0 − V.(142)
Then (ρ0, v˜0) := (1+r0,w+u˜0) belongs to L0 and satisfies the multiphasic version
of (134).
In particular, according to Theorem 7.6, the solution to (25) built in Theorem
6.1 starting from these data are also solution to (2).
Remark 7.8. The vector field V is a quadratic function of (r,u). We can even
give the following explicit formula using (138) and trigonometric identities. For all
x ∈ Td, we have
(143) V (x) = −c
2
2
∫
sin[2n · x− 3θ(w)](
r2 + (ϕ+ u · w)2)3/2 dµ(w)× u.
Proof. The first condition in (134) only involves r0, which is unchanged, and has
already been checked in (139). We just have to check the second one. We have
divx
(∫
(1 + rw0 )(w + u˜
w
0 ) dµ(w)
)
= divx
(∫
(1 + rw0 )(w + u
w
0 − V ) dµ(w)
)
= divx
(∫
{rw0 w + uw0 } dµ(w)
)
+ divx
(∫
rw0 u
w
0 dµ(w)
)
− divx
(
V
∫
(1 + rw0 ) dµ(w)
)
.
We have checked in (140) that the first term cancels. The second one equals the
third one because of (139) and because by the definition of V ,
div V = div
(∫
rw0 u
w
0 dµ(w)
)
.
Finally, (0, V ) ∈ L0 because V is the gradient of the function defined for all x ∈ Td
by:
c2
4|n|
∫
cos[2n · x− 3θ(w)](
r2 + (ϕ+ u · w)2)3/2 dµ(w).

Stability of Theorem 7.4. We are now ready to state and prove Theorem 7.4 in the
case of the kinetic Euler equation. Of course as in the previous cases, this theorem
has a kinetic version that implies Theorem 2.3 in the kinetic Euler case.
Theorem 7.9. Take µ an unstable profile for the kinetic Euler equation (satisfying
the Penrose condition (31)), s ∈ N and α ∈ (0, 1]. Consider (ρk0 ,vk0 )k∈N and
(Tk)k∈N the families of data and times given by Theorem 7.4.
Then for all k, the unique analytic solution (ρ˜k, v˜k) to the multiphasic kinetic
Euler equation starting from (ρk0 , v˜k0 ) is defined up to time Tk (v˜k0 being chosen
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as in Lemma 7.7). This family of solutions still satisfy the asymptotics (107) and
(108), and (Tk)k∈N still satisfies (123).
Remark 7.10. In particular, thanks to Theorem 7.6 and Lemma 7.7, Theorem 7.4
holds for Equation (2), and not only for (25).
Proof. Let us take (nk)k∈N, (λk)k∈N, (ck)k∈N, β, γ, Γ and (Tk)k∈N as in the proof
of Theorem 7.4.
First, let us check that for k sufficiently large, there exist a multiphasic solution
to (25) starting from (ρk0 , v˜k0 ) up to time Tk. To use Theorem 6.1, we need to check
condition (57). We just have to consider the velocity part because the density part
is unchanged. Using the notations of Lemma 7.7 with the index k (Vk is defined in
(141) and u˜k0 is defined in (142)), we have (using (143)):
‖Du˜k0‖ΓTk ≤ ‖Duk0‖ΓTk + |DVk|ΓTk
. ck|nk| exp(|nk|ΓTk) + c2k|nk| exp(2|nk|γTk)
. c
α/4
k
|nk| +
c
α/2
k
|nk| ,
the last line being obtained thanks to (129). In particular, if k is sufficiently large,
‖u˜k0‖ΓTk ≤ ε0. So for such k, Theorem 6.1 guarantees the existence of a unique
analytic multiphasic solution (ρ˜k0 , v˜k) to (25) up to time Tk. It has the following
form: for all w ∈ Rd,
ρ˜k,w = 1 + rk,w + (r˜k,w − rk,w) + σ˜k,w,
v˜k,w = w + uk,w + (u˜k,w − uk,w) + ξ˜k,w,
where:
• (rk(t),uk(t)) = St(rk0 ,uk0) is given by (128),
• (r˜k(t), u˜k(t)) = St(rk0 , u˜k0),
• (σ˜k, ξ˜k) satisfies the same estimates as (σk, ξk) in the proof of Theorem
7.4.
Comparing with the proof of Theorem 7.4, we just need to show that the additional
term
(r˜k(t), u˜k(t))− (rk(t),uk(t)) = St(0, Vk)
is negligible both in the estimate of the initial condition and in the L1 estimate.
Thus, the two things we have to prove are:
• for the initial condition
‖Vk‖W s,∞ = o
k→+∞
(
c
1−s/β
k
)
,
• for the L1 estimate
‖St(0, Vk)‖L1((0,Tk)×Td) = ok→+∞(c
a
k),
where a is defined in (125).
For the first one, thanks to (143) and (124),
‖Vk‖W s,∞ . c2k × 2s|nk|s . (c1−s/βk )2 = o
k→+∞
(
c
1−s/β
k
)
.
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For the second one,
‖St(0, Vk)‖L1t,x ≤
∫ Tk
0
‖St(0, Vk)‖0 dt
.
∫ Tk
0
|Vk|Γt dt by (5.5),
. c2k
∫ Tk
0
exp(2|nk|Γt) dt by (143),
. c
2
k
|nk| exp(2|nk|ΓTk)
. c
α/2
k
|nk|3 by (129),
. cα/2+3/βk = o
k→+∞
(
cak
)
by (126).
This concludes the proof. 
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Appendices
A. Superpositions of Diracs are unstable
In this section, we give ourselves an integer p ≥ 2, p positive numbers α1, . . . , αp,
and p distinct points of Rd, a1, . . . , ap. We define
µ := α1δa1 + · · ·+ αpδap .
The measure µ is unstable for the three models presented in the introduction. (In
the case of the kinetic Euler equation, we must have α1 + · · ·+ αp = 1.)
Theorem A.1. The measure µ is unstable in the sense of the Penrose conditions
(30), (31) and (32).
Proof. Take n ∈ Zd such that n · a1, . . . , n · ap are distinct. We will show that
whatever e ∈ R+, there exists λ ∈ C with <(λ) > 0 such that
(144)
∫
dµ(w)
(λ+ in · w)2 =
p∑
k=1
αk
(λ+ in · ak)2 = −e.
Applying this property to e = 1, 0 and 1/|n|2, we get the Penrose conditions (30),
(31) and (32) respectively.
For all λ ∈ C with <(λ) 6= 0, (144) holds if and only if P (λ) = 0, where P is the
following polynomial:
P (X) :=
p∑
k=1
αk
∏
l 6=k
(X + in · al)2 + e
p∏
k=1
(X + in · ak)2.
57
This polynomial is of degree 2p if e 6= 0 and 2(p−1) if e = 0. In each case, according
to the fundamental theorem of algebra, it admits at least one complex root z.
If z = ix with x ∈ R, then either there is exactly one k0 such that x = −n ·ak0 or
for all l, x 6= −n · al (if so, we set k0 := 1). In each case, for all l 6= k0, x 6= −n · al,
so
P (ix) = −
p∑
k=1
αk
∏
l 6=k
(x+ n · al)2 − e
p∏
k=1
(x+ n · ak)2
≤ −αk0
∏
l 6=k0
(x+ n · al)2
< 0.
Hence, we get a contradiction and <(z) 6= 0.
Moreover remark that P (−X) = P (X). So we also have P (−z) = 0. But
necessarily, <(z) > 0 or <(−z) > 0. We conclude that there is λ ∈ C with <(λ) > 0
with P (λ) = 0. For this λ, (144) holds. 
B. Proofs of the properties of the analytic norms
We give in this appendix the proofs of the results stated in Subsection 6.2.
Proof of Proposition 6.4. We have for all w ∈ Rd and x ∈ Td:
fw(x) =
∑
k∈Zd
fˆk(w) exp(ik · x) and gw(x) =
∑
l∈Zd
gˆl(w) exp(il · x),
with for all n fˆn and gˆn in L∞. Consequently,
fw(x)gw(x) =
∑
n∈Zd
( ∑
k+l=n
fˆk(w)gˆl(w)
)
exp(in · x).
It follows with (36) that
‖fg‖δ =
∑
n∈Zd
∣∣∣∣∣ ∑
k+l=n
fˆkgˆl
∣∣∣∣∣
∞
exp(δ|n|)
≤
∑
n∈Zd
∑
k+l=n
|fˆk|∞ exp(δ|k|)|gˆl|∞ exp(δ|l|)
≤
∑
k∈Zd
|fˆk|∞ exp(δ|k|)
∑
l∈Zd
|gˆl|∞ exp(δ|l|)

= ‖f‖δ‖g‖δ.

Proof of Proposition 6.5. For all w ∈ Rd and x ∈ Td,
fw(x) =
∑
n∈Zd
fˆn(w) exp(in · x),
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with for all n, fˆn ∈ L∞. Consequently, if δ′ < δ,
‖Df‖δ′ =
∑
n∈Zd
|n||fˆn|∞ exp(δ′|n|)
=
∑
n∈Zd
|fˆn|∞ exp(δ|n|)× |n| exp
(− (δ − δ′)|n|)
≤
∑
n∈Zd
|fˆn|∞ exp(δ|n|)
× sup
a∈R+
{
a exp
(− (δ − δ′)a)}
≤ 1
δ − δ′ ‖f‖δ.

Proof of Proposition 6.6. We have already seen in the proof of Proposition 6.4 that
with the same notations, for all x ∈ Td and w ∈ Rd,
fw(x)gw(x) =
∑
n∈Zd
( ∑
k+l=n
fˆk(w)gˆl(w)
)
exp(in · x).
So
‖D(fg)‖δ =
∑
n∈Zd
|n|
∣∣∣∣∣ ∑
k+l=n
fˆkgˆl
∣∣∣∣∣
∞
exp(δ|n|)
≤
∑
n∈Zd
∑
k+l=n
(|k|+ |l|)|fˆk|∞|gˆl|∞ exp(δ|n|)
=
∑
n∈Zd
∑
k+l=n
{
|k||fˆk|∞|gˆl|∞ + |fˆk|∞|l||gˆl|∞
}
exp(δ|k|) exp(δ|l|)
=
∑
k∈Zd
|k||fˆk|∞eδ|k|
∑
l∈Zd
|gˆl|∞eδ|l| +
∑
k∈Zd
|fˆk|∞eδ|k|
∑
l∈Zd
|l||gˆk|∞eδ|l|
= ‖f‖δ‖Dg‖δ + ‖g‖δ‖Df‖δ.
Inequality (60) is simply obtained by induction on |α|+ |β|. 
Proof of Proposition 6.7. For all x ∈ Td,
f(x) =
∑
n∈Zd
fˆn exp(in · x),
with for all n fˆn ∈ E. Consequently
∇Af(x) = −i
∑
n∈Zd
P (n) · fˆn exp(in · x)n.
In particular, using (22),
|∇Af |δ =
∑
n∈Zd
|n||P (n) · fˆn| exp(δ|n|)
≤M
∑
n∈Zd
|n||fˆn| exp(δ|n|)
≤M |Df |δ.

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Proof of Lemma 6.8. The unique classical solution to (26) is given by (40) with
(rˆn, uˆn) given by Lemma 5.7. As a consequence,∥∥D(r(t),u(t))∥∥
δ−γt ≤
∑
n∈Zd
|n||(rˆn(t), uˆn(t))|∞ exp
(
{δ − γt}|n|
)
≤ C
∑
n∈Zd
|n||(rˆn(0), uˆn(0))|∞ exp(δ|n|)
≤ C‖D(r0,u0)‖δ.

Proof of Lemma 6.9. For all w ∈ Rd and x ∈ Td,
fw(x) =
∑
n∈Zd
fˆn(w) exp(in · x),
with for all n, fˆn ∈ L∞. But by (61), fˆ0(w) = 0 for all w ∈ Rd. Consequently, if
δ′ < δ,
‖f‖δ′ =
∑
n∈Zd\{0}
|fˆn|∞ exp(δ′|n|)
=
∑
n∈Zd\{0}
|fˆn|∞ exp(δ|n|)× exp
(− (δ − δ′)|n|)
≤
∑
n∈Zd
|fˆn|∞ exp(δ|n|)
× exp (− (δ − δ′))
=
‖f‖δ
exp(δ − δ′) .

Proof of Lemma 6.10. To prove these three estimates, we only need to consider the
case when Φ : w 7→ wk for some k ∈ Nd. For the general case, it suffices then to
multiply the inequalities obtained by |ak| and to sum over k. For i ∈ {1, . . . , d}, we
denote by 1i ∈ Rd the vector whose only nonzero coordinate is a one at position i.
Then, if α and β ∈ Nd are such that α + β = k − 1i, we chose γiα,β ∈ N in such a
way that for all X and Y ∈ Rd,
(145) Xk − Y k =
d∑
i=1
(Xi − Yi)
∑
α+β=k−1i
γiα,βX
αY β .
(Use Bernoulli’s formula to find such γiα,β .) Up to now, we omit to specify in each
line i = 1, . . . , d and α+ β = k− 1i. Remark that taking for h ∈ R, X = (1 + h)1i
and Y = 1i, the previous formula leads to
(1 + h)ki − 1 = h
∑
α,β
γiα,β(1 + h)
αi .
Derivating at h = 0, we obtain
(146)
∑
α,β
γiα,β = ki.
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In particular, summing over i,
(147)
∑
i,α,β
γiα,β = |k|.
Proof of (64). We want to show
|(a+ f)k − (a+ g)k|δ ≤ |f − g|δ × |k|(|a|+ |f, g|δ)|k|−1.
But by (145), the triangle inequality and Proposition 6.4,
|(a+ f)k − (a+ g)k|δ =
∣∣∣∣∣∣
∑
i
(fi − gi)
∑
α,β
γiα,β(a+ f)
α(a+ g)β
∣∣∣∣∣∣
δ
≤ |f − g|δ
∑
i,α,β
γiα,β(|a|+ |f |δ)|α|(|a|+ |g|δ)|β|
≤ |f − g|δ(|a|+ |f, g|δ)|k|−1
∑
i,α,β
γiα,β
= |f − g|δ × |k|(|a|+ |f, g|δ)|k|−1,
the last line being obtained by (147).
Proof of (65). To prove
|D(a+ f)k|δ ≤ |k||Df |δ(|a|+ |f |)|k|−1,
it suffices to develop (a + f)k, use the triangle inequality and the fact that for all
α ∈ Nd,
|Dfα|δ ≤ |α||f ||α|−1δ |Df |δ,
which is (60) of Proposition 6.6 with β = 0. One can then re-factorize and get the
result. The proof of (66) follows the same path.
Proof of (67). Here we need to prove
|D{(a+ f)k − (a+ g)k}|δ ≤ |f − g|δ|Df,Dg|δ × |k|(|k| − 1)(|a|+ |f, g|δ)|k|−2
+ |D(f − g)|δ × |k|(|a|+ |f, g|δ)|k|−1.
but using (145) and then Proposition 6.6, we get
|D{(a+ f)k − (a+ g)k}|δ ≤
∑
i,α,β
γiα,β |D{(fi − gi)(a+ f)α(a+ g)β}|δ
≤ |f − g|δ
∑
i,α,β
γiα,β |D{(a+ f)α(a+ g)β}|δ︸ ︷︷ ︸
:=S1
+ |D(f − g)|δ
∑
i,α,β
γiα,β |(a+ f)α(a+ g)β |δ︸ ︷︷ ︸
:=S2
.
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To estimate S1, remark that thanks to Proposition 6.6, for all α and β such that
|α|+ |β| = |k| − 1,
|D{(a+ f)α(a+ g)β}|δ ≤ |α|(|a|+ |f |δ)|α|−1(|a|+ |g|δ)|β||Df |δ
+ |β|(|a|+ |f |δ)|α|(|a|+ |g|δ)|β|−1|Dg|δ
≤ (|α|+ |β|)(|a|+ |f, g|δ)|α|+|β|−1|Df,Dg|δ
= (|k| − 1)(|a|+ |f, g|δ)|k|−2|Df,Dg|δ.
It remains to sum over α, β and to use (147) to get
S1 ≤ |k|(|k| − 1)(|a|+ |f, g|δ)|k|−2|Df,Dg|δ.
The sum S2 is estimated in the same way than in the proof of (64). The result
follows.
Proof of (68). At last, we have to show∣∣∣D{(a+ f)k − (a+ g)k −∑
i
kia
k−1i(fi − gi)
∣∣∣
δ
≤ {|D(f − g)|δ|f, g|δ + |f − g|δ|Df,Dg|δ}|k|(|k| − 1)(|a|+ |f, g|δ)|k|−2.
Thanks to (145) and (146),∣∣∣D{(a+ f)k − (a+ g)k −∑
i
kia
k−1i(fi − gi)
∣∣∣
δ
=
∣∣∣D∑
i
(fi − gi)
∑
α,β
γiα,β
(
(a+ f)α(a+ g)β − aα+β
)∣∣∣
δ
.
By similar computations than before,∣∣∣D{(a+ f)k − (a+ g)k −∑
i
kia
k−1i(fi − gi)
∣∣∣
δ
≤ |f − g|δ
∑
i,α,β
γiα,β |D{(a+ f)α(a+ g)β}|δ︸ ︷︷ ︸
:=S1
+ |D(f − g)|δ
∑
i,α,β
γiα,β
∣∣∣(a+ f)α(a+ g)β − aα+β∣∣∣
δ︸ ︷︷ ︸
:=S2
.
The sum S1 has already been estimated in the proof of (67). For S2, remark that∣∣∣(a+ f)α(a+ g)β − aα+β∣∣∣
δ
≤ (|a|+ |f |δ)|α|(|a|+ |g|δ)|β| − |a||α|+|β|
≤ (|a|+ |f, g|δ)|k|−1 − |a||k|−1
≤ (|k| − 1)(|a|+ |f, g|δ)|k|−2|f, g|δ.
Indeed, for the first line, you just have to develop the product, simplify the term
aα+β , use the triangle inequality and Proposition 6.4, and finally re-factorize. Our
estimation does not depend on i, α, β, so taking the sum, by (147),
S2 ≤ |k|(|k| − 1)(|a|+ |f, g|δ)|k|−2|f, g|δ.
Hence, the result. 
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