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Abstract
For two r-graphs T and H, let ex(n,T ,H) be the maximum number of copies of T in
an n-vertex H-free r-graph. In this paper, using the random algebraic method, we prove
that if s is sufficiently larger than t, then
ex(n,T ,K(r)s,t ) = Ω(nv−
e
t ),
where T is an r-graph with v vertices and e edges. In particular, when T is an edge or
a complete bipartite r-graph, we can determine their asymptotics. We show that if s is
sufficiently larger than t, then
ex(n,K
(r)
s,t ) = Θ(n
r− 1
t ),
and
ex(n,K
(r)
a,b ,K
(r)
s,t ) = Θ(n
a+b(r−1)− ab
t ),
where a < s and b < t. Meanwhile, we provide an explicit construction giving
ex(n,K
(3)
2,2,7) >
1
27
n
19
7 + o(n
19
7 ).
This improves the previous best known lower bound Ω(n
73
27 ) obtained by probabilistic
method.
Key words and phrases: Hypergraph Tura´n problem, random algebraic construction.
AMS subject classifications: 05C35, 05C65.
∗Research supported by the National Natural Science Foundation of China under Grant No. 11801109.
†Corresponding author (e-mail: gnge@zju.edu.cn). Research supported by the National Natural Science
Foundation of China under Grant Nos. 11431003 and 61571310, Beijing Scholars Program, Beijing Hundreds of
Leading Talents Training Project of Science and Technology, and Beijing Municipal Natural Science Foundation.
1
1 Introduction
In this paper, when we talk about an r-graph, we always mean an r-uniform hypergraph. Let H
be an r-graph, an r-graph G is calledH-free if G contains no copy ofH as its subhypergraph. Let
ex(n, T ,H) be the maximum number of copies of T in an n-vertexH-free r-graph. In particular,
if T is a single edge, then ex(n, T ,H) converts to the classical Tura´n number ex(n,H).
The study of Tura´n number plays an important role in extremal graph theory. One of the
oldest results on Tura´n number, which states that every graph on n vertices with more than n
4
edges contains a triangle, was proved by Mantel [23] in 1907. This result was generalized later to
Kl-free graphs by Tura´n [27]. Furthermore, the Erdo˝s-Stone theorem is an asymptotic version
of Tura´n theorem, which gives the bound for the number of edges in an H-free graph, where
H is a non-complete graph. It is named after Paul Erdo˝s and Arthur Stone, who proved it in
1946 [14]. It has also been described as the “fundamental theorem of extremal graph theory”
[5]. However, the determination of the exact asymptotic results for ex(n,H) is far from being
solved whenH is a bipartite graph. One of the important objects is the complete bipartite graph
Ks,t. A well-known result of Ko¨vari, So´s and Tura´n [21] showed that ex(n,Ks,t) = O(n
2−1/s)
for any integers t > s. When s = 2, 3, Erdo˝s, Re´nyi and So´s [13] and Brown [6] showed the
matched lower bound respectively. For general values of s and t, Kolla´r, Ro´nyai, Szabo´ [20] first
showed that ex(n,Ks,t) = Ω(n
2− 1
s ) when t > s! + 1 and then this condition was improved to
t > (s− 1)! + 1 by Alon, Ro´nyai and Szabo´ [1]. Recently, using the random algebraic method,
Bukh [8] gave a new construction of Ks,t-free graphs which also yields the matched lower bound
ex(n,Ks,t) = Ω(n
2− 1
s ), where t is sufficiently larger than s.
On the contrary to the simple graph case, there are only a few results for the hypergraph
Tura´n problems. For example, even the asymptotic value of ex(n,K
(r)
t ) is still unknown for
any t > r > 3. In addition to complete r-graphs, some other objects were studied recently. Let
K
(r)
s1,s2,...,sr be a complete r-partite r-graph, Mubayi [24] conjectured that ex(n,K
(r)
s1,s2,...,sr) =
Θ(n
r− 1∏r−1
i=1
si ), where s1 6 s2 6 · · · 6 sr. In the same paper, the author proved this conjecture
when s1 = s2 = · · · = sr−2 = 1 and (i) sr−1 = 2, sr > 2, (ii) sr−1 = sr = 3, (iii) sr−1 > 3, sr >
(sr−1 − 1)!. Using random algebraic method, Ma, Yuan and Zhang [22] showed that if sr is
sufficiently larger than s1, s2, . . . , sr−1, then this conjecture is true.
For the function ex(n, T ,H), where T is not an edge, there are only sporadic results. When
r = 2, it converts to the classical generalized Tura´n number ex(n, T,H), where H and T are
graphs. In [2], Alon and Shikhelman studied ex(n, T,H) systematically and obtained many
results on certain graphs such as complete graphs, complete bipartite graphs and trees. Later,
Ma, Yuan and Zhang [22] improved some of their results. They showed that for any positive
integers a < s, b 6 s and t > f(a, b, s), ex(n,Ka,b, Ks,t) = Θ(n
a+b− ab
s ). In the same paper,
they also provided some bounds for ex(n,H, K(r)s1,s2,...,sr−1,sr) under certain conditions. For more
extremal results of graphs and hypergraphs, we refer the readers to the surveys [17, 18, 19].
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In 2004, Mubayi and Verstrae¨te [25] considered the complete bipartite r-graphs.
Definition 1.1. Let X1, X2, . . . , Xt be t pairwise disjoint sets of size r−1, and let Y be a set of
s elements, disjoint from
⋃
i∈[t]
Xi. Then K
(r)
s,t denotes the complete bipartite r-graph with vertex
set (
⋃
i∈[t]
Xi) ∪ Y and edge set {Xi ∪ {y} : i ∈ [t], y ∈ Y }.
In [25], Mubayi and Verstrae¨te showed some bounds for ex(n,K
(r)
s,t ) when s < t. They
showed ex(n,K
(3)
2,t ) = Θ(n
2), and if n
3
> t > s > 3, then ex(K
(3)
s,t ) = O(n
3− 1
s ). They also gave a
construction which yields ex(n,K
(3)
s,t ) = Ω(n
3− 2
s ) for t > (s− 1)! > 0. In [15], Ergemlidze, Jiang
and Methuku determined the expression g(t) = lim
n→∞
ex(n,K
(3)
2,t )
(n2)
= Θ(t1+o(1)) as t→∞.
Note that K
(r)
s,t and K
(r)
t,s are nonisomorphic when r > 3 and s 6= t. The authors in [25] said
their results apply to both cases, so for simplicity they let t > s. In this paper, we focus on the
other case s > t and r > 3.
Our first result gives a lower bound for ex(n, T , K(r)s,t ) shown in the following theorem, where
T is an arbitrary r-graph.
Theorem 1.2. For any positive integer t, and any r-graph T with v vertices and e edges, there
exists some constant c which depends on r and t, if s > c, then we have
ex(n, T , K(r)s,t ) = Ω(nv−
e
t ).
To obtain the lower bound in Theorem 1.2, our construction ofK
(r)
s,t -free r-graphs is based on
random algebraic method which was introduced by Bukh [8]. Using random algebraic method,
Bukh and Conlon [9] verified the rational exponent conjecture which was presented in [11]. In
recent years, the applications of random algebraic method to various extremal problems have
appeared in several papers [10, 16, 22].
Inspired by Mubayi-Verstrae¨te’s proof of [25, Theorem 1.4], we show the following upper
bound of the classical Tura´n number ex(n,K
(r)
s,t ) for r > 3 and
n
r
> s > t > 2.
Theorem 1.3. Let n
r
> s > t > 2. Then
ex(n,K
(r)
s,t ) = O(n
r− 1
t ).
Let T in Theorem 1.2 be an edge. Combining Theorems 1.2 and 1.3, we can obtain the
following asymptotic order for Tura´n number of complete bipartite r-graphs.
Corollary 1.4. For any positive integer t, there exists some constant cr,t which depends on r
and t, when s > cr,t, we have
ex(n,K
(r)
s,t ) = Θ(n
r− 1
t ).
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If T is a complete bipartite r-graph K(r)a,b , where a < s and b < t, then we obtain the
asymptotic bound for generalized Tura´n number ex(n,K
(r)
a,b , K
(r)
s,t ).
Theorem 1.5. For any positive integer t, there exists some constant c′r,t which depends on r
and t, if s > c′r,t, a < s and b < t, then we have
ex(n,K
(r)
a,b , K
(r)
s,t ) = Θ(n
a+b(r−1)− ab
t ).
Note that when r = 2, Alon and Shikhelman [2] showed that ex(n,Ka,b, Ks,t) = Θ(n
a+b− ab
s )
with (a−1)!+1 6 b < t+1
2
and s > t, while Ma, Yuan and Zhang [22] improved it by weakening
the relations between a, b and t, at the cost of requiring s to be even larger. Hence our results can
be viewed as the generalization from complete bipartite graphs to complete bipartite r-graphs.
In addition to the results mentioned above, we improve the previous best known lower bound
for an isolated case.
Theorem 1.6.
ex(n,K
(3)
2,2,7) >
1
27
n
19
7 + o(n
19
7 ).
The best known lower bound ex(n,K
(3)
2,2,7) = Ω(n
73
27 ) is obtained by probabilistic methods.
Theorem 1.6 improves this by an explicit construction.
The rest of this paper is organized as follows. In Section 2, we focus on the complete bipartite
r-graphs. First we prove Theorem 1.2 via a random algebraic construction. Then we give some
general upper bounds to derive Corollary 1.4 and Theorem 1.5 in Section 3. In Section 4, we
provide a new lower bound for ex(n,K
(3)
2,2,7). Section 5 contains some remarks and the remaining
problems on the main topics.
2 Constructions for K
(r)
s,t -free r-graphs, s > t
In this section, our goal is to prove Theorem 1.2 via a random algebraic construction.
2.1 Probabilistic construction
Before we prove our main result in Theorem 1.2, we review some related works in hypergraph
Tura´n problems. Let H be an r-graph with v vertices and e edges. It was shown in [7] that
ex(n,H) = Ω(n er−ve−1 ).
This lower bound is obtained by a standard probabilistic method.
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An r-graph H is called strictly balanced if the r-density
mr(H) = max{|E(H
′)| − 1
V (H′)− r : H
′ ⊆ H, |V (H′)| > r + 1}
is achieved uniquely by H′ = H. Generalizing a result of Bohman and Keevash [4] for r = 2, it
was shown in [3] that for any r > 2,
ex(n,H) = Ω(n er−ve−1 (logn) 1e−1 )
holds for any strictly balanced r-graph H with v > r + 1 and e > 3. It was also shown in [26]
that the above equality holds for any general r-graph H with v > r + 1 and e > 3 such that
gcd(e − 1, er − v) = 1. Through the above analysis, we can obtain the following lower bound
for ex(n,K
(r)
s,t ) as follows.
Lemma 2.1. Let s, t be positive integers and s > t > 2, we have
ex(n,K
(r)
s,t ) = Ω(n
r− 1
t
− (r−1)t
2
−rt+1
st2−t (log n)
1
st−1 ).
Proof. It suffices to show that K
(r)
s,t is strictly balanced. We find that if t > 2, then (r− 1)t2 −
rt+ 1 > 0. Hence
|E(K(r)s,t )| − 1
|V (K(r)s,t )| − r
=
st− 1
s+ (r − 1)t− r >
st− 1− th
s+ (r − 1)t− r − h >
|E(H′)| − 1
V (H′)− r ,
where H′ ⊆ K(r)s,t and |V (H′)| = s+ (r − 1)t− h. The proof is finished.
2.2 Random algebraic construction
As far as we know, usually there are two types of constructions as follows:
1. Randomized constructions with alternations, which are quite general and easy to apply,
but usually do not give tight bounds.
2. Algebraic constructions, which give tight bounds but appear to be somewhat magical and
only work in certain special situations.
Recently, there is an interesting idea of Bukh [8] called “random algebraic construction”, which
combines these two approaches. The idea is to construct a graph with vertex set V = Fsq × Fsq,
just by choosing a random polynomial f ∈ Fq[x1, x2, . . . , xs, y1, y2, . . . , ys] (within a certain
family, say with bounded degree) and letting (x, y) ∈ V be an edge if and only if f(x, y) = 0.
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The method aims to combine the advantages of both the flexibility of randomized constructions
and the rigidity of algebraic constructions. Several papers [16, 22] developed this method and
generalized the idea to hypergraphs.
In order to apply the random algebraic method, our first task is to establish the relationship
between polynomials and hypergraphs.
For given positive integers t, r with r > 3 and an r-graph T with v vertices and e edges,
throughout this section, we always denote d = (r− 1)t2− t+ e+1. Let q be a sufficiently large
prime power, and Fq be the finite field of order q.
LetXi = (X i1, X
i
2, . . . , X
i
t) ∈ Ftq for each i ∈ [r]. Consider polynomials f ∈ Fq[X1,X2, . . . ,Xr]
with rt variables over Fq. We say such a polynomial f has degree at most td in X
i, if each
of its monomials has degree at most td with respect to Xi, that is, (X i1)
α1(X i2)
α2 · · · (X it)αt
satisfies
t∑
j=1
αj 6 td. Moreover, a polynomial f is called symmetric if exchanging X
i with Xj
for every 1 6 i 6 j 6 r does not affect the value of f . For convenience, we can view the
domain of symmetric polynomials as the family
(
F
t
q
r
)
. Then given a symmetric polynomial f ,
we can define an r-graph Gf as following: the vertex set V (Gf ) is a copy of Ftq, and every r-tuple
{u1, u2, . . . , ur} ∈ (V
r
)
forms an edge of Gf if and only if f(u1, u2, . . . , ur) = 0.
Let P ⊆ Fq[X1,X2, . . . ,Xr] be the set of all symmetric polynomials of degree at most td
in Xi for every 1 6 i 6 r. Then we choose a polynomial f from P uniformly at random
and let G = Gf be the associated r-graph. Now we need to introduce two important lemmas
from [8] and [22]. The first lemma is the key insight of the random algebraic construction,
which provides very non-smooth probability distributions. While the second lemma will help
us calculate the probability in certain situations.
Lemma 2.2. ([8], Lemma 5) For every t and d, there exists a constant c > 0 such that the
following holds: suppose f1(Y ), f2(Y ), . . . , ft(Y ) are t polynomials on F
t
q of degree at most td,
and consider the set
W = {y ∈ Ftq : f1(y) = f2(y) = · · · = ft(y) = 0}.
Then either |W | < c or |W | > q − c√q.
Lemma 2.3. ([22], Lemma 2.2) Given a set U ⊆ (Ftq
r
)
, let V ⊆ Ftq be the set consisting of
all points appeared as an element of an r-tuple in U . Suppose that
(
|U |
2
)
< q,
(
|V |
2
)
< q and
|U | 6 td. If f is a random polynomial chosen from P, then
P[f(u1, u2, . . . , ur) = 0, ∀{u1, u2, . . . , ur} ∈ U ] = q−|U |.
With the above tools in hand, we are ready to prove Theorem 1.2.
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2.3 Proof of Theorem 1.2
We choose a polynomial f ∈ P uniformly at random and let G be the associated r-graph Gf .
Let n = qt be the number of vertices in G, where q is sufficiently large. Our goal is to show that
G contains averagely many copies of T but very few copies of K(r)s,t , assuming s is sufficiently
large. Then we can use the deletion method to obtain a subhypergraph G ′ which is K(r)s,t -free
and yet G ′ still contains expected number of copies of T .
Since T has v vertices and e edges, it is easy to check that (v
2
)
< q,
(
e
2
)
< q and e <
t((r− 1)t2− t+ e+1) = td. Then by Lemma 2.3, for given v vertices, the probability that such
v vertices form a copy of T is equal to 1
qe
. Denote X as the number of copies of T in G, then
the expectation
E[X ] =
1
qe
(
qt
v
)
= Ω(qtv−e) = Ω(nv−
e
t ).
Let R be a fixed labeled copy of K
(r)
1,t , and we denote its vertices as a and u
i
j’s for 1 6 j 6 t
and i ∈ [r− 1] such that u1j , u2j , . . . , ur−1j form t distinct (r− 1)-tuples. Now fix any sequence of
vertices wij for 1 6 j 6 t and i ∈ [r−1] in G. Let W be the family of copies of R in G such that
wij corresponds to u
i
j for all 1 6 j 6 t and i ∈ [r − 1]. It is difficult to estimate |W | directly,
hence we consider the value of |W |d. Note that |W |d counts the number of ordered collections
of d copies of R from W , where these copies of R may be the same. So each member of such
collections can be an element P in
K := {K(r)1,t , K(r)2,t , . . . , K(r)d,t }.
For given P ∈ K, denote Nd(P ) as the total number of all possible ordered collections of d copies
of R ∈ W , which could appear in G as a copy of P . It is easy to see that Nd(P ) = O(n|P |−t(r−1)).
Since the number of edges e(P ) = t(|P | − t(r− 1)) of P is at most td and q is sufficiently large,
by Lemma 2.3, the probability that a potential copy P appears in G is q−e(P ). Through the
above analysis, we have
E[|W |d] =
∑
P∈K
Nd(P )q
−e(P ) =
∑
P∈K
O(qt(|P |−t(r−1)))q−e(P ) = O(1).
Note that W consists of vertices x ∈ Ftq satisfying the system of t equations
f(w1j , w
2
j , . . . , w
r−1
j , x) = 0
for 1 6 j 6 t. Because f(w1j , w
2
j , . . . , w
r−1
j , ·) has degree at most td, then by Lemma 2.2, either
|W | < c or |W | > q − c√q > q
10
, where the value of c depends on t and d. With the Markov’s
inequality, we obtain that
P[|W | > c] = P[|W | > q
10
] = P[|W |d > ( q
10
)d] 6
E[|W |d]
( q
10
)d
=
O(1)
qd
.
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A sequence of vertices wij for 1 6 j 6 t and i ∈ [r − 1] is called bad, if the corresponding
set W satisfies |W | > c. Let B be the number of bad sequences in G, it follows that
E[B] 6 [t(r − 1)]!
(
n
t(r − 1)
)
O(1)
qd
= O(q(r−1)t
2−d) = O(qt−e−1).
Now we remove a vertex from each bad sequence to obtain a new hypergraph G ′, clearly G ′ does
not contain any bad sequences, so G ′ is K(r)s,t -free for s > c. Note that each vertex is in at most
O(nv−1) copies of T in G, so the total number of copies of T removed is at most O(nv−1) · B.
Hence the expected number of the remaining copies of T in G ′ is at least
Ω(nv−
e
t )− E[B] ·O(nv−1) = Ω(nv− et ).
It’s easy to check that the number of remaining vertices is n−O(n1− e+1t ) = n− o(n).
Therefore, for any s > c, there exists a K
(r)
s,t -free r-graph with n−o(n) vertices and Ω(nv−
e
t )
copies of T . This completes the proof of Theorem 1.2.
3 Upper bound for K
(r)
s,t -free r-graphs
The result in Theorem 1.2 is intended to motivate our investigation of the matched upper bounds
for some r-graphs T . In this section, we will present matched upper bounds for ex(n,K(r)s,t ) and
ex(n,K
(r)
a,b , K
(r)
s,t ) under certain conditions.
3.1 Upper bound for ex(n,K
(r)
s,t )
Before we prove Theorem 1.3, we need the following useful lemma of Erdo˝s and Kleitman [12].
Lemma 3.1. ([12]) Let G be an r-graph on rn vertices. Then G contains an r-partite subhy-
pergraph G ′, with all parts of size n, and e(G ′) > r!
rr
e(G).
We write z(n,K
(r)
s,t ) for the maximum number of edges in an r-partite K
(r)
s,t -free r-graph in
which all parts have size n. By Lemma 3.1, it suffices to prove that z(n,K
(r)
s,t ) = O(n
r− 1
t ).
Proof of Theorem 1.3. Let A1, A2, . . . , Ar−1, B be the r parts of size n of an r-partite K
(r)
s,t -free
r-graph H. Suppose that H has more than c′s,tnr−
1
t edges, where c′s,t is defined as the smallest
integer for which every bipartite graph with parts X and Y of size n having more than c′s,tn
2− 1
t
edges contains a Ks,t with t vertices in X and s vertices in Y . Clearly c
′
s,t is independent of n.
Let M be the set which consists of n vertex-disjoint (r− 1)-tuples, such that each (r− 1)-tuple
contains exactly one vertex from Ai for 1 6 i 6 r − 1 and all these nr−2 sets form a family
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M = {M1,M2, . . . ,Mnr−2}. Let Hi be the subhypergraph of H induced by those edges that
contain some (r − 1)-tuples of Mi. By the pigeonhole principle, there exists some i such that
Hi contains more than c′s,tn2−
1
t edges. Let Gi be the graph on vertex set Ar−1 ∪ B, with edge
set
{(ar−1, b) : ∃(a1, a2, . . . , ar−2), ai ∈ Ai, (a1, a2, . . . , ar−1, b) ∈ E(Hi)}.
Then by the choice of c′s,t, we conclude that Gi contains a copy of Ks,t with s vertices in B and
t vertices in Ar−1, which extends via Mi to a K
(r)
s,t in H. The proof is finished.
3.2 Upper bound for ex(n,K
(r)
a,b , K
(r)
s,t )
We now complete the proof of Theorem 1.5 by proving the following lemma.
Lemma 3.2. If b < t < s and a < s, then we have
ex(n,K
(r)
a,b , K
(r)
s,t ) = O(n
a+b(r−1)− ab
t ).
Proof. Let G be a K(r)s,t -free r-graph with n vertices. For each subset A = {v1, v2, . . . , va} ⊆ G,
let NA be the following set
NA = {(b1, b2, . . . , br−1)|bi ∈ V (G), (vj, b1, b2, . . . , br−1) ∈ E(G), ∀1 6 j 6 a}.
It is easy to see the number of K
(r)
a,b in G is at most
∑
A
(|NA|
b
)
6
1
b!
∑
A
|NA|b
6
1
b!
(
n
a
)1− b
t
(
∑
A
|NA|t) bt
6 (1 + o(1))
na−
ab
t
b!(a!)1−
b
t
(
(
s− 1
a
)
(t(r − 1))!nt(r−1)) bt
= O(na+b(r−1)−
ab
t ).
We need some basic facts in the above estimation. The first is that for any 0 < p 6 q,
m∑
i=1
x
p
i 6 m
1− p
q (
m∑
i=1
x
q
i )
p
q . Moreover, we estimate
∑
A
(
|NA|
t
)
via double counting. We choose t
vertex-disjoint (r− 1)-tuples, if there are more than (s−1
a
)
subsets of cardinality a in V (G) such
that each vertex and each chosen (r−1)-tuple form an edge, then we can obtain a copy of K(r)s,t ,
which is a contradiction. Hence we have
∑
A
|NA|t 6 (1 + o(1))
(
s−1
a
)
(t(r− 1))!nt(r−1). The proof
is finished.
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4 ex(n,K
(3)
2,2,7)
Let H be an r-graph with v vertices and e > 0 edges. An application of the probabilistic
deletion method yields ex(n,H) > cnα, where α = r − v−r
e−1
and c is independent of n [7]. This
yields ex(n,K
(3)
2,2,7) = Ω(n
73
27 ). In this section, we improve the exponent 73
27
to 19
7
by proving
Theorem 1.6. Our construction is a variation of norm hypergraphs, thus the construction is
explicit. As a preparation, we need the following result, which can be found in [20].
Lemma 4.1. ([20]) If (D1, d1), . . . , (Ds, ds) are distinct elements of Fqs−1×F∗q, then the system
of s equations
Norm(Di +X) = dix, 1 6 i 6 s
has at most (s− 1)! solutions (X, x) ∈ Fqs−1 × F∗q.
We also need the following lemma.
Lemma 4.2. Let m be a sufficiently large integer, k = ⌊√m⌋ − 1 and l = ⌊k
2
⌋. Let
S1 = {0, 1, 2, . . . , l − 1},
S2 = {0, k, 2k, . . . , (l − 1)k},
S3 = {0, k + 1, 2(k + 1), . . . , (l − 1)(k + 1)}
be additive sets in Zm. Then |Si + Sj| = |Si||Sj| = l2 for 1 6 i 6= j 6 3.
Proof. It is easy to see that |S1 + S2| = l2.
For any x ∈ Zm, if x = i+ j(k + 1), where 0 6 i, j 6 l − 1. Then x = (i+ j) + jk, there is
at most one solution for i, j. Hence |S1 + S3| = l2. Similarly, we have |S2 + S3| = l2.
Proof of Theorem 1.6. Let q be an odd prime power, k = ⌊√q − 1⌋ − 1 and l = ⌊k
2
⌋. Let
S1 = {0, 1, 2, . . . , l − 1},
S2 = {0, k, 2k, . . . , (l − 1)k},
S3 = {0, k + 1, 2(k + 1), . . . , (l − 1)(k + 1)}
be additive sets in Zm. By Lemma 4.2, |Si + Sj | = |Si||Sj| = l2 for 1 6 i 6= j 6 3.
Let g be a primitive element of Fq, and Bi = {gj : j ∈ Si} for 1 6 i 6 r. Let G be an
r-graph with parts Ai = Fq3 ×Bi, i = 1, 2, 3. The vertices (Di, di) ∈ Ai, i = 1, 2, 3 form an edge
if Norm(D1 +D2 +D3) = d1d2d3.
Clearly G has n := 3lq3 = 3
2
q
7
2 + o(q
7
2 ) vertices, and it is easy to count that there are
(lq3)3
q
>
1
27
n
19
7 + o(n
19
7 ) edges.
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We claim that G is K(3)2,2,7-free. Assume to the contrary, there exists a copy of K(3)2,2,7 in G.
Without loss of generality, suppose that (Di, di) ∈ A1, (Ej , ej) ∈ A2, (Xk, xk) ∈ A3, i, j ∈ [1, 2],
k ∈ [1, 7] form a copy of K(3)2,2,7. Let Tij = Di + Ej and tij = diej. Then we have
Norm(Tij +Xk) = tijxk
for i, j ∈ [1, 2] and k ∈ [1, 7]. This also implies that the system of equations
Norm(Tij +X) = tijx
for i, j ∈ [1, 2] has at least 7 solutions for (X, x).
By the definition of Bi, we have |{tij : i, j ∈ [1, 2]}| = 4. Hence (Tij , tij), i, j ∈ [1, 2] are
distinct elements. By Lemma 4.1, there are at most 6 solutions for such a system of equations,
which is a contradiction. Thus, G is K(3)2,2,7-free.
Remark 4.3. We believe that the exponent 19
7
can be improved, hence we made no attempt
to optimize the leading coefficient 1
27
in the proof above.
5 Concluding remarks
In this paper, we have studied some cases in hypergraph Tura´n problems. The first is the
hypergraph extension of the bipartite Tura´n problem. The authors in [25] introduced this
problem and gave some general bounds and constructions. They also presented a conjecture
for 3-graphs. Here we generalize their conjecture for r > 3.
Conjecture 5.1. Let s, t be integers with 2 6 s 6 t, then
ex(n,K
(r)
s,t ) = Θ(n
r− 2
s ).
Though we still can not verify this conjecture, there are several evidences that support
this conjecture. For example, Ergemlidze, Jiang and Methuku [15] showed that ex(n,K
(4)
2,t ) >
(1 + o(1)) t−1
8
n3.
Moreover, in [25] the authors remarked that their results can apply for both t > s and s > t,
hence for simplicity they let t > s. However, when s is sufficiently larger than t, to our surprise,
we obtain the matched lower bounds for ex(n,K
(r)
s,t ) via random algebraic construction.
We also obtain the lower bounds for generalized Tura´n number ex(n, T , K(r)s,t ), and we show
the matched upper bounds when T is an edge or a complete bipartite r-graph K(r)a,b with
b < t < s, a < s. We are interested in finding more examples reaching the lower bounds.
The next most interesting case along this line may be to count the number of complete
r-graphs in K
(r)
s,t -free r-graphs. We can show the matched upper bound ex(n,K
(r)
m , K
(r)
s,t ) =
O(nm−
(mr )
t ) under certain conditions.
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Proposition 5.2. For any fixed m > r, when t satisfies the following condition:
(r − 2)mt2 − (
(
m
r
)
(r − 1− m+ 1
m− r + 1) +m)t+
(
m
r
)
6 0,
we have
ex(n,K(r)m , K
(r)
s,t ) = O(n
m−
(mr )
t ).
Proof. We apply induction on m. For m = 2, the result in Theorem 1.3 serves as our base case.
Now we assume that we have proved this for m, that is, ex(n,K
(r)
m , K
(r)
s,t ) 6 cmn
m−
(mr )
t , then we
will prove it for m+1. Here we also take advantage of the means-inequality: for any 0 < p 6 q,
we have
n∑
i=1
x
p
i 6 n
1− p
q (
n∑
i=1
x
q
i )
p
q .
Let G be aK(r)s,t -free r-graph on n vertices, we try to bound the number of copies ofK(r)m+1 in it.
Let F be the family of all (r−1)-tuples on V (G), clearly |F | = ( n
r−1
)
. For each vertex v ∈ V (G),
denote N(v) = {f ∈ F : f ⋃{v} ∈ E(G)}. Let M(v) be the set consisting of all vertices which
appeared as an element of an (r − 1)-tuple in N(v). It is easy to see |M(v)| 6 (r − 1)|N(v)|.
Since there is no copy of K
(r)
s,t in M(v), the number of K
(r)
m in M(v) is at most cm|M(v)|m−
(mr )
t .
Then the number of K
(r)
m+1 in G is at most
∑
v∈V (G)
cm|M(v)|m−
(mr )
t
6cm(r − 1)m−
(mr )
t
∑
v∈V (G)
|N(v)|m−
(mr )
t
6cm(r − 1)m−
(mr )
t n1−
mt−(mr )
t2 (
∑
v∈V (G)
|N(v)|t)
mt−(mr )
t2
6cm(r − 1)m−
(mr )
t (s− 1)n1−
mt−(mr )
t2
+
mt−(mr )
t
(r−1)
6cm(r − 1)m−
(mr )
t (s− 1)nm+1−
(m+1r )
t .
Here we have used the means inequality to obtain the first inequality. If the number of copies
of K
(r)
1,t in G is larger than (s − 1)
(
n
(r−1)t
)
, then s vertices will share the same t (r − 1)-tuples,
creating a K
(r)
s,t in G. Then we can bound the sum
∑
v∈V (G)
|N(v)|t in the second inequality. The
last inequality follows by the condition for t. The proof is finished.
Note that the condition for t seems too harsh, it is interesting to find a better way to weaken
this condition.
12
Acknowledgements
The authors would like to thank Dr. Jie Ma and Dr. Chong Shangguan for their helpful com-
ments.
References
[1] N. Alon, L. Ro´nyai, and T. Szabo´. Norm-graphs: variations and applications. J. Combin.
Theory Ser. B, 76(2):280–290, 1999.
[2] N. Alon and C. Shikhelman. Many T copies in H-free graphs. J. Combin. Theory Ser. B,
121:146–172, 2016.
[3] P. Bennett and T. Bohman. A note on the random greedy independent set algorithm.
Random Structures Algorithms, 49(3):479–502, 2016.
[4] T. Bohman and P. Keevash. The early evolution of the H-free process. Invent. Math.,
181(2):291–336, 2010.
[5] B. Bolloba´s. Modern graph theory, volume 184 of Graduate Texts in Mathematics. Springer-
Verlag, New York, 1998.
[6] W. G. Brown. On graphs that do not contain a thomsen graph. Canadian mathematical
bulletin = Bulletin canadien de mathematiques, 9(3), 1966.
[7] W. G. Brown, P. Erdo˝s, and V. T. So´s. Some extremal problems on r-graphs. In New
directions in the theory of graphs (Proc. Third Ann Arbor Conf., Univ. Michigan, Ann
Arbor, Mich, 1971), pages 53–63. Academic Press, New York, 1973.
[8] B. Bukh. Random algebraic construction of extremal graphs. Bull. Lond. Math. Soc.,
47(6):939–945, 2015.
[9] B. Bukh and D. Conlon. Rational exponents in extremal graph theory. J. Eur. Math. Soc.
(JEMS), 20(7):1747–1757, 2018.
[10] C. David. Graphs with few paths of prescribed length between any two vertices. arXiv
preprint, arXiv: 1411.0856, 2014.
[11] P. Erdo˝s. On the combinatorial problems which I would most like to see solved. Combi-
natorica, 1(1):25–42, 1981.
[12] P. Erdo˝s and D. J. Kleitman. On coloring graphs to maximize the proportion of multicol-
ored k-edges. J. Combin. Theory, 5:164–169, 1968.
13
[13] P. Erdo˝s, A. Re´nyi, and V. T. So´s. On a problem of graph theory. Studia Sci. Math.
Hungar., 1:215–235, 1966.
[14] P. Erdo˝s and A. H. Stone. On the structure of linear graphs. Bull. Amer. Math. Soc.,
52:1087–1091, 1946.
[15] B. Ergemlidze, T. Jiang, and A. Methuku. New bounds for a hypergraph bipartite Tura´n
problem. arXiv preprint, arXiv: 1902.10258, 2019.
[16] M. Fitch. Rational exponents for hypergraph Turan problems. J. Comb., 10(1):61–86,
2019.
[17] Z. Fu¨redi. Tura´n type problems. In Surveys in combinatorics, 1991 (Guildford, 1991),
volume 166 of London Math. Soc. Lecture Note Ser., pages 253–300. Cambridge Univ.
Press, Cambridge, 1991.
[18] Z. Fu¨redi and M. Simonovits. The history of degenerate (bipartite) extremal graph prob-
lems. In Erdo¨s centennial, volume 25 of Bolyai Soc. Math. Stud., pages 169–264. Ja´nos
Bolyai Math. Soc., Budapest, 2013.
[19] P. Keevash. Hypergraph Tura´n problems. Surveys in Combinatorics, Cambridge University
Press, 2011, 83–140.
[20] J. Kolla´r, L. Ro´nyai, and T. Szabo´. Norm-graphs and bipartite Tura´n numbers. Combi-
natorica, 16(3):399–406, 1996.
[21] T. Ko¨vari, V. T. So´s, and P. Tura´n. On a problem of K. Zarankiewicz. Colloquium Math.,
3:50–57, 1954.
[22] J. Ma, X. Yuan, and M. Zhang. Some extremal results on complete degenerate hypergraphs.
J. Combin. Theory Ser. A, 154:598–609, 2018.
[23] W. Mantel. Problem 28. Wiskundige Opgaven, 10:60–61, 1907.
[24] D. Mubayi. Some exact results and new asymptotics for hypergraph Tura´n numbers.
Combin. Probab. Comput., 11(3):299–309, 2002.
[25] D. Mubayi and J. Verstrae¨te. A hypergraph extension of the bipartite Tura´n problem. J.
Combin. Theory Ser. A, 106(2):237–253, 2004.
[26] C. Shangguan and I. Tamo. Universally sparse hypergraphs with applications to coding
theory. arXiv preprint, arXiv: 1902.05903, 2019.
[27] P. Tura´n. Eine extremalaufgabe aus der graphentheorie. Fiz Lapok, pages 436–452, 1941.
14
