A recursive method for construction of symmetric irreducible representations of O(2l + 1) in the O(2l + 1) ⊃ O(3) basis for identical boson systems is proposed. The formalism is realized based on the group chain U (2l + 1) ⊃ U (2l − 1) ⊗ U (2), of which the symmetric irreducible representations are simply reducible. The basis vectors of the O(2l + 1) ⊃ O(2l − 1) ⊗ U (1) can easily be constructed from those of 0) with resultant angular momentum quantum number L = 2τ + 2 − k for k = 0, 2, 3, · · · , 6 with a multiplicity 2 case for k = 6 are presented.
where for simplicity we use the spinor quantum number J to label irreps of the U (2), with the corresponding basis vectors denoted as
where (ν) stands for a set of quantum numbers needed to label the irrep [n − 2J0] of U (2l − 1). Then, the basis vectors of U (2l + 1) ⊃ O(2l + 1) ⊃ O(3) can be expanded in terms of those of U (2l + 1) ⊃ U (2l − 1) ⊗ U (2) as
where τ is the seniority quantum number for labeling the O(2l+1) irrep, α is the multiplicity label needed to distinguish from basis vectors with the same angular momentum L, and a (ν)JmJ nτ is the corresponding expansion coefficient. We always assume that the basis vectors of U (2l + 1) ⊃ U (2l − 1) ⊗ U (2) are orthonormal.
In the construction of (4), the l-boson pairing operator defined as
is a useful construction that satisfies the following commutation relation
The basis vectors of U (2l + 1) ⊃ O(2l + 1) ⊃ O(3) with n > τ can be expressed by those with n = τ and the pairing operator (5) as [28, 31] [n0] (τ0) αLM L = (2τ + 2l − 1)!! ξ!(2τ + 2ξ + 2l − 1)!! 
where n = τ + 2ξ,
[τ0] (τ0) αLM L is the l-boson pair vacuum state equivalent to the basis vectors of O(2l + 1) ⊃ O(3)
It follows from this that once the orthonormal basis vectors of U (2l − 1) ⊃ O(2l − 1) are constructed, those of U (2l + 1) ⊃ O(2l + 1) ⊃ O(3) can be worked out according to Eq. (7), which provides a recursive procedure for constructing basis vectors of U (2l + 1) ⊃ O(2l + 1) ⊃ O(3) from those of U (2l − 1) ⊃ O(2l − 1) starting with l = 2.
III. MATRIX REPRESENTATIONS OF O(5) IN THE O1(3) × U (1) BASIS
In the following, we use (7) In this case, generators of O 1 (3) are written in the canonical form as
which satisfy the commutation relations
Similarly, generators of O(3) are written as
The orthonormal basis vectors of U (3) ⊃ O 1 (3) ⊃ O 1 (2) and those of the U (2) ⊃ U (1) are well known [32, 33] :
for the
, where |0 is the boson vacuum state, and
for the U (2) ⊃ U (1). According to (7) , (12) , and (13), the O(5) ⊃ O 1 (3) ⊗ U (1) basis vectors may be expanded in terms of those
where t is an even integer, which should satisfy
Eq. (15) leads to the following relation:
Using Eq. (16), we have
Substituting (17) into (14), one has
The normalization condition of (18) leads to the following expression
with τ = r + 2m J + t. In derivation of (19) , the identity
is used, and the overall phase of (19) is thus fixed. It is clear from the construction of (19) that the branching rule of By using the explicit expression (19) and Wigner-Eckart theorem, one finds
where
is the CG coefficient of U (2), from which we obtain
from which we have
Similarly, we have
(r + m r + 1)(r + m r + 2)(2r + 2ξ + 3) 2(2r + 1)(2r + 3)
from which we get
and
By using the similar procedure, we also get
As is well-known, the matrix elements of single-boson operators (23) , (25) , and (27)- (32) Using the Racah factorization lemma [3] , which is also called the generalized Wigner-Eckart theorem, we have
in which dim(τ 0) = (τ + 1)(τ + 2)(2τ + 3)/6 is the dimension of the O(5) irrep (τ 0), while U (10) (33), (34) , and the symmetry properties of O 1 (3) CG coefficients, we have
Similarly, we also have
All nonzero elementary Wigner coefficients of the Table I . These are useful for calculating matrix elements of the O(5) irreducible tensor operators in the
IV. THE BASIS VECTORS OF O(5) ⊃ O(3)
The basis vectors of (2) and that of U (1) may be parameterized as
where ζ is the multiplicity label needed in the reduction O(5) ↓ O(3), which will be omitted if the reduction is simple, c
is the corresponding expansion coefficient, and
According to the Racah factorization lemma [3] , by using the O(5)-reduced matrix element (34) and the Wigner coefficients shown in Table I , it can easily be proven that the condition (38) leads to the following three-term recurrence relation for the expansion coefficients c (ζ) q,t (τ, k) needed in (37):
The boundary conditions for integers q and even integer t can be obtained from the allowed quantum number
according to (37), which can be specified as
is the integer part of x. A set of allowed (q, t) combinations for given k are listed in Table II for 0 ≤ k ≤ 10, which is generated by a simple Mathematica code according to (40). 
and the corresponding multiplicity Multi(τ, k) for τ ≥ 10 and k ≤ 10, where d is the total number of terms needed in the expansion.
Practically, one can construct a matrix equation of (39) with
where the transpose of c
4,2 (τ, k), · · · ), of which some examples are shown in Table II . Entries of the angular momentum projection matrix P(τ, k) can easily be read out from Eq. (39). The components of eigenvector c (ζ) (τ, k) corresponding to λ = 0 provide the expansion coefficients {c (ζ) q,t (τ, k)} of (37). Once the matrix P(τ, k) is constructed, it can be verified that the number of λ = 0 solutions of Eq. (41) for sufficiently large τ equals exactly to the number of rows of P(τ, k) with all entries zero. However, some entries of P(τ, k) will be zero or become complex for some specific values of τ . In such cases, nonzero solution of {c (ζ) q,t (τ, k)} does not exist, which will be examined for τ ≤ 8 cases separately in the following. Furthermore, c (ζ
(ζ) (τ, k) = 0 when the multiplicity is greater than 1 mainly because the projection matrix P(τ, k) is nonsymmetric. Therefore, the basis vectors (37) constructed from the expansion coefficients obtained according to (39) are non-orthogonal with respect to the multiplicity label ζ. The Gram-Schmidt process may be adopted in order to construct orthonormalized basis vectors of O(5) ⊃ O(3).
On the other hand, for given L = 2τ − k of O(3), the number of λ = 0 solutions, Multi(τ, k), of Eq. (41) with ζ = 1, 2, · · · , Multi(τ, k) equals exactly to the multiplicity in the reduction O(5)
, where Q τ (0) = 1 and Q τ (v) = 0 when v < 0 may be defined for convenience in the computation. The corresponding Multi(τ, k) for given k and τ ≥ 10 are also shown in the last column of Table II. In the following, we list some P(τ, k) matrices and the corresponding expansion coefficients {c For k = 3,
Since there is one row with all entries zero in (43) when τ > 2, the multiplicity of L = 2τ − 3 is Multi(τ, For k = 4,
Since there is one row with all entries zero in (44) when τ > 3, the multiplicity of L = 2τ − 4 is Multi(τ, 4) = 1 for 
Since there are two rows with all entries zero in (44) when τ > 5, the multiplicity of L = 2τ − 6 is Multi(τ, 6) = 2 for τ > 5. The normalized nonzero expansion coefficients corresponding to λ = 0 in this case are 
.
Instead of c (ζ) (τ, 6), the basis vectors (37) with the expansion coefficientsc (χ) (τ, 6) for τ > 5 are orthonormal with respect to the new multiplicity label χ.
Similar to discussions in previous examples, the expansion coefficients c 0,0 (τ, 6), c 1,0 (τ, 6), and c 2,0 (τ, 6) become zero when 3 ≤ τ ≤ 5 for L = 2τ − 6. The effective projection matrix P(τ, 6) in this case becomes 
Since there is also one row with all entries zero in (48) when τ > 6, the multiplicity of L = 2τ − 7 is Multi(τ, 7) = 1 for τ > 6. The normalized nonzero expansion coefficients corresponding to λ = 0 are 5(4τ −11)(4τ −9)(2τ −3)(2τ −5) .
Using the similar procedure exemplified in the previous k = 6 case, one can verify that no nonzero solution exists for L = 2τ − 7 with 4 ≤ τ ≤ 6.
For k = 8, 
Since there is two rows with all entries zero in (49) when τ > 7, the multiplicity of L = 2τ − 8 is Multi(τ, 8) = 2 for τ > 7. The normalized nonzero expansion coefficients corresponding to λ = 0 are
5(4τ −13)(4τ −11)(4τ −9)(4τ −7)(2τ −5)(2τ −7)[4τ (2τ −13)(4τ 2 −26τ +97)+4515] .
When 4 ≤ τ ≤ 7, similar to discussions in previous examples, the expansion coefficients c 0,0 (τ, 8), c 1,0 (τ, 8) , and c 2,0 (τ, 8) become zero for L = 2τ − 8. The effective projection matrix P(τ, 8) in this case is reduced as 5(4τ −13)(36τ 3 +620τ 2 −2517τ +2023) .
As shown from the above examples, it seems that the orthonormalized expansion coefficientsc (χ) (τ, k) can always be expressed by polynomials of τ . But the expression becomes much more complicated with increasing of k, especially for non-multiplicity-free cases. Anyway, λ = 0 solutions of (41) determined by (39) for given τ and k completely determine the expansion coefficientsc (χ) (τ, k), of which a numerical algorithm can easily be implemented for the purpose. The results are consistent with the multiplicities calculated from the well-known O(5) ↓ O(3) branching rule for symmetric irrep (τ 0) of O(5) shown in [7, 8, 34] with L = 2p, 2p − 2, 2p − 3, · · · , p and p = τ, τ − 3, τ − 6, · · · , p min , where p min = 0, 1, 2.
Moreover, as shown in [35] , there is an arbitrary SO(Multi(τ, k)) rotational transformation with respect to the mul-
. New vectors {|χ } after an SO(2) rotation with respect to the multiplicity labels with |χ = 1 = cos θ|χ = 1 − sin θ|χ = 2 , |χ = 2 = sin θ|χ = 1 + cos θ|χ = 2 (51)
For multiplicity-free cases, our results are consistent with those derived in [27] up to a phase. Let
The O(5) ⊃ O(3) Wigner coefficients derived from (54)-(58) can be expressed as
While non-multiplicity-free Wigner coefficients of O(5) ⊃ O(3) derived from (54)-(58) are numerically different as compared to the corresponding numerical results shown in [27] . But they all satisfy the orthonormality condition:
As discussed at the end of previous section, though non-multiplicity-free Wigner coefficients derived from different methods may be different in values, they are equivalent up to an SO (Multi(τ, k) ) rotational transformation. Furthermore, similar to the symmetry property of
Wigner coefficients satisfy the following symmetry relations as discussed in many papers, for example in [27, 28] :
and 
192(4τ −1)(2τ +1)(2τ −1) 2 (τ −1)(τ −3) 3 (4τ −9)(4τ −5)(2τ +3)(2τ −3)(τ +1)f (τ +1) O(3) are concerned, the procedure shown in this paper seems simpler than the method shown in [27] using the overlap integrals of O(5) spherical harmonic functions and the recursive method proposed in [28] .
Using 
