We prove a single achievability theorem that recovers many achievability results in network information theory as simple corollaries. Our result is enabled by many novel elements such as a generalized network model that includes multiple sources and channels interacting with each other, a unified typicality constraint that generalizes cost and distortion constraints, a unified coding strategy that generalizes many coding schemes in the literature, and novel proof techniques.
I. INTRODUCTION
In network information theory, deriving achievability results has been done by setting up models and by tweaking coding schemes case by case, which makes proving the results difficult and tedious.
Furthermore, it becomes worse as the network size and the complexity of the problem grow.
In this paper, we prove a very general achievability theorem that unifies many separate approaches in the network information theory literature into a single framework. To this end, we first consider a fully general network model that includes multiple sources and channels interacting with each other.
We then focus our attention to memoryless sources and channels and assume a unified typicality constraint that covers many objectives and constraints studied in the literature including cost and distortion constraints. Under such assumptions, we prove our main theorem of unified achievability, which includes many achievability results in the literature as simple corollaries. Our achievability is based on a unified coding scheme that generalizes many coding schemes in the literature.
Examples of known results recovered by our theorem include Marton's inner bound for the broadcast channel [1] , Han-Kobayashi inner bound for the interference channel [2] , [3] , Gelfand-Pinsker coding [4] , coding for channels with action-dependent states by Weissman [5] , Wyner-Ziv coding [6] , coding for computing by Yamamoto [7] , Berger-Tung inner bound for distributed lossy compression [8] , [9] , ZhangBerger inner bound for multiple description coding [10] , hybrid coding by Minero, Lim, and Kim [11] , interference decoding for a 3-user interference channel by Bandemer and El Gamal [12] , [13] , and many more.
We can also show [14] that our theorem recovers many achievability results for discrete memoryless networks by unfolding the network. Examples include a combination of partial decode-and-forward and compress-and-forward for the relay channel by Cover and El Gamal [15] , Slepian-Wolf coding over cooperative relay networks by Yassaee and Aref [16] , noisy network coding by Lim, Kim, El Gamal, and Chung [17] , short-message noisy network coding by Hou and Kramer [18] , decode-and-forward for the N -node relay channel by Kramer, Gastpar, and Gupta [19] , offset encoding for the multiple access relay channel by Sankar, Kramer, and Mandayam [20] , Cover-Leung inner bound for the multiple access channel with feedback [21] , and many more.
Based on our theorem, we also establish a duality theorem that relates the sufficient conditions for achievability for both the original network and its dual network. Examples of such a duality include a duality between Gelfand-Pinsker coding [4] and Wyner-Ziv coding [6] , a duality between optimal coding for the multiple access channel [22] and optimal coding for multiple description without combined reconstruction [23] , and a duality between Marton's inner bound [1] and Berger-Tung inner bound [8] , [9] . This paper is organized as follows. In Section II, we describe our network model. In Section III, we present the main theorem of unified achievability and its proof. Examples of known results recovered by the main theorem are illustrated in Section IV. In Section V, a duality theorem and several examples are shown. In Section VI, we apply the main theorem to the Gaussian case.
The following notation is used throughout the paper.
A. Notation
For two integers i and j, [i : j] denotes the set {i, i + 1, . . . , j}. For a set S of real numbers, S [i] denotes the i-th smallest element in S and S[i] denotes {j : j ∈ S, j < i}. For constants u 1 , . . . , u k and S ⊆ [1 : k], u S denotes the vector (u S [1] , . . . , u S [|S|] ) and u j i denotes u [i:j] where the subscript is omitted when i = 1, i.e., u j = u [1:j] . For random variables U 1 , . . . , U k and S ⊆ [1 : k], U S and U 1 denotes an all-one vector and I denotes an identity matrix. When U is a Gaussian random vector with mean µ and covariance matrix Λ U , we write U ∼ N (µ, Λ U ). ½ u=v is the indicator function, i.e., it is 1 if u = v and 0 otherwise. δ(ǫ) > 0 denotes a function of ǫ that tends to zero as ǫ tends to zero.
We follow the notion of typicality in [24] , [25] . Let π x n (x) denote the number of occurrences of x ∈ X in the sequence x n . Then, x n is said to be ǫ-typical (or just typical) for ǫ > 0 if for every x ∈ X , |π x n (x)/n − p(x)| ≤ ǫp(x).
The set of all ǫ-typical x n is denoted as T 
II. NETWORK MODEL
Most network information theory problems can be transformed to the following canonical form.
• Source and channel: N k=1 p(y k |y k−1 , x k−1 ), where x k ∈ X k and y k ∈ Y k , k ∈ [1 : N ] • Node processing functions:
where N is the number of nodes in the network, X k and Y k , k ∈ [1 : N ] are finite sets 1 , and Θ ⊆ is general enough to include most network and channel models and coding strategies in the literature.
In this paper, we focus on memoryless sources and channels, i.e., X k and
with their n-fold super-symbols X n k and Y n k that follow
We call it a generalized memoryless network.
In this case, the node processing functions become
Node 1 Node 2 Node 3 Fig. 1 . A three-node generalized memoryless network.
is general enough to include many discrete memoryless network models in the literature with strictly causal, causal, and non-causal node processing functions. 2 A three-node generalized memoryless network is depicted in Fig. 1 .
Furthermore, we assume cost and distortion constraints specified using a jointly typical set, i.e.,
ǫ , where the typical set T (n) ǫ is assumed to be with respect to a target
The probability of error is defined as P (n)
We say the target distribution p * is achievable if there exists a sequence of node processing functions such that lim n→∞ P (n) e (ǫ) = 0 for any ǫ > 0.
III. MAIN RESULTS FOR GENERALIZED MEMORYLESS NETWORKS
In this section, we present our main result. Let
and j ∈ [1 : ν]) that satisfy the following properties: 1) positive integers µ and ν
2) alphabets
2 Assuming block-wise processing at each node and allowing unfolding of the network if necessary.
Node 1 Node 2 Fig. 2 . An example of ω ∈ Ω for a three-node generalized memoryless network is illustrated, where 4) a set of conditional pmfs p(u Wk |u Dk , y k ) and functions
is the same as the target distribution
If it is clear from the context, Ω will be used instead of
In the above, U j is the alphabet set for U j , which is the j-th auxiliary variable used for covering, W k is the set of indices of U 's used for covering at node k, D k and B k are sets of indices of U 's decoded uniquely and non-uniquely at node k, respectively, and A j is the set of indices of U 's over which U j codebook is constructed using a superposition, for j ∈ [1 : ν] and k ∈ [1 : N ]. An example of ω ∈ Ω is illustrated in Fig. 2 .
We also define the following notations
Meaning of the notations such as Γ j ,D k ,W k , andB k will be clearer as we give our proof.
The following is our main result.
Theorem 1:
For an N -node generalized memoryless network, p * is achievable if there exist ω ∈ Ω and µ-tuple (r 1 , . . . , r µ ) such that for
for allS k ⊆D k ∪B k such thatS k ∩D k = ∅ and for allT k ⊆W k such thatT k = ∅, where
and
for some lB k . If there is no such index vector, letlD k ,k = 1. Next, node k finds the smallest lW
If there is no such index vector, let lW
3) Error analysis:
denote the chosen index vectors at node k.
Let us define the error event as follows: where
The probability of the error event can be upper-bounded as follows:
Note that
Let us bound each term in the summation in (6) for given k ∈ [1 : N ]. First, we have
which tends to zero as n tends to infinity from the conditional typicality lemma [25] .
Next, we show in Appendix A that the second term in the summation in (6) tends to zero as n tends to infinity if
The third term in the summation in (6) is shown in Appendix B to tend to zero as n tends to infinity
for allT k ⊆W k such thatT k = ∅, where T k is defined in (3).
Finally, the fourth term in the summation in (6) is proved in Appendix C to tend to zero as n tends to infinity for sufficiently small ǫ k and ǫ ′ k under the aforementioned condition (7) for allT k ⊆W k such thatT k = ∅.
Therefore, P (E) and thus P (n) e (ǫ) tend to zero as n tends to infinity if rate tuple (r 1 , . . . , r µ ) satisfies
for allS k ⊆D k ∪B k such thatS k ∩D k = ∅ and for allT k ⊆W k such thatT k = ∅. This completes the proof.
Remark 1: Theorem 1 can be improved using coded time sharing [2] .
By considering a subset Ω ′ of Ω which is the set of ω ′ ∈ Ω such that ν = µ and Γ j = {j} ∪ A j for j ∈ [1 : ν], we obtain the following corollary.
Corollary 1:
For an N -node generalized memoryless network, p * is achievable if there exist ω ′ ∈ Ω ′ and µ-tuple (r 1 , . . . , r µ ) such that for
IV. SPECIAL CASES
In this section, we show that many previous results can be obtained as simple corollaries of our theorem.
In the following, unspecified components W k , D k , B k , and A j of ω ∈ Ω in Theorem 1 or ω ′ ∈ Ω ′ in Corollary 1 are assumed to be empty 5 . 5 For ω ′ ∈ Ω ′ , we do not explicitly specify Γj since Γj = {j} ∪ Aj.
Node 1 Node 2 Fig. 3 . Point-to-point channel coding
1) Point-to-point channel coding [26] :
• We assume N = 2, Y 1 is the source message such that H(Y 1 ) = R, and p(y 2 |y 1 , x 1 ) = p(y 2 |x 1 ) is the noisy channel from X 1 to Y 2 .
• Since we want to recover the source message at node 2, we assume target distribution p * such that
• For ω ′ ∈ Ω ′ in Corollary 1, we choose the following (illustrated in Fig. 3 ):
• From Corollary 1, we conclude
-By the Fourier-Motzkin (F-M) elimination, we get R < I(X 1 ; Y 2 ).
• Note that if p * is achievable,
By considering all p * such that X 2 = Y 1 , we conclude that all R < max p(x1) I(X 1 ; Y 2 ) is achievable in the usual sense.
• It is possible to include an input cost constraint given as
to X 2 = Y 1 , where ǫ > 0. By taking ǫ → 0 and by considering all p * satisfying X 2 = Y 1 and
2) Point-to-point lossless compression [26]:
• Source and channel: N = 2, log |X 1 | = R, Y 2 = X 1 .
• Target distribution: p * such that X 2 = Y 1 .
• Choice of ω ′ ∈ Ω ′ in Corollary 1:
• From Corollary 1, January 29, 2014 DRAFT
3) Point-to-point lossy compression [27] :
• Source and channel: Same as that of point-to-point lossless compression.
• Target distribution:
, where d(·, ·) ≥ 0 is a distortion measure between two arguments and ǫ > 0.
• From Corollary 1,
• By taking ǫ → 0 and by considering all p * such that
4) Hybrid coding [11]:
• Source and channel: N = 2, p(y 2 |y 1 , x 1 ) = p(y 2 |x 1 ) (point-to-point channel, see below for other channels.).
• By taking ǫ → 0, hybrid coding [11] for point-to-point channel is recovered. Similarly, hybrid coding for the other network models in [11] can also be recovered from Corollary 1.
5) Gelfand-Pinsker coding [4]:
• Source and channel: Fig. 4 . Gelfand-Pinsker coding.
• Target distribution: p * such that X 2 = M .
• Choice of ω ′ ∈ Ω ′ in Corollary 1 (illustrated in Fig. 4 ):
6) Channels with action-dependent states [5]:
• Source and channel:
• Target distribution: p * such that X 3 = Y 1 .
Wyner-Ziv coding [6] and coding for computing [7] :
• Source and channel: N = 2, log |X 1 | = R, Y 2 = (X 1 , S), p(s|y 1 , x 1 ) = p(s|y 1 ).
, where f (y 1 , s) is a function of y 1 and s and
Fig. 5. Wyner-Ziv coding and coding for computing.
ǫ > 0.
• Choice of ω ′ ∈ Ω ′ in Corollary 1 (illustrated in Fig. 5 ):
Wyner-Ziv coding and p = p * CC for coding for computing.
8) Marton's inner bound with common message [28]:
-F-M elimination:
which recovers the Marton's inner bound with common message.
9) Three-receiver multilevel broadcast channel [29]:
-By the F-M elimination, the achievable rate region of three-receiver multilevel broadcast channel is recovered.
10) Han-Kobayashi inner bound [2]:
-The F-M elimination gives the Han-Kobayashi inner bound.
11) Interference decoding for a 3-user deterministic interference channel [12]:
• Source and channel: :15] is a function of X 1 , X 2 , and X 3 as follows:
where
, where h k and f k are one-to-one when either one of their arguments is fixed. By letting X [4:12] = ∅, this network model is equivalent to that of [12] .
• Target distribution: p * such that
Similarly, we set B 14 and B 15 .
• By Corollary 1 followed by the F-M elimination, an inner bound is obtained that is at least as good as that in [12] and has a simpler form.
• The interference decoding inner bound in [12] was improved by using rate splitting, Marton coding, and superposition coding in [13] . By introducing some virtual nodes whose input alphabets are empty and setting B k for destination node k appropriately, an inner bound can be obtained from Corollary 1, which includes that in [13] and has a simpler form. [8] , [9] :
12) Berger-Tung inner bound for distributed lossy compression
• Source and channel: N = 3, log
, where d k (·, ·) ≥ 0 is a distortion measure between two arguments and ǫ > 0.
• Choice of ω ′ ∈ Ω ′ in Corollary 1: v 2 ) ).
• By Corollary 1 followed by the F-M elimination, Berger-Tung inner bound is recovered. [10] , [30] , [31] :
13) Zhang-Berger inner bound for multiple description coding
• Source and channel: N = 4,
, where ǫ > 0.
• By Corollary 1 followed by the F-M elimination, Zhang-Berger inner bound is recovered.
14) Lossless communication of a 2-DMS over a multiple access channel [32]:
• Source and channel: N = 4, let V 2 and V 3 be two discrete memoryless sources and let V 1 denote the common part of V 2 and V 3 , where the common part of two discrete memoryless sources is defined in [33] , [34] . [2:3] ). Note that this model is equivalent to the 2-DMS over multiple access channel.
• Target distribution: p * such that X 4 = (V 2 , V 3 ).
-p(u, x 1 |y 1 ) = p(u)/|X 1 |, p(x 2 |y 2 , u 1 ) = p(x 2 |v 2 , u), p(x 3 |y 3 , u 1 ) = p(x 3 |v 3 , u).
• By Corollary 1 followed by the F-M elimination, the sufficient condition for lossless communication of a 2-DMS over a multiple access channel [32] is recovered.
15) Wiretap channel [35]:
-p(u, x 1 |y 1 ) = p(u, x 1 ).
• If R 1 > I(U ; Y 3 ) and R 2 > I(X 1 ; Y 3 |U ) in addition to above conditions, it is shown to satisfy the leakage constraint at node 3 [35] . By the F-M elimination, the secrecy capacity
16) Discrete memoryless network:
Discrete memoryless network (with strictly causal node processing functions) can be converted to a generalized memoryless network by unfolding the network. Many previous results for the network are shown to be recovered from Theorem 1 in [14] . Examples include a combination of decode-and-forward and compress-and-forward for the three-node relay channel [15] , Slepian-Wolf coding over cooperative relay networks [16] , noisy network coding [17] , N -node decodeand-forward [19] , [36] , offset encoding for the multiple access relay channel [20] , and Cover-Leung inner bound [21] for the multiple access channel with feedback. Let
For given ω d ∈ Ω d , note that we have two different joint distributions, i.e., for the original network
that is marginalized to p * (x [1:N ] , y [1:N ] ) and for the dual network
that is marginalized to p * d (x 
For the dual network, p * d is achievable if there exists µ-tuple (r 1 , . . . , r µ ) such that for
for all S k ⊆ D k such that S k = ∅ and for all T k ⊆ W k such that T k = ∅. We note that the mutual information terms in (10) and (11) are with respect to the joint distribution (8) and the mutual information terms in (12) and (13) are with respect to the joint distribution (9).
In the following, several examples of duality are illustrated.
Example 1 (Gelfand-Pinsker coding [4] and Wyner-Ziv coding [6]):
and X 2 = M, where log |M| = R. y 2 ) = m, and  x 1,d (u 1 , y 1 ) = x 1,d (u, s) . Note that the resultant choices of ω ′ (ω d ) and ω ′ d (ω d ) correspond to GelfandPinsker coding and Wyner-Ziv coding, respectively. From Theorem 2, p * is achievable for the original network if there exists r 1 such that
or equivalently if R < I(U ; Y 2 ) − I(U ; S), and p * d is achievable for the dual network if there exists r 1 such that [22] and multiple description [23] ): [1:3] , y [1:3] ) such that X 3 = (M 1 , M 2 ). For the dual network, in which the order of nodes is reversed, assume m 2 ) . Note that the resultant choices of ω ′ (ω d ) and ω ′ d (ω d ) correspond to coding for a multiple access channel and coding for multiple description without combined reconstruction, respectively. From Theorem 2, p * is achievable for the original network if there exist r 1 and r 2 such that
Example 2 (Multiple access channel
and p * d is achievable for the dual network if there exist r 1 and r 2 such that
where (a) and (b) are because
Example 3 (Marton's inner bound [1] and Berger-Tung inner bound [8] , [9] ): and target distribution p * (x [1:3] , y [1:3] ) such that X 2 = M 1 and X 3 = M 2 . For the dual network, in which the order of nodes is reversed, assume
and target distribution p * d (x [1:3] , y [1:3] ). v 2 ) . Note that the resultant choices of ω ′ (ω d ) and 
Remark 3:
Note that the first and second examples show a strong duality in a sense that the mutual information terms in the original and dual networks have the same form while inequality directions are reversed. On the other hand, the third example shows a weak duality, in which the mutual information terms in the original and dual networks are similar, yet slightly different.
VI. GAUSSIAN NETWORK
In this section, we consider an N -node Gaussian generalized memoryless network, in which the channel output Y k and channel input X k at node k are r k -dimensional and t k -dimensional vectors, respectively, and the channel from nodes 1, . . . , k − 1 to node k is given as
where H kj is an r k × t j matrix, H ′ kj is an r k × r j matrix, and
Consider a subset Ω g of Ω, where U j is an a j -dimensional vector and U Wk and X k have the form of
which induce the target distribution. In the above, G k is a j∈Wk a j × j∈Dk a j matrix, G ′ k is a j∈Wk a j × r k matrix, U ′ Wk is a j∈Wk a j -dimensional vector, F k is a t k × j∈Dk∪Wk a j matrix, and
) is independent from U Dk and Y k .
Note that U Wk and X k can be rewritten as follows:
where the columns of G kj and F kj corresponding to U Dk and U Dk∪Wk are from G k and F k , respectively, and the other columns of G kj and F kj are zero vectors.
The following lemma gives U Wk and Y k .
Lemma 1:
From Lemma 1, for any S ⊆ W N , we can construct a matrix Φ US such that U S = Φ US Ψ k(S) , where
. Also, for any k ∈ [1 : N ] and S ⊆ W k , we can construct matrices
we are ready to present a sufficient condition for achieving f * for an N -node Gaussian generalized memoryless network.
Theorem 3:
For an N -node Gaussian generalized memoryless network, f * is achievable if there exist ω g ∈ Ω g and µ-tuple (r 1 , . . . , r µ ) such that for
is a block diagonal matrix with diagonal blocks
Proof: We apply Theorem 1.
which proves Theorem 3.
Remark 4:
If U j , j ∈ [1 : K] has the form of G ′′ j U Aj + U ′′ j as a special case of (15) for some matrix G ′′ j , where U ′′ j is independent of U Aj , then we have
Proof of Lemma 1: By substituting (17) into (14), Y k is written as follows:
where (a) is by changing the summation order.
Next, by substituting (22) into (16), U Wk is given as follows:
Hence, we have
where Υ kj and Ψ k are defined in (21) and (20), respectively.
We prove Lemma 1 by solving the recursive formula in (23) using strong induction. For k = 1, (23), and hence Lemma 1 holds trivially.
where (a) is from (23), (b) is from the induction assumption, and (c) is by chaning the summation order. Now, we have
and Lemma 1 is proved by strong induction.
APPENDIX

A. Bounding the second term in the summation in (6)
For given k ∈ [1 : N ], we have
where A j (y n j , lD j ∪Bj ) is the ensemble of codebooks u n Dj∪Bj (·) such that node j with received channel output y n j decodeslD j ,j as lD j and the joint typicality (4) is satisfied for given lD j ∪Bj and B j (y n j , lD j ∪Wj ) is the ensemble of codebooks (u n Dj (lD (5) is satisfied for given lD j ∪Wj . More precisely, we define
Continuing with the bound in (25), we have
whereỸ n k is the channl output at node k assuming that decoding indexl ′′
are chosen according to the following rule:
• Find the smallestl ′′ Dj,j ∈ {lD
If there is no such index vector, letl ′′ Dj,j be the smallest one in {lD
• Find the smallest l ′′ Wj ∈ {lW
If there is no such index vector, let l ′′W j be the smallest one in {lW
Now, we can show that the joint distribution of
is given as follows:
where S k is defined in (2). Now, we can obtain the following upper bound:
which tends to zero as n tends to infinity if
Therefore,
j=1 (E j,1 ∪ E j,2 ∪ E j,3 ) c ) tends to zero as n tends to infinity when (28) is satisfied for allS k ⊆D k ∪B k such thatS k ∩D k = ∅.
B. Bounding the third term in the summation in (6)
The proof follows similar steps to the mutual covering lemma in [37] . For given k ∈ [1 : N ], we have
Consider lD
ǫk . From the Chebyshev lemma, we have
Due to the symmetry of the codebook generation, for any lW
Now, forT k ⊆W k such thatT k = ∅, we have
by the joint typicality lemma [25] , where T k is defined in (3) . Similarly, forT k ⊆W k such thatT k = ∅, we have
By substituting the above bounds into (29) and (30), we obtain
for allT k ⊆W k such thatT k = ∅.
C. Bounding the fourth term in the summation in (6)
We use the following modified Markov lemma to bound the above, which can be proved from the proof of the Markov lemma in [9] , [25] with some minor modification.
Lemma 2:
Consider random variables X, Y, Z, A such that X → Y → Z form a Markov chain. Let (x n , y n ) ∈ T (n) ǫ and a ∈ A. Suppose that P (Z n = z n |X n = x n , Y n = y n , A = a) = P (Z n = z n |Y n = y n , A = a), where P (Z n = z n |Y n = y n , A = a) satisfies the following conditions for ǫ ′ > ǫ:
1) lim n→∞ P ((y n , Z n ) ∈ T (n) ǫ ′ |Y n = y n , A = a) = 1. 2) For every z n ∈ T (n) ǫ ′ (Z|y n ) and n sufficiently large, P (Z n = z n |Y n = y n , A = a) ≤ 2 −n(H(Z|Y )−δ(ǫ ′ )) .
Then, for sufficiently small ǫ and ǫ ′ such that ǫ < ǫ ′ < ǫ ′′ ,
ǫ ′′ |X n = x n , Y n = y n , A = a) = 1. = P (U n Wk (lD k ∪Wk ) = u n Wk |U n Dk (lD
where ( Hence, the second condition in Lemma 2 is satisfied. Now, from Lemma 2, (32) holds and hence P (E k,4 ∩ E c k,1 ∩ E c k,2 ) tends to zero as n tends to infinity for sufficiently small ǫ k and ǫ ′ k if (31) is satisfied for allT k ⊆W k such thatT k = ∅.
