Abstract-Model Predictive Control with a finite control set has emerged as a promising control tool for power converters and drives. One of the major advantages is the possibility to control several system variables with a single control law, by including them with appropriate weighting factors. However, at the present state of the art, these coefficients are determined empirically. There is no analytical or numerical method proposed yet to obtain an optimal solution. In addition, the empirical method is not always straightforward, and no procedures have been reported. This paper presents a first approach to a set of guidelines that reduce the uncertainty of this process. First a classification of different types of cost functions and weighting factors is presented. Then the different steps of the empirical process are explained. Finally, results for several power converters and drives applications are analyzed, which show the effectiveness of the proposed guidelines to reach appropriate weighting factors and control performance.
I. INTRODUCTION.
The continuous evolution and growing capabilities of modern microprocessors and signal processing technologies, has enabled the implementation of more sophisticated control methods devised to fulfill the industry's increasing demand for higher performance. Predictive control is one of these methods, and has gained recently more attention specially for power converter and drive applications [1] . In essence predictive control is a group of different control methods that share one common characteristic, which is, the use of mathematical models of the system to predict future behaviors and select appropriate control actions. Several predictive control methods have been applied to power converter and drive systems, among them: Dead Beat Control [2] - [8] , Model Predictive Control (MPC) [9] , [10] , Generalized Predictive Control [11] , and Finite Control Set Model Predictive Control (FCS-MPC) [12] .
FCS-MPC can be described as a particular case of MPC which takes into account the inherent discrete nature of the power converter switching states and the digital implementation. Since power converters have a finite number of switching states, the MPC optimization problem can be simplified and reduced to the prediction of the system behavior only for those possible switching states. This finite system predictions are used to evaluate a cost function (also known as quality or decision function), which usually is composed by the errors of the controlled variables. Hence, the switching state associated with the prediction that minimizes the cost function is selected and generated by the converter. With this approach the number of calculations is greatly reduced, making realtime implementations feasible with current microprocessor technology. FCS-MPC has been successfully applied to a wide range of power converters and drives applications [12] - [28] .
One of the major advantages of FCS-MPC is that several control targets, variables and constraints can be included in a single cost function and simultaneously controlled. In this way typical variables such as current, voltage, torque or flux can be controlled while achieving additional control requirements like switching frequency reduction, common mode voltage reduction and reactive power control, to name a few. This can be accomplished simply by introducing the additional control targets in the cost function to be evaluated. However, the combination of two or more variables in a single cost function is not a straightforward task when they are of different nature (different units and different orders of magnitude in value). Each additional term in the cost function has a specific weighting factor, which is used to tune the importance or cost of that term in relation to the others control targets. These parameters have to be properly designed in order to achieve the desired performance. Unfortunately, there are no analytical or numerical methods or control design theories to adjust these parameters, and currently they are determined based on empirical procedures. Although this challenge has not kept back FCS-MPC to be applied successfully to several power converters, it is highly desirable to establish a procedure or define some basic guidelines to reduce the uncertainty and improve the effectiveness of the tuning stage. This paper presents a first approach to address this challenge. First some representative examples of FCS-MPC cost functions are classified according to the nature of their terms, in order to group types of weighting factors that could be tuned similarly. Then a set of simple guidelines are analyzed and tested to evaluate the evolution of the system performance in relation to changes in the weighting factors. Several converter and drive control applications will be studied to cover a wide variety of cost functions and weighting factors. In addition, results for three different weighting factors are presented to compare results and validate the methodology.
II. FCS-MPC OVERVIEW.
Consider the generic and simplified block diagram of FCS-MPC illustrated in Fig. 1 , that controls a system variable x through a control action S, usually the gating signals of a converter. The measured variable x(t k ) is fed back and used to evaluate a discrete predictive model or function of the system f p , to obtain the predicted future values of the system x p i (t k+1 ) for each possible control action S i
Note that n corresponds to a finite number of control actions or switching states. Then the n predictions together with the reference are evaluated in a cost function f g , leading to n different costs g
Since the target is to control variable x, usually the cost function f g is defined by a measure of the error with respect to the reference. Some example of generic cost functions are the absolute error, quadratic error and mean value of the error
Note that the next control action S(t k+1 ) will be the switching state that minimizes the cost function f g
It is clear that FCS-MPC takes advantage of the discrete nature of power converters by relating the switching state directly to the control error. In addition, since the switching state is directly chosen from the cost function minimization, no linear controllers and modulators are necessary. This control principle has been successfully applied to several power converter and drive control systems, including: voltage source inverters, multilevel inverters, matrix converters, regenerative rectifiers and torque control of ac motors, to name a few [11] - [28] .
III. COST FUNCTION CLASSIFICATION.
Although the cost function's main objective is to keep track of a particular variable and control the system, it is not limited to only do so. In fact one of the main advantages of FCS-MPC is that the cost function admits any necessary term that could represent a prediction for another system variable, system constraint or system requirement. This flexibility enables FCS-MPC to achieve easier more control targets that can lead to increased system performance, efficiency, power quality, safety and other possible figures of merit. Since these terms most likely can be of different physical nature (current, voltage, reactive power, switching losses, torque, flux, etc.) it can lead to coupling effects between variables, or to overestimate the importance of one term respect the others in the cost function, making their presence not worth, and even not controllable.
As mentioned before, this issue has been commonly dealt with in MPC by including weighting coefficients or weighting factors λ, for each term of the cost function
Depending on the nature of the different terms involved in the formulation of the cost function, they can be classified in different groups. This classification is necessary in order to facilitate the definition of a weighting factor adjustment procedure that could be applied to similar types of cost functions or alike terms.
A. Cost functions without weighting factors.
In these kind of cost functions, only one, or the components of one variable, are controlled. This is the simplest case, and since only one type of variable is controlled, no weighting factors are necessary. Some representative examples of this type of cost functions are obtained for: predictive current control of a voltage source inverter [14] , predictive power control of a back to back ac/dc/ac converter [16] , predictive voltage control of an UPS system [24] and predictive current control with imposed switching frequency [18] , among others. The corresponding cost functions are summarized in Table I .
Note that all the terms in a cost functions are composed of variables of the same nature (same unit and order of magnitude). Moreover, some are a decomposition of a single variable into two components. Therefore, no weighting factors and their corresponding tuning process is necessary. 
Application
Cost function 
Application Cost function
Switching frequency reduction 
Application
Cost function
Torque and flux control
B. Cost functions with secondary terms.
Some systems have a primary goal or a more important control objective that must be achieved in order to provide a proper system behavior, and additional secondary constraints or requirements that should also be accomplished to improve system performance, efficiency or power quality. In this cases the cost function presents a primary and secondary terms, where the importance of the secondary term can vary within a wide range, depending on the application and its specific needs. Some examples are: predictive current control with reduction of the switching frequency to improve efficiency [26] , predictive current control with reduction of common mode voltage to prevent motor damage [28] , and predictive current control with reactive power reduction to improve power quality [15] , [27] . The corresponding cost functions are listed in Table II. The importance of the second term, i.e. how much the switching frequency, the common mode voltage or the reactive power are reduced, will depend on the specific needs of the application and will impose a tradeoff with the primary control objective, in this case current control. Note that in each cost function a weighting factor λ is included with the corresponding secondary term. Hence, solving the tradeoff can be seen as the weighting factor adjustment in the cost function.
C. Cost functions with equally important terms.
Unlike the previous case, there are systems in which several variables need to be controlled simultaneously with equal importance in order to control the system. Here the cost function can include several terms with equal importance, and it is the job of the weighting factors to compensate the difference in nature of the variables. Such is the case for torque and flux control of an induction machine, where both variables need to be controlled accurately in order to have proper system performance [17] . Another example is current control of an neutral point clamped inverter, in which the dc-link capacitor voltage balance is a must in order to reduce voltage distortion and avoid system damage (exceed the permitted voltage level of the capacitors, otherwise overrated capacitors should be used) [26] . Both cost functions are included in Table III . Note that there are two additional terms in each cost function used to normalize the quantities in relation to their nominal values (denoted by subscript n), the reason for this will be explained later.
IV. WEIGHTING FACTOR ADJUSTMENT.
The weighting factor tuning procedure will vary depending on which type of terms are present in the cost function as classified in the previous section.
A. For cost functions with secondary terms.
This is the easiest case for weighting factor adjustment, since the system can be first controlled using only the primary control objective or term. This can be very simply achieved by neglecting the secondary terms forcing the weighting factor to zero (λ = 0). Hence the first step of the procedure is to convert the cost function with secondary terms into a cost function without weighting factors. This will set the starting point for the measurement of the behavior of the primary variable.
The second step is to establish measurements or figures of merit that will be used to evaluate the performance achieved by the weighting factor. For all the examples given in Table II a straightforward quantity should be one related to the primary variable, which is current error. Several error measures for current can be defined, in this work the root mean square (RMS) value of the error in steady state has been used, also the current THD can be employed. At least one additional measure is necessary to establish the tradeoff with the secondary term. For the three cost functions of Table II the corresponding measures that were selected are: the device average switching frequency f sw , the RMS common mode voltage and the steady state input reactive power.
Once the measures are defined, evaluate the system behavior with simulations starting with λ = 0 and increase the value gradually. Record the corresponding measures for each value of λ. Stop the increments of λ once the measured value for the secondary term has reached the desired value for the specific application, or keep increasing λ until the primary variable is not properly controlled. Then plot the results and select a value of λ that fulfills the system requirements for both variables.
1) Results for switching frequency reduction:
The results of the previous procedure for the first cost function of Table II are given in Fig. 2 . Here the secondary term is aimed to reduce the switching frequency in a current control of a NPC converter application [26] . The secondary term n p sw corresponds to the predicted number of switchings involved when changing from the present to the future switching state. Thus by increasing the associated weighting factor λ sw it is expected that this term gains more importance in the cost function and forces a reduction in the switching frequency, effect that can be clearly observed in Fig. 2(a) . However, a reduction in the switching frequency introduces higher distortion affecting the quality of the load current. This tradeoff is very clear in Fig.  2 this example) and a reduction from 1000[Hz] to 500[Hz] is achieved for the average device switching frequency. Finally λ sw = 0.05 has been selected. Figure 2(b) shows comparative results for the system working with three different values of λ sw , one of them the selected value. Note how the load current presents higher distortion for the larger value of λ sw due to the strong reduction of the number of commutations. On the other hand for λ sw = 0 the current control works at its best, however at expense of higher switching losses. Since the NPC is aimed for medium voltage high power applications where losses become important, the selection of λ sw = 0.05 merges efficiency with performance. A comparison of this predictive method and traditional PWM based controller can be found in [26] .
2) Results for common mode voltage reduction:
The guidelines have been used to tune the weighting factor of the second equation of Table II , which corresponds to predictive current control of a matrix converter [28] . Here the additional term V p cm is the predicted common mode voltage for the different switching states and it will be considered an additional cost by tuning properly the weighting factor λ cm . The measures that will be used to evaluate the performance of the different λ cm are the RMS current error and the RMS common mode voltage. Figure 3 proposed procedure. Note that, like for the previous case, similar evolutions of both measures are obtained, i.e, for higher values of λ cm smaller CM voltage are obtained, while the current control becomes less important and looses some performance. The result also shows that the CM voltage is a variable more decoupled of the load current compared to the switching frequency, since the current error remains very low throughout a wide range of λ cm . Hence the selection of an appropriate value is easier, and values of 0.05 ≤ λ cm ≤ 0.5 will perform well. This can be observed for the results shown in Fig. 3(b) , where clearly a notorious reduction of the CM voltage is achieved without affecting the current control.
3) Results for input reactive power reduction:
The last cost function of Table II corresponds to a current control of a matrix converter with input power factor correction [15] . The additional term in the cost function is directly the predicted input reactive power Q p with its corresponding weighting factor λ Q . The measures used to tune λ Q are the RMS current error and the input reactive power Q.
The results of the tuning procedure are depicted in Fig. 4(a) . Since this cost function belongs to the same classification as the previous two, it is expected to present similar measurements evolution when increasing λ Q . As with the previous case, the input reactive power seems to be very decoupled of the load current, hence the current error remains very low for a wide range of λ Q . It becomes easy to obtain a suitable value considering 0.05 ≤ λ Q ≤ 0.25. This can be corroborated with the results given in Fig. 4(b) , showing an important reduction of the input reactive power for λ Q = 0.05.
The proposed procedure can be programmed by automating and repeating the simulation introducing an increment in the weighting factor after each simulation. Another way is to reduce the number of repetitions, by applying a branch and bound algorithm. For this approach first select a couple of initial values for the weighting factor λ, usually with different orders of magnitude to cover a very wide range, for example, λ=0, 0.1, 1 and 10. A qualitative example of this algorithm is illustrated in Fig. 5 . Then simulate for these weighting factors and obtain the measures for both terms, M 1 and M 2 for the primary and secondary terms respectively. Then compare these results with the desired maximum errors admitted by the application and fit them into an interval of two weighting factors (0.1 ≤ λ ≤ 1 in the example). Then compute the measures for the λ in the half of the new interval (λ = 0.5 in the example) and continue so on until you achieve a suitable λ. Note in Fig. 5 that each hard line corresponds to a simulation and dashed lines corresponds to values already simulated. This method reduces the number of simulations necessary to obtain a working weighting factor. The qualitative example of Fig. 5 can be matched with the results for the common mode reduction case of Fig. 3(a) . Note that with only 7 simulations the search for λ cm would have narrowed to an interval 0.1 ≤ λ cm ≤ 0.25 where any λ cm would work properly.
B. For cost functions with equally important terms
For cost functions like those listed in Table III , the procedure needs some minor adjustments since λ is not allowed to be zero. Another difficulty is the different nature of the variables. For example, when controlling torque and flux in an adjustable speed drive application with a rated torque and flux of 25[Nm] and 1 [Wb] respectively, the torque error can have different orders of magnitudes making both variable not equally important in the cost function, affecting the system performance. Thus the first step is to normalize the cost function. Once normalized, all the terms will be equally important and now λ = 1 can be considered as starting point. Usually a suitable λ is located close to 1. Note that the cost functions in Table III have already included this normalization (nominal values are denoted by subscript n).
The second step is the same as with the previous procedure, i.e., measurements or figures of merit have to be defined in order to evaluate the performance achieved by each weighting factor value.
The last step is to perform the branch and bound algorithm of Fig. 5 considering a couple of starting points. Naturally λ = 1 has to be considered, and λ = 0 is not a possible alternative. When a small interval of weighting factors has been reached, meaning by small interval, that there are no big differences in the measured values obtained with the upper and lower bounds of the interval, then the weighting factor has been obtained.
1) Results for torque and flux control:
The predictive torque and flux control of an induction motor speed drive [17] , can be implemented using the first cost function in Table III . Note that the terms appear already normalized. The two terms in the cost function are the torque and flux error. Hence the measures that will be suitable to select the proper λ ψ will Results for different λ ψ , including λ ψ = 0.85 are given in Fig. 6(b) to show the performance achieved by the FCS-MPC. Note that λ ψ = 0.85 presents a very good combination of torque step response and steady state, flux control and load current waveforms.
2) Results for voltage balancing:
The predictive current control of a NPC converter [26] , can be implemented using the second cost function in Table III capacitors of the converter. If this unbalance is not controlled, the dc-link voltages will drift and introduce considerable output voltage distortion, not to mention that the dc-link capacitors could get damaged by overvoltage, unless they are overrated. Note the terms appear already normalized in the cost function, as indicated in the first step of the procedure. The measures that will be used to evaluate the weighting factor λ ∆C are the RMS values of the current error and of the voltage unbalance.
A branch and bound algorithm starting with λ ∆C =10 −2 , 10 −1 , 1, 10 1 and 10 2 first gave the interval 1 ≤ λ ∆C ≤ 10 after this first evaluation two additional iterations were necessary until very small differences were obtained between the extremes of the interval. Finally λ ∆C = 1.05 was chosen. Figure 7 (a) shows extensive results considering much more values (note that the values are represented in log 10 scale), to show that the branch and bound method really found a suitable solution.
Results for different λ ∆C , including λ ∆C = 1.05 are given in Fig. 7(b) to show the performance achieved by the FCS-MPC. Note that for λ ∆C = 0, which normally is not allowed since its does not control the unbalance producing the maximum drift of the dc-link capacitors, the load voltage only presents 5 different voltage levels, while 9 levels should appear in the load phase-neutral voltage (since the NPC has 3 levels in the converter phase-neutral voltage). Only 5 appear since the NPC is not generating 3 output levels, due to the voltage drift of its capacitors it is only generating 2 levels. On the other hand, λ ∆C = 100 controls the voltage unbalance very accurately, it even makes voltage unbalance so important in the cost function that it disables the generation of those switching states that produce unbalance eliminating voltage levels at the output and increases the switching frequency as can be seen in the load voltage of Fig. 7(b) . On the contrary, the selected λ ∆C = 1.05 presents the 9 load voltage levels, controls the load current and keeps the capacitor voltages balanced.
V. CONCLUSION
In this paper the design of the weighting factors used in cost functions of FCS-MPC has been analyzed. A first approach based on an empirical procedure to obtain suitable weighting factors has been presented.
For cost functions with a primary control objective and secondary terms, the starting point is λ=0, then test increments of λ until the desired behavior is obtained (branch and bound can also be used). For cost functions with equally important terms, first normalize the cost function and set λ = 1, with this value the system will be controlled, for fine tuning use branch and bound or move slightly λ around 1. At least two different figures of merit or system parameters have to be considered, depending on the application, to settle the tradeoff present in the designing choice of the weighting factors.
This contribution is a first approach to reduce the uncertainty of the cots function design in FCS-MPC of systems with more than one control objective. The examples studied in this paper show the potential and flexibility of FCS-MPC and how easy it is to include additional control objectives in one single controller compared to classic control schemes.
