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Abstract—In this work, we propose a joint audio-video finger-
print ACR technology for media retrieval. The problem is focused
on how to balance the query accuracy and the size of fingerprint,
and how to allocate the bits of the fingerprint to video frames and
audio frames to achieve the best query accuracy. By constructing
a novel concept called Coverage, which is highly correlated to
the query accuracy, we are able to form a rate-coverage model
to translate the original problem into an optimization problem
that can be resolved by dynamic programming. To the best
of our knowledge, this is the first work that uses joint audio-
video fingerprint ACR technology for media retrieval with a
theoretical problem formulation. Experimental results indicate
that compared to reference algorithms, the proposed method
has up to 25% query accuracy improvement while using 60%
overall bit-rates, and 25% bit-rate reduction while achieving 85%
accuracy, and it significantly outperforms the solution with single
audio or video source fingerprint.
Index Terms—ACR, CBVIR, database, content-based, multi-
media, video and audio, retrieval, rate-coverage optimization
I. INTRODUCTION
W ITH widespread Internet services and the popularity ofmobile devices, enormous video contents are produced
and uploaded onto the Internet. For example, more than 100
hours of videos are uploaded to YouTube per minute and over
3.2 petabytes of videos have been uploaded to Vimeo [1].
Consequently, the large amount of raw data make storing of
databases in memory unfeasible.
To effectively manage the rapidly growing multimedia data,
a large number of methods have been proposed for multimedia
content analysis and retrieval. These works include content-
based image retrieval [2]–[4], audio retrieval [5], and video
retrieval [6]. Given a query example provided by a user,
the retrieval process is to rank the database multimedia data
according to their relevance to the query example and return
the top-ranked ones.
For content-based multimedia retrieval [7], multimedia data
are represented by feature vectors, which saves considerable
storing space compared to storing raw data. However, memory
is still in short supply for the large memory footprints of
descriptors like SIFT [8], SURF [9] and GLOH [10]. The local
image descriptors computed for a reference image or object
number in the thousands and each require a large number of
bits to represent.
In order to further compress the database and cut down
the cost of database infrastructure, a number of methods have
been proposed. These methods can be mainly classified into
two categories manifold learning and descriptor compression.
For the first category, the methods target at exploring
correlations and clustering similar features [11] in order to
reduce redundancy. Manifold Ranking (MR) is one of the most
popular graph-based ranking methods and has been widely
used for information retrieval. Due to its ability to capture the
geometric structure of the image set, it has been successfully
used for image retrieval. Given a query image, manifold-
ranking based image retrieval MRBIR [2] first makes use
of a manifold ranking algorithm to explore the relationship
among all the data points in the feature space, and then
measures relevance between the query and all the images in
the database accordingly, which is different from traditional
similarity metrics based on pair-wise distance. The manifold
learning algorithm [12]–[14] has received a lot of research
attention and it has been proved that the manifold structure is
more powerful than Euclidean structure for data representation
in many areas [2], [3], [15].
For the second category, the methods [16], [16], [17] aim at
generating compact descriptors individually, therefore reduc-
ing the overall demand for storage space. As is introduced
in [16], descriptors can be compressed by local descriptor
compression [17], and global descriptor aggregation [18].
Extraction and transmission of compact descriptors are also
valuable for next-generation mobile visual search applications.
It can significantly reduce network latency and improve user
experience. Moreover, sending compact descriptors throughout
3G network may reduce power consumption of mobile devices
[19], [20].
The two kinds of methods are complementary and can be
applied to maximize the storage reduction for multimedia
databases. However, in content-based multimedia clustering
area, most researches focus on data correlations within sin-
gle modality, such as image clustering [21], [22] and audio
clustering [23], but ignores cross-modal correlation between
images and audios.
The intrinsic problem for cross-modal correlation learning
[24]–[28] between images and audios is the obvious hetero-
geneity between visual features and auditory features. Images
are usually represented with low-level visual features, such as
color, texture, shape, etc, while audio clips are represented
by different features, such as centroid, rolloff, spectral flux,
and root mean square. In this work, we consider the design
of a system that optimizes the conservation of joint video-
audio descriptors. By constructing a novel concept called
Coverage, which is highly correlated to the query accuracy, we
are able to build a Rate-Coverage model. Given an arbitrary
budget of storage space, this model aims at optimizing the
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2retrieval accuracy while preserving only a subset of the overall
joint video-audio descriptors, therefore reducing the entire
storage space. We propose a dynamic programming method
that resolves the optimization problem.
We organize the paper’s structure as follows: In section
II, we briefly review the related backgrounds that are worth
noting, followed by the proposed rate-coverage optimization
method in section III. In section IV, we describe our implemen-
tation and illustrate our experimental results in details, which
shows significant improvements over a diverse set of aspects.
Fig. 1: Typical application scenes for multimedia content
based retrieval problem.
II. RELATED WORK
The research community has addressed the problem of
ACR by two approaches: watermarking and fingerprinting.
Watermarking is about inserting specific identifier and time-
stamp information in the content which can be viewed later.
Fingerprinting, on the other hand, analyzes and compares
unique content characteristic with reference database. Finger-
printing does not require the source media to be modified in
any way, enables service providers to prepare indexing system
for any broadcast or TV programs with no change in the
content creators or broadcasters work flow. Another advantage
of fingerprinting is the additive property: unlike watermarking,
fingerprinting requires no copyright to the media since it does
not change the original content, making it possible to be
broadly used across as many applications as possible. As a
result, fingerprinting system is the most widely used content
recognition technique in ACR. More specifically, fingerprints,
also referred to as signatures or features, are intrinsic data
to characterize the video content for indexing, searching, and
ranking [29].
A. Image fingerprinting
In the last decade, Content-based Image Retrieval (CBIR)
has concerned voluminous research paving way for enlarge-
ment of numerous techniques and systems besides creating
interest on fields that aid these systems. In the field of content-
based image retrieval [30]–[32], the feature space frequently
comprises position, color, or texture dimensions [33], [34]
where each image pixel is mapped to a single feature in the
corresponding feature space. At this level, features are derived
from the media without considering external semantics. A
variety of low level feature methods have been developed. For
example, color correlograms has been developed in CueVideo
[35]. Location, color, and texture are jointly considered in [33],
[36]. Low level features provide the first and enabling step for
subsequent high-level feature analysis. High-level features are
also called semantic features, such as timbre, rhythm, instru-
ments, and events [37]. The preferred characteristics of CBIR
system are high retrieval efficiency and less computational
complexity and they are the key purpose in the design of CBIR
system [38].
B. Audio Fingerprinting
Audio recognition or retrieval has been an active research
topic for many years. With the availability of vast digital
archives of music and commercial/non-commercial interests,
there are a large amount of contributions to this field. Signif-
icant reviews can be found in the cited [39], [40] and also
in [41]. Regardless of different background and goals of the
researches, the first step of audio retrieval invariably involves
isolating a sequence of feature in the piece of audio, i.e. the fin-
gerprint. The fingerprint must be sufficiently distinguishable,
so that two fingerprints can be reliably torn apart or regarded
similar. Along with the reliability comes the requirement
for robustness against various types of distortions, such as
equalizing, white noise, pitching and so on [42]. It tolerates
users to illuminate the query as what they want, so it constructs
query formulation more comprehensive and easier than key
word based retrieval [43]. Three of the most widely referenced
approaches in this field are described here. One of the most
widely used system [44], uses overlapping windows of mono-
audio from which to extract interesting features. Overlapping
windows must be used to maintain time-shift invariance for
the cases in which exact time alignment is not known. The
spectral representation of the audio can be constructed in a
variety of manners, Bark Frequency Cepstrum Coefficients
(BFCC) are used in their study. Fingerprint is a vector of
sub-fingerprints of overlapping windows in their study. An
alternate approach is explored in [45]. Their work introduces
Distortion Discriminant Analysis (DDA), which is based on a
variant of LDA called Oriented Principal Component Analysis
(OPCA). OPCA selects a set of directions for modeling the
subspace that maximizes the signal variance while minimizing
the noise power. In contrast to the two schemes above, Wang
[46] proposes looking only at power-spectrogram peaks, and
records the distance between them. These links constitute
a very accurate identifier of each audio source, robust to
distortion due to encoding or from background noise.
C. Similarity measurement
In ACR problems, as determining similarities among data
object is of crucial importance, significant body of researches
have been devoted to it. Usually a set of candidate fingerprints
is compared with a reference fingerprints base, identifying
3the matching contents by applying distance functions. Adap-
tive similarity measures apply a ground distance function to
determine distances among feature fingerprints centroids in
the feature space [47]. Hausdorff Distance [48] measures the
maximum nearest neighbor distance among centroids in both
fingerprints, which is only based on the centroid structure of
both fingerprints and does not consider any weight distribution.
Hence, an extended version Perceptually Modified Hausdorff
Distance was proposed [49] to accommodate the weight of
fingerprints. Other similarity measures such as Weighted Cor-
relation Distance [47] and Quadratic Form Distance [50] are
all applicable distance measurements. Considering flexible fin-
gerprints forms and various recognition system configuration,
distance function needs to be selected carefully according to
the layouts.
Fig. 2: Example of symbol encoding. (a) Features of
keyframes. (b) Reference symbol encoding. (c) Query symbol
encoding according to the distances to cluster centroids.
For near-duplicate video retrieval (NDVR) and near-
duplicate video localization (NDVL), some video matching
methods ultilize frame-wise visual similarity comparisons,
such as dynamic programming [51] and dynamic time warping
[52]. However, calculating similarities among all frames in a
large video database is very time-consuming. By considering
both the spatial and temporal information, spatiotemporal
methods [53] [54] [55] [56] are developed to improve the
retrieval accuracy and to lower down the compurational cost.
Nevertheless, their efficiency is still far from a web-scale
application. To accelerate the frame similarity computation,
as proposed in [1], keyframes containing similar visual fea-
tures are clustered by K-means clustering, and each cluster
is assigned a unique symbol. Keyframes within a cluster
share the same symbol. Thereby, each reference video can
be transformed into a sequence of symbols. An example of
symbol encoding of reference videos is illustrated in Fig. 2(a)
and 2(b), wherein each small dot represents the feature of a
keyframe in a high dimensional feature space and the large
circles are the resultant clusters assigned symbols A, B, C,
and D. Given a keyframe of a query video, we calculate
the distance between the keyframe and each cluster centroid.
The symbol(s) of the closest cluster(s) is/are assigned to the
keyframe as its symbol or candidate symbols. For a keyframe
of a query video (the triangle) in Fig. 2(c), we calculate its
distance to each cluster centroid, and assign the symbol of
the closest cluster, namely A in this example, to the query
keyframe.
III. RATE COVERAGE OPTIMIZATION
Fig. 3: System Overview. Left: query route. Right: database
and server with rate-coverage optimization.
In this work, we explore the potential of using joint audio-
video fingerprints for ACR applications. In a typical usage
scenario at connected home, the mobile phone can be used to
detect the current TV program on the remote display by audio
fingerprint-based ACR technology. However, the surrounding
noises (like family chatting) could be a killer to bring the
recognition accuracy down. The video fingerprint of a frame,
although larger than audio fingerprint in size, is more accurate
and flexible than the audio fingerprints. Nevertheless, if the
ACR technology is built inside of TV by using video-based
fingerprints and recognize the incoming video signals, the
fingerprint database can be very large considering the 100x
size of video fingerprint compared to the audio fingerprint.
Therefore, it is compelling to keep the merits of audio-based
and video-based ACR while overcoming their shortcomings.
Thus, for an ACR system with joint representation of video
and audio fingerprints, the trade-off between the fingerprint
size and the retrieval accuracy in the application, have come
into question.
In this paper, we aim to study in a generic ACR system,
the optimized way of choosing video fingerprints over audio
fingerprints, in the hope of achieving maximum expected
retrieval accuracy given limited overall fingerprint size. This
can be theoretically achieved considering the high redundancy
residing in the correlations of successive fingerprints in feature
space as well as in temporal space. We first propose a generic
framework for ACR systems. As is shown in Fig. 3, the
end-user device collects video and audio frames and then
send the fingerprints of these frames to the query engine,
which is connected to a cloud-based ACR server. On the
server side, the video and audio fingerprints of large media
data (some of them are online content) are generated as well
using an optimization process that best balance the storage
4limitation and the query performance. In the following text, we
focus on the optimization process, where we propose a novel
way to match the problem into a rate-coverage optimization
model and then solve the problem with dynamic programming
technology.
Without loss of generality of ACR systems, we consider the
exemplary case where the user device, e.g., a smart TV, receive
and decode stream from the Internet and upon users request,
query directly with fingerprints. Note that the fingerprints are
not disturbed by noise. It is also important to realize that the
objective of the system is not to achieve 100% recall, but
rather to emphasize on the quality of detections, with little or
no false detections, on large amounts of contents.
A. Problem Formulation
In order to maximize the retrieval accuracy within storage
limitation, the video and audio fingerprints must be smartly
selected for the database. In this section, we transform the
problem of balancing the storage limitation and the query per-
formance to an optimization problem, which is mathematically
intuitive.
The essential problem we intend to solve for the service
is to maximize query accuracy At with fingerprint t, given
limited bitrate quote Rbudget, where At = 1 if satisfactory
result is retrieved, otherwise At = 0. The problem can then
be described as:
Maximize At, t ∈ [0, T ], s.t. R ≤ Rbudget (1)
, where T is the upper limit of the possible query number.
Since the selection of incoming query from the user is a
random process, we descend to evaluate the expected query
accuracy considering all possible queries. The expected value
of accuracy can be defined as:
E(A) =
1
T
T∑
t=1
Ai (2)
Thus the original problem can be converted to the following
formulation:
Maximize E(A), s.t. R ≤ Rbudget (3)
The data rate, denoted here by R, is the total amount of data
we store in the database to provide the service, including both
audio and video fingerprints. For video frames, the fingerprints
are fixed-size feature vectors, therefore the cost of each video
representative is of equal bits, denoted here by a constant BV .
Note that the audio fingerprints are natural key points of non-
uniform density distribution, and that we pre-process them to
derive audio segments, within which the numbers of key points
are equivalent. Thus, for each audio segment, the bitrate it
costs to select a representative audio frame is also uniform,
denoted here by another constant BA. The overall data rate
can then be obtained by:
R = BV ×NV +BA ×NA (4)
In the exemplary system, query-by-example scheme is used.
Before the query process, certain amount of fingerprints are
selected on the server side, from video frames and audio
segments as visual and audio representatives, respectively.
The term representatives is used to delegate the video frames
and audio segments chosen to be stored in the database of
the service. In equation (1), the number of video and audio
representatives are denoted here by NV and NA , respectively.
Each representative holds a set of K-nearest neighbors in
feature space. Upon each query, we return the set with the
most similar representative. In practice, we consider query
result satisfactory iff correct frame is included in the set
with maximum size K, where K is the user tolerance of
how many results can be returned upon each query. In other
words, if query frame is within the K-nearest neighbors of any
representative frame, the query result is considered as correct.
With such definition of satisfactoriness and correctness of
results, we are evaluating the query performance with a new
criterion, based on our database representation. We translate
the estimated Accuracy into Coverage, i.e., the amount of
video frames and audio segments in the dataset that are
correct, or in other words, within the K-nearest neighbors of
certain representatives. Coverage is a property of represen-
tatives, denoted here by C. As will be discussed in section
IV.B, this translation is justifiable as Coverage and Accuracy
are highly correlated and affined. Therefore, equation (3) can
be converted to:
Maximize C, s.t. R ≤ Rbudget (5)
Where C, the fused coverage of representatives in database,
is balanced between the coverage of video (CV ) and audio
(CA) via a weight control parameter α :
C = αCV,NV + (1− α)CA,NA (6)
Where α ∈ [0, 1], is selected for different media sources
based on experiment results, since the emphasis on video over
audio, or vice versa, is not uniform over various types of
content from media sources.
It is important to note that the maximum coverage given
the number of representatives can be found by an optimization
process named Disk Covering Problem with Most K points
(Please see section III-B for more details), which is only
dependent on the number of representatives, therefore, we
have:
CV,NV = fV (NV ) (7)
CA,NA = fA(NA) (8)
Where fV (NV ) and fA(NA) are the optimization processes
for video and audio respectively. Thus, equation (5) can be
rewritten as:
max
NV ,NA
(αfV (NV ) + (1− α)fA(NA))
subject to : BV ×NV +BA ×NA ≤ Rbudget
(9)
5For various media sources, the emphasis on the importance
of video and audio is diverse. The fV (NV ) and fA(NA),
and the rate-coverage curves are distinguishable for diverse
media patterns, as will be discussed in our experiments in
section IV-B and IV-C. The leverage parameter α plays an
important role in the retrieval performance. Our proposed
method achieves optimum accuracy for a given α, but the
optimum choice of α is inherently decided by the type of
the media pattern. If the optimum choice is called δ, then
the choice of α has effects on the gap between the optimized
coverage give α and the optimum accuracy with δ. In practice,
we may need to analyze the media and consider expectations
of user query, in order to determine α.
B. Disk Covering with Most K Points
In order to find the maximum coverage given NV and
NA, we employ a RKCP3 algorithm [57] for optimization.
The algorithm is designed to solve the Disk Partial Covering
Problem. Given k disks with the same radius r, the partial
covering issue investigates the center locations of those k disks
to cover the most points among total n points. In our context,
the problem is to find the NV number of video representatives
to cover the most frames among total number of video frames,
and to find the NA number of audio representatives to cover
the most segments among total number of video segments. The
radius r is determined by global constraint of user tolerance to
provide K-nearest neighbor, i.e., the radius is constrained by
the maximum covered range for each representative, which
is fixed for entire database. For each point vi ∈ V , Gi (Ei
respectively) is denoted as the set of points that are within
distance r (3r , resp.) from vi. The set Gi is referred as
representatives of radius r and the set Ei as the corresponding
expanded representatives of radius 3r. The RKCP3 algorithm
procedure to cover the most video frames or audio segments
can be described as follows from the original 3-approximation
algorithm in [57].
Algorithm 1 3-Approximation robust k-center algorithm
1: procedure CONSTRUCTION OF REPRESENTATIVES
2: for i← 1 to k do
3: Let Gi be the heaviest disk, i.e., contains the most
uncovered points.
4: Mark as covered all points in the corresponding
expanded disk Ei.
5: Update all the disks and expanded disks, i.e.,
remove from them all covered points.
return {G1, G2, ..., Gk}
The algorithm above has been proved to be a 3-
approximation algorithm for the robust k-center problem in
[58]. The time complexity for the problem is O(k · n).
C. Optimization Solutions
The problem we intend to solve can be tackled with the fol-
lowing methods. However, none of them is globally optimum,
except for the proposed method. In this section, we introduce
the solution of these methods, with the proposed method
illustrated in detail. We also explain why these methods are
not optimal and why the proposed method achieves global
optimum.
1) Arbitrary Allocation Method
The arbitrary allocation method on the allocation of bit-rates
is simply ignoring the difference between audio and video,
i.e., the ability to cover and the sacrifice to make, which is,
the bit-rates it takes to achieve the same amount of coverage.
Furthermore, it neglects the fact that video and audio usually
are not of the same importance in their contribution to the
coverage. As shown in Fig. 11 and Fig. 12, this method renders
a straight line for the coverage-bitrate curve, by allocating bit-
rates evenly on audio and video.
2) Audio First Method
The audio first method is slightly smarter than the arbitrary
allocation method as it always picks audio first, based on the
fact that fingerprint of a video frame is of 200 bytes, greater
than the 32 bytes of an audio segment. This method renders
a polyline, since the ability of the frames/audios to represent
redundant ones are still ignored.
3) Sub-optimal Method: The Greedy Approach
The greedy approach takes into account the representative
attribute of fingerprints. Under the retrieval mechanism, repre-
sentative fingerprints cover similar fingerprints in the feature
space. Eqs. (7) and (8) hold true for this approach. Therefore,
the maximum coverage given the number of representatives
can be found by the same optimization process, i.e., Disk
Covering Problem with Most K points. Once fV (i) and fA(i)
are computed with the RKCP3 algorithm, the complexity of
the greedy approach is linear. As the penalty regularization
parameter, λ is also introduced. Leveraging on the weighted
coverage and the corresponding bitrate cost, we obtain the
leveraged gain G. Given limited bitrate budget, the greedy
approach seeks the maximum current leveraged gain at each
stage, by choosing a fingerprint type from either video or
audio, until bitrate exceeds our budget.
G = max( α[fV (i)−fV (i−1)]+λBV , (1−α)[fA(i)−fA(i−1)]+λBA )
(10)
The sub-optimal algorithm is more sophisticated than
the methods aforesaid. We always pick the local greedy
choice, that is, we choose to spare bits for a representative
frame/segment by leveraging its ability to cover and the bit-
rates it needs to take. Since we always choose the current
best option, we are getting a fair coverage. But as we are not
considering the opportunity cost of the current best, we may
not be currently choosing the global best.
Theoretically, this problem resembles the classic knapsack
problem. Consider the fingerprints to be in analogy with the
objects to be put in a knapsack. There are simply two kinds of
objects, the video and the audio. The bit-rate of a fingerprint
corresponds to the cost or weight in the knapsack problem,
6while its contribution to the increased coverage is analogous
to the value of the object. And the limit of the overall bit-rates,
is in correspondence to the volumn of the knapsack. Consider
the extreme case for the classic knapsack problem, where all
of the objects are of uniform weights and of various values, the
greedy approach will achieve global optimum. However, if the
objects are of various weights, the greedy approach may fail
to render the global optimum. One example is shown in Fig. 4,
where each rectangular object is assumed to be 100 in weight
and each circular object 99. The weight limit is assumed
to be 198. Considering the greedy approach, we choose the
circular object with value 15, since this object is of the highest
value/weight ratio. However, once this object is chosen, no
other object can be further selected, as is constrained by the
weight limit. In contrast, the global optimum solution, is to
choose the two rectangular objects, which does not exceed
the weight limit but achieves a higher overall value 20.
Fig. 4: An example of greedy algorithm not achieving the
global optimum.
Similarly, the greedy approach may not achieve global opti-
mum for the proposed problem. The main reason why greedy
approach may not reach global optimum is, for knapsack
problems, the number of objects is discrete. If the weights
are continuous, the knapsack problem turns into a specific
kind, called fractional knapsack problem. In such problems,
objects can be divided into pieces, each piece carrying its
corresponding ratio of weight and value. For the fractional
knapsack problem, the greedy approach is adequate. Appar-
ently, for the proposed problem, the number of fingerprints is
discrete as we can either store a fingerprint in the database or
not.
4) Globally Optimal Method: The Proposed Approach
In the following text, we explain how to solve the problem
with dynamic programming, and why it achieves the global
optimum. We derive a solution to problem (9) using the
Lagrange multiplier method to relax the bitrate constraint, so
that the relaxed problem can be solved using a shortest path
algorithm. We first denote the Lagrangian cost function
Jλ(NV , NA) = (αfV (NV )+(1−α)fA(NA))+λ(BV×NV +BA×NA)
(11)
where λ is called the Lagrange multiplier. It has been proven
that if there is a λ∗ such that
{N∗V , N∗A} = argmax
NV ,NA
J∗λ(NV , NA) (12)
Algorithm 2 Our proposed algorithm
1: procedure RECURSIVE DYNAMIC PROGRAMMING
2: Let Fi,j(b) be the maximum coverage we can achieve
given at most i number of video and j number of audio
fingerprints, with a limitation of overall bit-rate to be b
3: Let Ii,j(b), Ji,j(b) mark the corresponding number of
video and audio fingerprints that are selected as represen-
tatives while achieving coverage Fi,j(y)
4: for i ≤ NV , j ≤ NA do
5: Fs = [Fi−1,j(b), Fi,j−1(b), Fi−1,j(b − Bv) +
fv(Ii−1,j(b) + 1) − fv(Ii−1,j(b)), Fi,j−1(b − Ba) +
fa(Ii,j−1(b) + 1)− fa(Ii,j−1(b))]
6: Is = [Ii−1,j(b), Ii,j−1(b), Ii−1,j(b − Bv) +
1, Ii,j−1(b−Ba) + 0]
7: Js = [Ji−1,j(b), Ji,j−1(b), Ji−1,j(b − Bv) +
0, Ji,j−1(b−Ba) + 1]
8: index = argmax(Fs)
9: Fi,j(b) = Fs(index)
10: Ii,j(b) = Is(index)
11: Ji,j(b) = Js(index)
return {Fi,j(b), Ii,j(b), Ji,j(b)}
and which leads to R = Rbudget, then {N∗V , N∗A} is an
optimal solution to (9) . Therefore, if we can find the optimal
solution to max (Jλ(NV , NA)), then we can find the optimal
λ∗ and approximation to the constrained problem of (9) . As
indicated in Fig. 5, we use a two dimensional DAG shortest
Path algorithm for the optimization process, that is, in order
to compute the maximal J , each state will need the status of
NV and NA at the same time. We define a node tuple (i, j)
indicating state (NV , NA) in Shortest Path space, denoted as
pk, which has two paths from previous state pk−1. It means
that at this state the database stores at most i number of
video fingerprints and at most j number of audio fingerprints
as representatives. At the termination state, we derive the
optimized solution for video and audio bitrate allocation, with
at most NV and NA number of fingerprints respectively for
video and audio, which is the total number of video and audio
fingerprints. Therefore, starting from (0, 0) to termination state
(NV , NA), we could use dynamic programming to solve for
the optimal solution.
Fig. 5: Example of transitions from previous state to current
state in dynamic programming.
To solve the optimization problem in (9) , we create a cost
function T (pk), which represents the cost to include state (i, j)
7in the state space:
T (pk) = max{ αfV (i)+(1−α)fA(j)+λ(BV ×i+BA×j) }
(13)
The sub-problem fV and fA are the optimization problems
to maximize coverage of video and audio, given NV and
NA, respectively. The observation is, despite the fact that the
selection of representative frames are irrelevant to the previous
state, the delta cost:
∆(pk−1, pk) =

α[fV (i)− fV (i− 1)] + λBV , if additional video fingerprintis selected during transition
(1− α)[fA(j)− fA(j − 1)] + λBA, if additional audio fingerprintis selected during transition
0,
if no additional fingerprints is
selected during transition
(14)
, is independent of the selection of the previous states
p0, p1, ..., pk−2. Therefore, cost function
T (pk) = max(T (pk−1) + ∆(pk−1 + pk)) (15)
, can be solved by a DP algorithm. In summary, the
computational complexity of the DAG shortest path DP al-
gorithm is O(|V | + |E|). For the graph G corresponding
to the state (i, j) in state space, |V | is O(N2) and |E|
is O(N3) . Therefore, the overall computational complexity
of the proposed two dimensional DAG shortest path DP
algorithm is O(N3)O(N3) = O(N6) where another O(N3)
is the complexity of sub-problem (7)-(8). Note that here we
neglected the effect of computational complexity to find the
optimal lambda because usually the iteration for lambda to
converge is quite small compared to O(N6) in practice. In case
we need to reduce the computational complexity of the optimal
solution proposed above by sacrificing the system accuracy, we
can use a sub-optimal solution, which is less computationally
expensive by trading off with the decrease in total coverage.
IV. EXPERIMENTAL RESULTS
A. Implementation Details
For the better understanding of our system, we cover some
implementation details in this section. Note that this is only
an example configuration, our algorithm is generic enough to
accommodate any type of fingerprinting and distance function.
As illustrated in Fig. 6, the video fingerprints are extracted into
groups of 1280-bits data stream while the audio fingerprints
are extracted based on a key-value pair by exploring the spatial
relationship among spectrogram maxims, which are computed
by FFT, followed by non-maximum suppression and Shazams
[59] audio fingerprinting method. The fingerprint size of the
video is therefore 160 bytes or 200 bytes depending on our
experimental settings. The size of our audio segments is 32
bytes, served as unit in soundtracks.
Similar fingerprints are mapped to the same linked list by
hashing. All contents can be retrieved from database by linked
list. Using different key frame as entry in list has significant
impact on the indexing system and retrieval performance.
In our system, visual fingerprints are computed based on
image pixel intensity correlations. An image frame, regardless
of its aspect ratio, is first scaled to K by K square image.
A selection of N out of
(
2
N2
)
block pairs are computed to
generate an N-dimensional bit array using binary comparison
on pixel intensity for each image. Again an array of size
M is computed based on randomly selected pixel intensities.
Note that the random seed is fixed for each database during
initialization, thus the fingerprinting operation is identically
applied to every visual frames. The output visual fingerprints
are binary strings, which are very robust to small distortion
during video compression and transmission. We depict these
steps in Fig. 6.
Fig. 7: Video fingerprinting scheme.
Aside from the video content, the content of audio can
be reflected from two angles. Firstly, there are measurable
acoustic features from the acoustic point of view. Secondly,
there are psychoacoustic features from the view of human
cognition. Acoustic properties describe how sound behaves
within a given physical context and they include amplitude,
loudness, and etc. Psychoacoustic properties of human cog-
nition are subjective terms perceived by the human auditory
system and they include pitch, timbre, and so on.
Audio fingerprints, in our system are extracted on spectro-
grams. Each audio fingerprint unit is a combined hash key-
value pair of two local maxima points on spectrogram after
non-maximum suppression. For each pair, the hash key is a
concatenation of F1, F2 and ∆t, which is the frequencies of
these two points and their time domain difference, respectively.
The value is the information we would like to keep upon
retrieval. We use timestamp and title string as value in our
system.
8Fig. 6: Fingerprinting process overview.
Fig. 8: Audio fingerprinting sub-system. a) Original audio
wave; b) Spectrograms and pairs of extracted local maxima;
c) Hash-Value pairs in detail.
B. Coverage-Accuracy Curves with fixed parameters (alpha
and similarity threshold)
It has been discussed in III-A that Coverage is introduced
to delegate the expected Accuracy of the query. The accuracy
is equal to the coverage, if ideally, where every query is
within the top K represented frames/segments of the retrieved
representatives fingerprint cover set, rather than after the top
K if there are more than K frames/segments covered by
the retrieved representative. However, in practice, accuracy is
slightly under the coverage level. We have conducted experi-
ments to compute the coverage and the corresponding expected
retrieval accuracy given certain bit-rate budget. By changing
allocation bitrates on video and audio, we compute the cover-
age and the actual expected retrieval accuracy, respectively. We
have conducted experiments on various media patterns. One
example is shown in Fig. 9, as can be observed, the coverage-
accuracy curve is monotone and the gap between coverage and
accuracy is very small. The coverage and accuracy is highly
correlated and affined. Therefore, in order to improve retrieval
accuracy, we can optimize the bit-rate allocation between
audio and video to achieve optimum coverage.
C. Various Media Patterns
In this section, we investigate the rate-coverage model for
various media patterns. We have experimented with commer-
cial movies as various multimedia patterns and found that the
movie genre does make a difference in their visual fingerprints.
As one example is shown in Fig. 10, for various media
patterns, the rate-coverage curves are distinguishable. Usually,
the pace of a movie can be inferred from its genre. Slow
paced movies, e.g., have longer shots on their scenes where
many similar fingerprints are generated. High redundancy in
fingerprints therefore results in higher coverage rate given
same budget on bit-rates since redundant fingerprints can be
represented by a smaller number of representatives. As we
can see from Fig. 10, the genre makes a difference in that the
fingerprints of fast-paced movies are less representational.
9Fig. 9: The coverage-accuracy relationship.
Fig. 10: Rate-Coverage curves for video fingerprints only, for
various media patterns.
D. Rate Coverage Curves for various methods
The effectiveness of our proposed method was tested uti-
lizing a commercial movie, the fingerprints of which are
extracted under the principles of our retrieval system. In
Fig. 11, the Rate-Coverage (RC) curves for the optimum
approach and the sub-optimal approach are illustrated, together
with the arbitrary allocation and audio first approaches as
reference.
Given a bitrate budget, the coverage rate of the arbitrary
allocation approach is equal to the ratio of the current bit-
rate budget over the total bit-rates of fingerprints. With this in
mind, we can observe the performances of other approaches
easily. As is shown in Fig. 11, with very limited bit-rate bud-
get, which is around 60% of overall bitrate of the fingerprints,
we can achieve over 85% coverage with the proposed optimal
method, with a bit-rate reduction of around 25% compared
with the arbitrary method. As a matter of fact, with only
22% of overall bitrates as budget, we achieve 60% of the
overall coverage, saving 37.5% bit-rate in comparison with
the arbitrary method as reference.
Fig. 11: Rate-Coverage curves. The comparison of different
approaches.
As is shown in Fig. 11, the proposed optimum algorithm
outperforms other methods, which is greatly when bit-rate
budget is short. With increased bit-rate budgets, the gaps
between different methods are narrowed. The extreme case
is, when bit-rate budget allows all the fingerprints to be stored
within the database, the coverage for these methods is equally
the full coverage. We also notice that with a budget of around
80% bitrates, we can achieve full coverage with optimal
approach. Therefore, there will be no need in increasing the
budget further. In TABLE I, we have illustrated the average
bit-rate reductions on diverse media patterns while achieving
different coverages. At 95% coverage, up to 21% bit-rates can
be saved compared to the arbitrary method.
TABLE I: Average Bit-rate save of the proposed method for
same coverage levels, compared with reference methods.
cvrg 70% 75% 80% 85% 90% 95%
Sub-optimal(Greedy) -9% -8.5% -8.1% -8% -7% -5.5%
Audio First -26% -25% -23% -23% -21% -20.5%
Arbitrary -32.5% -31% -28% -26.5% -24% -21%
E. Analysis of Bit-rate allocation between Video and Audio
In this experiment, we discuss and compare how the bit-
rates are allocated for different methods. The bit-rate allocation
on video and audio at all the coverage levels for various
methods is shown in 12.
Comparing allocations in Fig. 12, we can observe the
difference of allocation between these methods. The sub-
optimal method inclines to allocate bytes for audio more at the
beginning as it is the optimum local decision to make, because
the sub-optimal approach chooses the audio as the best cost
performance. Meanwhile, the increase in audio segments leads
to great increase in coverage, the bit-rate cost of which is low.
Comparatively, we can observe from Fig. 12 that the optimal
approach found a better way to allocate bit-rates with optimal
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Fig. 12: Bit-rate allocation of various methods over entire
range of bit-rate budgets.
proportion for video and audio, which is dynamic as the budget
changes. The optimal approach does not seek the current best
while allocating bytes, but rather evaluates an allocation by
considering the bytes left of the budget and how they can be
further allocated.
For the optimal method, it adapts to various budgets by
rectifying the proportion of bytes allocated to video and
audio. In contrast, the sub-optimal method is driven by the
local optimum decision. Since the video and audio is very
competitive within limited budgets, the sub-optimal approach
goes back and forth allocating bit-rates between video and
audio. This is due to the fact that for both audio and video,
with a small number of representatives we can cover dozens of
other frames and segments. The sub-optimal approach chooses
those representatives first, so they will run out pretty quickly,
after which the increase in coverage becomes uniform with
increased bit-rates.
F. Rate-coverage curves with various Fingerprint Similarity
thresholds
In this experiment, the role of similarity threshold for
fingerprints is discussed. The decision of this value should
be made in accordance with our expectation for the query
result. While retrieving a near-duplicate copy, the threshold
is set comparatively large as the fingerprint is expected to
be extremely similar. If however, semantically similar content
need to be retrieved, more distortion should be tolerated. As
can be observed from Fig. 13, with higher threshold level, the
optimum coverage derived from the proposed method tends to
be higher. As is expected, higher threshold levels make it easier
for representative fingerprints to consider other fingerprints
as similar, i.e., cover them. Since representatives are more
representational, the coverage increases. But note that if the
threshold is too large, the gap between accuracy and coverage
gets large as well, because only the K most similar fingerprints
from a representative is considered successful retrieval for a
query.
Fig. 13: Rate-coverage curves with various similarity
thresholds.
G. Rate-coverage curves with various leverages between video
and audio
Fig. 14: Rate-coverage curves with various values.
For various media content, the emphasis on video and audio
content is diverse. Since coverage C = αCv,Nv+(1−α)Ca,Na ,
which is positively correlated with the retrieval accuracy,
it is important to analyze the effect of this value on the
overall coverage. Like aforesaid, for diverse media content and
patterns, their visual fingerprints are distinguishable, which
influences our decision on how to leverage the importance
between the two mediums.
As illustrated in Fig. IV-B, with fixed similarity thresholds
and leverage α value, the retrieval accuracy is monotonically
increasing with the increase of the optimized coverage, con-
sidering different bit-rate budgets. It has also been discussed
in IV-F that the rate-coverage curve is a reflection of the rate-
accuracy curve, projected by the similarity threshold. In this
experiment, we discuss the other parameter , and its effect on
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the coverage.
The target function of optimization is determined by α.
While emphasizing on video, the optimization process aims to
allocate bit-rate to video and audio in favor of covering more
video fingerprints. For media resources where video is more
meaningful, e.g., a Chaplin TV show, the optimized retrieval
accuracy contributes more to the user satisfaction. If however,
the media source is a concert show, then more emphasis is
expected to be put on audio.
The rate-coverage curves are plotted in Fig. 14. These
curves are generally in the same groove. As is observed, with
lower emphasize on the video, we can achieve higher coverage
given the same level of bit-rate budget. The more important
audio is, the more bitrates are allocated for audio. Since the
fingerprint of audio is less expensive than video, the number
of total representatives increases, so will the total coverage be
increased, as is shown in Fig. 14.
Note that it does not imply we are supposed to set the
value low to achieve higher retrieval accuracy, because this
parameter is inherently decided by the type of the media
pattern, and the coverage only reflects the accuracy in terms
of this assumption of leverage.
V. CONCLUSION
In this paper, we proposed a novel ACR technology with
joint audio-video fingerprint for media retrieval. We introduced
a novel concept called Coverage to delegate retrieval accu-
racy, and have shown that the retrieval accuracy is positively
correlated with coverage. We utilized dynamic programming
to optimize coverage for given bitrate budgets in order to
maximize accuracy, and experimental results have indicated
that our proposed method improves retrieval accuracy greatly
compared to reference methods, and significantly saves bit-
rate with same level of retrieval accuracy. Considering the
difficulty of this problem, the contribution of our work is
significant. In our case, fingerprints are directly from source
and not disturbed by noise. The work will be completer if with
noise considered. In future work, we will work on retrieving
distorted fingerprints and make the proposed algorithm open
to more general applications.
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