Abstract This paper mainly studies nonnegativity decision of forms based on variable substitutions. Unlike existing research, the paper regards simplex subdivisions as new perspectives to study variable substitutions, gives some subdivisions of the simplex Tn, introduces the concept of convergence of the subdivision sequence, and presents a sufficient and necessary condition for the convergent self-similar subdivision sequence. Then the relationships between subdivisions and their corresponding substitutions are established. Moreover, it is proven that if the form F is indefinite on Tn and the sequence of the successive L-substitution sets is convergent, then the sequence of sets
Introduction
Theories and methods of nonnegative polynomials have been widely used in robust control, non-linear control and non-convex optimization [1, 2, 3] , etc. Some famous research works on nonnegativity decision of polynomials without cell-decomposition were given by Pólya's Theorem [4, 5] and papers [6, 7] .
Recently, Yang [8, 9, 10] introduced a heuristic method for nonnegativity decision of polynomials, which is now called Successive Difference Substitution (SDS). It has been applied to prove a great many polynomial inequalities with more variables and higher degrees. Yao [11] investigated the weighted difference substitutions instead of the original difference substitutions, and proved that, for a form (namely, a homogeneous polynomial) which is positive definite on R n + , the corresponding sequence of SDS sets is positively terminating, where R n + = {(x 1 , x 2 , ..., x n )|x i ≥ 0, i = 1, 2, ..., n}. That is, we can decide the nonnegativity of a positive definite form by successively running SDS finite times. The research results above are all confined to the variable substitutions characterized by "difference".
Unlike existing research, this paper regards simplex subdivisions as new perspectives to study variable substitutions, and obtains various effective variable substitutions for deciding positive semi-definite forms and indefinite forms on R n + , which are beyond the weighted difference substitutions characterized by "difference". The paper is organized as follows. Section 2 gives some subdivisions of the simplex T n , and establishes the relationships between them and their corresponding substitutions. Section 3 introduces the concept of the termination of {SLS (m) (F )} ∞ m=1 , which is directly related to the positive semi-definite property of the form F . Section 4 proves that if the form F is indefinite on R n + and the sequence of the successive L-substitution sets is convergent, then the sequence of sets {SLS (m) (F )} ∞ m=1 is negatively terminating. An algorithm for deciding an indefinite form with a counter-example is presented in Section 5, and by using the obtained algorithm, several examples are listed in Section 6.
Simplex subdivisions and the corresponding substitutions
We first introduce some definitions and notations. 
is called a normalized substitution, where X, T ∈ R n + , X Tr , T Tr are respectively the transposes of X, T , and V is called the substitution matrix of (1).
The proof of Lemma 2.1 is very straightforward and is omitted. 
Definition 2.3. If the form F (X) ≥ 0 for all X ∈ T n , then F is called positive semi-definite on T n ; If F (X) > 0 for all X ∈ T n , then F is called positive definite on T n ; If there are X and Y ∈ T n such that F (X) > 0 and F (Y ) < 0, then F is called indefinite on T n .
It is easy to get the following conclusion.
Lemma 2.2. The form F is positive semi-definite (positive definite, indefinite) on R n + iff F is positive semi-definite (positive definite, indefinite) on T n . According to Lemma 2.2, for brevity, we suppose the form F is defined on T n in the following sections.
The barycentric subdivision and the weighted difference substitutions
In this subsection, we focus on the barycentric subdivision and its corresponding substitutions. 
The six substitutions above are just the weighted difference substitutions for n = 3, and the set which consists of all the substitutions is called the weighted difference substitution set. Therefore, the fisrt barycentric subdivision of T 3 corresponds to the weighted difference substitution set, that is, there is a one-to-one correspondence between the subsimplexes of the first barycentric subdivision of T 3 and the weighted difference substitutions. Definition 2.4. Let P W 3 be the weighted difference substitution matrix set for n = 3. The set of linear transformations
is called the m-times successive weighted difference substitution set, which consists of 6 m substitutions.
By Lemma 2.1 and Definition 2.4, we have that the m-th barycentric subdivision of the simplex T 3 corresponds to the m-times successive weighted difference substitution set.
Some more subdivisions and the corresponding substitutions
Next, we'll present some more subdivisions of the simplex T 3 and their corresponding substitutions. 0, c 3 ) . And the first subdivision of the simplex T 3 consists of six subsimplexes labeled as 1-6, which correspond to the following substitution matrices, respectively.
where a i = 0, b i = 0, and
, then the subdivision is just the barycentric subdivision.
In Fig.2(b) , the first subdivision of the simplex T 3 consists of four subsimplexes labeled as 1-4, which correspond to the following substitution matrices, respectively. 
In Fig.2 (c), the first subdivision of the simplex T 3 consists of nine subsimplexes labeled as 1-9, which correspond to the following substitution matrices, respectively. Next, we'll give the definitions of the self-similar subdivision sequence and the successive substitution set.
Definition 2.5. Given a simplex K. Let sd 0 (K) = K, and sd
For an arbitrary subsimplex σ of sd i (K)(i = 0, 1, · · · ), if the vertex coordinates of all the subsimplexes of sd(σ) in the σ-coordinate system equal to the corresponding ones of all the subsimplexes of sd(K) in the K-coordinate system, then sd i (K) is called the i-th self-similar subdivision of the simplex K, and the subdivision sequence Definition 2.6. Let P A be the L-substitution matrix set. The set of linear transformations
is called the m-times successive L-substitution set, briefly, the m-times SLS set.
Suppose that the the first subdivision of the simplex T 3 corresponds to the normalized Lsubstitution set. By Lamma 2.1, Definition 2.5 and Definition 2.6, we conclude that the m-th self-similar subdivision of the simplex T 3 corresponds to the m-times successive L-substitution set.
Easily, all the subdivisions of the simplex T 3 in the paper can be expanded to the case of the (n − 1)-dimensional simplex T n .
Convergence of the subdivision sequence of a simplex
In this subsection, we'll introduces the concept of the convergence of the subdivision sequence, and presents a sufficient and necessary condition for the convergent self-similar subdivision sequence.
Definition 2.7. Let σ be a subsimplex of T n , the maximum distance between vertexs of σ is called the diameter of σ. Definition 2.8. Let K and sd i (K) be defined as Definition 2.5. If for all ε > 0, there exists N ∈ N, such that all the diameters of the subsimplexes of sd N (K) are less than ε, the subdivision sequence
Definition 2.9. Suppose that the subdivision scheme through which sd
is convergent, then the sequence of substitution sets
is called convergent, and if L i = L, i = 1, 2, · · · , briefly, we say that the sequence of the successive L-substitution sets is convergent.
Next, we'll consider the convergence of the sequence of the successive weighted difference substitution sets. Now, we present a sufficient and necessary condition for the convergent self-similar subdivision sequence, which plays important roles for nonnegativity decision of forms.
be the self-similar subdivision sequence of T n , then it is convergent iff an arbitrary 1-dimensional proper face of subsimplexes of sd(T n ) is not the 1-dimensional one of T n .
Proof. The proof of necessity is straightforward by Definition 2.5 and Definition 2.8. Next, we prove sufficiency. Let d be the diameter of T n , and r be the maximum diameter of subsimplexes of sd(T n
is convergent. Consider the following subdivisions of T 3 in Fig.4 . In Fig.4(a) , the first subdivision of the simplex T 3 consists of 3 subsimplexes labeled as 1-3, which correspond to the following substitution matrices, respectively. 
In Fig.4(b) , the first subdivision of the simplex T 3 consists of 5 subsimplexes labeled as 1-5, which correspond to the following substitution matrices, respectively.
where
In Fig.4 , it is straightforward that the 1-dimensional proper face T 1 T 2 of the subsimplex T 1 T 2 O is just the one of T 1 T 2 T 3 . By Theorem 2.2, we have that the two self-similar subdivision sequences of T n aren't convergent. In this section , we'll define the termination of the sequence of the successive substitution sets of a form, which is directly related to the positive semi-definite property of the form F .
Let P A = {A [i] |i = 1, 2, · · · , k} be the L-substitution matrix set. 
which is called the m-times successive L-substitution set of the form F . is neither positively terminating nor negatively terminating, then it is called not terminating.
Definition 3.2. We define the sequence of sets {SLS
(m) (F )} ∞ m=1 as follows {SLS(F ) (m) } ∞ m=1 = SLS(F ), SLS (2) (F ), · · · . Let α = (α 1 , α 2 , · · · , α n ) ∈ N n ,
Nonnegativity decision of forms
Given a form F on T n . We know that if the sequence of sets
is negatively terminating, then we can conclude that the form F is positive semi-definite. Thus there is a natural question, that is, which kind of forms can be solved by the method? The following theorem answers the question. Proof. We only give the proof for the ternary form with degree d, and the multivariate form can be gotten by induction.
Suppose that
Let
Let t = t 1 + t 2 + t 3 , (11) can be rewritten as
Thus
Obviously,
And since F (x 1 , x 2 , x 3 ) is positive definite on T n , there exists ε > 0, such that
On the one hand, the vertexs of the subsimplex which corresponds to the successive Lsubstitution (11) are respectively
By Theorem (2.1), α 1 , α 2 , α 3 , β 1 , β 2 , β 3 can be sufficiently small when m is sufficiently large.
On the other hand, for F is continuous on T n and by (14)- (16), we have A ijk > 0 when α 1 , α 2 , α 3 , β 1 , β 2 , β 3 are sufficiently small. Putting together the above two aspects, we have that there exists a sufficiently large integer m, such that F becomes trivially positive by (11) . For the successive L-substitution (10) is arbitrary, the sequence of sets {SLS (m) (F )} ∞ m=1 is positively terminating. Let L be the Yang-Yao's substitution set in Theorem 4.1, then the theorem is the main result in [11] . However, the proof of the theorem in this paper is different from the one given in [11] .
According to the proof of Theorem 4.1, we obtain the following conclusion.
Corollary 4.1. Let the form F be positive definite on T n . If the sequence of the successive L-substitution sets is convergent, then by an arbitrary m-times successive L-substitution, when m is sufficiently larger, F can become a nonlacunary form whose coefficients are all positive.
In Theorem 4.1, if the sequence of the successive L-substitution sets isn't convergent, the conclusion of the theorem is not always true.
Theorem 4.2. Let the form F be positive definite on T n . If the sequence of the successive Lsubstitution sets isn't convergent, the sequence of sets {SLS (m) (F )} ∞ m=1 isn't always negatively terminating.
Proof. Let L be the substitution set, which correspands to the subdivision of the simplex T 3 given by Fig.4(a) . And we have concluded that the sequence of the successive L-substitution sets isn't convergent.
Given the form
Apparently, F is positive definite on T n . Consider the m-times successive L-substitution
And without difficulty, we have 
(20)
When m −→ ∞, the coefficient of the term x 1 x 2 is -2. Therefore, the sequence of sets
isn't terminating.
Decision of indefinite forms
Many problems, such as the inequality disproving, are always transformed into decision of indefinite forms. Given a form F on T n . Suppose that there exists X 0 ∈ T n such that F (X 0 ) > 0. It is well-known to us that if the sequence of sets {SLS (m) (F )} ∞ m=1 is negatively terminating, then the form F is indefinite. Then it follows a question naturally: for a indefinite form F on T n , is the {SLS (m) (F )} ∞ m=1 negatively terminating? The question is answered by the following theorem.
Theorem 5.1. Let the form F be indefinite on T n . If the sequence of the successive L-substitution sets is convergent, then the sequence of sets {SLS (m) (F )} ∞ m=1 is negatively terminating.
Proof. Let P A be the substitution matrix set which corresponds to the substitution set L. Since the form F is indefinite on T n , there exists X 0 ∈ T n such that F (X 0 ) < 0 . And F is continuous on T n , so there exists a neighborhood U(X 0 ) ⊂ T n of X 0 (If X 0 is on the boundary of T n , then we take U(X 0 ) T n ) such that F (X) < 0 for all X ∈ U(X 0 ). For the sequence of the successive L-substitution sets is convergent, then there exists a subsimplex σ of the k-th subdivision of T n , which corresponds to the k-times successive L-substitution
, where k is a sufficiently larger integer. Thus, −F (X) is positive definite on σ. By Theorem 4.1, the sequence of sets
is positively terminating, so there exists a l-times successive L-substitution
is trivially negative. Therefore, the se-
is negatively terminating. By the proving process of Theorem (5.1), we obtain the following algorithm, which is used to decide the indefinite form with a counter-example.
. step31: If F is null, then output "F ∈PSD", and terminate. step32: If there is a trivially negative form F [i] ∈ F, then output "F (X 0 ) < 0", and terminate, wherẽ 
and op(I[i]) extracts operands from op(I[i]). And let
then go to step3. By Algorithm SLS, we design a Maple program called SLS, see Appendix. To the program SLS, there are some positive semi-definite forms making the program do not terminate, that is, we cann't decide these positive semi-definite forms by the method.
Examples
In this section, we demonstrate the program SLS with some examples on a computer with Intel(R) Core(TM)2 Duo CPU (E7200 @ 2.53GHz) and 3.25G RAM.
Let L 1 , L 2 , L 3 be the substitution sets which correspond to the subdivisions of the simplex T 3 given by Fig.1, Fig.2(b) and Fig.2(c) , respectively. And let P A i be the L i -substitution matrix set for i = 1, 2, 3.
Example 1. Show that the following form is positive semi-definite on R 
Utilize the program SLS and execute order SLS(F, P A i , [x, y, z]) for i = 1, 2, 3. And the running results are shown in Table 1 . So F positive semi-definite on R The substitution set Running SLS times Output CPU time (s) 
Execute order SLS(F, P A i , [x, y, z]) for i = 1, 2, 3, and the running results are shown in Table  2 . Obviously, F (0, 1, 0) = 1 > 0, so the form F is indefinite on R 
Take off denominators of the left polynomial, and denote the new polynomial by F . Execute order SLS(F, P A i , [x, y, z]) for i = 1, 2, 3, the running results are shown in Table 3 . So the inequality doesn't hold. The examples above indicate the effectiveness of Algorithm SLS. Thus, we obtain various effective substitutions for deciding positive semi-definite forms and indefinite forms which are beyond Yang's substitutions characterized by "difference".
