In this paper, we present a detailed reliability analysis of estimated parameters to a three-layer theoretical model of photothermal radiometry frequency domain signals by applying parameter identifiability conditions from two steel samples coated with $10 lm and 20 lm thick ceramic coating, to measure the thermophysical parameters of the coating, such as thermal diffusivity, thermal conductivity, and coating thickness. The three parameters are unique only when their sensitivity coefficients are linearly independent over the range of measurements. The study demonstrates the complexity of the identifiable experimental conditions through identifiability maps (calculated nonidentifiable locations) and sensitivity coefficient plots, even when the three separated parameters are grouped into two parameters. The validation of the reliability analysis theory by comparing the independently measured, with the fitted thicknesses of two coatings under random and optimized conditions, underscore the great importance of identifiability analysis (sensitivity coefficient plots) in the design of experiments for reliable parameter extractions, especially when the number of parameters is greater than the measurement data channels. Published by AIP Publishing. [http://dx
I. INTRODUCTION
Photothermal radiometry (PTR) is an important nondestructive testing/evaluation (NDT/E) methodology. Its noncontact nature makes it especially appealing for industrial component parameter measurements. Since it was first introduced in 1979, 1 PTR has been applied to the measurement of thermophysical and optical properties of materials such as thermal diffusivity, thermal conductivity, and optical absorption coefficient. [2] [3] [4] [5] [6] [7] The quantification of thermal and optical parameters is usually achieved by fitting experimental data to a theoretical model, and measurements depend on the type of laser source (frequency-modulated or pulsed PTR) and material structures (layered or bulk). The accuracy of the fitted parameters is judged by the goodness of fit. However, best fitting may yield different values of the same parameters. For example, Busse and Walther reported the thermal diffusivity of copper 8 measured using thermal wave techniques by three different measurement groups. [9] [10] [11] The derived values were 1. /s. The difference was as high as 18%, and this raises questions of reliability of multi-parameter estimations. It is thus of significance to investigate the conditions under which multiparameters can be uniquely estimated. The uniqueness of estimated parameters belongs to the identifiability problem of well-established parameter estimations in engineering and science. 12 It has been shown that parameters in a function can be simultaneously estimated if the sensitivity coefficients, the first derivatives of the function with respect to the parameters, over the range of the observations are not linearly dependent. That identifiability criterion constitutes a guide to which parameters or groups of parameters can be uniquely estimated and are, therefore, reliable. Careful design of experiments by means of identifiability analysis can save unnecessary time and imprecise measurements by avoiding the problem of nonidentifiability. The sensitivity and error in the multi-parameter determination were investigated in the past. [13] [14] [15] However, to our best knowledge, no detailed, systematic identifiability analysis of photothermal best fitting practices has ever been performed to offer a general guide to the problem of reliability and uniqueness in photothermal measurements which has always been a challenge, since the number of unknown parameters is greater than the number of the measurement channels. In this paper, we address the reliability, and thus the uniqueness, of thermophysical and physical property measurements (thermal diffusivity, thermal conductivity, and coating thickness) by developing the identifiability conditions for frequency-domain photothermal radiometry (PTR) signals (amplitude and phase) from a three-layer model. The paper answers the following three questions: (1) Are the parameters identifiable (linearly independent)? (2) What are their sensitivities, if they are identifiable? (3) In what observation (such as frequency) ranges are the parameters sensitive? The identifiability analysis is then validated by fitting amplitudes and phases of PTR signals from measurements made on two ceramic-coated steel samples.
II. THEORY
A. Three-layer model A one-dimensional photothermal model for a threelayered structure was introduced in a previous paper.
5 Figure  1 shows the geometry of the model consisting of a roughness equivalent-layer (thickness L 1 , thermal diffusivity a 1 , and a) E-mail: guox@mie.utoronto.ca 0021-8979/2017/121(9)/095101/14/$30.00
Published by AIP Publishing. 121, 095101-1 thermal conductivity j 1 ), coating layer (thickness L 2 , thermal diffusivity a 2 , and thermal conductivity j 2 ), and substrate layer (thickness L 3 !1, thermal diffusivity a 3 , and thermal conductivity j 3 ). The multilayered arrangement is irradiated with a broad laser beam of sinusoidally modulated intensity I o at frequency f. In the backscattered mode, the radiometric signal DT 1 (0, f) (the oscillating temperature field on the surface) of an opaque solid can be written as
where
m, n ¼ 0, 1, 2, 3 refers to air, roughness layer, coating layer, and substrate. R 1 is the reflectance of the roughness layer, where the light absorption occurs.
Usually the signal from Eq. (1) is normalized with a signal from a reference sample, for example, the bare substrate, to remove the instrumental effects. The lock-in amplifier signal will be normalized and expressed as
where R s is the reflection coefficient of the substrate. If the parameters a, j, and L are grouped together as follows:
Eq. (4) becomes
where q 321 , c 21 , and c 32 can be written as
If b mn in Eq. (3) is written in terms of P m , P n
then, Eq. (6) can be rewritten as
where c 21 and c 32 in q 321 can be written as
The signals corresponding to Eqs. (4), (6) , and (9) can be demodulated through a lock-in amplifier and expressed as amplitude A and phase P
X and Y are the real and imaginary parts of DT 1N , respectively. Note the factor (6) is a constant and only affects the absolute value of amplitude (which is not very important in experiments with instrumental effects), and therefore was simplified as 1 in this paper. This factor does not affect the phase which is a ratio of two signals (quadrature and in-phase), each of which is multiplied by it, so it cancels out.
B. Multi-parameter identifiability
Sensitivity coefficients
The sensitivity coefficient S i is defined as the first derivative of the function g with respect to parameter b i
For Eq. (4), the separate parameters to be estimated are a 2 , j 2 , and L 2 . The related sensitivity coefficients for amplitude and phase are 
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For Eq. (6), the grouped parameters are Q 2 and P 2 , and the related sensitivity coefficients are
For Eq. (9), the grouped parameters are Q 2 and b 32 and the related sensitivity coefficients are
Identifiability conditions
The multi-parameter identifiability condition is that all the parameters should be linearly independent over the range of observations. Linear dependence occurs when for p parameters, the relation 12
is true for all i observations provided not all the C j values are equal to zero. Eq. (15) is satisfied if, and only if, the determinant of the p Â p matrix formed by the sensitivity coefficients is zero
The identifiability criterion for the three-layered model is thus derived as follows:
for grouped parameters (Q2, P2)
and for grouped parameter (Q 2 , b 32 )
where (f 1 , f 2 , f 3 ) are three different modulation frequencies.
III. RESULTS AND DISCUSSION

A. Simulation results
Simulations were based on ceramic coated steel samples with different coating thicknesses. They were performed by calculating the sensitivity coefficients and the determinants of the sensitivity coefficient matrices ((Eqs. (12)- (22)) and evaluating them with the known parameter values (obtained from literature and the manufacturer) in Table I and the unknown parameter ranges (estimated from our previous measurements) in Table II . A large modulation frequency span f ¼ 1-2000 Hz was used to check the identifiable parameter range. /s and 4.1 W/mK) while the modulation frequency f spans the 1 to 2000 Hz range and the coating thickness L 2 varies from 1 lm to 30 lm. The black diamonds in the figure indicate the locations where the identifiability condition is not met, e.g., the three parameters are linearly dependent (zero determinant of the sensitivity coefficients matrix). It can be seen that the parameter identifiability is strongly influenced by modulation frequency and coating thickness range. For amplitude, the best regions for the entire modulation range are coating thicknesses below 5 lm and above 25 lm. There is also a window at coating thickness around 15 lm. For other coating thickness regions, only parts of the modulation frequency range are identifiable. For example, at a coating thickness of 20 lm, only the region above 700 Hz is identifiable. Compared with the amplitude identifiability map, the phase map contains more linearly dependent points. The best regions are below 15 lm and below 1000 Hz. However, there is also a window around 20 lm. Layer number j
Separate parameters
Grouped parameters Separate parameters Grouped parameters magnitude and sign of the sensitivity coefficients can change with modulation frequency. In Figs. 5(a) (amplitude) and 5(d) (phase), the sensitivity coefficient curves of a 2 increase with a modulation frequency first, with higher sensitivity for thicker coatings, and then reverse at some 'critical' frequencies, which are $300 Hz (30 lm), 600 Hz (20 lm), and 2000 Hz (9 lm) for phase in Fig relatively higher frequencies, 1000 Hz (30 lm) (versus 300 Hz in phase). Considering Fig. 5(e) , the phase sensitivity coefficient curve L 2 ¼ 30 lm of j 2 , as an example, the sensitivity coefficient increases with a modulation frequency first with negative sign (meaning the phase signal responds reversely with j 2 ), reaching maximum sensitivity around 100 Hz, then decreasing to its minimum (zero), and increasing again with a positive sign above 600 Hz. Zero sensitivity indicates that j 2 is unidentifiable at this position. If the whole modulation frequency range is used in the experiments and in data fitting, the averaged sensitivity of j 2 will be greatly compromised due to the contributions from zero and the opposite sensitivity frequency ranges. The optimal frequency range should be 40-200 Hz. However, the optimal frequency range will shift upwards with a decrease of coating thickness, with L 2 ¼ 20 lm toward the middle and with L 2 ¼ 9 lm toward the highest frequency range. It is also observed that the sensitivity coefficient order of magnitude at different coating thicknesses changes with a modulation frequency: the thickest coating exhibits a higher sensitivity below 10 Hz; the thinnest coating has a higher sensitivity above 300 Hz; and the intermediate range for the L 2 ¼ 20 lm coating. Compared with the phase, the amplitude j 2 sensitivity coefficient curves, Fig. 5(b) , look simpler: they almost monotonically increase with modulation frequency, with maximum sensitivity occurring at progressively increasing frequencies as the coating thickness decreases. This is consistent with the decreasing thermal diffusion length probing thinner layers at higher frequencies. For L 2 , the sensitivity coefficient curves, Fig. 5(c) , exhibit opposite trends from a 2 and j 2 below the 'critical' frequencies: the thinner the coating, the higher the sensitivity. The pattern of curves in Fig. 5(f) is more complicated, and the optimal frequency windows are very narrow (300 Hz-400 Hz and 900 Hz-1000 Hz) for 30 and 20 lm, respectively. Figure 6 shows how the parameter sensitivity coefficients of amplitude ((a)-(c)) and phase ((d)-(f)) change with coating thickness at three modulation frequencies f ¼ 60 Hz, 1000 Hz, and 2000 Hz. Fora 2 , the sensitivity coefficient curves of amplitude, Fig. 6(a) , increase almost monotonically with coating thickness, with higher sensitivity at higher frequencies (1000 Hz and 2000 Hz). However, the phase sensitivity coefficient curves, Fig. 6(d thickness. The sensitivity coefficient curves of j 2 , Figs. 6(b) and 6(e), show a similar pattern to the curves of a 2 , but with opposite signs. For the amplitude sensitivity coefficient curves of L 2 , Fig. 6(c) , the thinner coatings (below 15 lm) have a higher sensitivity at the high frequencies (1000 Hz and 2000 Hz) and the thicker coating (above 15 lm) has a higher sensitivity at the low frequency (60 Hz), as expected intuitively from the well-known properties of thermal waves. For the phase, Fig. 6(f) , at the low frequency (60 Hz), the sensitivity decreases with increasing coating thickness. At high frequencies (1000 Hz and 2000 Hz), the sensitivity is very high for coating thickness below 5 lm and relatively high between 10 lm and 15 lm. The sensitivity is gradually lost at all frequencies when the coating thickness approaches 30 lm, effectively becoming thermally semi-infinite.
For multi-parameter estimations, an optimal measurement condition should be found for all three parameters, a 2 , j 2 , and L 2 because the maximum sensitivity position is not unique. The selection criterion is that the chosen frequency range must be one in which all three parameters have sensitivities close to their maxima. Figures 7 and 8 display the normalized sensitivity coefficient curves (positive maxima normalized to 1 and negative minima normalized to À1) for the three parameters a 2 ¼ 1.5 Â 10 À6 m 2 /s; j 2 ¼ 4.1 W/ mK and L 2 ¼ 20 lm as functions of modulation frequency and coating thickness, respectively. In Fig. 7 , the optimal frequency range is around 200 Hz-600 Hz for both amplitude and phase. Figure 8 shows what sensitivity coefficient combinations could be obtained in different coating thickness regions if the modulation frequency is 1000 Hz. This figure indicates that the coating thickness range for best combined sensitivities to thermophysical properties might be 12 lm for amplitude and 5 lm for phase.
c. Amplitude and phase parameter sensitivity comparison. One of the advantages of frequency-domain measurements over pulsed PTR is the two-channel detection through amplitude and phase. In order to take full advantage of it, the parameter sensitivity of amplitude and phase should be compared. As an illustration, Fig. 9 displays the percent change in both amplitude and phase as a function of modulation frequency when the three parameters (a 2 , j 2 , L 2 ) increase by 10%, respectively. The signal changes DA and DP are calculated using the following equations:
, and L 2 (1) ¼ 20 lm bð2Þ ¼ 1:1bð1Þ: Figure 9 (a) shows that the amplitude is more sensitive than phase to a 2 below 700 Hz, while the phase sensitivity increases greatly above 1000 Hz. There are two 'blind' frequencies, where the amplitude and phase are insensitive, 500 Hz for P and 1000 Hz for A. Figure 9 (b) shows that phase sensitivity to j 2 increases faster above 700 Hz, but there is a steep drop due to sign change above 1000 Hz. 
Grouped parameters
Unlike separate parameters, the calculated determinants of sensitivity matrices of grouped parameters (Q 2 , P 2 ) and (Q 2, b 32 ) are all non-zero in the same frequency and coating thickness range and in the grouped parameter range as listed in Table II (the maps are not shown here). This indicates a high identifiability of the grouped parameters compared with separate parameters (Figs. 2 and 3) . Figure 10 displays some typical sensitivity coefficient curves of the two grouped parameters (Q 2 : (a) and (d), P 2 : (b) and (e), b 32 : (c) and (f)) as functions of modulation frequency for the three different coating thicknesses 9 lm, 20 lm, and 30 lm. Even though the unidentifiable locations are not found from the calculated determinants of the sensitivity coefficient matrices, the change of sign of the sensitivity coefficient curves implies the existence of unidentifiable locations because the curves must pass through zero values before they change their signs. This contradiction can be explained due to the low resolution of the 40 Â 40 identifiability maps. On the other hand, it demonstrates the importance of sensitivity coefficient plots in the identifiability analysis. They can provide the whole identifiability picture of a parameter in terms of sensitivity. Because any zero sensitivity value from the paired parameters will compromise their identifiability, we can see that for the amplitudes ((a),(b), and (c)), the unidentifiable locations appear only at high frequencies, above 200 Hz, while the phase unidentifiable regions vary from parameter to parameter: for the 20 and 30 lm coatings, they occur across the low modulation frequency range <200 Hz in Fig.  10(d) ; at high frequencies above 1000 Hz in Fig. 10(f) , and are identifiable at all frequencies for 9, 20, and 30 lm in Fig.  10(e) . Figure 10 reveals that even for the grouped parameters, the identifiable range is limited. Special care is still required when taking these plots into account in the selection of the optimal experimental conditions. The common optimal frequency range appears to be 100 Hz-200 Hz for amplitude and phase.
B. Simulation validation-A case study
Materials and method
Two ceramic-coated steel samples with different coating thicknesses, labeled thin and thick, were measured in this study. The manufacturer's data sheet provided a total coating thickness (L ¼ L 1 þ L 2 ) as follows: thin: 9.7 6 0.8 lm, thick: 20.6 6 0 .6 lm. Figure 11 shows the microscope images of cross-sections of the two coated samples. The roughness equivalent-layer thickness L 1 was outside our measurement frequency range and was assumed to be 1 lm-thick in this study.
The experimental setup of the PTR system used in this study is shown in Fig. 12 . The modulated beam from a diode laser (Jenoptik, Germany) of 808 nm wavelength, $3-mm diameter beam size and $2-W power irradiated the sample through a beam steering mirror. The IR thermal photon flux (PTR signal) was collected and focused on a two-stage-thermoelectrically cooled MCZT detector (Vigo Systems, Poland) of 2-6 lm bandwidth through a pair of parabolic mirrors. A software lock-in amplifier (National Instruments, USA) demodulated the PTR signal from the detector and sent the amplitude and phase to the computer. A total of 59 data points were collected over the frequency range 60-2000 Hz in a logarithmic scale. To remove the instrumental effects, the measured demodulated PTR signals (A s and P s ) were normalized by that from a reference sample (A r and P r ), a bare steel substrate, before they were fitted to the foregoing theoretical model. For convenience, we henceforth refer to the normalized PTR signals, A n ¼ A s /A r , P n ¼ P s À P r , and denote the two channels A and P. The multi-parameter PTR fitting procedure was based on Eq. (4) with the Least Squares approach.
Theory validation
The separate parameter fitting method was validated by fitting the total coating thickness
, together with the thermal diffusivity a 2 and thermal conductivity j 2 as unknown parameters and comparing the fitted coating thickness with the measured one. Because the values of the thermal diffusivity and the thermal conductivity of the coating were not known through independent measurements, a 2 , j 2 , and the related grouped parameters Q 2 , P 2 , and b 32 are not used for validation, but their fitted values are within the ranges listed in Table II . The best fits were performed using the full frequency range (60-2000 Hz, 59 data points) and also the optimal range (200-600 Hz, 19 points). The selection of the optimal amplitude range was based on the sensitivity coefficient plots in Fig. 5(c) , which is optimal for both 20 lm and 9 lm coating thicknesses. Here only amplitude best fits to the data were shown to be optimal for validation because, as can be seen from Fig. 9(c) for 20 lm thickness, and Fig. 13 for 9 lm thickness, amplitude has an overall higher sensitivity than phase except for a few points at the very high frequency end, while the 9 lm thickness phase exhibits zero sensitivity twice over the full frequency range. The compromised phase sensitivities in both figures are results of crossing over the zero sensitivity line so that the measurement of the phase, averaged over the relevant frequency range, cancels out the positive and negative contributions, thereby remaining in the immediate neighborhood of the zero crossing point, i.e., essentially being insensitive to parameter changes. The four fitted curves, two for the thin sample (full and optimal range) and two for the thick sample, are displayed in Fig. 14 . The comparison between the data best fits and the measured L is presented in Table III (amplitudes) and Table  IV (phases). For amplitudes, it is demonstrated that the L values of the thin sample (9.5 lm) and the thick sample (20.3 lm) fitted in the optimal range are well within the independently measured L error range (9.7 6 0.78 lm and 20.6 6 0.63 lm). This result is significant for confirming the uniqueness of the measurement. In the full range fitting, the fitted L value of the thin sample (10 lm) remains within the measured L error, however the fitted L value of the thick sample (13.6 lm) is far away from the measured value. These results can also be understood from Fig. 5(c) . For the 9 lm curve, the low sensitivity coefficient in the low frequency range is enhanced by its very high sensitivity values in the high frequency range, so that the overall (averaged) sensitivity is close to optimal. Figure 13 corroborates the source of sensitivity, showing that the amplitude response is high and flat up to ca. 600 Hz. So, results from "optimal" and "full" range for the 9.7-lm coating essentially coincide in Table III . For the 20 lm curve in Fig. 9(c) , however, the average sensitivity is compromised away from the optimal range by the low and even negative sensitivity in the high frequency range which offsets the higher sensitivity in the low frequency range. This results in the twice zero-crossing amplitude as shown in Fig.  9(c) . Thus the fitted L value is not reliable. However, the optimal frequency range, 200 -600 Hz, corresponds to the highest sensitivity coefficient for L 2 ¼ 20 lm in Fig. 5(c) , a fact rendering the L 2 measurement optimally reliable and well within the error of the actual independently measured thickness L 2 . For comparison, the fitted L obtained with the phase data is presented in Table IV . It can be seen that, in general, the fitted L with phase data deviates more from the measured values, except for 20 lm in full range. For the 9.7-lm coating, it can be seen from Fig. 13 that the phase response crosses the zero line twice, one around 100 Hz (in both optimal and full ranges) and the other around 700 Hz (in full range). Thus the fitted values are not reliable in either optimal or full range. For the 20.6-lm coating, the phase response, Fig. 9(c) , crosses the zero line for both optimal and full frequency ranges (60-200 Hz). This zero-crossing has a higher impact for the optimal range (fewer data points) than for the full range (more data points), The fitted thickness values, therefore, are more reliable from the full range fitting than from the optimal range fitting. In both cases, however, reliability is compromised due to the close proximity of the phase sensitivity coefficients to the zero line, compounded with positive and negative sensitivity cancellation upon averaging over the measurement frequency ranges. The net result is that the phase measurements are less reliable than the amplitude measurements, with the 9.7-lm coating measurement being less reliable than the 20.6-lm coating measurement. The above amplitude and phase fitting comparison implies that (1) the two signal channels have their own, often different, optimal ranges. Fitted parameters from the phase channel are not always more reliable than those from the amplitude channel, despite the prevailing notion among researchers that this is the case; 17, 18 (2) the zero-crossing range must be avoided in parameter fittings because the closer the best fit around the zero-crossing region, the farther away the fitted values are from the real ones. The results of this case study quantified in Tables III and IV  strongly discrepancy between thermal-wave measured parameters using best-fitted amplitude and phase data separately; a long standing puzzle with no identified cause or solution to-date, is the difference in sensitivities to those parameters when using a common frequency range. This underscores the usefulness and importance of generating sensitivity coefficient plots to determine the optimal amplitude and phase frequency ranges toward the achievement of reliable and self-consistent parameter measurements and identification of reliability criteria for the amplitude or the phase or both signal channels when used for thermophysical or thickness measurements.
Procedural steps for application
Parameter identifiability analysis before any experiments is very important for reliable thermal-wave parameter measurements. Proper parameter measurement procedures should be as follows: (1) of the analysis of multi-parameter identifiability and sensitivity is to determine the sensitivity coefficients for all the possible values of parameters and independent variables. However, it is time consuming to compute such a large amount of data. There are some practical methods to simplify the calculations such as (1) putting feasible numerical limits to the range of parameters and independent variables as described; (2) 
IV. CONCLUSIONS
We have introduced and investigated the concept of best-fitting reliability of a three-layer photothermal model to two ceramic coated steel samples of $9.7 lm and 20.6 lm coating thickness, respectively, using the parametric sensitivity theory. The theoretical fitting can either derive direct and separate thermal parameter values, or grouped parameters. Whether the fitted parameters are unique or not is determined by the identifiability criterion: the parameters are identifiable if their sensitivity coefficients are linearly independent over the range of the measurements. The linear independence of the sensitivity coefficients can be established by means of nonzero determinants of the sensitivity coefficient matrices. Sometimes, analytical expressions of the determinants may not be easy to derive. As an alternative, sensitivity coefficient plots are very useful and important in determining which parameters can be estimated reliably and, if they can be estimated, the magnitude of change of the response due to perturbations in the values of the parameters. Therefore, the experimental condition can be optimized based on the sensitivity coefficient plots. The reliability analysis theory is validated by comparing two independently measured coating thicknesses with best fitted values under random conditions (60-2000 Hz frequency range) and optimized conditions (200-600 Hz frequency range) and comparing the reliabilities of separate amplitude-and phase-based measurements with the help of the derived sensitivity coefficients. 
