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Abstract
Minimum span frequency assignment problems require lower bounds for the span in order to
assess the quality of individual assignments, and to e-ectively compare di-erent meta-heuristic
algorithms. The generation of good lower bounds requires the identi0cation of critical subprob-
lems. These subproblems are subgraphs of a constraint graph. Sometimes clique subgraphs lead
to good lower bounds. However for some problems the clique must be modi0ed in order to
obtain the best possible bound. This can be time consuming, requires manual intervention and
is dependent on the initial clique obtained and the speci0c problem. For practical use, a simple
bounding technique is needed that can be universally applied to all problems without modi0-
cation. Two algorithms based on meta-heuristics are presented that aim to 0nd a subproblem
that gives the best possible lower bound. This avoids the need for clique detection routines and
manual intervention, and gives a robust and automatic method for generating lower bounds for
all minimum span problems. These algorithms use mathematical programming formulations of
the frequency assignment problem. Extensive testing on a wide range of problems shows that
bounds from the new algorithms match those using previous techniques, and in some cases are
signi0cantly better. ? 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Given a radio network, the minimum span frequency assignment problem is to assign
frequencies to the transmitters of the network, so that
(1) a given level of service quality is met at all possible reception points.
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(2) the spectrum used, indicated by the di-erence between the largest frequency used
and the smallest frequency used (the span) is minimised.
This is a computationally hard problem. For networks with more than about 30 trans-
mitters, exact algorithms take a prohibitive amount of time. Meta-heuristics have been
used successfully to generate good quality frequency assignments [4,5]. Although a
meta-heuristic algorithm cannot be guaranteed to 0nd a best possible solution, it will
ideally 0nd a near optimal solution quickly. Therefore, in order to assess the quality of
individual assignments, and to e-ectively compare di-erent algorithms, it is important
to be able to generate good quality lower bounds for the span of an assignment. The
lower bounding techniques described in [10,8,2] have been found to be good, giving
tight results in many cases. However, they depend on being able to identify a critical
subproblem in the network that determines the span of the full network. This paper
demonstrates how the bounding techniques themselves can be used as the cost func-
tion of a meta-heuristic algorithm which determines the best subproblem to use. This
process normally matches or improves the best bounds known and fully automates the
determination of lower bounds. A re0nement of the methods for cellular problems is
also described.
2. Lower bounding techniques
2.1. Graph theoretic representation of the frequency assignment problem
The minimum span frequency assignment problem is commonly modelled using con-
straints concerning the frequencies that can be allocated to pairs of transmitters (re-
ferred to as binary constraints). This leads to a graph theoretic representation of the
problem.
Denition 1. A constraint graph is a complete graph with vertices corresponding to
the transmitters of a network. Each edge, ij of the graph is labelled with an in-
teger cij that gives a frequency separation requirement between the corresponding
transmitters.
Note that this de0nition of a constraint graph is equivalent to the de0nition of the
modi0ed constraint graph G′ in [10]
Denition 2. A frequency assignment (or channel assignment) in a constraint graph
G is a mapping f :V (G) → {0; 1; 2; : : : ; K} such that
|f(vi)− f(vj)|¿ cij
for all vi; vj ∈V (G). Such an assignment is also referred to as a zero-violation assign-
ment. If some of the constraints are violated then f is an assignment with constraint
violations. The value of K is the span of the assignment.
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Denition 3. If K is a minimum over all zero-violation assignments, then the assign-
ment is a minimal assignment. The minimal value of K is the minimum span of G,
denoted sp(G).
2.2. Lower bounding techniques for minimum span frequency assignment
For a full description of lower bounding techniques for minimum span frequency
assignment see [10,9]. This paper will only make use of the most successful bounds.
2.3. Bounds from the travelling salesman problem
It was noted in [7] that Hamiltonian paths (paths that include all vertices exactly
once) in a constraint graph are related to minimum span frequency assignments. In
particular, any zero-violation frequency assignment can be used to construct a Hamil-
tonian path in G whose cost is at least that of the minimum such path. This gives the
following result.
Theorem 4. If G is a constraint graph; and H (G) is the value of a minimum weight
Hamiltonian path in G; then sp(G)¿H (G).
Proof. See [10,9,8].
Finding H (G) is also known as the open symmetric travelling salesman problem
(TSP) and so this bound is referred to as the TSP bound. Any Hamiltonian path in a
constraint graph can be used to construct a frequency assignment as follows:
• Relabel the vertices so that {v1; : : : ; v|V (G)|} is the Hamiltonian path of minimum
weight.
• Let
f(v1)=f0;
f(vi)=f(vi−1) + ci i−1 for i=2; : : : ; |V (G)|:
However, this assignment may contain constraint violations between vertices that are
not consecutive in the path. This can be seen, for example, for the assignment obtained
from the path v1; v2; v3; v4 shown in Fig. 1:
Although the TSP bound can be used successfully for many frequency assignment
problems [8,11,5], it has two drawbacks that prevent it from generating tight bounds
in all situations.
(1) Calculation. Finding a minimum weight Hamiltonian path is an NP-hard problem
and so it is not always possible to 0nd a solution in reasonable time.
(2) Tightness. Since the TSP bound ignores frequency constraints between non-
consecutive vertices, a frequency assignment constructed from a minimum weight
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Fig. 1. If a frequency assignment is constructed from the path v1; v2; v3; v4 then the frequencies assigned to
v1 and v3 will di-er by 2, violating the constraint between them.
Hamiltonian path may contain constraint violations as indicated above. These ig-
nored constraints mean that for some problems the TSP bound is not tight.
2.4. Bounds using mathematical programming
The drawbacks of the TSP bound can be addressed by considering an integer pro-
gramming formulation of the bound. The graph G0 is constructed from G by adding
a dummy vertex v0 joined by a single edge of weight 0 to all other vertices of G. A
Hamiltonian circuit in G0 is then equivalent to a Hamiltonian path in G. The variables
xij specify the edges contained in the minimum weight Hamiltonian circuit:
xij =0 if edge ij is not in the circuit;
xij =1 if edge ij is in the circuit:
The TSP bound can be formulated as an integer program (TSP IP) as follows:
Minimize
∑
ij∈E(G0)
cijxij
subject to
∑
j:ij∈E(G0)
xij =2; i∈V (G0) (degree constraints);
∑
i∈S; j∈V (G0)\S
xij¿ 2; S ⊂ V (G0) (subtour elimination constraints);
xij ∈{0; 1}; ij∈E(G0): (integrality constraints):
The problems with the TSP bound can be addressed as follows:
(1) Calculation. Relaxations of the TSP can be used to generate bounds more quickly.
The relaxations used here are the linear programming relaxation obtained by replac-
ing the integrality constraints by 06 xij6 1 and the perfect two matching relax-
ation (PTMP) obtained by omitting the subtour elimination constraints and therefore
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allowing a union of several circuits. These relaxations make the calculation easier,
but the bounds obtained may potentially become worse. The combination of these
two relaxations gives the PTMP LP bound.
(2) Tightness. Extra constraints can be added to the integer program to take account of
the frequency assignment constraints ignored by the original formulation. Although
this may improve the bound obtained where possible, the time taken to obtain
solutions may be signi0cantly increased.
In [2] it is shown that a solution to PTMP is a good approximation to the TSP bound
for frequency assignment problems. The PTMP has the advantage of being easier to
solve; a polynomial time algorithm exists [6]. It is also guaranteed that solutions to the
linear programming relaxation will have all variables taking half-integral values (i.e.
each xij takes the value of either 0, 12 or 1). The formulation of PTMP is
Minimize
∑
ij∈E(G0)
cijxij
subject to
∑
j:ij∈E(G0)
xij =2; i∈V (G0) (degree constraints);
xij ∈{0; 1}; ij∈E(G0): (integrality constraints):
In [2] extra constraints are described that improve the TSP bound by considering the
frequency separation constraints between non-consecutive vertices on the Hamiltonian
path. These constraints are based on additional excess variables for each edge of the
path. An assignment can then be constructed from the path using both the edge weights
and the excess variables to allow constraints to be satis0ed with some slack. Again, the
vertices are relabelled so that {v1; v2; : : : ; v|V (G)|} is the Hamiltonian path of minimum
cost. Then let
f(v1)=f0;
f(vi)=f(vi−1) + ci i−1 + ei i−1 for i=2; : : : ; |V (G)|;
where eij is the value of the excess variable for edge ij. Constraints between non-
consecutive vertices can now be satis0ed in the example of Fig. 1 by assigning an
excess value of 1 to the edge v2v3 to obtain the assignment:
transmitter v1 v2 v3 v4
frequency 0 1 3 4
:
Constraints involving the excess variables can be formulated by considering paths P
in the constraint graph. Let
d(P)= ci1ik − (ci1i2 + · · ·+ cik−1ik );
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where P= {vi1 ; vi2 ; : : : ; vik}. d(P) is called the de?cit of the path and gives the amount
by which the constraint between the end-vertices would fail if all other constraints were
met exactly. Let P(G) denote the set of all paths P with positive de0cit (d(P)¿ 0)
and let Pk(G) denote the subset of P(G) consisting of all paths with length k. The
constraint for the path P with edge set E(P) is then:
EP¿d(P)(XP − (|E(P)| − 1));
where XP = xi1i2+· · ·+xik−1ik and EP = ei1i2+· · ·+eik−1ik . These constraints are referred to
as FAP constraints. If all of the edges of P are chosen, XP = |E(P)| and the constraint
becomes
EP¿d(P);
that is, enough excess must be added to overcome the de0cit on the path. Otherwise
EP is unconstrained.
If a constraint is added to the TSP integer program for all paths in P(G), a com-
plete mathematical programming formulation of the minimum span frequency assign-
ment problem is obtained. However, generally it is only practical to obtain solutions
when a subset of the FAP constraints are used. The subset P2(G) is most practical
computationally, and experiments over a wide range of frequency assignment problems
suggest that it is often adequate for 0nding the best possible bound. In this case the
constraints have the form
eij + ejk¿d(P)(xij + xjk − 1):
Adding these to the TSP integer program would only make the solution harder to
obtain. To obtain lower bounds in a reasonable time the PTMP LP bound is used
with the extra constraints. This will be referred to here as PTMP FAP LP. The full
formulation with integer constraints is:
Minimize
∑
ij∈E(G0)
cijxij +
∑
ij∈E(G)
eij
subject to
∑
j:ij∈E(G0)
xij =2; vi ∈V (G0) (degree constraints);
EP¿d(P)(XP − (|E(P)| − 1)) where P ∈P(G);
(FAP constraints)
xij ∈{0; 1}; ij∈E(G0);
eij ∈{0; 1; 2; : : :}; ij∈E(G0) (integrality constraints):
The results in [2] show that over a range of realistic data sets the PTMP LP bound
is within 1% of the TSP bound, and the PTMP FAP LP is typically between 0.2%
and 3% better than the TSP bound, depending on the problem type. The time taken to
calculate the bounds is also signi0cantly less than that of the TSP bound.
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2.5. Bounds for cellular problems
Some problems, referred to here as cellular problems as they arise from a cel-
lular structure, have several transmitters at a given site. All transmitters at site Cr
have the same constraint label crs with transmitters at another site Cs. Additionally,
they have a (usually larger) constraint crr with the transmitters at the same site. Let
m=(m1; m2; : : : ; mno:sites) be a requirements vector. Then mr is the number of transmit-
ters at site Cr .
For non-cellular problems, the e-ect on the solution of the relaxation from an in-
teger program to a linear program is generally small. This is true for both the PTMP
and PTMP FAP bounds. For cellular problems, the relaxation is good for the PTMP
bound. However, the relaxation for the PTMP FAP bound is particularly bad, and in
most cases negates the e-ect of the additional FAP constraints. This is because all
edges between any two cells have equal weights cij and so typically, the xij vari-
ables take non-integral values that avoid any non-zero excess values being incurred.
By utilising the special structure of cellular problems the gap between the linear and
integer programs can be reduced. The cellular structure gives rise to a cellular con-
straint graph KG in which the vertices correspond to cells, and the edges correspond
to the frequency separation constraint between the two cells. Speci0cally, each edge ij
in the cellular constraint graph has a weight Kcij that is equal to the edge weight crs
in the full constraint graph, where vr corresponds to any transmitter in cell i and vs
corresponds to any transmitter in cell j. Whereas the full constraint graph is simple, the
cellular constraint graph will have loops corresponding to the cosite constraint between
transmitters in the same cell. Each vertex vi of the cellular constraint graph is labelled
with the required number mi of transmitters, called the demand of the corresponding
cell.
The integer program for 0nding a minimum weight perfect two matching can be
simpli0ed by using the cell constraint graph KG. Variables Sij are introduced to represent
the number of edges in a perfect two matching in G between vertices corresponding
to cells i and j. As before, a dummy vertex v0 is added to the cell constraint graph
joined by a single edge of weight 0 to every other vertex to give the graph KG0. The
demand of the dummy vertex is taken to be 1.
Minimize
∑
ij∈E( KG0)
KcijSij
subject to
2Sii +
∑
j:ij∈E( KG0); i =j
Sij =2mi; i∈V ( KG0) (degree constraints);
Sij ∈{0; 1; : : : ; 2min(mi; mj)} for ij∈E( KG0):
(integrality constraints):
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Cell sCell r
Fig. 2. The type of path used in the cellular formulation.
Any solution to this integer program can be used to construct a perfect two matching
of minimum weight in the full constraint graph G. This can be done using a simple
greedy algorithm. This cellular representation does not allow equivalent constraints for
all paths in P(G) to be added conveniently. However, experimentation suggests that
the most important constraints are based on the cosite constraints, and these constraints
can be easily incorporated. Suppose Srs ¿mr in a solution to PTMP IP (CELLULAR).
Then any perfect two matching in G0 constructed from this solution must contain at
least Srs − mr edge-disjoint paths of the form shown in Fig. 2:
If Kcss − 2 Kcrs ¿ 0 then each of these paths in G0 has positive de0cit, and so requires
an excess value of Kcss−2 Kcrs. Since the paths are edge-disjoint, the total required excess
on all paths must be at least ( Kcss − 2 Kcrs)(Srs − mr). Hence if Ers is the total excess
required on edges between cells r and s, the following constraint must be satis0ed:
Ers¿ ( Kcss − 2 Kcrs)(Srs − mr):
Similarly, by considering Srs − ms, the following constraint is obtained:
Ers¿ ( Kcrr − 2 Kcrs)(Srs − ms):
Incorporating these constraints for each pair of cells into the PTMP IP (CELLULAR)
gives the following integer program:
Minimize
∑
ij∈E( KG0)
KcijSij +
∑
ij∈E( KG)
Eij
subject to
2Sii +
∑
j:ij∈E( KG0); i =j
Sij =2mi; i∈V ( KG0) (degree constraints);
Ers¿ ( Kcrr − 2 Kcrs)(Srs − mr) for Kcrr − 2 Kcrs ¿ 0;
Ers¿ ( Kcss − 2 Kcrs)(Srs − ms) for Kcss − 2 Kcrs ¿ 0 (FAP constraints);
Sij ∈{0; 1; : : : ; 2min(mi; mj)} for ij∈E( KG0);
Eij ∈{0; 1; : : :} for ij∈E( KG0) (integrality constraints):
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3. Subproblems for generating lower bounds
3.1. Choice of subproblem: cliques
For most frequency assignment problems the constraint graphs contain large numbers
of edges with weight zero. If the bounds described in Section 2 are applied to such a
constraint graph, they will typically give a bound close to zero. However, better bounds
can be obtained by considering a critical subgraph of the constraint graph. Clearly any
lower bound for the span of a subproblem is also a lower bound for the span of
the full problem. Cliques have been demonstrated [11,2] to be a good initial choice
for determining bounds, particularly when information about the size of the frequency
constraints is included.
Denition 5. A level-p clique in a constraint graph G is a complete subgraph in
which each edge has label at least p + 1, that is contained in no larger such
subgraph.
If the bounding techniques are applied to level-p cliques (p¿ 0), then there are no
edges with label 0, and the resulting bound is generally better than that for the full
problem. Normally the best procedure is to choose the largest level-p clique in the
constraint graph for each value of p, and 0nd the best bound obtained for each of
them.
Denition 6. A maximal level-p clique in a constraint graph G is the level-p clique
that contains the largest number of vertices.
To 0nd the maximal clique in a graph is an NP-hard problem, however for constraint
graphs arising from frequency assignment problems it can often be solved in reasonable
time. This can be done using an algorithm of Carraghan and Pardalos [3] together with
orderings of the transmitters based on the set of constraints involving each transmitter
[9]. Solutions can usually be obtained by this method for problems with up to about 800
transmitters. Although this may be too restrictive for most realistic cellular problems,
by considering weighted cliques in the cellular constraint graph problems with up to
about 800 cells can be handled [9].
Denition 7. A maximal level-p weighted clique in a cellular constraint graph KG is a
level-p clique such that all loops have labels at least p+ 1 (i.e. all cosite constraints
are at least p+ 1), with the largest sum of demands.
3.2. Choice of subproblem: Extending cliques based on partial assignments
If the lower bound obtained from a clique matches the value of an assignment of
the full problem then a tight bound has been obtained. If not, either the bound or the
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assignment needs to be improved further. It is possible that the bound could be im-
proved further by considering longer paths in the FAP constraints. However, the e-ect
of paths of length 3 or more is usually negligible when linear relaxations are used.
Another possibility is that the gap between the linear and integer programs is causing
the di-erence. Both of these cases would require the solution of an integer program
to improve the bound. Alternatively, it could be that the clique does not capture the
full diNculty of the problem. Often the bound obtained from a clique is tight for the
subproblem but not for the full problem. If the bound for the clique is not tight, a bet-
ter subproblem can often be found by successively adding new vertices to the clique.
A method of doing this was described in [11]. The method is sometimes successful,
but not always; it can be time consuming to carry out and the exact rationale for the
choices made is rather uncertain.
3.3. Heuristic generation of subproblems
An alternative method is to use a meta-heuristic algorithm that attempts to generate
a subproblem that gives the best lower bound for the problem. Many meta-heuristics
work on the principle of local search. An initial con0guration is chosen and successive
con0gurations are selected from a set of those similar to the current one. For example,
for this problem, the neighbourhood of a subproblem may consist of all subproblems
that can be obtained by adding or removing a single cell=transmitter. At each iteration
a new con0guration is selected from the neighbourhood of the current con0guration,
and tested against some criteria, for example, the value of a cost function. If the
con0guration is accepted the search continues from the new con0guration, otherwise the
new con0guration is rejected and the search continues from the previous con0guration.
This process continues until some termination criteria are met, for example, when a
0xed number of con0gurations have been tested, or if no improvement has been made
for a given number of iterations.
For the heuristic generation of subproblems for the lower bounds, two types of
neighbourhood have been considered. In the description that follows, “site” refers to a
single cell in a cellular problem and to a single transmitter in non-cellular problems:
Random move. A site is chosen at random. If it is already in the subproblem it is
removed, otherwise it is added to the current subproblem.
Connected move. A site is chosen at random from those sites that are either contained
in the current subproblem or constrained with some site in the current subproblem. If
it is already in the subproblem it is removed, otherwise it is added to the current
subproblem.
The cost function used to evaluate each subproblem consists of a calculation of one
of the bounding methods:
• PTMP LP
• PTMP FAP LP
• PTMP IP
• PTMP FAP IP
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In practise the integer programming bounds are far too computationally expensive to
be used.
The algorithms described can also be used with a cost function involving the size
of the subproblem being considered, with the aim of encouraging the search to remove
cells that have no e-ect on the bound. However, the e-ects on the bounds produced
using this method appear to be insigni0cant. This type of cost function may be of use
in 0nding large subproblems with large bounds. These can potentially be used as part
of the assignment procedure.
To use meta-heuristic algorithms e-ectively it is essential to have a cost function
that can be quickly and easily calculated; otherwise the total number of con0gurations
that can be evaluated will be limited. The PTMP LP bound described earlier satis0es
this property. For the results presented in this paper solutions to the linear programs
were obtained using the commercial mathematical programming package CPLEX (see
http:==www.cplex.com=). The times taken in seconds (on a 200 MHz Pentium Pro,
64Mb RAM) to calculate the bounds for typical subproblems are:
PTMP LP PTMP FAP LP
32 cell clique in cellular 0.11 0.12
problem
45 transmitter clique in 0.23 1.41
non-cellular problem
45 randomly chosen 0.14 3.81
transmitters in
non-cellular problem
The non-cellular PTMP FAP LP bounds take considerably longer than equivalent
sized cellular problems. This is due to the larger number of FAP constraints in-
volved, for an N cell problem there are at most N (N − 1) FAP constraints, but
for an N transmitter non-cellular problem there are at most N (N − 1)(N − 2)=2.
This is also reQected in the time taken to formulate the constraints (the times shown
above are the times for the solution to be obtained after it has been formulated). In
both cases each possible constraint must be tested to see if the path has a positive
de0cit.
Using the PTMP LP bound as a cost function in a meta-heuristic to generate sub-
problems gives Algorithm 1, shown in Fig. 3. For cellular problems the PTMP FAP
LP bound can be calculated quickly enough to allow it to be used in place of the
PTMP LP bound to test every con0guration.
For non-cellular problems the PTMP FAP LP bound is more time consuming and
so for larger problems it is impractical to use as the cost function to test every con-
0guration. Instead, the PTMP LP bound is used to guide the search. Additionally,
whenever the PTMP LP bound for a con0guration is within a speci0ed percentage of
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Fig. 3. Algorithm 1.
the best PTMP LP bound found so far, the PTMP FAP LP bound can be applied to the
subproblem. This is justi0ed by the strong correlation found experimentally between
the PTMP LP and PTMP FAP LP bounds. This method is shown as Algorithm 2 in
Fig. 4. Note that this algorithm will also give the best bound obtained by Algorithm
1 (as bestPtmpBound).
Meta-heuristics generally show a rapid improvement in the cost function initially,
while improvement later takes longer. It is therefore bene0cial to limit the time taken
by the meta-heuristic on a single run and instead perform many runs, selecting the best
bound overall. It is possible to use an initial con0guration to start the search with a good
subproblem, for example a clique. In practise, this requires a more careful tuning of the
parameters for the chosen meta-heuristic. They must be set so that enough solutions
are accepted initially to allow the search to move away from the local maximum; but
the setting must also ensure that enough solutions are rejected so that the subproblems
considered do not grow too large. Bounds for large subproblems take longer to compute
and generally have a relatively large number of edges of weight zero, which leads to
lower bounds. Better results are obtained by selecting no cells initially, as in this case
the parameters can be set conservatively in order to prevent the subproblems growing
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Fig. 4. Algorithm 2.
too large. Although many of the runs will give a bound that is worse than that of the
maximal clique, by selecting an appropriate number of runs a better bound will often
be obtained as more of the search space will be explored.
Connected moves were found to give the best bounds in a given amount of time,
particularly when starting with no initial subproblem. They also require less tuning of
parameters to get the best results. Moves consisting of adding=removing multiple sites
at a time were also considered but had no positive e-ect and for some problems had
a negative e-ect. All results presented in this paper use a connected move, changing
only one site in each move.
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4. Implementation
4.1. Simulated annealing meta-heuristic
The simulated annealing meta-heuristic is based on the physical process of annealing.
The description given here is appropriate to a maximization problem. A temperature
is used to control the ability to move away from local maxima that are not global
maxima. The temperature is given a high value initially that reduces during the course
of the algorithm. At each iteration, the current con0guration with cost Cnew is tested
against the last accepted con0guration with cost Caccept. The current con0guration is
accepted if either
• Cnew ¿Caccept, (that is, if the current con0guration is an improvement)
• or e(Cnew−Caccept)=kTSA ¿random, where TSA denotes the current temperature and ran-
dom is a random number from [0; 1). The constant k is used to scale the probability
of accepting a worse solution and should be set based on the problem data. That is, a
worse con0guration is accepted with a probability dependent on the temperature. As
the temperature reduces, so does this probability. The probability is also dependent
on the quality of the new con0guration; the lower the cost of the new con0guration,
the less likely it is to be accepted. Accepting a con0guration that does not improve
the current con0guration is referred to as a tunnel event.
After Ntrial con0gurations have been tested at a temperature TSA it is reduced to a new
temperature  (TSA). The value of Ntrial and the function  (TSA) depend on the cooling
scheme used. After many experiments had been performed, a simple logarithmic cooling
schedule was selected. This avoids the need to repeatedly spend time setting a suitable
starting temperature. The total number of iterations tested is 0xed as Nlog, with Ntrial
iterations at each of Ndrop temperatures. Then Ntrial = 
N (1−!)log  and Ndrop = 
N (!)log , where
!∈ (0; 1). The temperature at step i is de0ned as width‘Ndrop=cold’−i, for i=1; 2; : : : ; Ndrop,
where width and cold are parameters of the cooling schedule.
4.2. Parameter tuning
All results presented in this paper used the logarithmic cooling schedule with param-
eters Nlog = 3000, !=0:1, width=2 and cold=1. Note that these parameters, obtained
after some experimentation, only give three temperature steps. The number of runs per-
formed should be at least 25, preferably between 50 and 100 if tight bounds are to be
reliably obtained.
The only parameter that remains to be set is k, the choice of which is critical. The
parameter k controls the amount of tunnelling that occurs, for a 0xed set of temperatures
given by the cooling schedule. If k is set too large the subproblem size grows too large
and the bound quickly reduces to zero. Note that once either Algorithm 1 or 2 accepts a
subproblem with bound 0, it is very hard for the simulated annealing to guide the search
back to a positive bound. This is because a move to a subproblem with equal cost
is always accepted as a tunnel event, as e(0=kTSA)¿random. This means that vertices
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Table 1
Table headings used in tables of results
Number of transmitters The size of the largest level-0 clique. Calculated
in maximal level-0 clique using the algorithm described in [3] using
orderings of the transmitters or cells [9].
Extended clique bound A bound obtained by applying the TSP bound to
a clique or a clique that has been extended by
the successive addition of vertices. Where noted,
the PTMP FAP LP bound has been used instead
of the TSP bound.
Algorithm 1 The best bound obtained using Algorithm 1 over
(PTMP LP) 50 individual runs.
Algorithm 2 The best bound obtained using Algorithm 2 over
(PTMP FAP LP) 50 individual runs.
Upper bound The span of the best known assignment. All
assignments are made using FASOFT [5],
a package for frequency assignment based on
several meta-heuristic algorithms.
are likely to be added, and accepted, that do not increase the bound. This continues
until each subproblem consists of approximately half of the vertices. At this point the
probability of a random move adding a site is approximately equal to the probability
of a site being removed from the subproblem. Thus the size of the subproblem remains
relatively constant. Using a connected move instead of a random move improves the
situation, making the choice of k less critical. The results in Section 5 are all generated
using a value of 0.001 for k. Although this may not be the best value of k for some
problems, it has the advantage of being widely applicable in a robust manner.
Further information justifying these choices of parameters can be found in [1].
5. Results
The table headings used to present the results in this section are shown in Table 1:
5.1. Philadelphia data sets
The Philadelphia problems make up a well-studied set of benchmark problems. These
are based on a theoretical cellular network around Philadelphia, PA., USA and have
appeared extensively in the literature [11,12]. The cellular structure is shown in Fig. 5.
Transmitters are assumed to be located at cell centres. The demand (number of transmit-
ters) in each cell is given by one of the requirement vectors in Table 2. The constraints
between each pair of transmitters are characterised by six distances d0; d1; : : : ; d5. If d
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Fig. 5. The cellular geometry of the Philadelphia problem.
Table 2
Requirements vectors for the Philadelphia data sets
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
17 18 19 20 21
D1 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20
20 20 20 20 20
D2 5 5 5 8 12 25 30 25 30 40 40 45 20 30 25 15
15 30 20 20 25
D3 8 25 8 8 8 15 18 52 77 28 13 15 31 15 36 57
28 8 10 13 8
Table 3
Constraint sets for the Philadelphia data sets
d0 d1 d2 d3 d4 d5
C1 [11]
√
7
√
3 1 1 1 0
C2 [11]
√
12
√
3 1 1 1 0
C3 [12]
√
12 2 1 1 1 0
is the distance between transmitters i and j then
|f(vi)− f(vj)|¿ 0 if d06d;
|f(vi)− f(vj)|¿ k if dk6d¡dk−1 (k =1; 2; : : : ; 5);
where the distance between adjacent cell centres is 1.
The constraint sets shown in Table 3 have appeared in the literature: The use
of Algorithms 1 and 2 for all combinations of requirement vector and constraint set
is shown in Table 4. For case D3, C3 the extended clique bound is obtained using
PTMP FAP LP. Note that for all problems the best known bounds are matched or
improved by Algorithm 2, with the exception of D1, C1. Here the best bound has
recently been improved by H. Heller (private communication) and is obtained by a
theoretical argument speci0c to this problem. Most of the upper bounds are found
using the assignment methods described in [11].
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Table 4
Results for Philadelphia data sets
Requirement Number of Extended Algorithm 1 Upper
vector= transmitters clique bound PTMP LP= bound
Constraint in maximal Algorithm 2
set level-0 clique PTMP FAP LP
D1=C1 140 179 177=177 179
D1=C2 240 239 239=239 239
D1=C3 240 239 239=239 259
D2=C1 180 252 252=252 252
D2=C2 258 257 257=257 257
D2=C3 258 258 290=300 324
D3=C1 275 426 426=426 426
D3=C2 360 426 426=426 426
D3=C3 360 524 483=524 524
Table 5
Results for real cellular problems
Data set Number of Extended Algorithm 1 Upper
transmitters clique bound PTMP LP= bound
in maximal Algorithm 2
level-0 clique PTMP FAP LP
One 285 284 284=284 306
Two 282 336 336=336 336
Three 363 362 373=383 411
5.2. Practical cellular data sets
The results in Table 5 are for a set of real cellular problems supplied by a mobile
telephone operator. The largest problem has 10,000 transmitters.
5.3. Radio links data sets
The results in Table 6 are for data sets constructed to represent military radio links
problems. The extended clique bounds for these problems are derived from level-0 and
level-1 cliques. The extended clique bound for T726b is obtained using PTMP FAP
LP after extensive extension of a clique using a method similar to that described in
[11]. The best bound from a number of trials was used.
Run times for Algorithm 2 are very variable, with the cellular problems much
faster to solve than the non-cellular problems. For example for D3=C3 in Table 4,
50 runs were completed in less than 15 min. The bound of 524 was found on the
third run. The bound of 524 was found 24 times, with a relatively poor bound of
380 found 26 times. For data set 2 in Table 5, which is much harder, 50 runs
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Table 6
Results for military radio links problems
Data set Number of Extended Algorithm 1 Upper
transmitters clique bound PTMP LP= bound
in maximal Algorithm 2
level-0 clique PTMP FAP LP
T95a 23 47 47=47 47
T95b 23 47 47=47 48
T252a 44 50 53=53 58
T252b 44 50 53=53 60
T282a 45 75 78=78 99
T282b 45 75 80=81 102
T410a 64 114 116=117 143
T410b 64 114 116=118 145
T450a 88 94 90=92 122
T450b 88 94 90=92 116
T490a 79 126 132=133 187
T490b 79 126 132=133 185
T726a 99 171 182=182 226
T726b 99 181 182=184 247
were completed in 45 min, with the best bound found only once on run 6. For the
non-cellular problem T726a in Table 6, only two runs were completed in 2 h. The
bound of 182 was found on the second run. None of the results quoted required more
than an overnight run. Such run times are generally justi0ed for frequency assignment
problems.
6. Conclusions
The algorithms presented here can be considered to successfully provide an e-ective
method to assess the quality of frequency assignments obtained by meta-heuristic or
other methods. They have the following three properties:
• Quality. In all cases the bounds obtained by Algorithm 2 match or improve those
obtained by applying a bound to a clique. The methods are also better than those
obtained by manual extension of cliques. The only cases where any improvement
has proved possible arise when a full integer programming search can be completed.
This is not often practical for problems of a realistic size.
• Ease of use. Previously a clique detection routine was needed to derive the bounds.
Although there are good algorithms for generating maximal cliques for constraint
graphs [3,9], it is necessary to 0nd several cliques to obtain the best bounds. In
general, there is no way of determining in advance which level is required. Previous
methods involving extension of cliques [11] required manual intervention and were
very time consuming. Algorithm 2 gives good results without the need for clique
detection or clique extension.
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• Robustness. Algorithms 1 and 2 give good results applied to all problems without
modi0cation.
An implementation of Algorithms 1 and 2 has been extensively tested on a wide range
of realistic problems. The main points arising from this experimentation are:
• Connected moves give better results faster than random moves.
• A single cell=transmitter should be changed in each move. Changing more than one
cell needs careful tuning of the meta-heuristic parameters and provides no noticeable
improvement.
• Algorithm 2 gives better results (where possible) than Algorithm 1, without a sig-
ni0cant increase in run time. A threshold of approximately 95% should be used.
• No initial subproblem should be used, as this restricts the search too heavily.
• For the simulated annealing implementation described, the logarithmic cooling sched-
ule gives good results while requiring less tuning of parameters. The parameters
quoted were found to be successful for most problems. The value of 0.001 recom-
mended for k is chosen to be robust, giving good results for all problems. For some
problems better values of k may be found that encourage more tunnel events. This
value can be from 0.005 to 0.5.
In some cases it can be seen that the bound obtained from PTMP FAP LP is signi0-
cantly less than that of PTMP FAP IP (i.e. with integer programming). It is generally
impractical to obtain a solution to full integer programs of PTMP FAP IP, however,
better bounds may be possible by adding a selection of the integrality constraints. This
may be either by identifying the critical integrality constraints or by using some ran-
dom selection. Experimentation suggests that integrality constraints are the best way
to improve these bounds further; extra frequency assignment constraints have little
e-ect.
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