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Department of Mathematics, Box 19408, University of Texas at Arlington, 
Arlington, TX 76019, U.S.A. 
Abstract--Numerical methodology is developed for approximating the absolute minimum of a function 
or a functional. Only simplistic numerical techniques u ing averaging and trapezoidal integration are 
introduced and explored. CRAY X-MP/24 computer examples are described and discussed. 
1. INTRODUCTION 
The absolute extremization of a function or a functional is required in many classical and 
variational problems of applied interest [1-8]. In solving such problems numerically, however, it 
is often not possible with available mathematical methodology to characterize a solution as a 
relative or an absolute xtremum, which poses serious dilemmas for the careful researcher [2, 4, 5]. 
In this paper we will initiate a relatively simplistic, numerical method for approximating absolute 
extrema. We will concentrate on absolute minima, though the methodology applies with equal ease 
to absolute maxima. The brute force of a CRAY X-MP/24 supercomputer will be used to test all 
possible numerical results and, from these, choose the proper one. In cases where our numerical 
results can be compared with analytical results, the ,accuracy is always good. It is probable that 
the methodology to be described can be improved substantially with advances in computer 
technology, in computer programming techniques and in multigrid methodology. 
For the interested reader, the vector FORTRAN programs used in the examples to be discussed 
are available in the Appendix of Greenspan [9]. 
2. ABSOLUTE MIN IMIZAT ION OF A FUNCTION 
To begin, let us consider the problem of approximating the absolute minimum of a function. 
For illustrative purposes, let us concentrate on a function u(x, y, z) which is defined on a closed 
and bounded three-dimensional point set G in Cartesian XYZ space. The set G need not be convex, 
but it should be nonempty. And, as a first example, consider the following geometric problem which 
is of interest in computer graphics studies. 
Let (XGIV, YGIV, ZGIV)  be a given point and let 
(x -- ~l) 2 + (y -- ill) 2 + (z - -  71)  2 = r~, (2.1) 
(x -- ~2) 2 + (y -- f12) 2 + (z - 72) 2 = r 2, (2.2) 
be the equations of two given spheres which have a nonempty intersection G. The problem is to 
determine the minimal distance from (XGIV, YGIV, ZGIV)  to G. 
Let us begin by determining the smallest rectangular parallelepiped whose faces are parallel to 
the coordinate planes, and which contains 
AA1 = ~l - rl , 
AAA 1 = ot 2 - r2, 
BB1 =i l l  - r l  , 
BBB 1 = r2 - r2, 
CC1 =7J - r t ,  
CCC 1 = 72 - r2, 
both the given spheres. For this purpose, set 
AA2 =~ + rl, 
AAA 2 = ~2 + r~, 
BB2 =ill + rl, 
BBB2 = ~2 + r2, 
CC2 = ~ + r~, 
CCC2 = 72 "~- r2. 
Then if AA 1 is less than AAA 1, set A 1 = AA 1; otherwise, set A 1 = AAA 1. I f  AA2 is less than 
AAA 2, set A 2 = AAA 2; otherwise, set A 2 = AA 2. I f  BBI  is less than BBB 1, set BI  = BB1; 
otherwise, set B1 = BBB1. I f  BB2 is less than BBB2, set B2 = BBB2; otherwise, set B2 = BB2. 
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If CCI is less than CCCI, set C1 = CC1; otherwise, set C~ = CCCI. Finally, if CC2 is less than 
CCC2, set C2 = CCC2; otherwise, set C2 = CC2. 
The vertices of the required parallelepiped are then (A 1, BI, C1), (A 1, B2, CI), (A 1, BI, C2), 
(A 1, B2, C2), (A2, BI, CI), (A2, B2, C1), (A2, B1, C2), (A2, B2, C2). 
Next, a grid is superimposed, in the usual fashion, on the parallelepiped with grid sizes Ax, Ay, Az 
in the respective coordinate directions. 
Finally, each grid point is examined in the following way. First, one tests to see if the point is 
in G. If it is not, the point is discarded. If it is, then one calculates the square of its distance to 
(XGIV, YGIV, ZGIV). One retains in memory as (x*, y *, z*) that grid point which has the property 
that the square of its distance to (XGIV, YGIV, ZGIV) is the smallest for all grid points tested. 
When all the grid points have been examined, the absolute minimum distance from 
(XGIV, YGIV, ZGIV) to G is the distance between (x*, y*, z*) and (XGIV, YGIV, ZGIV). 
Note that the algorithm requires a square root function only at the last step, thereby economizing 
greatly on CPU time. 
As a particular example, let (XGIV, YGIV, ZGIV) = (60, - 7, 5) and let the two spheres be given 
by 
(x - 1) 2 + y2 + z 2 = 2, (2.3) 
(x + 2) 2 + y2 + z 2 = 5. (2.4) 
Then (A 1, BI, C1) = (-4.23606790, -2.23606790, -2.23606790), A 1A2 = 6.65028140, BIB2 
= 4.47213580, IC1C2[ = 4.47213580. Set Ax = A 1A 2/512, Ay = B 1B2/256, Az = C1C2/256. 
The number of grid points is then 33,883,137. Vectorization was chosen in the X direction. The 
results are: (x*, y*, z*) = (0.21910108, -0.20963137, 0.17469280) and 
d* = [(x* - XGIV) 2 + (y* - YGIV) 2 + (z* - ZGIV)2] I/2 = 60.35850040. 
The CPU time on the CRAY XM-P/24 was 24.8 s. 
As a check on the program and the accuracy of the algorithm, the above problem was rerun 
using (XGIV, YGIV, ZGIV)= (0, 2, 0). In this case the exact solution is d = 1.0. The numerical 
result was d* = 1.004, which is in error by 0.4%. 
Next, let us consider a problem in which G is not convex. Consider then the spheres whose 
equations are equations (2.3), (2.4) and set (XGIV, YGIV, ZGIV) = (0, 2, 0). Let G be the point set 
which is (a) inside or on the sphere whose equation is equation (2.3); and (b) outside or on the 
sphere whose equation is equation (2.4). Then the above algorithm yields 
(x*, y*, z*) = (0.32301173, 1.24031891, 0)
and 
d* = 0.82550102. 
3. ABSOLUTE MIN IMIZAT ION OF FUNCTIONALS 
To illustrate the methodology for approximating the absolute minimum of a functional, let us 
begin with the nontrivial differential eigenvalue problem 
d 
d--x (xy') + 22xy = 0, y(0) = 1, y( l )  = 0. (3.1) 
The Bessel function solution is Jo(2;x) and the first zero is 2~ = 2.40483. From the variational point 
of view [7], the absolute minimum of the functional 
fo t x (y ' )  2 dx  J = , (3 .2 )  
ot xy 2 dx 
is 2~. Let us then show how to approximate ;t~ numerically. 
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Divide the square whose vertices are (0, 0), (1, 0), (1, 1), (0, 1) into a grid structure using Ax = 1/8, 
Ay = 1/16. The x grid points are x0 =0,  Xl = 0.125, x2 = 0.250 . . . . .  x7 =0.875, Xs = 1.0. Let 
y; = y(xi), i = 0, 1, 2 , . . . ,  8. Then, 
Y0 = 1, Ys = 0. (3.3) 
Our problem is basically to approximate the ordered set y,, Y2 . . . .  , Y7. 
On the given grid, let each of Y~,Y2 . . . . .  Y7 assume any one of the seventeen values, 
0.0, 0.0625, 0.125, 0.1875, 0.25, 0.3125 . . . . .  0.875, 0.9375, 1.0. Thus, there are 177 = 410, 338, 673 
possible choices for the ordered set Yl, Y2 . . . . .  Y7. Each of these is substituted into the trapezoidal 
approximation 
~ (x;+2+x;'~(Y;+,--Y;'~2 
j . . - ;=0  J \  O..1~ J (3.4) 
of equation (3.2), and the set which gives the absolute minimum of J* is recorded. In 6 min of 
CRAY X-MP/24 CPU time, the result is 
J* = 5.85114, (3.5) 
with 
y l= l .0 ,  y2=0.9375, y3=0.8750, y4=0.7500, y5=0.5625, y6=0.3750, y7=0.1875. (3.6) 
Since 2~ = x/~, it follows from equation (3.5) that 2~ ,~ 2.41891, which differs from the exact result 
2, = 2.40483 by less than 0.6%. 
4. THE BRACHISTOCHRONE PROBLEM 
In Section 3, the emphasis was on approximating the first zero ofa Bessel function. In this section 
a very old and somewhat different problem will be discussed. It is called the Brachistochrone 
problem and is formulated as follows. An object falls under the influence of gravity from a point 
(x,, y, ) to a point (x2, Y2) in the XY plane. It is assumed that gravity acts in the Y direction and 
that the initial speed of the object is V, in the Y direction. The problem is to find the path of least 
time from (Xl,Yl) to (x2,Y2). 
The Brachistochrone problem was both stated and solved first by J. Bernoulli. However, the 
solution is largely theoretical and leaves many unanswered questions when a specific problem is 
posed. Let us then examine such a specific problem in detail and show how numerical methodology 
is required at almost every stage to approximate the solution. 
Consider an ,YY system in which the Y axis points downward [1]. Set (xt,y~)= (0,0), 
(x2,Y2)=(1, l), g = 32, and V~ = 8. Then the solution of the Brachistochrone problem is the 
absolute minimum of the functional [l]: 
f0 ' [  1 +(Y')2T/2 J=  y ~--I .J dx, (4.1) 
where 
y(0)-- 0, y( l)  --- 1. (4.2) 
The Bernoulli solution is the section between the points (0, 0) and (1, 1) of the cycloid 
x - a = b(u + sin u)'~ (4.3) 
y+l  b( l+cosu) J  -n<~u<~n'b>O"  (4.4) 
The practical value of the Bernoulli solution (4.3) and (4.4) diminishes as soon as one tries to 
determine the precise range of the parameter u and the precise values of the constants a and b. 
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Let u~ be the parameter value corresponding to (0, 0), while u2 corresponds to (1, 1). Then, from 
solutions (4.3) and (4.4) 
0 - a = b(u l  + sin ul), 
0+ 1 =b(1  + cos ut), 
1 - a = b(u2 + sin u2), 
1 + 1 = b(1 +cosu2) ,  
which is a nontrivial system of  four equations in four unknowns. Existence and uniqueness of the 
solution in the range -~ ~< u ~< rc are known [1]. The solution, however, is not known, so let us 
show how to approximate it numerically. 
First, rewrite the system in the following equivalent form: 
a = -b (u  I + sin ul), (4.5) 
b(ut  - u2 + sin ul - sin u2) = - 1, (4.6) 
2 cos u I - cos u 2 + 1 = 0, (4.7) 
u~ - u2 + sin ul - sin u2 - cos ul + cos u2 = 0, (4.8) 
so that equations (4.7) and (4.8) can be solved for ut and u 2. This is done by the generalized 
Newton's  method [3] with the iteration formulas 
u~ °~ = - 1, u~ °~ = 1, 
2 cos u[ n) - cos u[ ~) + 1 u~n+ 1) = u~n).~ 
2 sin u~ n) 
u~n + 1~ = u~n) _~ u~ n + i) _ uC2~) + sin u~ ~ + 1) _ sin u~ ) - cos u~ "+ t) + cos u~ n) 
1 + cos u~ °) + sin u~ ) 
the solution of which is ul = -1.92333540, u2 = -1.25619611. Substitution into equation (4.6) 
yields b = 1.52737476, and finally, from equation (4.5), we find a = 4.37109369. Thus, the Bernoulli 
solutions (4.3) and (4.4) can be written explicitly as 
x - 4.37109369 = 1.52737476 (u + sin u), (4.9) 
y + 1 = 1.52737476 (1 + cos u), (4.10) 
- 1.92333540 ~< u ~< - 1.25619611. (4.11) 
In preparat ion for further considerations, let us now determine y from equation (4.10) when x 
has the particular values x = 0.1, 0.2, 0.3, 0 .4 , . . . ,  0.9. To do this, equation (4.9) need only be 
solved for the parameter u which corresponds to each given value of x, and the resulting parameter  
value can be substituted into equation (4.10) to determine the corresponding value of y. The 
iteration formula which yields the correct parameter value for each x value is 
u (°) = - 2 ,  
/ / (n+ I) = //(n) __ 
The resulting (x, y)  points are 
(1.52737476)[u (")+ sin u (")] - x + 4.37109369 
(1.52737476)(1 + cos u (")) 
(0.1, 0.13635), (0.2, 0.26078), (0.3, 0.37554), (0.4, 0.48219), (0.5, 0.58187), 
(0.6, 0.67543), (0.7, 0.76353), (0.8, 0.84672), (0.9, 0.92542). (4.12) 
Suppose now that without a pr io r i  knowledge of the Bernoulli solution, we were to proceed 
directly to approximating the absolute min imum of  functional (4.1) in the spirit of  Section 3. 
However,  because the square root function is time consuming numerically, let us consider a 
relatively small set of  grid points by choosing Ax = 1/5, Ay = 1/16. Thus, the x grid points are 
x0 = 0, xl = 0.2, x2 = 0.4, x3 = 0.6, x4 = 0.8, x5 = 1.0. Setting Yi = y(xj), i = 0, l, 2, 3, 4, 5, implies 
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Y0 = 0, Ys = 1, and the number of possible ordered sets Yz, Y2, Y3, Y4 is only 174 --- 83521. All 83521 
such sets are substituted into the trapezoidal approximation 
4 
J *=(0 .2 )~ . . . .  \ o / |  , (4.13) 
of J. The set which yields the absolute minimum of J* is 
y~=0.25, y2=0.50, y3=0.70, ),4=0.85. (4.14) 
From system (4.12), the exact solution, to two decimal places, is 
y (0 .2 ) -  0.26, y(0.4) = 0.48, y(0.6) = 0.68, y(0.8) = 0.85. (4.15) 
Thus, even for a relatively large grid size Ax, the numerical results are in good agreement with the 
analytical results. The CPU time was only 1.4 s. 
5. VARIATIONS 
Thus far we have been fortunate in that the Yi values generated numerically were always properly 
between the given boundary values. We then turn finally to a more complex situation. Consider, 
in particular, the differential eigenvalue problem 
y" + 2y=O, y(O)=y(rr/4)=O. (5.1) 
The minimum eigenvalue of equation (5.1) is the absolute minimum of the functional 
i./4 (Y')2 dx 
j = j0  (5.2)  
0 ~r/4 (y)2 dx 
Let us proceed to approximate the absolute minimum of equation (5.2) in the spirit of Section 
3. At present, however, we must first generate a suitable region over which to minimize. This is 
done as follows. In order to avoid symmetry problems, consider initially the rectangular region 
which contains a section of the X-axis and has the vertices (0,0.6), (0 , -0 .4) ,  (rr/4,0.6), 
(re/4, -0.4).  On this rectangle a grid is constructed using Ax = n/32, Ay = 0.1. The x grid points 
are xk = kn/32, k = 0, 1, 2 , . . . ,  8. The possible Yk values at each Xk are -0.4,  -0 .3,  -0.2,  -0.1,  
0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6. There are 117= 19, 487, 171 possible choices for the ordered set y~, 
Y2, Y3, Y4, Ys, Y6, Y7. Each of these is substituted into the trapezoidal approximation 
(y,+, _ y'~2 
J* ='%(" : (5.3) 
i=0 \  
of equation (5.2). The absolute minimum of equation (5.3) is J *= 11.60363 with 
Yl = Y: = Y3 = Y4 = 0.6, Ys = 0.5, Y6 = 0 .4 ,  Y7 = 0.2. However, the fact that Yl = Y: = Y3 = Y4 = 0 .6 ,  
when 0.6 is the maximum y value of the rectangular region, indicates that the y range should be 
increased. Also, that fact that all the y values are positive indicates that negative values need not 
be considered. The CPU time was 20 s. 
The calculation described above was then repeated but with y values limited to 
0.0, 0.1, 0.2, 0.3 . . . . .  0.9, 1.0. This time, J* = 4.18305 and Yl =Y2 = 1.0 ,  Y3 = 0.9, Y4 = 0.8, Y5 = 0.6, 
Y6 = 0.4, Y7 = 0.2. However, the fact that y~ = y2 = 1.0, when 1.0 is the maximum y value of the grid 
implies again that the range should be increased. But, inclusion of the additional y value I. 1 yields 
results which are identical to those obtained without this value. 
Thus, finally, the 17 values y = i/16, i = 0, l, 2 , . . . ,  16 are allowed at each xk. There are now 
17 7 = 410, 338, 673 possible ordered sets y~, Y2, Y3, Y4, Ys, Y6, y7. The resulting absolute minimum 
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value J *  is 4.08918 with y~ = 1.0, Y2 = 0.9375, Y3 = 0.8125, Y4 = 0.6875, Y5 = 0,5625, Y6 = 0.375, 
Y7 -- 0.1875. The CPU t ime was 4 min.  The result ing approx imat ion  for J *  compares  favorab ly  with 
the exact solut ion J = 4.0. 
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