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Abstract
Automated inspection plays an important role in monitoring large-scale
photovoltaic power plants. Commonly, electroluminescense measurements
are used to identify various types of defects on solar modules but have not
been used to determine the power of a module. However, knowledge of the
power at maximum power point is important as well, since drops in the
power of a single module can affect the performance of an entire string.
By now, this is commonly determined by measurements that require to
discontact or even dismount the module, rendering a regular inspection
of individual modules infeasible. In this work, we bridge the gap between
electroluminescense measurements and the power determination of a mod-
ule. We compile a large dataset of 719 electroluminescense measurements
of modules at various stages of degradation, especially cell cracks and
fractures, and the corresponding power at maximum power point. Here,
we focus on inactive regions and cracks as the predominant type of defect.
We set up a baseline regression model to predict the power from elec-
troluminescense measurements with a mean absolute error of 9.0± 3.7 W
(4.0± 8.4 %). Then, we show that deep-learning can be used to train
a model that performs significantly better (7.3± 2.7 W or 3.2± 6.5 %).
With this work, we aim to open a new research topic. Therefore, we
publicly release the dataset, the code and trained models to empower
other researchers to compare against our results. Finally, we present a
thorough evaluation of certain boundary conditions like the dataset size
and an automated preprocessing pipeline for on-site measurements showing
multiple modules at once.
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Figure 1: Overview of this work. First, data is collected on-site as well as under
lab conditions. This is detailed in Sec. 3. Then, measurements are preprocessed
to obtain a sequence of single modules, as described in Sec. 4. Here, preprocessing
is denoted as 	. Finally, power prediction is applied to obtain the estimated
module power pˆrel relative to the nominal power Pnom. This is summarized
by Sec. 5.
1 Introduction
Over the last years, photovoltaic (PV) power production has become an impor-
tant factor in the energy production worldwide. This is promoted by decreasing
module cost, increasing module power, long lifetime and low maintenance cost.
More important, it produces power at a low ecological footprint and is hence used
to fight global heating. However, continuous monitoring or regular inspections
of PV power plants are necessary to ensure a constant and safe operation. In
addition, modules might be damaged during manufacturing, transport, installa-
tion or operation and an early detection of those cases can help to avoid a later
replacement at high cost.
It is common practice to operate multiple PV modules connected in series,
commonly referred to as strings. As a result, a failure of a single module can
drastically degrade the performance of the entire string. However, continuous
monitoring is usually applied to strings and not to individual modules for
economical reasons. To this end, manual inspection of single modules is required
to further narrow down failures.
Lately, electroluminescense (EL) imaging is accepted as a useful tool by the
community to analyze many failures of single modules, e. g., cell cracks and
fractures. This is because many defect types can be identified easily and, as
opposed to infrared (IR) measurements, a quantification of the active area of
a cell is possible [5]. The latter makes it especially well suited for automated
prediction of the module power by statistical methods like deep-learning (DL).
Traditionally, the maximum power point (MPP) is determined from direct
measurements of the IV curve. Although this is possible on-site, it requires to
disconnect every single module to perform the measurement. Hence, this is time
consuming and costly.
For PV-plant operators especially cell cracks and fractures with varying origin,
including manufacturing process, transport, installation, operating conditions
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(e. g., storm, hailstorm, snow load) are of particular relevance. The impact of
cell cracks on the module power and performance is studied intensely during the
last years using EL-images for identifying cracks and IV-tracers for determining
the module power [19, 18, 29, 26, 5, 12]. To study crack propagation, mostly
climate chambers and static loading, e. g., using sand sacks, were used. Buerhop
and Gabor studied the performance of modules during static and cyclic loading
using a specialized setup [3, 13], where EL-measurements as well as power
data were recorded at loaded and unloaded stages. In addition to the indoor
experiments, Buerhop studied the performance of modules with cracked cells at
an outdoor test facility in detail [6]. All previous investigations have in common
that two separate measurements are required: The EL-measurements are used to
identify cracks and IV-tracing is used to determine the power at maximum power
point (PMPP). Given that on-site IV measurements are costly, an automated
and reliable estimation of the PMPP and the impact of cell cracks and fractures
on the latter using EL-measurements are of particular importance for future
studies. Note that, throughout this work, we use the terms module power and
power at maximum power point interchangeably.
In a previous conference paper, we showed that the PMPP can be auto-
matically predicted from EL measurements measured indoors [8]. This work
is a direct continuation and extension of that conference paper. As opposed
to the previous work, we now focus on building regression models for on-site
data. For efficiency reasons, on-site EL-measurements are usually conducted
such that multiple modules are visible in a single measurement. Since we aim
to predict the PMPP for single modules, we design a segmentation pipeline for
on-site EL-measurements to automatically generate images showing only a single
module. Furthermore, we add an extensive evaluation of the prediction perfor-
mance, stability and boundary conditions. Finally, we automatically quantify
the per-cell power loss. The main contributions of this work are as follows:
(1) We develop a method to predict the PMPP from a single outdoor or indoor
EL module measurement. We achieve a mean absolute error (MAE) of
7.3± 2.7 W under the condition that all failure types that have an impact
on the module power are visible in the EL measurement and compare the
result against alternative methods in a thorough evaluation.
(2) We propose a fast and robust pipeline to detect and segment multiple
modules in EL measurements, such that item (1) can be directly applied
for on-site assessment of modules.
(3) We perform an extensive evaluation of boundary conditions, such as mini-
mum image size and dataset size.
(4) We set up and publicly release a dataset that is specifically compiled for
the task at hand [7]. In addition, we publish our code and trained models∗
such that a direct application and comparison in future research is feasible
and that our results directly scale to any other PV plant.
∗https://github.com/ma0ho/elpvpower
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(5) We predict the the per cell power loss and analyze the results in terms
of defect severity. For our dataset that is compiled such that modules
show a reduced active area in EL measurements, we find that the PMPP
is dominated by fractures and that cracks are only of minor importance.
The remainder of this work is organized as shown in Fig. 1: In Sec. 3, we
describe the data collection procedure and characterize the dataset used in this
work. In Sec. 4, we describe the localization of multiple modules from single EL
measurements. Then, in Sec. 5, we detail the automated power prediction. This
includes baseline methods as well as DL-based methods.
Since the different parts of this work are of interest independent of each
other, we decided to summarize the results of every part directly after describing
the methodology and omit a detailed global results section. Then, we finally
summarize the most important results in Sec. 6.
2 Related Work
In the last years, many efforts have been made to leverage computer vision
methods to reduce the maintenance and operating cost of PV power plants, for
example using automated defect analysis for solar cells [32, 21, 9] or automated
prediction of solar irradiance [2]. To the best of our knowledge, PMPP charac-
terization of a PV module using a single EL measurement has not been reported
before. However, there are a few works on PMPP characterization using other
methods. For example, Teubner et al. propose to use IR measurements of a
module affected by potential induced degradation and compute the PMPP using
linear regression from the mean temperature different of the module to a refer-
ence module [33]. However, this procedure requires that the reference module
is exposed to the same environmental conditions (air temperature, wind speed)
as the module under test. This is especially challenging for roof-mounted PV
installations, where the a temperature gradient is present due to the convective
environment. Furthermore, the measurement accuracy is highly dependent on
the available measurement time and steady environmental conditions. Recently,
Ortega et al. proposed a continuous monitoring of PV power plants using mea-
surement devices attached to every module [24]. Kropp et al. propose to predict
cell level characteristics from two EL measurements using simulations and finally
calculate the module power for a single test module [20].
In contrast to the IR-based approach, our method does not require a reference
temperature since the magnitude of EL measurements mainly depends on camera
characteristics and the excitation current, which is known in advance. Further, it
is based on automated detection of defective areas rather than using module-wide
statistics only. In contrast to the measurement-based approach by Ortega et al.,
no additional hardware needs to be attached to the modules and the type
and location of a defect can be determined additionally. As opposed to the
simulation-based approach by Kropp et al., our method only requires a single
EL measurement of a module.
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(a) T1 (indoor) (b) T2 (outdoor) (c) T3 (indoor)
Figure 2: Example images from the data set.
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Figure 3: The dataset used in this work consists of three different module types
(T1, T2, T3). Two of those have been measured at a high and low current, which
indicated in brackets. Overall, the dataset consists of N = 719 samples.
3 Data
We collected a large set of 719 EL measurements along with measurements of the
PMPP. The dataset is designed such that it has variations in the measurement
procedure as well as in the type of solar modules. Overall, it contains three
different module types, denoted as T1, T3 and T2. Furthermore, it also includes
variations in the excitation currents, such that models trained using the data
should be invariant to the excitation current to some degree. Finally it includes on-
site measurements as well as measurements taken at controlled indoor conditions.
Examples from the dataset are shown in Fig. 2. The distribution of samples
between module types is shown in Fig. 3.
The EL measurements were recorded by a “Greateyes 2048 2048” silicon
detector camera with 50 mm focal length lens and a camera triggered power
supply. The camera parameters were fixed for the mechanical load testing site
to an integration time of 5 s and an aperture of 2.4. For on-site measurements,
only the aperture was adjusted after the ambient conditions.
The PMPP of each PV module was determined from IV-curve measurements.
For indoor measurements a table flasher “Spire Spi-Sun Simulator 4600 SLP”
with estimated measurement uncertainty of 1.45 % was used, while the indoor
measurements at the mechanical load testing site have been carried out using a
prototype of a permanent light source consisting of many halogen lamps. The
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results were extrapolated to standard test conditions (STC) with a measurement
uncertainty of 3 % to 4 %. For outdoor measurements, a “PVPM 1000CX” with
a measurement uncertainty of at least 5 % according to the data sheet, was used.
As seen from Fig. 3, the dataset is dominated by module type T1, because
this type has been used for mechanical load testing [4]. During that procedure,
load is simulated by an underpressure that is applied on the backside of each
module. The underpressure is increased stepwise. After every increase, an EL
and PMPP measurement is taken under load. Then, pressure is released and
another set of measurements is taken, before a new load cycle is started. As a
result, there are about 50 sets of measurements of a single module at different
stages of loading including changes in the crack structures. Since these different
stages of degradation come with a variance in PMPP, these load cycles are useful
to assess, if a certain type of defect has an influence on the PMPP. Furthermore,
as shown in Fig. 2, there is a series of outdoor measurements using module
type T1 as well.
The set of measurements using module type T2 only consists of outdoor
measurements. As opposed to T1, we vary the EL excitation current for this
measurement series between high and low excitation. This is later used to obtain
a model that is invariant to the excitation current. The same holds for module
type T3. This module type has been measured under indoor conditions again
and includes variations in the excitation current, too. An even more detailed
analysis of the data can be found in appendix C.
4 Localization of multiple modules
In this work, we use measurements from multiple sources. These include mea-
surements taken under controlled lab conditions, as well as measurements taken
on-site. For on-site measurements, it is common practice to capture multiple
modules in a single image in order to reduce the overall number of measure-
ments (cf. Fig. 2). In order to assess the power of a single module using these
measurements, a localization of module instances is required. We propose a
fast and straight-forward preprocessing pipeline to locate PV modules in EL
measurements.
4.1 Preprocessing
During preprocessing, we make use of the fact that the background in EL
measurements has a weak intensity, whereas the modules appear as densely
connected regions with a high intensity. In addition, modules are usually clearly
separated by a distinguished margin. Therefore, background and modules are
easily separable by thresholding. We propose a four-step approach:
(1) The original measurement is downscaled by s in order to speed up subse-
quent computations and decrease the probability of modules to become
disconnected by small cracks or dirt.
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(a) (b) (c) (d)
Figure 4: Preprocessing of multi-module measurements (top: module type T2,
bottom: module type T3): Original image (Fig. 4a) is first downsampled and
binarized (Fig. 4b). Next, connected component analysis is applied (Fig. 4c).
Finally, bounding boxes of connected components are computed and implausible
detections are rejected (Fig. 4d). Here, rejected detections are depicted by a red
bounding box, whereas accepted detections are shown yellow.
(2) Binarization is performed using Otsu’s method [25]. As a result, the
modules are clearly separated (cf. Fig. 4b).
(3) Region candidates are computed by connected component labelling (cf.
Fig. 4c) and subsequent region proposal (cf. Fig. 4d) [17].
(4) Final module regions are obtained by rejecting implausible regions that do
not adhere to simple constraints (cf. Fig. 4d and Sec. 4.2) and modules
are segmented.
(5) Modules are rectified using the method proposed by Hoffmann et al. [16].
4.2 Region constraints
The proposed pipeline results in a large number of false positives. This is due to
noise in the background, parts of a module that are disconnected or modules
that are only partially visible. The following constraints are applied to reject
false positives:
(1) Modules that are not completely visible in the measurement are not of
interest in this work. Therefore, any detections that touch the boundary
of a measurement are rejected.
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(2) Most of the outliers have a very small area, compared to the area of inliers.
Therefore, any detections with an area small than τs · amax are rejected.
Here, amax refers to the area of the largest detection in a measurement
and τs is a hyperparameter.
As a result, we obtain a method that has only two hyperparameters: The
scale s, at which measurements are processed and the minimum area relative to
the maximum area τs.
4.3 Experiments
The hyperparameters of this method require proper tuning. To this end, we
set up a separate dataset using a total of 37 measurements from the original
outdoor measurements. In summary, these measurements show two to seven
completely visible modules each. We manually annotate bounding boxes for
every completely visible module. Finally, we split the dataset into 25 training
measurements with 75 completely visible modules and 12 test measurements
with 31 modules.
For hyperparameter tuning, we use the Optuna library v1.2 [1] with default
settings. Since we are mostly interested in a high detection rate and low false
positives, we resort to maximizing the F1 score. In order to compute the F1
score for a set of detected and ground truth object boxes, it is necessary to
assess, if a ground truth box has been detected and, vice versa, if a detection
corresponds to a ground truth box or is a false positive. To this end, we state
that a module is detected, if the intersection over union (IoU) between detected
and ground truth bounding box is at least τIoU = 0.9. Then, we calculate the F1
score and perform the optimization on the training set. Overall, the problem is
optimized using 30 trials with the default tree-structured Parzen window trial
generator. We find that s = 0.23 and τs = 0.42 gives the best results on our
training split with an F1 score of 1.
4.4 Results
The detection performance on the test split evaluates as F1 = 0.94 using the
same threshold τIoU = 0.9. Detailed results on the detection performance using
different thresholds can be found in A. We find that the method performs very
well for τIoU < 0.9 and performs slightly worse for larger values of τIoU. However,
given that we are mostly interested in a high detection rate rather than very
accurate detections, the performance is very good. Further, the method only
takes about 322 ms (i7-8650U CPU) for a single image.
5 Power prediction
We estimate the power Pmpp at the maximum power point (STC conditions) of
a module using a single EL image and the nominal power according to the data
sheet Pnom of the latter. To the best of our knowledge, there is not prior work on
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this task. Therefore, we set up a baseline using support vector regression (SVR)
in Sec. 5.2. We describe our DL-based approach in Sec. 5.3. In order to make
the results using SVR and DL comparable, we stick to a common experimental
procedure, which we describe in Sec. 5.1. Finally, in Sec. 5.4, we compare both
approaches and report experimental results.
Throughout this work, we assume that Pnom is known for every module.
Then, we estimate the power relative to Pnom, i. e.,
Pmpp = prel · Pnom (1)
and denote estimates of prel by pˆrel. Note that, for this dataset, prel roughly
correlates to the amount of the inactive area of a module.
5.1 Evaluation protocol
The overall goal is to find a model that predicts prel with a low average error
and a small number of outliers. For evaluation purposes, we report the MAE
over all samples, as well as the root mean squared error (RMSE). The MAE is
given by
=
1
N
N∑
i=1
|p(i)rel − pˆ(i)rel| (2)
while the RMSE is computed as
=
1
N
√√√√ N∑
i=1
(
p
(i)
rel − pˆ(i)rel
)2
. (3)
Since the dataset is relatively small, making statistically significant statements
on model performance using a conventional train/test split of the dataset is
hard, since results are necessarily computed on a relatively small test set. To
overcome this limitation, we conduct a cross validation (CV), such that the
complete dataset is used for testing. We initially split the dataset into 5 folds
using stratified sampling, such that the overall distribution of relative powers is
preserved between folds. Since a stratified sample requires distinct class labels,
we discretize prel in 20 distinct bins, where each bin has a range of 5 %. Further,
we make sure that none of the solar module instances ends up in two different
folds.
The baseline method as well as the DL-based methods have hyperparameters
that need to be tuned properly. In order to enable a fair comparison between
methods, we establish a standard protocol. We perform the hyperparameter
optimization using Optuna library v1.2 [1] with the default settings and 250
iterations in every fold of the CV to make sure that no test data is used for
hyperparameter optimization. Then, we split the training folds into a training
and a validation set. While the first one is used to determine model parameters,
the latter one is used to optimize hyperparameters. We empirically found that
the validation set needs to be large enough to obtain stable results. To this end,
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we use 40 % of the training data for validation. Again, we perform a stratified
split, such that the label-distributions are similar in training and validation set.
5.2 Baseline
In this section, we propose a baseline approach to estimate the Pmpp from
a single EL image. We train the SVR using features extracted from the EL
measurements.
5.2.1 Feature extraction
In this work, we compare two types of features. The measurement mean and
standard deviation are plausible features, since prel roughly correlates to the
amount of inactive area, which is well reflected by these features. Furthermore,
it has been shown that features extracted from pretrained DL models are useful
in other domains than the training domain as well [22, 31]. Therefore, we
include features extracted from a pretrained ResNet18. To compute fR18, we
convert measurements into RGB images and perform channel-wise normalization
using the per-channel statistics. Hence, we make sure that the statistics of the
measurements match those of the ImageNet [10] dataset that has been used
during training. For the pretrained ResNet18, we use the model available in
PyTorch v1.3 [27] and drop the fully connected layer to obtain features directly
after global average pooling. On the other hand, fµ,σ is computed without further
preprocessing.
The feature extraction is followed by a standardization. Here, we compute
the mean and standard deviation of every feature independently for the features
extracted from the training data. We use these statistics to normalize training,
as well as test features.
5.2.2 Experimental procedure
The SVR regression aims to minimize the absolute regression error
|∆prel| = |prel − pˆrel| (4)
for those samples that have ∆prel > , while maintaining a regression model with
a small Lipschitz constant. Here,  is the width of the epsilon-tube within which
errors do not contribute to the loss of the SVR objective function [11]. We use
the implementation from the Scikit-learn library v0.20 [28] with the default RBF
kernel. For the width of the epsilon-tube and the regularization constant, we
conduct a hyperparameter optimization in every fold as described in Sec. 5.1.
5.3 Deep-learning
In this section, we introduce the DL-based approach to predict Pmpp given an
EL-measurement as well as the nominal power Pnom of the module. We present
a straightforward approach and use standard DL-architectures that have been
10
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Figure 5: Distribution of estimation errors of all methods. We aggregate the
results from all folds of the cross validation (CV), such that all samples of the
dataset are shown here. For the samples, we distinguish between indoor and
outdoor measurements by marker shape. Further, we distinguish between
module type T1 , T2 and T3 by marker color. Finally, we differentiate
measurements taken at high current or low current by marker filledness. For
better visualization, the ideal regression line is shown . Furthermore,
indicates the 0± 15 W isoline.
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Figure 6: We conduct a series of initial experiments to determine the best
measurement scale and normalization scheme. All experiments were performed
using ResNet18 without further hyperparameter tuning. Every model is trained
5 times until convergence. We report the minimum MAE on the validation set.
Error bars denote the standard deviation of the MAE between training runs.
In Sec. 5.3.1, we scale the smallest side of the measurement to the specified
value. In Sec. 5.3.1, we compare the common global normalization, where all
measurement are normalized by the same statistics computed over the whole
training set to a measurement-wise approach, where every measurement is
normalized using it’s own statistics. Finally, we include normalization by patch-
wise ZCA-whitening. It turns out that a scale of 800 px and the common global
normalization give the best results.
trained on ImageNet [10] to perform regression of pˆrel (see Eq. (1)). We detail
our methodology in Sec. 5.3.1 and focus on the pipeline that empirically worked
best. In Sec. 5.3.2 we explain, how we tuned the hyperparameters for different
DL-models.
5.3.1 Method
As deep neural networks (DNNs) are usually trained end-to-end, meaning that
the feature extraction is part of the training process, there are only a few design
choices that need to be made. These include (1) the preprocessing that is applied
to the raw measurements (2) the DL-models that are used (3) the loss function
(4) the optimization method. We detail our choices in the next paragraphs:
Preprocessing Although we only use fully-convolutional networks, it is com-
mon to limit the resolution of input measurements to reduce the computational
12
effort. We rescale measurements such that the smallest side equals 800 px. Then,
we normalize the measurements using the common normalization with global
statistics. To this end, we compute the mean µ and standard deviation σ of
photon counts using our data. A sample x is then normalized according to
x′ =
x− µ
σ
. (5)
The choices of scale and normalization scheme are verified by initial experiments
reported in Fig. 6.
DL models In many recent works, it has been shown that applying transfer
learning is advantageous over training models from scratch, even if source and
target domain differ [34]. Therefore, we resort to using standard architectures,
where pretrained weights are readily available. In this work, we focus on three
different architectures: First, we include a small and a larger network from
the ResNet architecture family (ResNet18 and ResNet50) [14]. This allows to
investigate, if deeper architectures are beneficial for the task at hand. In addition,
we include the MobileNetV2 architecture [30], which is specifically designed for
high throughputs at inference time, since this is a major benefit for practical
applications.
For every of those models, we replace the final fully connected (FC) layer
by a randomly initialized FC layer with a single output. We do not perform
any non-linear activation on the output. Hence, this corresponds to a linear
regression of prel using the features from previous layers.
Loss function Common loss functions for regression problems include the
mean squared error (MSE) and MAE. By definition, MSE puts a higher weight
on outliers, resulting in a model that performs better for underrepresented cases
and worse for overrepresented cases. Since we are interested in a model that
performs well over a large range of samples, we minimize the MSE.
Optimization A huge variety of optimization methods has been proposed in
the literature. For this work, we decided to use some of the most prevalent
approaches: We use stochastic gradient descent (SGD) with momentum ν = 0.9
and weight decay λ and properly tune the learning rate η, batch size B and
weight decay λ independently for every architecture. For the learning rate
schedule, we reduce the learning rate as soon as the validation loss does not
decrease for 20 epochs.
5.3.2 Experimental procedure
Proper tuning of hyperparameters is crucial in order to perform a fair comparison
of different architectures. We use the Optuna library v1.2 [1] to determine the
optimal values for η, B and λ individually for every architecture and fold of the
CV, as described in Sec. 5.1. The results are summarized by Tab. 1. We find
that optimal parameters are relatively similar across architectures.
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Figure 7: Distributions of sample errors over all 5 folds of the CV. The errors
are computed on the testset of every fold. Note that the y axis has been cut at
|∆prel| = 15% for better visualization.
As soon as the optimal hyperparameters are determined, we use them to
train a final model for every fold that is then tested using the test data of the
respective fold. As opposed to the hyperparameter search, we now use 80 %
of the data for training and only 20 % for validation. We further apply early
stopping after 40 epochs without improvement on the validation set and use the
checkpoint that performed best on the validation set for testing.
5.4 Results
In this section, we assess the performance of the architectures for the prediction
of PMPP and compare it to the performance of the baseline model. By training
5 CV folds with every architecture using the parameters found by hyperparameter
optimization, we assess the stability of every method with respect to variations
in the training and test data. We report the results on the test folds in Fig. 7
and in Tab. 2. It turns out that ResNet18 and MobileNetV2 have a smaller
average MAE than the baseline, whereas ResNet50 does not perform well. This
is explained by the relatively small dataset. Among the SVR-based methods,
fµ,σ has the lowest MAE. However, it also shows the strongest variation between
folds, indicating that the result is very data dependent. Overall, ResNet18 gives
the lowest MAE and RMSE.
In terms of variation between CV folds, ResNet50 turns out most stable.
However, the advantage over ResNet18 is neglectible. We observe that the gap
between MAE and RMSE is smaller for the DL-based models compared to the
SVR-based ones. This is explained by the difference in the loss function, since
SVR roughly minimizes the MAE (cf. Eq. (4)), whereas we chose to minimize
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B λ η
MobileNetV2 8 1.00± 1.01× 10−2 3.54± 11.30× 10−3
ResNet18 8 2.59± 0.69× 10−2 3.41± 5.70 × 10−3
ResNet50 8 1.79± 2.44× 10−2 3.38± 8.80 × 10−3
Table 1: Results from the hyperparameter optimization using Optuna li-
brary v1.2 [1]. The hyperparameter optimization has been performed using
250 iterations per model. We optimize the the batch size sampling from
B ∈ [8, 16, 32, 64], the learning rate sampling from η ∈ [1× 10−5, 1× 10−1]
and the weight decay sampling from λ ∈ [1× 10−3, 1× 10−1] in logspace. Sam-
pling is performed using the default tree-structured Parzen window approach
and unsuccessful trials are pruned.
MAE [%] RMSE [%] MAE [W] RMSE [W]
MobileNetV2 3.4± 3.2 4.7 7.8± 7.5 4.7
ResNet18 3.2± 2.7 4.2 7.3± 6.5 4.2
ResNet50 4.5± 4.1 6.2 10.5± 9.7 6.2
SVR fµ,σ 4.0± 3.7 5.5 9.0± 8.4 5.5
SVR fR18 4.6± 4.2 6.2 10.6± 9.9 6.2
Table 2: Quantitative results computed by CV. We show the MAE and the
RMSE averaged over the test sets of every fold of the CV. In addition, the
standard deviation of errors is shown. Finally, we explicitly show the relative error,
as used in training as well as the absolute error in [W] for better interpretability.
the MSE for the DL-based models.
In Fig. 5, we show the distribution of errors for all samples in the dataset and
all methods. This is obtained by merging all five test folds into a single figure.
The comparison shows that the predictions of ResNet18 are well aligned with the
ideal regression line, whereas the predictions using SVR are skewed with respect
to the ideal line. We conclude that this is caused by the features chosen for the
regression model that do not result in a linear regression problem under the RBF
kernel. However, initial experiments with other kernels performed even worse.
We also compute the p-value using a t-test to assess, if the ResNet18 performs
significantly better than the other approaches. We find that the performance
difference to the MobileNetV2 is not statistically significant, whereas ResNet18
performs significantly better than the remaining other methods (p < 0.0001).
Finally, in Tab. 3, we summarize the results for different subsets of the data.
It turns out that the prediction is stable across most of the different subsets.
The only exception are those modules measured at a low excitation current and
modules of type T3. Both of them perform worse than the others. Subset T3 is
composed of modules measured at high and low current. Hence, it contains the
same modules twice. We find that modules from subset T3 that are measured at
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MAE [%] RMSE [%] MAE [W] RMSE [W] N
indoor 3.1± 2.8 4.1 7.1± 6.6 9.7 596
outdoor 3.6± 2.7 4.5 8.1± 6.2 10.1 123
high current 3.0± 2.7 4.0 6.9± 6.2 9.3 646
low current 4.5± 3.3 5.5 10.3± 8.0 13.0 73
T1 2.7± 2.6 3.7 6.2± 6.0 8.6 478
T2 2.6± 1.8 3.1 4.5± 3.2 5.5 28
T3 4.6± 3.1 5.5 11.0± 7.5 13.3 118
Table 3: Results on different subsets of the data using ResNet18. We compute
the mean absolute error (MAE) and the root mean squared error (RMSE) using
the test samples from all 5 folds. In addition, the standard deviation of errors
between folds is shown as well as the number of samples N .
high current result in a MAE of 4.3 %, whereas modules from the same subset
measured at a low current result in a MAE of 4.7 %. Specifically, modules from
subset T3 are mostly underestimated and we find that this effect is more severe
for modules measured at a low current. Since those results have been computed
using the same module instances and are averaged over all 5 folds of the CV, we
can conclude that the model performs slightly better on measurements taken at
a high current, irrespective of the module type. However, this result might be
biased by the fact that the dataset is largely dominated by samples measured at
a high current.
5.4.1 Visualization of Class Activation Maps
In previous works, it has been shown that object locations can be extracted from
DNNs trained for object classification [23]. To this end, the activation maps
from the last layer that preserves spatial information are used to calculate a
heatmap of possible object locations. This concept is now widely known as class
activation map (CAM). In a recent work, we used this to segment cracks in EL
measurements using a ResNet18 [21].
We propose to build upon this work and use a slightly modified ResNet18
that allows to infer the predicted power loss for an arbitrary area by integrating
over the respective area of the CAM. To this end, we append a 1× 1 convolution
using a single kernel to the feature extraction part of the ResNet18, resulting in
a single featuremap f. Since we want every pixel to quantify the loss of relative
power of the corresponding area of the measurement, we need to constrain the
resulting map such that it is strictly negative. This is achieved by appending a
ReLU followed by a Sign layer. The resulting feature map fcam is later used for
further assessment. Finally, the total power loss is computed by summing over
fcam. Hence, instead of computing pˆrel directly from the activations after global
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Figure 8: Visualization of CAM using a modified ResNet18. Note that we color-
code the original EL measurement with the given colormap using the relative
magnitude of −fcam such that brighter colors correspond to regions with high
relative power loss. Since the intensity is given by the original measurement,
color appearence does not exactly correspond to the legend, since the legend
uses a linear intensity ramp. For every cell, we give the power loss determined
by the model in W. This is computed by integrating over the corresponding
area of the CAM, resulting in the relative power loss, which is converted into
the absolute power loss by Eq. (1).
average pooling (GAP) using a fully connected layer, we now compute pˆrel as
pˆrel = 1 +
∑
i,j∈Ωf
−|fi,j |︸ ︷︷ ︸
fcam
. (6)
Since this only consists of operators that are sub-differentiable w. r. t. the inputs,
we can readily implement this using PyTorch v1.3 [27] and train it end to end.
As opposed to regular CAMs that are computed using unconstrained activation
maps, the proposed formulation assures that the activations are in a physically
plausibale range and hence, a direct interpretation as physical quantities is
possible.
Our experiments showed that for successful training, a scaling of f by |Ωf | is
necessary to counter an exploding MSE loss. Further, we note that fcam contains
a small constant bias after training. We remove that bias by subtracting the
median of multiple fcam computed from module images with prel ≈ 1 from all
fcam.
The results are shown in Fig. 8 and additional examples can be found
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Figure 9: Distribution of estimation errors for the generalization experiment.
For the samples, we distinguish between indoor and outdoor measurements
by marker shape. Further, we distinguish between module type T2 and T3 by
marker color. Finally, we differentiate measurements taken at high current or
low current by marker filledness. For better visualization, the ideal regression
line is shown . Furthermore, indicates the 0± 15 W isoline.
in appendix B. It turns out that the resulting CAMs mostly highlights the
fractures, indicating that the network is able to learn physically relevant features
and that fractures are the main source of power loss as opposed to cracks.
It becomes apperent that, in many examples, the amount of power loss per
cell predicted by the network is roughly proportional to the amount of inactive
area. Although this might appear obvious at first, this is not a trivial finding,
because there are various types of cracks and their relative position is important
as well. For example, it is known that the current and with the the power of a
string is limited by the worst cell, since all cells are connected in series. However,
at least for this dataset, the network reveals a linear relationship between the
amount of inactive area and module power. To verify this, we compute the size
of inactive area for every module in the dataset by thresholding and calculate the
power loss proportional to the inactive area. Using this approach, the module
power is predicted with a MAE of 8.5± 2.1 W, which is on par with the baseline
results reported in Fig. 7.
5.5 Generalization to unseen Data
Finally, we aim to assess, if the method generalizes well to module types that
have not been used during training. This experiment is conducted using the
ResNet18, since this performed best in the previous experiments. In addition, we
include the SVR-based methods for reference. We train the model on samples T1
using the hyperparameters that have been found in the first fold of the CV and
test on samples T2 and T3. Note that the module types differ in their physical
properties. For example, T1 and T3 consist of 10 × 6 polycrystalline cells, of
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MAE [%] RMSE [%] MAE [W] RMSE [W]
ResNet18 9.5± 6.0 11.3 22.6± 14.8 27.0
SVR fµ,σ 14.8± 11.4 18.6 34.0± 27.9 43.9
SVR fR18 17.1± 10.0 19.8 39.3± 24.8 46.4
Table 4: Quantitative results of the generalization experiment. We show the
MAE and the RMSE as well as the standard deviation of errors. Finally, we
explicitly show the relative error, as used in training as well as the absolute error
in [W] for better interpretability.
which each has an edge length of 6 inch, whereas T2 consists of 12× 6 cells with
an edge length of 5-inch. Furthermore, they also differ in their nominal power,
which is given as 230 W for T1, 170 W for T2 and 240 W for T3. However, all
types have in common that their cells are arranged in 3 substrings that are
connected in parallel and include a bypass diode for every substring.
The results are summarized by Fig. 9 and Tab. 4. It turns out that the
performance degrades in this setting. For example, the performance of ResNet18
is lowered to 9.5± 6.0 % (as opposed to 3.2± 6.5 % when training on the whole
dataset), while the performance drop for the SVR-based methods is even larger.
From Fig. 9, it becomes apparent that, especially the ResNet18 generalizes
well to T2, although it has never been trained on monocrystalline modules.
However, it does not generalize well to T3. This result is in line with the results
reported in Tab. 3, where it turns out that the model trained on all subsets
performs worst on T3 as well.
We conclude that the dataset bias, which is already observed in appendix C,
limits the generalization ability of the method to unseen module types. This
problem could most likely be solved by using a larger dataset that covers a
greater variety of module types.
6 Conclusion and Future Work
In this work, we propose a novel method to assess the power of individual PV
modules using a single electroluminescense measurement only. We combine
classical image processing methods for segmentation of multiple modules with
a deep-learning-based prediction of the PMPP. We find that our method is
capable to predict the power at maximum power point with an average MAE of
7.3± 2.7 W in a cross validation. This is already close to the measurement error
of the system, which is specified as 2 % (indoor) and 5 % (outdoor), resulting in
a lower bound to the MAE of 4.6 W/11.5 W.
Since there are neither standard datasets nor existing methods for comparison,
a proper evaluation of the method turned out challenging. We solve this issue
and set up a baseline method using SVR regression of the power at maximum
power point from simple features. This results in a MAE of 9.0± 3.7 W, showing
that using deep-learning is beneficial for the task at hand.
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We compile and release a dataset of 719 EL measurements that have been
aquired under varying conditions. This includes indoor and oudoor measurements
as well as measurements from load cycle experiments. As some of the outdoor
measurements show multiple modules at the same time, we propose a simple
yet robust preprocessing pipeline to detect and segment module instances. We
evaluate the detection of modules on a separate testset and find that it results
in a detection rate of F1 = 0.94.
Since the dataset is of limited size, we conduct a 5-fold CV to increase the
significance of quantitave results. Here, we also perform a hyperparameter search
for the batch size, the weight decay and the learning rate in every fold of the
CV using 250 iterations. Further, we compare MobileNetV2, ResNet18 and
ResNet50 architectures. This results in 3750 trained models in total.
For the hyperparameter optimization, we decided to focus on only a few
parameters that turned out to have the largest impact on the result in our exper-
iments. This is to avoid combinatorial explosion of the search space. However,
there are many more parameters that could influence the result. Therefore,
we conduct initial experiments to determine the optimal image size as well as
normalization scheme.
Finally, we transfer the concept of class activation maps to the regression
task and use it to calculate the power loss per cell jointly with the power loss
of the overall module. Since the per cell power loss has never been used during
training, this approach allows to quantify the impact of individual defects on the
overall power loss and does not require any additional measurements or finite
element analysis.
For future works, we think that it might be interesting to consider architec-
tures that operate on cell level, because they could take the electrical connections
into account, which is not considered in this work. As shown in Sec. 5.4.1, the
model mainly focusses on fractures, which is consistent to physical considerations.
However, the impact of a fracture on the PMPP is dependent on the overall
conductivity of the substring. This relationship could be learned from the data
using an architecture that determines the fraction of inactive area per cell and
subsequently combines this information into a final estimate. Furthermore, the
generalization gap shown in Fig. 9 deserves further investigation.
We are confident that this work contributes to an automated and contactless
assessment of large PV power plants. By releasing the data and code, we aim to
allow other researchers to reproduce our results and to push the field forward.
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Appendices
A Detection results
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Figure 10: Detection performance of the proposed method. We compute the IoU
of predicted and ground truth boxes. Then, we state a prediction as accepted, if
the IoU with the ground truth box is greater than τIoU. Finally, we compute
precision and recall at varying thresholds τIoU. It turns out that the method
works very well up to τIoU = 0.85 and slightly drops in precision and recall
beyond that threshold.
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B Additional CAMs
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Figure 11: Additional examples for CAMs used to compute the per cell power
loss.
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C Data analysis
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Figure 12: t-SNE visualization of ResNet18 embeddings.
In Fig. 12, we visualize our data using t-stochastic neighbour embedding
(t-SNE) [15] applied on the embeddings from a pretrained ResNet18. We observe
that there is a weak clustering according to prel without any further training. This
is in line with the results from an earlier publication on the same topic, where a
pretrained ResNet18 already performed well on this task by only training the
last fully connected layer [8]. In addition, Fig. 12 reveals that module instances
from the load cycle measurements result in dense clusters. A further analysis
of the data shows that there is a strong clustering regarding module types and
measurement conditions in the t-SNE visualization, as shown in appendix C. We
conclude that prel is not the main mode of variation without further finetuning
of the network. This observation is supported by the results obtained from using
a pretrained ResNet18 followed by a SVR, which we introduce as a baseline
method (Sec. 5.2).
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