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Abstract— Compressed sensing can increase resolution, and
decrease electron dose and scan time of electron microscope
point-scan systems with minimal information loss. Building on
a history of successful deep learning applications in compressed
sensing, we have developed a two-stage multiscale generative
adversarial network to supersample scanning transmission
electron micrographs with point-scan coverage reduced to 1/16,
1/25, ..., 1/100 px. We propose a novel non-adversarial learning
policy to train a unified generator for multiple coverages and
introduce an auxiliary network to homogenize prioritization of
training data with varied signal-to-noise ratios. This achieves
root mean square errors of 3.23% and 4.54% at 1/16 px
and 1/100 px coverage, respectively; within 1% of errors for
networks trained for each coverage individually. Detailed error
distributions are presented for unified and individual coverage
generators, including errors per output pixel. In addition, we
present a baseline one-stage network for a single coverage and
investigate numerical precision for web serving. Source code,
training data, and pretrained models are publicly available at
https://github.com/Jeffrey-Ede/DLSS-STEM.
I. INTRODUCTION
Materials can be damaged by an electron beam[1, 2] as they
are examined by scanning electron microscopy[3] (SEM),
scanning transmission electron microscopy[4] (STEM), and
other point-scan systems. This limits materials that can be
studied at high electron doses to stable crystals and select
organic structures, and is particularly problematic at high
resolution as local electron dose may be higher. In this
context, we have developed deep learning supersampling
for STEM (DLSS-STEM) with a generative adversarial
network[5, 6] (GAN) to increase resolution, decrease scan
time and lower electron dose.
There has been increased interest in compressed sensing
in electron microscopy[7], especially over the last 5-10
years. Recent advances include the completion of STEM
images from spiral scans[8, 9], TEM video inpainting[10],
and interpolative SEM[11] and STEM[12] inpainting. In
particular, compressed sensing is enabling new biological
applications[13, 14] by decreasing electron beam damage.
Deep learning has a history of successful applications to
image infilling, including image completion[15], irregular
gap infilling[16] and supersampling[17]. This has motivated
the application of deep learning to electron microscopy
supersampling. Recent advances include a network trained
on pairs of low and high resolution STEM images[18],
and a network trained to generalize from artificial noise
to increase the resolution limit of a SEM[19]. However,
collecting a dataset of image pairs is time-intensive and may
be complicated by alignment, and artificial noise decorrelates
outputs from inputs.
Fig. 1: Simplified point-scan system showing separation between
probing locations.
We have been developing a simpler approach, which uses
deep learning to supersample STEM images after nearest
neighbour downsampling. This creates examples from single
images, and outputs are correlated with inputs. A simplified
STEM raster scan system is illustrated in fig. 1 to show
that STEM pixel intensities are measured at a regular lattice
of probing locations. It follows that if a STEM image is
nearest neighbour downsampled to have probing location
coverage c, c ∈ {1/s2 | s ∈ N}, of its original coverage,
it is physically equivalent to a lower resolution scan. This
provides an inexpensive method to generate low and high
resolution image pairs at multiple coverages.
II. EXPERIMENT
To train a neural network for arbitrary STEM images, we
used 161069 512×512 32 bit floating point STEM crops
from the STEM Crops dataset[20] introduced in [8]. The
dataset is collated from individual micrographs saved to
University of Warwick data servers by dozens of scientists
working on hundreds of projects and therefore has a diverse
constitution. We use the default split into 110933 training,
21259 validation, and 28877 test crops, where each set is
shuffled independently. Each set is collected by a different
subset of scientists and has different characteristics. As a
result, unseen validation and test sets can be used to quantify
the ability of a trained network to generalize.
Each 512×512 crop was linearly transformed to have a
minimum value of 0 and maximum of 1, except for a small
number of uniform images that were scaled to 0.5. Any
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Fig. 2: Root MSEs for 20000 training set crops in [0, 1] after
non-adversarial training for 106 iterations are fit by a quadratic.
non-finite values; such as ±∞ and NaN, were replaced with
0 before transformation. Each crop was then subject to a
random combination of flips and 90◦ rotations to augment the
dataset by a factor of eight. Finally, each 512×512 crop was
nearest neighbour downsampled to either 1/16, 1/25, 1/36,
1/64, or 1/100 px coverage, depending on the experiment.
Most of our experiments are based on a two-stage
generator, ancillary trainer and multi-scale discriminator
developed for 512×512 partial-STEM[8]; see figs. 11-12 in
section IX. Input crops were nearest neighbour upsampled
to 512×512, regardless of their size so a network could
be trained for a range of pixel coverages. For a single
coverage, nearest neighbour upsampling inefficiently utilizes
initial generator convolutions. As a result, we also developed
a one-stage generator shown in fig. 9 and will show that it
can achieve similar performance for a single coverage.
To train networks for a single coverage, we used the
two-stage generator and non-adversarial learning policy in
[8], other than the replacement of Huberisation with adaptive
learning rate clipping[21] (ALRC). Final root mean square
training errors for 1/16, 1/25, 1/36, 1/64, and 1/100 coverage
are displayed in fig. 2 and mean square square errors are
fitted by the polynomial
praw(c) = 0.002211− 0.037887c+ 0.289451c2. (1)
Mean squared errors increase as coverage decreases. As
a result, a multiple coverage network will emphasise
optimization for low coverage where losses are higher unless
losses are adjusted. To scale MSEs so that all losses are on
the same scale for coverages call = {1/s2 | s ∈ [4, 10],N},
we divide MSEs by
p(c) =
praw(c)
mean({praw(x) |x ∈ call}) . (2)
If p(c) is not known in advance, praw(c) could be tracked
throughout training by an exponential moving average.
In detail, our generator, G, is partitioned into inner, Ginner,
and outer, Gouter, generators, and an inner generator trainer,
Fig. 3: Multilayer perceptrons predict outer generator MSEs
by examining noise characteristics of 5×5 random crops from
512×512 target outputs.
T , in fig. 11. The generator, G(I) = Gouter(Ginner(I), I),
for an input, I , and is all that is needed for inference. To
reduce gradient variance introduced by varying noise levels
during training by stochastic gradient decent, target crops
were blurred to Iblur by a 5×5 symmetric Gaussian kernel
with a 2.5 px standard deviation. The ALRC scaled MSE
loss is
LG,MSE = ALRC
(
λG,MSE
MSE(G(I), Iblur)
p(c)
)
, (3)
where MSE(x1, x2) is the MSE between x1 and x2,
ALRC(x) apples ALRC to x, and we chose λG,MSE = 200.
Gaussian blurring is a linear transformation that preserves
image information, and can be reversed by deconvolution
for inference. However, Fourier deconvolution is numerically
unstable for small kernels as division by their Fourier
transforms is denominated by small numbers. Instead,
we find that deconvolution by ADAM optimized gradient
descent for 100 iterations, i, with learning rate η = η0ai,
where η0 = 0.3 and a = 0.99, and first moment of the
momentum decay, β = 0.9, could reduce the MSE to
6.28 × 10−8 for 1000 random training set crops in [0, 1].
In comparison, the MSE between blurred and unblurred
crops was 3.03× 10−3. Other, potentially faster, algorithms;
such as ADMM[22] and Wiener filtering[23], have also been
developed for finite kernel deconvolution.
To avoid deconvolution artefacts, it may be desirable to
train with unblurred images. However, this prioritizes high
noise examples as their MSEs will be higher. To give all
examples the same priority, we propose training N = 20
identical multilayer perceptrons, denoted M and shown in
fig. 3, to predict the outer generator MSE, from random d×d,
where d = 5, crops, {C1, C2, ..., CN}, to minimize
LM =
1
N
N∑
i=1
MSE
(
M(Ci),
λG,MSEMSE(G(I), I)
p(c)
)
(4)
where crops are chosen randomly, and d  512 so that
predictions are based on noise characteristics; rather than
large-scale features. The mean prediction is
µM =
1
N
N∑
i=1
M(Ci) (5)
Learning rate, η
Iterations, i Generator, G Predictor, M Trainer, T Discriminators, D
[0, 5× 105) 0.0003 0.0003 0.0006 -
[5× 105, 1× 106) 0.0003f(i, 5× 105) 0.0003f(i, 5× 105) 0.0006f(i, 5× 105) -
[1× 106, 1.5× 106) 0.0001 - 0.0002 0.0001
[1.5× 106, 2× 106) 0.0001f(i, 5× 106) - 0.0002f(i, 5× 106) 0.0001
Momentum decay, β
Iterations, i Generator, G Predictor, M Trainer, T Discriminators, D
[0, 5× 105) 0.9 0.9 0.9 -
[5× 105, 1× 106) 0.5 + 0.4f(i, 5× 105) 0.9 0.5 + 0.4f(i, 5× 105) -
[1× 106, 1.5× 106) 0.5 - 0.5 0.5
[1.5× 106, 2× 106) 0.5 - 0.5 0.5
Table 1: ADAM optimizer learning rates, η, and first moment of the momentum decay rate, β, at each training iteration, i, for a two-stage
generator, inner generator trainer, multiscale discriminators, optional loss predictors. The function f : i, b→ 1− floor(8i/b− 1) describes
a linear decay schedule with seven steps.
and can used to homogenize prioritization by modifying the
outer generator loss proposed in eqn. 3 to
Lno blurG,MSE = ALRC
(
λG,MSE
µ1MSE(G(I), I)
p(c)max(µM , )
)
, (6)
where µ1 is an exponential moving average that tracks the
first raw moment of the error, i.e. implemented for ALRC,
and  = 0.1 is a safeguard to prevent small m producing
extreme LG,MSE in the early stages of training. To increase
stability, an exponential moving average of M weights could
be used to calculate m.
Generated pixels at input pixel locations have the same
values as input pixels. As a result, the generator will focus
on outputting the known input pixels. To prevent this, we
replace inputted output pixels with their target values so they
do not contribute to the loss function.
To provide a shorter path for gradients to backpropagate
to the inner generator and an additional regularization
mechanism, the inner generator trainer learns to output
half-size, bilinearly downsampled blurred target outputs,
Ihalfblur . The inner generator trainer cooperates with the inner
generator to minimize
LG,aux = ALRC
(
λG,aux
MSE(T (Gin(I)), Ihalfblur)
p(c)
)
, (7)
where we chose λG,aux = 200.
The first half of training is based on non-adversarial MSEs.
Optionally, the generator can be adversarially fine-tuned
as part of a GAN to produce images with realistic noise
characteristics. We use a multiscale discriminator, D =
{D1, D2, D3}, where D1, D2, and D3 are shown in fig. 12
and process single random 70×70, 140×140 and 280×280
crops. The adversarial discriminator loss is
LD =
1
N
N∑
i=1
Di(G(I))
2 + (Di(IN )− 1)2, (8)
where N = 3 is the number of discriminator scales. The
adversarial generator loss is
LG,adv =
1
N
N∑
i=1
Di(G(I)− 1)2. (9)
Added together, the total generator loss during adversarial
fine-tuning is
LG = L
blur
G,MSE + LG,aux + LG,adv, (10)
where the superscript of LblurG,MSE indicates that generator
outputs, G(I), in eqn. 3 or eqn. 6 are blurred by a 3×3
symmetric Gaussian kernel with 1.5 px standard deviation
to reduce suppression of realistic noise characteristics during
adversarial training.
Other than loss function modifications, learning policy is
the same as [8]. As a result, it is only stated in the remainder
of this section for ease of reference. Detailed justification and
experiments can be found in [8].
Optimization: Training is ADAM[24] optimized for 106
non-adversarial iterations, optionally followed by 106
adversarial iterations. ADAM learning rate, η, and first
moment of the momentum decay rate, β, are tabulated for
each iteration for the two-stage generator, inner generator
trainer, discriminators, and optional loss predictors in table 1.
All two-stage generator training was performed with batch
size 1.
ALRC: All ALRC[21] layers were initialized with first raw
moment µ1 = 25, second raw moment µ2 = 30, exponential
decay rates β1 = β2 = 0.999, and n = 3 standard deviations.
Input normalization: Generator inputs were linearly
transformed to [0, 1]. Target generator outputs in [0, 1]
were linearly transformed to [−1, 1] before being randomly
cropped and input to discriminators.
Weight normalization: All generator weights are weight
normalized and running mean-only batch normalization
[25, 26] is applied to the output channels of every
convolutional layer, except the last. Channel means are
tracked by exponential moving averages with decay rates of
0.99 and frozen in the second half of training.
Spectral normalization: All discriminator weights are
spectrally normalized[27]. We use the power iteration
method with one iteration per training step to enforce a
spectral norm of 1 for each weight matrix.
Activation: In the generator, ReLU[28] non-linearities are
applied after running mean-only batch normalization. In the
Fig. 4: Frequency distributions of test set MSEs for 20000 images in [0, 1] of individual and unified networks for 1/16, 1/25, 1/36, 1/64,
and 1/100 px coverage. In coverage order, 60, 65, 88, 631, and 165 tail MSEs above 0.0125 are not shown for individual networks and
66, 62, 72, 115, and 142 are not show for the unified network. The remaining MSES in [0, 10) are distributed across 100 equispaced bins.
Fig. 5: Non-adversarial unified DLSS-STEM outputs for 1/49 coverage for target images with and without blurring by a 5×5 symmetric
Gaussian kernel with a 2.5 px standard deviation. Training with blurring produces blurrier outputs than training without blurring. Enlarged
64×64 regions from the top left of each image reveal high-frequency grid-like spatial variation for Gaussian kernel deconvolution. True
values replace no blur output values at input pixel locations.
1/16 1/25 1/36 1/64 1/100
Method Mean Std Dev Mean Std Dev Mean Std Dev Mean Std Dev Mean Std Dev
Nearest Neighbour 0.0810 0.0641 0.0887 0.0720 0.0909 0.0745 0.0913 0.0749 0.0973 0.0815
Area 0.0810 0.0641 0.0811 0.0650 0.0844 0.0685 0.0913 0.0749 0.0932 0.0779
Bilinear 0.0542 0.0427 0.0609 0.0495 0.0634 0.0525 0.0654 0.0555 0.0703 0.0612
Bicubic 0.0687 0.0541 0.0745 0.0596 0.0769 0.0623 0.0788 0.0648 0.0836 0.0701
Lanczos 0.0728 0.0575 0.0786 0.0629 0.0810 0.0656 0.0829 0.0681 0.0877 0.0732
DLSS-Individual 0.0320 0.0427 0.0343 0.0447 0.0388 0.0492 0.0452 0.0800 0.0450 0.0535
DLSS-Unified 0.0323 0.0415 0.0346 0.0442 0.0372 0.0462 0.0417 0.0503 0.0454 0.0521
Table 2: Root mean and root standard deviations of supersampling mean squared errors for 20000 test set images in [0, 1] after nearest
neighbour downsampling to 1/16, 1/25, 1/36, 1/64, and 1/100 px coverage. DLSS-Individual results are for networks trained for each
coverage individually whereas DLSS-Unified results are for a network trained for coverages 1/s2, s ∈ [4, 10],N.
discriminators, slope 0.2 leaky ReLU[29] non-linearities are
applied after every convolution layer.
Initialization: Generator weights were initialized from a
normal distribution with mean 0.00 and standard deviation
0.05. To apply weight normalization, a 512×512 image with
values sampled from a uniform distribution over [−0.8, 0.8]
is then propagated through the network. Each layer output is
divided by its L2 norm and the layer weights assigned their
division by the square root of the L2 normalized output’s
standard deviation. There are no biases in the generator.
Discriminator weights were initialized from a normal
distribution with mean 0.00 and standard deviation 0.03.
Biases were zero initialized.
Experience replay: An experience replay kept examples
with errors in the top 20%. In each iteration, there was a
20% probability than an experience would be replayed.
III. PERFORMANCE
Individual and unified network MSEs for 20000 test set crops
at 1/16, 1/25, 1/36, 1/64, and 1/100 px coverageare compared
against MSEs for traditional methods in table 2. In-line with
training, target images were Gaussian blurred by a 5×5
Gaussian kernel with a 2.5 px standard deviation. Individual
and unified networks outperform all other methods; however,
some algorithms are not designed for noisy images so some
comparisons may be uncharitable.
DLSS-Unified root MSEs are ∼1% higher than
DLSS-Individual root MSEs, except for an outlier
1/36 px coverage DLSS-Individual root MSE where
the DLSS-Unified root MSE is ∼4% lower. In contrast,
DLSS-Unified root standard deviations of MSEs are ∼2%
lower. Higher unified MSEs demonstrate that learning
multiple; rather than individual, coverages decreases
performance. However, lower unified standard deviations
also suggest that multiple coverages regularize the network;
making it more robust to high MSEs.
Fig. 6: Root MSEs for 20000 test set crops in [0, 1] after
non-adversarial training a unified network for 106 iterations. The
unified network is trained for coverages in [1/100, 1/16] px,
between the dashed lines, and has high errors for unseen coverages.
Fig. 7: DLSS-Unified root MSEs at each 512×512 generator output
pixel for 20000 test set images. An enlarged 16×16 region from
the top-left is inset to show that root MSEs are higher near edges.
Fig. 8: Root MSEs decrease with increasing minimum distance
from generator output edges. Error oscillations are a result of
systemic spatial error variation and a dashed line indicates the mean
error. Mean errors decrease if pixels below distance thresholds from
the edges are discarded; however, fewer pixels inform values at
higher distances.
Frequency distributions of 20000 test set MSEs for unified
and individual networks are shown in fig. 4. Most networks
have a frequency peak at a MSE of ∼0.001, which decreases
as coverage decreases and the portion of higher MSEs
increases. These peaks may be the result of potions of images
without significant fine detail below average pixel separations
in low coverage crops. Individual networks also have peaks
near a MSE of 0 for blank or otherwise uniform images
that is not present for unified networks. The absence of
this peak partly accounts for slightly higher DLSS-Unified
MSEs and suggests that individual networks may be better
at recognising some input classes.
Unified network test set root MSEs for training coverages,
1/s2, s ∈ [4, 10],N, and unseen 1/9, 1/121, and 1/144 px
coverages are displayed in fig. 6. The unified network is
able to generalize; however, MSEs for unseen coverages are
higher than might be extrapolated from seen coverages. In
part, high errors for unseen coverages may be the result of
nearest neighbour upsampling inputs; allowing generators to
tailor initial convolutional kernels for various size uniform
square regions. If so, bilinear or other smooth upsampling
may improve the ability of generators to generalize.
Root MSEs of DLSS-Unified generator output pixels for
20000 test set crops are displayed in fig. 7 for coverages
1/s2, s ∈ [4, 10],N. Varied intensity lines show systematic
spatial error variation, and errors are especially high at
output edges. Root MSEs decrease with increasing minimum
distance to image edges in fig. 8. Root MSEs can be reduced
by ∼1% by discarding pixels close to the edges; however,
returns diminish after discarding pixels less than ∼20 px
from the edges.
Sheets of examples are appended. Comparisons of
individual networks for 1/16, 1/25, 1/36, and 1/100 px
coverage are in figs. 16-18. Their insets show that networks
have higher errors at low coverage, especially for crops
with fine detail. Example comparisons for non-adversarial
and adversarial training for a 1/25 coverage generator are
in figs. 13-15. They show that adversarial training produces
images with realistic noise characteristics and colouration.
Similar comparisons are made for a unified generator at 1/25,
1/49, and 1/100 px coverage in fig. 19, fig. 20, and fig. 21,
respectively.
A 5×5 symmetric Gaussian kernel with a 2.5 px standard
deviation applied to target outputs is deconvoluted by
gradient descent from 1/49 px non-adversarial outputs in
fig. 5. Implicitly, non-adversarial networks learn to remove
noise, similar to a denoising autoencoder[30], so we aimed
to deconvolute to less noisy outputs. However, while
deconvolutions are less noisy than STEM images and remove
blur, they also emphasize high-frequency grid-like spatial
variation suppressed by Gaussian kernels. As shown in
fig. 5, deconvolutional spatial error variation can be avoided
by training without blurring outputs. Alternatively, high
frequency spikes in Fourier transforms caused be gridlike
artefacts could be divided by their average amplitudes or
otherwise processed.
IV. ONE-STAGE GENERATOR
For generators trained for a single coverage, upsampling
images to 512×512 inefficiently utilizes initial convolutional
layers as most input pixels are redundant. As a result, we
heuristically implemented a one-stage generator, Gone-stage,
shown in fig. 9 for 1/25 coverage. This is intended to be
a baseline to compare our two-stage generator against and
a starting point for future single-coverage experiments. A
comparison of one-stage and two-stage generator learning
curves in fig. 10 for 1/25 px coverage shows that two-stage
generator MSEs are lower. However, the two-stage generator
received 5×105 training iterations; compared to 105 for the
one-stage generator, so the comparison may be uncharitable.
Before each convolutional layer, ReLU[28] non-linearities
are applied before batch normalization[31], except before
the first where no non-linearity is applied. Similar to
Fig. 9: One-stage generator that supersamples low resolution
103×103×1 images to 512×512×1.
Fig. 10: ALRC MSE losses for a 1/25 px coverage one-stage and
two-stage generators, where batch normalization is frozen halfway
through one-stage generator training. For clarity, the first 1% of
iterations before the dashed line, where losses rapidly decrease, are
not shown and learning curves are 2500 iteration boxcar averaged.
single-coverage two-stage generator training, 512×512
STEM crops were nearest neighbour downsampled to
103×103 and the generator was non-adversarially optimized
to minimize an ALRC MSE loss
Lone-stage = ALRC (λone-stageMSE(Gone-stage(I), Iblur)) , (11)
where we chose λone-stage = 200.
Training was ADAM[24] optimized with batch size 16
for 105 iterations. We used an initial learning rate of
0.001, which was stepwise linearly decayed to 0.0005, then
0.00025, at 12500 and 25000 iterations, respectively. After
50000 iterations, batch normalization was frozen and first
moment of the momentum decay, β1, was decreased from
0.9 to 0.5.
V. WEB SERVING
At Warwick, we are developing an internal web server to
host neural networks. This will allow anyone in the electron
microscopy group to readily use networks without local
hardware acceleration or software dependencies. To reduce
latency, it helps to make data transfers as small as possible.
In addition to data compression, we therefore experimented
with reducing image bits from signed 32 bit to signed 16
bit and, with scaling, to unsigned 8 bit. Root mean squared
errors on 20000 test set images for network inputs at different
bit sizes are tabulated in table 3.
8 bit int 16 bit float 32 bit float
Mean 0.0381 0.0345 0.0343
Std Dev 0.1075 0.0457 0.0447
Table 3: Root means and standard deviations of unclipped mean
squared errors for 20000 test set images typecast to 8-bit integers,
16-bit floats, and 32-bit floats before input to a 1/25 dose network.
Decreasing image bits increases root means and standard
deviations of MSEs. Root MSEs are less than 1% higher for
16 bit; rather than 32 bit, so it may be pragmatic typecast to
16 bit to reduce latency. Note that we do not currently have
plans to make our server publicly accessible. However, it is
a possibility in the future.
VI. APPLICATIONS
Test set results show that DLSS can decrease scan
coverage and total electron electron dose by over an
order of magnitude with a 3-4% root MSE, enabling new
beam-sensitive applications. In practice, this error is small
compared to typical STEM noise so DLSS performance
is comparable to standard STEM imaging. DLSS can also
decrease peak electron dose where beam spread overlaps by
enabling increased probing location separation.
Pixels in point-scan system images are subsets of pixels in
higher resolution images. As a result, DLSS can be applied as
a post-processing step to ordinary STEM images, potentially
long after a sample has be lost, modified or destroyed.
Nevertheless, DLSS image characteristics are based on input
image characteristics so imaging conditions can be optimized
for DLSS based on a live DLSS display. Alternatively, a
scan system could be modified to skip scan points without
modifying imaging conditions.
Optimizing imaging conditions for DLSS may reducing
the quality of the input image. To compare spatial
correlation in input and target images, we measured mean
absolute Laplacians (MAL) for 103×103 segments of 20000
512×512 validation set crops, MALseg, and after nearest
neighbour downsampling crops to 103×103, MALnear. The
mean ratio, MALseg/MALnear, of 0.93 indicates higher spatial
correlation in target images; as expected if experimenters
optimize imaging conditions to increase spatial correlation.
For low-lose imaging, it may be necessary to apply DLSS
at all times, including during alignment or modification
of imaging conditions, to prevent a sample from being
damaged. For DLSS, this is possible because output images
are based on input image characteristics. In a contrast,
a network trained to generalize from artificial noise[19]
may learn to produce average images, which may be
less correlated with input images. Training based on
pairs of high and low resolution images[18] overcomes
this limitation; however, collecting training data is more
expensive, especially for multiple coverages.
Unified DLSS input size is fixed for each coverage.
However, a network can be tiled across an image; potentially
processing all the tiles in a single batch for computational
efficiency. To reduce higher errors at the edge of DLSS
outputs, tiles can overlap so that edges may be discarded.
Alternatively, networks can be trained for other output sizes.
Following [19], we propose that DLSS can be used to
go beyond the resolution limit of an instrument. However,
DLSS image characteristics are based on input image
characteristics and may appear blurred if the scan system
point spread function[32] (PSF) is larger than the pixel size.
In contrast, a network trained to generalize from artificial
noise, including blurs, is less susceptible to producing blurred
outputs. Blurring can be corrected if the PSF is known or
can be estimated[33]. However, PSF measurement is often
unrealistic as it varies as imaging conditions are varied. As a
result, we are investigating PSF deconvolution with a GAN.
By enabling probing location coverage to be decreased
by over an order of magnitude, DLSS enables scan speeds
to be increased proportionately. This may enable increased
temporal resolution of dynamic materials, including
polar nanoregions in relaxor ferroelectrics[34, 35], atom
motion[36], nanoparticle nucleation[37], and material
interface dynamics[38]. Faster scans could also reduce delay
for experimenters, decreasing microscope time.
VII. CONCLUSION
This paper shows that DLSS-STEM can decrease electron
dose and scan time, and increase resolution by up to 100×,
with minimal information loss. A novel learning policy is
proposed to train a unified two-stage GAN for multiple
coverages and training data with varying signal-to-noise
ratios and shown to achieve similar MSEs to networks trained
for individual coverages. Detailed MSE characteristics are
provided for unified and individual networks, including
MSEs for each output pixel. In addition, a baseline one-stage
generator has been developed as a starting point for future
work on individual coverages and we investigate numerical
precision for web serving. We expect our results to be
generalizable to other point-scan systems.
VIII. SOURCE CODE
A TensorFlow[39] implementation of DLSS-STEM is
available at https://github.com/Jeffrey-Ede/
DLSS-STEM.
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Fig. 11: Two-stage generator that supersamples low resolution 103×103×1 images after nearest neighbour infilling to 512×512×1. A
dashed line indicates that the same image is input to the inner and outer generator. Large scale features developed by the inner generator
are locally enhanced by the outer generator and turned into images. An auxiliary inner generator trainer restores images from inner
generator features to provide direct feedback.
IX. DETAILED ARCHITECTURE
Fig. 12: Discriminators examine random w×w crops to predict
whether complete scans are real or generated. Adversarial
generators are trained by multiple discriminators with different w.
Network architecture from [8] is summarized in this section.
Generator and inner generator trainer architecture is shown
in fig. 11. Discriminator architecture is shown in fig. 12. The
components in our networks are
Bilinear Downsamp, wxw: This is an extension of linear
interpolation in one dimension to two dimensions. It is used
to downsample images to w×w.
Bilinear Upsamp, xs: This is an extension of linear
interpolation in one dimension to two dimensions. It is used
to upsample images by a factor of s.
Conv d, wxw, Stride, x: Convolution with a square kernel
of width, w, that outputs d feature channels. If the stride is
specified, convolutions are only applied to every xth spatial
element of their input, rather than to every element. Striding
is not applied depthwise.
Linear, d: Flatten input and fully connect it to d feature
channels.
Random Crop, wxw: Randomly sample a w×w spatial
location using an external probability distribution.
+ : Circled plus signs indicate residual connections where
incoming tensors are added together. These help reduce
signal attenuation and allow the network to learn perturbative
transformations more easily.
All generator convolutions are followed by running
mean-only batch normalization then ReLU activation, except
output convolutions. All discriminator convolutions are
followed by slope 0.2 leaky ReLU activation.
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Fig. 13: Adversarial and non-adversarial deep learning supersampling of test set 103×103 STEM images to 512×512. Adversarial
completions have realistic noise characteristics and colouration whereas non-adversarial completions are blurry. Inputs are nearest neighbour
upsampled to 512×512 and enlarged 64×64 regions from the top left of each image are inset to ease comparison.
Fig. 14: More adversarial and non-adversarial deep learning supersampling of test set 103×103 STEM images to 512×512. Adversarial
completions have realistic noise characteristics and colouration whereas non-adversarial completions are blurry. Inputs are nearest neighbour
upsampled to 512×512 and enlarged 64×64 regions from the top left of each image are inset to ease comparison.
Fig. 15: More adversarial and non-adversarial deep learning supersampling of test set 103×103 STEM images to 512×512. Adversarial
completions have realistic noise characteristics and colouration whereas non-adversarial completions are blurry. The bottom row shows a
failure case where detail is too fine. Inputs are nearest neighbour upsampled to 512×512 and enlarged 64×64 regions from the top left
of each image are inset to ease comparison.
Fig. 16: Non-adversarial deep learning supersampling of test set STEM images with 1/16, 1/25, 1/36 and 1/100 coverage. Supersampling
becomes less accurate as coverage decreases. Enlarged 64×64 regions from the top left of each image are inset to ease comparison.
Fig. 17: Non-adversarial deep learning supersampling of test set STEM images with 1/16, 1/25, 1/36 and 1/100 coverage. Supersampling
becomes less accurate as coverage decreases. Enlarged 64×64 regions from the top left of each image are inset to ease comparison.
Fig. 18: Non-adversarial deep learning supersampling of test set STEM images with 1/16, 1/25, 1/36 and 1/100 coverage. Supersampling
becomes less accurate as coverage decreases. Enlarged 64×64 regions from the top left of each image are inset to ease comparison.
Fig. 19: Adversarial and non-adversarial deep learning supersampling of test set 103×103 STEM images to 512×512. Adversarial
completions have realistic noise characteristics and colouration whereas non-adversarial completions are blurry. Inputs are nearest neighbour
upsampled to 512×512 and enlarged 64×64 regions from the top left of each image are inset to ease comparison.
Fig. 20: Adversarial and non-adversarial deep learning supersampling of test set 74×74 STEM images to 512×512. Adversarial completions
have realistic noise characteristics and colouration whereas non-adversarial completions are blurry. Inputs are nearest neighbour upsampled
to 512×512 and enlarged 64×64 regions from the top left of each image are inset to ease comparison.
Fig. 21: Adversarial and non-adversarial deep learning supersampling of test set 52×52 STEM images to 512×512. Adversarial completions
have realistic noise characteristics and colouration whereas non-adversarial completions are blurry. The bottom row shows a failure case
where detail is too fine. Inputs are nearest neighbour upsampled to 512×512 and enlarged 64×64 regions from the top left of each image
are inset to ease comparison.
