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Abstract
Hyper-kernels endowed by hyper-Reproducing Kernel Hilbert Space (hyper-RKHS) formulate the kernel learning task
as learning on the space of kernels itself, which provides significant model flexibility for kernel learning with outstanding
performance in real-world applications. However, the convergence behavior of these learning algorithms in hyper-RKHS has
not been investigated in learning theory. In this paper, we conduct approximation analysis of kernel ridge regression (KRR)
and support vector regression (SVR) in this space. To the best of our knowledge, this is the first work to study the approximation
performance of regression in hyper-RKHS. For applications, we propose a general kernel learning framework conducted by
the introduced two regression models to deal with the out-of-sample extensions problem, i.e., to learn a underlying general
kernel from the pre-given kernel/similarity matrix in hyper-RKHS. Experimental results on several benchmark datasets suggest
that our methods are able to learn a general kernel function from an arbitrary given kernel matrix.
1. Introduction
The performance of kernel methods [1, 2, 3] largely depends on the choice of kernel. However, selecting appropriate
kernels is not a trivial task. Recent years have been devoted to automatically learn effective and flexible kernels from data.
One representative approach is using hyper-kernels [4, 5] to generate a hyper reproducing kernel Hilbert space (hyper-RKHS)
H on the kernel. Every element in this functional space is a kernel function k, and thus we can learn kernels in this space from
a broad class, which allows for significant model flexibility. Specifically, the learned kernel in this space has the property of
translation and rotation invariant simultaneously [6], and thus is extensively applied to feature representations [7] and other
applications such as classification [8], density estimation [9], and out-of-sample extensions [10].
Now that learning in hyper-RKHS is adopted for numerous research fields, there is a key question left unanswered in the
theoretical aspect. The convergence behavior of learning algorithms inH has not been investigated in learning theory. We take
the regression problem in hyper-RKHS as an example, of which the learned regression function is also a kernel k as mentioned.
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Figure 1. On blue arrows, the kernel/similarity matrix is learned on the given data X with label yop by minimizing the loss function `(·)
with respect to the hypothesis f . The out-of-sample extensions issue in hyper-RKHS (see red arrows) is formulated as a regression problem
by minimizing the quality functional T between k andK.
Till now, it has not yet been studied that the excess error E(k)− E(k∗) converges with a certain learning rate as the sample
size increases in hyper-RKHS, where k∗ is the optimal regression function that minimizes the expected risk E(k) over all
measurable functions inH. Notice that learning in hyper-RKHS involves pairs of samples, which is no longer mutual pairwise
independent [11]. As a result, the standard approximation analysis in RKHS [12, 13, 14] is invalid.
A typical application of the regression problem in hyper-RKHS is the out-of-sample extensions problem [15]. To be specific,
in a nonparametric kernel learning setting, the positive semi-definite (PSD) kernel matrix K is predefined or learned in a
nonparametric scheme (see blue arrows in Fig. 1), so that the underlying kernel function k is unknown. To tackle this issue, in
[10], the authors formulate the out-of-sample problem as a regression problem in hyper-RKHS (see red arrows in Fig. 1). A
regression function is learned from the nonparametric kernel matrixK by the developed nonnegative least-squares in this space.
Since each element in hyper-RKHS is a kernel function, the learned regression function is also a kernel as expected. However,
a practical dilemma in out-of-sample extensions is that we can hardly predict whether the underlying kernel is positive definite
(PD) or indefinite (real, symmetric, but not PD). Additionally imposing the positive definiteness on the learned kernel would
exclude indefinite kernel learning [16, 17]. In practice, indefinite kernel learning is ubiquitous in many real-world applications
due to intrinsic and extrinsic reasons. Here, “intrinsic” means that we often meet some indefinite kernels such as the hyperbolic
tangent kernel [18] and the truncated `1 distance (TL1) kernel [19], or some similarity measures cannot be expressed as a
PD kernel, e.g., the Smith Waterman and BLAST score [20] for the protein sequence. Differently, “extrinsic” indicates that
some PD kernels would degenerate to indefinite ones in some cases. For example, polynomial kernels on the unit sphere are
not always PD [21]. In manifold learning, if we choose the geodesic distance z =
∥∥ log(S−1/21 S2S−1/21 )∥∥F between two
symmetric positive semi-definite (PSD) matrix descriptors S1 and S2, the derived Gaussian kernel k = exp(−z2/σ2) on the
manifold is indefinite [22]. There are both theoretical and practical requirements to include indefinite kernels when we deal
with out-of-sample extensions.
In this paper, we investigate two kernel-based regression algorithms including kernel ridge regression (KRR) and support
vector regression (SVR) in a regularization scheme and then devise generalization bounds for them in hyper-RKHS. To the best
of our knowledge, this is the first work to study the approximation performance of regression in hyper-RKHS. For applications,
a general kernel learning framework is proposed to conduct the out-of-sample extensions problem by the developed two
regression algorithms in hyper-RKHS, i.e., to extend a pre-given kernel matrix to a general kernel function. By doing so, our
two regression methods are able to flexibly learn a PD or indefinite kernel to adapt to various requirements in kernel learning.
Theoretical analyses and experimental results on several benchmark datasets demonstrate the effectiveness of our regression
models in hyper-RKHS for out-of-sample extensions.
The rest of the paper is organized as follows. In Section 2, we introduce the regression models in hyper-RKHS. The
approximation analysis of KRR and SVR in hyper-RKHS is presented in Section 3. In Section 4, we exploit the proposed
regression models to the out-of-sample extensions problem and further scale them to large scale situations. In Section 5, we
conduct experiments with other out-of-sample extension based methods, and conclude with a discussion in Section 6.
2. Learning Models in hyper-RKHS
In this section, we formulate the regression problem in hyper-RKHS as the regularized risk minimization, and then devise
two regression algorithms including KRR and SVR in hyper-RKHS.
2.1. Regularized Risk Minimization in hyper-RKHS
The elements in hyper-RKHS are kernel functions, and thus the associated reproducing kernel is called the hyper-kernel
(kernel of kernel), termed as k. The definition of this space is presented as follows.
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Definition 1. (hyper-RKHS [4]) Let X be a nonempty set, X = X × X and H denotes a Hilbert space of functions
k : X → R. ThenH is called a hyper-RKHS endowed with the dot product 〈·, ·〉 if there exists a function k : X ×X → R
satisfying x,x′ ∈ X such that 1) k has the reproducing property 〈k, k(x, ·)〉H = k(x) for all k ∈ H; in particular,
〈k(x, ·), k(x′, ·)〉H = k(x,x′). 2) k spans H, i.e., H = span{k(x, ·)|x ∈ X}. 3) k((x,y), (r, s)) = k((y,x), (r, s)) for
all x,y, r, s ∈ X . 4) for any fixed x, the hyper kernel k is a kernel in its second argument, i.e., k(x,x′) := k(x, (x,x′))
with x,x′ ∈ X .
Denote C(X) as the space of continuous functions on X with the norm ‖ · ‖∞1, because of the continuity of hyper-RKHS
H and compactness of X , we have
κ := sup
x∈X
k(x, ·) = sup
x∈X
√
k(x,x) <∞ .
Hence the reproducing property in hyper-RKHS indicates that
‖k‖∞ = sup
x∈X
∣∣〈k, k(x, ·)∣∣ ≤ κ〈k, k〉H = κ‖k‖2H, ∀k ∈ H . (1)
We can see thatH is different from a normal RKHSH on the particular form of its index set X and the additional condition
on the hyper-kernel k to be symmetric in its first two arguments, and thus in its second two arguments as well. Here we
can view the hyper-kernel k as a function of four arguments k
(
(x1,x
′
1), (x2,x
′
2)
)
, or as a function of two pairs k(x1,x2)
with x1 = (x1,x
′
1) and x2 = (x2,x
′
2). Here we investigate the regularized regression problem in hyper-RKHS, which is
formulated as
min
k∈H
T (Y, k) + λ〈k, k〉H , (2)
where λ = λ(m) > 0 is the regularization parameter satisfying limm→∞ λ(m) = 0. The response variable is Y . For the
out-of-sample extensions issue, the given kernel matrixK is actually the response Y . The quality functional T (Y, k) focuses
on the approximation ability of a kernel function k to the given Y . In regression problem, it should satisfy T (Yij , k(xi,xj)) =
V (Yij − k(xi,xj)), where the loss function V (·) can be chosen as the square loss in least-squares, the ε-insensitive loss
function in SVR, and so on.
Using the representer theorem in hyper-RKHS [4], the minimizer k∗ ∈ H of problem (2) admits
k∗(x,x′) =
m∑
i=1
m∑
j=1
βijk
(
(xi,xj), (x,x
′)
)
with x,x′ ∈ X, βij ∈ R ,
(3)
where β is the expansion coefficient matrix. In our formulation, k∗ can be a general kernel, i.e., PD or indefinite. To be exact,
in hyper-RKHS, the hyper-kernel k is positive definite, but the coefficient βij in the above formulation might be negative,
which results in an indefinite kernel. Therefore, as we expect, the learned solution k∗ can be a positive definite kernel or an
indefinite one. Such a general framework in hyper-RKHS provides strong adaptivity in kernel learning.
2.2. Regression Models in hyper-RKHS
Here we present two regression algorithms including KRR and SVR in hyper-RKHS. By choosing the square loss as the
quality functional T (k, Y ), the least-squares regression algorithm in hyper-RKHS is
min
k∈H
m∑
i,j=1
(
k(xi,xj)− Yij
)2
+ λ〈k, k〉H , (4)
where λ seeks for a tradeoff between the complexity of k and the fitting ability in regression. Compared to the conventional
regularized regression problem, our formulation in Eq. (4) is in a bivariate form because we optimize over the kernel function.
Using the representer theorem in hyper-RKHS, problem (4) can be reformulated as
min
β
∥∥K vec(β)− vec(Y )∥∥2
2
+ λ vec(β)>K vec(β) , (5)
1This norm is defined in a continuous space instead of being generated by an inner product.
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with the coefficient vector vec(β) ∈ Rm2 . The hyper-kernel matrix is K ∈ Rm2×m2 with entries Kd(i,j,m)d(r,s,m) =
k
(
(xi,xj), (xr,xs)
)
, in which the function d(i, j,m) = m(i− 1) + j maps the pair (i, j) to the row or column index ofK.
The hyper-kernel matrixK is PSD when we choose a positive definite hyper-kernel k. Note that the expansion coefficient βij
is not constrained to be nonnegative, which can yield an indefinite kernel k in hyper-RKHS.
Apart from exploiting KRR in hyper-RKHS, the ε-insensitive loss for bivariate-support vector regression is also suitable as
a quality functional for regression, namely
min
k∈H,b,ξˆ,ξˇ
1
2
〈k, k〉H + C
m∑
i,j=1
(ξˆij + ξˇij)
s.t. k(xi,xj) + b− Yij ≤ ε+ ξˆij
Yij − k(xi,xj)− b ≤ ε+ ξˇij
ξˆij , ξˇij ≥ 0 ∀i, j = 1, 2, · · · ,m ,
(6)
where b is a bias term, C is a tradeoff between the fitting ability and the smoothness of the learned k. The notations ξˆ, ξˇ are
two slack variables associated with the quality functional T (k, Y ). Analogous to the derived KRR in hyper-RKHS, our SVR
formulation is also in a bivariate form. By the representer theorem in hyper-RKHS, the dual form of problem (6) is formulated
as
max
βˆ,βˇ
−1
2
m∑
i,j,r,s=1
(βˆij−βˇij)(βˆrs−βˇrs)k
(
(xi,xj), (xr,xs)
)
+
m∑
i,j=1
{
Yij(βˆij−βˇij)−ε(βˆij+βˇij)
}
s.t. 0 ≤ βˆij , βˇij ≤ C,
m∑
i,j=1
(βˆij − βˇij) = 0 ,
with the expansion coefficient βij = βˆij − βˇij . We can see that the expansion coefficients βij ∈ [−C,C] may be negative,
which has the capability of resulting in an indefinite kernel k even if we choose a positive definite hyper-kernel k. Further, the
above equation can be rewritten in a compact form
max
βˆ,βˇ
− 1
2
(βˆ−βˇ)>K(βˆ−βˇ)+(βˆ−βˇ)vec(Y )−ε(βˆ+βˇ)>1
s.t. 0 ≤ βˆ, βˇ ≤ C, (βˆ − βˇ)>1 = 0 ,
(7)
where βˆ = vec(βˆ) ∈ Rm2 , βˇ = vec(βˇ) ∈ Rm2 , and 1 is an all-one vector. One can see that the derived SVR model in
hyper-RKHS shares the similar formulation with that in RKHS, and can be also solved by the SMO algorithm [23].
3. Approximation Analysis in hyper-RKHS
In this section, we address the approximation analysis of the derived KRR and SVR models in hyper-RKHS. Although
learning rates of classical regression algorithms including least-squares regularized regression [24, 25], support vector
regression [26], quantile regression [27] in RKHS are provided, the approximation performance of regression problems in
hyper-RKHS has not yet been investigated.
For ease of the following explanation, we take SVR as an example to illustrate our analyses. Some notations and definitions
are presented as follows. Let ρ be a unknown probability measure on Z = X × Y = X ×X × Y which can be factorized as
ρ(x, y) = ρ(x,x′, y) = ρX(x)ρX(x′)ρ(y|(x,x′)) ,
where ρX is a probability measure on X and ρ(y|(x,x′)) is the conditional distribution on Y given (x,x′) ∈ X . The error
for k is termed as the expected risk
E(k) = Eρ(k) =
∫
X×Y
T (y, k(x))dρ
=
∫
X
∫
X
∫
Y
T (k(x,x′), y)dρ(y|(x,x′))dρX(x)dρX(x′) .
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Here we consider SVR with T (y, k(x)) = |y − k(x)|. For any x = (x,x′) ∈ X , the target kernel function k∗ is defined by
its value k∗(x,x′) to be a median function of ρ(·|(x,x′)), that is
ρ
({
y ∈ Y : y ≤ k∗(x,x′)}∣∣(x,x′)) ≥ 1
2
,
ρ
({
y ∈ Y : y ≥ k∗(x,x′)}∣∣(x,x′)) ≥ 1
2
.
We additionally suppose that there exits a constant M∗ ≥ 1, such that
|k∗(x,x′)| ≤M∗ for almost x,x′ ∈ X with respect to ρX .
In order to obtain a sparse solution, we introduce the ε-insensitive loss function in SVR
T ε(y, k(x))= |y − k(x)|ε=
{
0, if |y − k(x)| < ε;
|y − k(x)| − ε, otherwise ,
where the insensitivity parameter ε should change with the sample size m and usually ε→ 0 as the sample size m increases.
In our regression model, we denote the pairwise sample set as Z = {zij}mi,j=1 = {(xi,xj , yij)}mi,j=1, where {xi}mi=1 are
sampled independently according to ρX and yij is drawn from the conditional distribution ρ(y|(x,x′)). Note that these m2
pairwise samples {(xi,xj , yij)}mi,j=1 are not mutual pairwise independent [11]. Actually, for i 6= j, zij is drawn according
to ρ, while zii is distributed according to ρ′(x, y) = ρX(x)ρ(y|(x,x)). Given the sample set Z, SVR in hyper-RKHS aims
at finding a kernel function k : X ×X → R such that kz(x,x′) is a good estimate of y for a new pair input (x,x′). To be
specific, the regression algorithm in hyper-RKHSH takes the form
k
(ε)
z,λ :=argmin
k∈H
{
1
m2
m∑
i,j=1
T ε(Yij , k(xi,xj))+λ〈k, k〉H}. (8)
To illustrate the convergence analysis, we need the following projection operator.
Definition 2. (projection operator [28]) For B > 0, the projection operator pi = piB is defined on the space of measurable
functions k : X ×X → R as
piB(k)(x,x
′) =

B, if k(x,x′) > B;
−B, if k(x,x′) < −B;
k(x,x′), if −B ≤ k(x,x′) ≤ B ,
and then the projection of k is denoted as piB(k)(x,x′) = piB(k(x,x′)).
Our approximation analysis attempts to bound the error ‖piM∗(k(ε)z,λ) − k∗‖Lp∗ρX in the space L
p∗
ρX with some p
∗ > 0,
where LpρX is a weighted L
p-space with the norm ‖k‖LpρX =
( ∫
X
∫
X
|k(x,x′)|pdρX(x)dρX(x′)
)1/p
. To estimate the
approximation error, we need the following assumptions with respect to the unbounded outputs, noise condition on ρ, and
covering numbers for the hypothesis space.
First, we consider a general setting with respect to the unbounded outputs.
Definition 3. (moment hypothesis [29]) There exist constants M ≥ 1 and c > 0 such that∫
Y
|y|`dρ(y|(x,x′)) ≤ c`!M `, ∀` ∈ N, (x,x′) ∈ X . (9)
Compared to the standard uniform boundedness assumption with |y| ≤M almost surely, this assumption is general since it
covers the common case with Gaussian noise. If the condition distribution ρ(·|(x,x′)) is a Gaussian distribution with variance
σ2X bounded by B0, then Eq. (9) is satisfied with M := max{
√
2B0,M
∗} and c = 4.
The noise condition on ρ is presented as follows.
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Definition 4. (noise condition [30]) Let p ∈ (0,∞] and q ∈ [1,∞). A distribution ρ on X ×X ×R is said to have a median
of p−average type q if for any (x,x′) ∈ X , there exist a median t∗ and constants 0 < a(x,x′) ≤ 1, b(x,x′) > 0 such that for
each u ∈ [0, a(x,x′)], {
ρ((t∗ − u, t∗)|(x,x′)) ≥ b(x,x′)uq−1
ρ((t∗, t∗ + u)|(x,x′)) ≥ b(x,x′)uq−1 ,
(10)
and that the function on X ×X taking values (b(x,x′)aq−1(x,x′))−1 at (x,x′) ∈ X ×X lies in LpρX .
The noise condition (10) ensures that k∗(x,x′) = t∗ is uniquely defined at every (x,x′) ∈ X .
Apart from the above conditions, our main results about learning rates also involve the approximation ability ofH with
respect to its capacity and k∗. The approximation ability can be characterised by the regularization error.
Definition 5. The regularization error is defined as
D(λ) = inf
k∈H
{
E(k)− E(k∗) + λ‖k‖2H
}
. (11)
The target kernel function k∗ can be approximated byH with exponent 0 < r ≤ 1 if there exists a constant C0 such that
D(λ) ≤ C0λr, ∀λ > 0 . (12)
Note that r = 1 is the best choice as we expect, which is equivalent to k∗ ∈ H whenH is dense. Further, to quantitatively
understand that how the complexity ofH affects the learning ability of algorithm (8), we need the capacity ofH measured by
covering numbers.
Definition 6. For a subset S of C(X) and  > 0, the covering numberN (S, ) is the minimal integer l ∈ N such that there
exist l disks with radius  covering S.
In this paper, the covering numbers of balls are defined by
BR = {k ∈ H : ‖k‖H ≤ R} ,
where we assume that for some s > 0 and Cs > 0 such that
logN (B1, ) ≤ Cs
(1

)s
, ∀ > 0 . (13)
Combining Eq. (1) and Eq. (11), we have:
‖kλ‖∞ ≤ κ‖kλ‖H ≤ κ
√
D(λ)
λ
≤ κ
√
C0λ
r−1
2 . (14)
Formally, our main result about SVR in hyper-RKHS is stated as follows. For p ∈ (0,∞] and q ∈ (1,∞), we denote
θ = min
{
2
q
,
p
p+ 1
}
∈ (0, 1] . (15)
Theorem 1. Suppose that |k∗(x,x′)| ≤ M∗ with M∗ ≥ 1, ρ has a median of p-average type q with some p ∈ (0,∞] and
q ∈ (1,∞) and satisfies assumptions Eq. (12) with 0 < r ≤ 1 and Eq. (9). Assume that for some s > 0, take λ = m−α
with 0 < α ≤ 1 and α < 1+ss(2+s−θ) , and set ε = m−γ with αr ≤ γ ≤ ∞. Then with p∗ = pqp+1 , for any 0 <  < Θ/q and
0 < δ < 1, with confidence 1− δ, we have
∥∥piM∗(k(ε)z,λ)− k∗∥∥Lp∗ρX ≤ C˜X,ρ,α,γ
(
log
4
δ
)1/q
m−
Θ
q ,
where C˜X,ρ,α,γ is a constant independent of m or δ and the power index Θ is
Θ = min
{
αr,
1 + αr − α
2− θ ,
1
2 + s− θ −
αs
1 + s
}
. (16)
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The power index Θ can be viewed as a function of variables r, s, p, q, α. The restriction α < 1+ss(2+s−θ) ensures that Θ is
positive, which verifies the valid learning rate in Theorem 1.
Remark: Note that s can be arbitrarily small when the hyper-kernel k is smooth enough. In this case, the power index Θ in
Eq. (16) can be arbitrarily close min(αr, 12−θ +
r−1
2−θα).
Likewise, the least-squares regression used in our model in hyper-RKHS is
kz,λ :=argmin
k∈H
{
1
m2
m∑
i,j=1
T (Yij , k(xi,xj))+λ〈k, k〉H},
with the squared loss T (y, k(x,x′)) = (y− k(x,x′))2. The excess generation error for the least-squares regression is exactly
the distance in the space L2ρX (X) due to its strong convexity of the squared loss, namely
E(k)− E(k∗) = ∥∥k − k∗∥∥2
L2ρX
.
In this case, it yields a direct variance-expectation bound Eξ2 ≤ c1(Eξ)θ with c1 = 4 and θ = 1. The derivation procedure
about the learning rate for least-squares in hyper-RKHS is similar to what we have for SVR in our model. Our results about
the least-squares regularization scheme in hyper-RKHS are presented as follows.
Theorem 2. Suppose that |k∗(x,x′)| ≤ M∗ with M∗ ≥ 1, ρ satisfies the condition in Eq. (12) with 0 < r ≤ 1 and the
moment hypothesis in Eq. (9) with c > 0. Assume that for some s > 0, take λ = m−α with 0 < α ≤ 1 and α < 1+ss(2+s) . Then
for any 0 <  < Θ and 0 < δ < 1, with confidence 1− δ, we have∥∥piM∗(kz,λ)− k∗∥∥L2ρX ≤ C˜X,ρ,α,γ log 4δm−Θ ,
where C˜X,ρ,α,γ is a constant independent of m or δ and the power index Θ is
Θ = min
{
αr,
1
2 + s
− αs
1 + s
}
. (17)
Sketch of Proof: The proofs are quite technical and long, and thus we collect them in Appendix A. We use the error
decomposition technique to analyze the convergence behavior of KRR and SVR in hyper-RKHS. The key challenges in our
theoretical analyses include analyzing the bias of the estimator, the effect of noise on the unbounded outputs, the non-trivial
independence of pairwise samples, and the characterisation of hyper-RKHS. The last two points are the main elements on
novelty in the proof.
4. Application to Out-of-Sample Extensions
In this section, we apply the proposed two regression models in hyper-RKHS to deal with the out-of-sample extensions
issue, and then develop a decomposition-based scalable approach for our regression model with Nystro¨m approximation in
large scale situations.
For out-of-sample extension, the pre-given kernel matrix K is the response variable Y , and then the underlying kernel
k is learned from the given K by our two regression models in Eqs. (5) and (7), respectively. In [10], the authors use the
nonnegative least-squares algorithm in hyper-RKHS to generate a PD kernel, which excludes the indefinite kernel learning.
Comparably, in formulation, our learning framework breaks through the restriction of the nonnegative constraint on the
expansion coefficients in the representer theorem (3) in hyper-RKHS. In algorithmic aspect, we accordingly propose two
regression models, i.e., KRR and SVR in hyper-RKHS to learn the underlying kernel. Such two algorithms are able to yield a
general kernel including PD and non-PD one.
In terms of optimization algorithms, our regression models in Eqs. (5) and (7) can be solved by standard algorithms,
i.e., the matrix inversion operator for KRR and the SMO algorithm [23] for SVR. While the standard algorithms are time-
consuming due to the m2 variables. Note that, admittedly, the hyper-kernel matrix is an m2 ×m2 matrix, however, we do not
need to simultaneously consider all pairs. As a result, we develop a decomposition-based scalable approach with Nystro¨m
approximation, which is readily applicable to speed up our method and reduce the required storage in large scale situations.
We take the SVR regression model in hyper-RKHS for out-of-sample extensions as an example. Our kernel approximation
scheme includes two parts. The first step is to conduct Nystro¨m approximation [31] for the pre-given kernel matrix K by
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randomly selecting u (u  m) columns. The complexity by this operation would reduce to O(m2u2). Second, to further
accelerate the solving process, we use a decomposition based approach for scalability. We divide data into small subsets
by k-means, learn the underlying kernel function on each subset, and then incorporate the learned kernel into SVM for
classification. To be specific, we firstly partition the data into v subsets {V1,V2, . . . ,Vv}, and then solve the respective
sub-problems independently with the following formulation
max
βˆ
(c)
,βˇ(c)
− 1
2
(
βˆ
(c)−βˇ(c)
)>
K(c,c)
(
βˆ
(c)−βˇ(c)
)
+
(
βˆ
(c)−βˇ(c)
)
vec(Y )(c)−ε
(
βˆ
(c)
+βˇ
(c)
)>
1
s.t. 0≤ βˆ(c), βˇ(c)≤C,
(
βˆ
(c) − βˇ(c)
)>
1 = 0,∀ c = 1, 2, . . . , v ,
where |Vc| denotes the number of data points in Vc and the dual variable is β(c) := βˆ(c)−βˇ(c). Suppose that β¯(c) is the optimal
solution of the c-th subproblem, the approximation solution to the whole problem is concatenated by β¯ = [β¯(1), β¯(2), . . . , β¯(v)].
By doing so, the obtained approximation solution is close to the optimal solution β∗ for the whole problem. The effectiveness
of such decomposition scheme in SVM is theoretically demonstrated by [32, 33]. Likewise, the difference ‖β∗ − β¯‖2 can be
bounded by
Theorem 3. Let β∗ be the solution of problem (7), β¯ be the approximate solution, and C be the balance parameter. By
introducing a partition indicator {pi(xi,xj)}mi,j=1 that indicates the pair sample (xi,xj) belongs to, we have
‖β∗ − β¯‖2 ≤ C
2Q(pi)
2σ
,
where σ is the smallest eigenvalue of the hyper-kernel matrixK, and Q(pi) is defined by
Q(pi) =
m∑
i,j,r,s:pi(xi,xj)6=pi(xr,xs)
∣∣∣K((xi,xj), (xr,xs))∣∣∣ .
Proof. The proof is similar to [32], and here we omit the detailed proof.
Finally, using the above decomposition-based approach with Nystro¨m approximation, the solving process for out-of-sample
extensions can be effectively accelerated in large scale situations with the complexity O(m2u2/v).
The remaining question with respect to our regression models is how to choose the hyper-kernel k. In this paper, we adopt
the Gaussian hyper-kernel [5] defined as
k
(
(x1,x
′
1), (x2,x
′
2)
)
=〈x1,x′1〉σ2〈x2,x′2〉σ2
×
〈x1 + x′1
2
,
x2 + x
′
2
2
〉
σ2+σ2h
, ∀x1,x′1,x2,x′2 ∈ X ,
with the notation 〈x,x′〉σ2 = 1(2piσ2)d/2 e−‖x−x
′‖/(2σ2) as Gaussian hyper-kernel, where d is the feature dimension and σh
controls the relevance between the pairs. We can see that this hyper-kernel not only considers the similarity between two
points but also takes the similarity computed by the mean of two pairs into consideration, which is useful to enhance the
representation ability of the learned kernels.
Based on above explanations, the underlying kernel k is learned from the pre-given kernel matrix K to deal with the
out-of-sample extensions issue. Thereby, we can evaluate the approximation performance between the learned kernel and the
given kernel matrix, and further incorporate the learned kernel into a standard kernel-based learning algorithm such as Support
Vector Machine (SVM) [34] for classification tasks.
5. Experiments
We evaluate the proposed two regression models, KRR and SVR in hyper-RKHS (termed as “hyper-KRR” and “hyper-
SVR”), for out-of-sample extensions on a wide range of classification problems from the UCI repository2, and the LFW
2https://archive.ics.uci.edu/ml/datasets.html
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Table 1. RMSE performance on test data and classification accuracy of (mean±std. deviation) of each compared algorithm on
unlabeled data and test data, in which the given kernel matrix is generated a Gaussian kernel, a TL1 kernel, and a log kernel,
respectively. The best performance is highlighted in bold. The results directly achieved by these three known kernels do not
participate in ranking.
Dataset type monks1 monks2 monks3 fertility australian wine sonar heart guide1-t
(#data, #feature) (556, 6) (601, 6) (554, 6) (100, 9) (690, 14) (178, 13) (208, 60) (270, 13) (4000, 4)
R
B
F
ke
rn
el
the known
RBF kernel
unlabel 68.6±5.4 61.3±4.7 85.1±3.6 95.0±7.1 83.9±1.9 96.7±1.9 75.3±3.1 78.6±4.5 95.7±3.7
test 65.8±6.2 62.3±5.8 85.5±6.1 87.5±6.7 82.6±2.2 98.0±1.8 72.1±1.4 80.9±4.9 95.1±3.3
[10]
unlabel 70.2±3.6 61.0±2.9 87.3±5.5 88.0±8.1 81.6±3.8 96.9±1.4 73.8±5.7 81.5±3.6 95.9±2.8
test 67.8±4.3 52.4±7.9 83.4±7.3 85.5±7.7 82.6±3.6 96.3±2.6 73.8±8.0 79.0±5.1 93.4±2.8
RMSE 0.139 0.129 0.104 0.152 0.088 0.123 0.165 0.128 0.288
hyper-KRR
unlabel 71.3±6.1 59.2±5.1 86.2±5.6 92.5±9.8 81.5±4.0 97.3±1.4 77.1±4.2 80.1±5.0 95.8±2.7
test 68.3±6.3 56.5±7.0 85.6±6.7 86.0±9.3 83.6±4.2 96.6±3.4 67.8±8.2 82.7±5.2 95.6±2.5
RMSE 0.090 0.183 0.185 0.081 0.138 0.062 0.085 0.95 0.104
hyper-SVR
unlabel 72.1±6.4 58.9±4.2 84.5±4.3 95.6±8.5 82.2±3.7 97.1±1.2 73.2±6.1 81.3±3.6 95.1±3.3
test 71.4±6.9 58.2±6.1 83.6±4.4 88.5±7.1 82.6±3.9 98.0±2.2 75.5±6.4 80.1±3.2 97.9±2.3
RMSE 0.079 0.087 0.063 0.102 0.108 0.089 0.143 0.120 0.120
T
L
1
ke
rn
el
the known
TL1 kernel
unlabel 70.1±3.5 54.3±3.6 82.6±3.2 91.5±8.6 79.7±6.0 96.3±3.2 74.1±3.3 76.0±2.5 96.8±0.7
test 67.9±4.2 55.1±4.3 76.4±4.6 89.2±3.4 80.7±7.4 97.5±2.4 73.8±4.7 78.5±4.2 96.4±1.4
[10]
unlabel 70.0±3.3 54.6±3.1 84.6±2.8 91.8±6.8 81.3±4.3 97.6±1.4 74.4±4.2 76.8±7.3 96.5±2.4
test 63.6±6.6 51.4±5.5 78.7±5.9 89.1±6.1 83.5±3.1 93.0±5.2 70.0±4.9 79.8±5.4 94.7±3.5
RMSE 0.297 0.500 0.518 0.001 8.848 1.123 20.41 3.534 0.309
hyper-KRR
unlabel 71.1±2.5 59.5±7.0 85.9±5.3 92.8±9.5 83.3±2.3 97.7±2.0 72.7±5.6 78.6±3.7 95.8±2.6
test 53.9±7.2 56.5±6.7 64.8±9.5 87.0±4.8 76.6±8.6 77.2±5.8 62.8±4.9 71.2±4.7 92.1±2.9
RMSE 0.234 0.158 0.339 0.001 5.795 2.335 30.012 1.287 0.496
hyper-SVR
unlabel 71.0±2.5 59.7±5.3 83.8±2.3 91.1±8.0 81.8±3.7 97.8±1.8 73.1±4.1 75.5±2.6 96.7±0.7
test 64.9±7.9 54.6±3.9 72.8±8.0 92.0±3.9 83.6±3.0 94.7±3.8 73.8±5.8 80.7±5.3 95.5±2.1
RMSE 0.304 0.653 0.482 0.001 23.61 0.231 0.504 9.865 0.234
lo
g
ke
rn
el
the known
log kernel
unlabel 68.0±4.1 59.7±3.8 84.2±3.7 95.2±5.7 84.0±1.9 98.0±1.3 74.4±7.3 80.5±1.4 95.2±4.1
test 69.3±5.5 60.5±4.2 83.3±5.9 81.5±8.8 83.9±1.9 96.1±2.6 78.3±6.8 81.4±6.5 95.0±3.7
[10]1 - - - - - - - - - -
hyper-KRR
unlabel 62.0±3.3 51.2±3.8 75.7±5.2 98.0±2.6 73.8±1.9 97.3±1.3 72.3±5.3 81.0±2.2 95.1±1.4
test 64.8±6.1 52.6±5.1 80.3±5.0 88.0±4.8 76.6±5.1 60.1±8.1 65.8±9.6 77.6±7.0 91.8±3.9
RMSE 0.762 0.980 0.870 0.005 0.717 1.263 0.697 1.234 0.827
hyper-SVR
unlabel 69.4±6.1 60.3±3.7 83.5±3.8 97.8±4.2 84.1±1.7 97.0±1.9 72.7±4.7 81.7±3.1 96.8±1.3
test 69.2±6.2 55.7±7.0 80.3±8.6 93.5±2.4 83.4±3.8 95.5±5.1 66.7±6.3 80.9±4.7 94.2±1.6
RMSE 0.409 0.324 0.368 0.002 0.474 0.138 0.174 0.196 0.523
1 We omit the results provided by [10] on the log kernel because this method cannot output a nonnegative coefficient vector for approximation due
to the negative values in the log kernel.
Table 2. Classification accuracy of (mean±std. deviation) of each compared algorithm on test data for the ideal
kernel. The best performance is highlighted in bold.
Dataset monks1 monks2 monks3 fertility australian wine sonar heart guide1-t
[10] 65.0±6.6 53.8±3.7 79.5±5.4 87.5±6.3 86.0±3.1 96.9±3.0 76.6±5.7 84.4±5.3 93.7±3.0
hkr-KRR 70.5±3.8 50.7±6.0 79.1±4.6 92.0±4.8 85.2±2.5 78.0±2.2 69.0±8.3 80.9±5.9 93.9±3.4
hkr-SVR 68.0±5.9 56.1±7.2 80.5±7.1 89.0±6.5 84.4±4.2 98.1±1.6 79.7±1.6 88.2±4.6 96.2±3.2
datasets for face recognition3. Besides, for scalability, we test our methods on two large datasets including ijcnn1 and covtype4.
The current state-of-the-art method [10] for out-of-sample extensions is served as a baseline. The experiments implemented in
MATLAB are conducted on a PC with Intel i5-6500 CPU (3.20 GHz) and 16 GB memory.
5.1. UCI classification tasks
We carry out experiments on classification from the UCI repository with nine datasets, and compare our methods with
[10]. We attempt to illustrate three observations. First, our regression methods in hyper-RKHS are able to accurately fit the
given kernel matrix with small approximation errors when compared to other out-of-sample methods. Second, our kernel
learning methods incorporated into SVM perform well in terms of classification accuracy whatever the pre-given kernel matrix
is. Third, the proposed “hyper-KRR” and “hyper-SVR” are able to generalize on an ideal kernel.
3http://vis-www.cs.umass.edu/lfw/
4Both data sets are available at https://www.csie.ntu.edu.tw/˜cjlin/libsvmtools/datasets/
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Figure 2. Some example images from LFW face recognition dataset in (a) with their respective classification accuracy of all the compared
methods in (b).
For the experiments on UCI data sets, the data points are partitioned into 40% labeled data, 40% unlabeled data, and 20%
test data. The labeled and unlabeled data points form the training dataset. Such setting follows with [10], which simultaneously
considers tranductive learning and inductive learning. During training, σ2 in the Gaussian hyper-kernel is set to the variance of
data, and σh2 is tuned via 5-fold cross validation over the values {0.25σ2, 0.5σ2, σ2, 2σ2, 4σ2}. The regularization parameters
λ in KRR and C in SVR are searched on grids of log10 scale in the range of [10
−5, 105]. The two slack variables ξˆij , ξˇij in
SVR are set to 0.1 and 0.01, respectively. The experiments are repeated 10 over 10 trials on these ten datasets.
Results on known kernels: The pre-given kernel matrix is generated by a known kernel. Learning on known kernels
focuses on the approximation performance of the compared algorithms on these kernels. We conduct experiments on
a known positive definite kernel, i.e., the Gaussian kernel, and two known indefinite kernels, i.e., the TL1 kernel [19]:
k(x,x′) = max{τ −‖x−x′‖1, 0} with τ = 0.7d as suggested, and the log kernel [35]: k(x,x′) = − log(1 + ‖x−x
′‖
σ ) with
the chosen σ = 1. Such experimental setting on known kernels help us to comprehensively investigate the approximation
ability of the compared algorithms on these PD or non-PD kernels. Table 1 reports the experimental results in terms of
classification accuracy and test root mean squared error (RMSE) for out-of-sample extensions on the known kernels. The
approximation performance can be quantitatively evaluated by RMSE between the learned kernel and the given kernel matrix.
From the results, we can see that the proposed “hyper-SVR” and “hyper-KRR” have the capability of approximating the
Gaussian kernel and other two indefinite kernels. Further, “hyper-SVR” performs better than the other two methods on test
data, especially on the TL1 kernel and the log kernel. The results on RMSE show consistency with the final classification
accuracy on Gaussian kernel and the log kernel, that is, a method with the minimal RMSE often performs generally well on
test classification accuracy.
Results on an unknown kernel: Apart from the above known kernels, the main focus of our experiments is to conduct
out-of-sample extensions on an unknown kernel, i.e., a target label kernel K = yy>, where y is the label vector. It is an
ideal kernel that directly recognises the training sample with certainly 100% accuracy. Table 2 reports the test classification
accuracy of all compared methods. The classification accuracy indicates that the proposed “hyper-KRR”, and “hyper-SVR”
methods perform better than [10] to approximate the underlying kernel, and thus achieve promising performance.
5.2. Results on the LFW Database
As mentioned above, the nonparametric kernel learning in a data-driven manner is facing the out-of-sample extensions
issue. For example, Liu et al. [36] propose a nonlinear pairwise kernel learning framework (KNPL) to significantly enhance
the model flexibility, but they directly choose a simple nearest neighbor scheme for out-of-sample extensions. In this paper, we
replace this scheme by the three compared methods for out-of-sample extensions on the LFW database. In this dataset, we
select the persons who have more than 30 face images, resulting in total 392 examples belonging to 10 people in the subset.
And then, for each image, we adopt the 73-D feature developed in [37] for feature extraction. We randomly pick half of the
data for training and the rest for test. Some representative example images and the experimental results of all the compared
algorithms are shown in Fig. 2. The recognition rates shown in Fig. 2(b) indicate that the proposed “hyper-SVR” achieves the
best performance, with an improvenment of 2.23% on the KNPL algorithm with the nearest neighbor scheme [36]. Besides,
when compared to [10], our two regression models performs better, which demonstrates the effectiveness of the proposed
algorithms for out-of-sample extensions.
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Table 3. Classification accuracy and training time of each compared algorithm on two large scale
datasets for the ideal kernel. The best performance is highlighted in bold.
Dataset #nclusters [10] hyper-KRR hyper-SVR
ijcnn
#train=49,990
#test=91,701
5 88.79%(108.8s) 89.67%(181.6s) 90.13%(811.1s)
10 88.72%(215.3s) 90.49%(391.4s) 89.76%(496.5s)
20 87.21%(112.6s) 90.16%(182.2s) 90.41%(174.1s)
covtype
#train=232,405
#test=232,405
50 68.05%(1357.5s) 70.41%(1437.6s) 71.19%(1884.3s)
100 69.66%(521.5s) 70.32%(822.7s) 69.74%(652.3s)
200 67.15%(274.1s) 69.45%(302.4s) 69.27%(303.2s)
5.3. Results on Large Scale Datasets
To investigate the effectiveness of the developed kernel approximation scheme in large scale situations, we choose two
large scale datasets including ijcnn1 and covtype to test the compared algorithms on the ideal kernel. Note that the develop
kernel approximation scheme is also suitable for the baseline [10]. Table 3 reports the number of training and test data, the
number of clusters, the test classification accuracy and the training time. The experimental results show that all the three
methods can be feasible to large scale case, owing much to the developed kernel approximation scheme. In these two datasets,
our two methods are superior to the baseline in terms of the test accuracy. We find that, as the number of clusters increases,
our methods achieve slight fluctuation on the test accuracy but greatly improve the computational efficiency. Besides, when
compared to [10], “hyper-KRR” is efficient to obtain the coefficients without the nonnegative constraint, but needs to take
more pairs into consideration. Nevertheless, the proposed two regression models still achieve a comparable computational
efficency in terms of training time.
6. Discussion and Future Work
In this paper, we have intensively investigated the generalization properties of regression models in hyper-RKHS. The
excess error converges at a certain learning rate as the sample size increases. It provides a justification for us to learn the
kernel in hyper-RKHS with theoretical guarantees. Hence, we characterize a kernel learning framework in this space for
out-of-sample extensions and then adopt it to classification tasks. Theoretical analyses and empirical results demonstrate
that the proposed methods are able to learn a general kernel form an arbitrary given kernel matrix, and achieve a promising
performance on classification tasks. There is a key question left unanswered regarding using hyper-kernels. To be specific, our
theoretical analyses and applications are both studied in hyper-RKHS. Acutally, for indefinite kernel learning, it is better to
be considered in the reproducing Kreı˘n space (RKKS) [16, 38]. However, the approximation analysis in RKKS, and even in
hyper-RKKS, has been not yet investigated in learning theory.
A. Framework of proofs
In this section, we establish the framework of proofs for problem (8). Before we prove Theorem 1, we need the proposition
introduced in [39, 27].
Proposition 1. Suppose that |k∗(x,x′)| ≤M∗ with M∗ ≥ 1, ρ has a median of p-average type q with some p ∈ (0,∞] and
q ∈ (1,∞), for any k : X × X → [−B,B] with B > 0, there holds∥∥k − k∗∥∥
Lp
∗
ρX
≤ Cq max{M∗, B}1−1/q
{
E(k)− E(k∗)
} 1
q
, (18)
where p∗ = pqp+1 and Cq = 2
1−1/qq1/q‖{(b(x,x′)aq−1(x,x′))−1}(x,x′)∈X×X‖1/qLpρX .
This proposition demonstrates that the excess error E(k)− E(k∗) can be analysed by k∗ and its approximation k in Lp∗ρX .
Specifically, for the least-square regression in hyper-RKHS, the excess error is exactly the distance in L2ρX due to the strong
convexity of the squared loss.
A.1. Error Decomposition
In order to estimate error ‖piM∗(k(ε)z,λ) − k∗‖ in the Lp
∗
ρX space, i.e., to bound ‖piB(k(ε)z,λ) − k∗‖ for any B ≥ M∗.
Accordingly, by Proposition 1, we need to estimate the excess error E(piB(k(ε)z,λ))−E(k∗) which can be conducted by an error
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decomposition technique [12]. Note that the insensitivity parameter ε changes with m, we consider the insensitivity relation
with additional ε on the error decomposition [40], that is
T (y, k(x,x′))− ε ≤ T ε(y, k(x,x′)) ≤ T (y, k(x,x′)), ∀x,x′ ∈ X . (19)
Formally, the error decomposition is given by the following proposition.
Proposition 2. Let
kλ = argmin
k∈H
{
E(k)− E(k∗) + λ‖k‖2H
}
.
Then the excess error E(piB(k(ε)z,λ))− E(k∗) can be bounded by
E(piB(k(ε)z,λ))− E(k∗) ≤ E(piB(k(ε)z,λ))− E(k∗) + λ‖k(ε)z,λ‖2H ≤ D(λ) + S(z, λ) + 1m2
m∑
i,j=1
∣∣∣piB(yij)− yij∣∣∣+ ε ,
where D(λ) is the regularization error defined by Eq. (11). The sample error S(z, λ) is denoted as
S(z, λ) = E(piB(k(ε)z,λ))− Ez(piB(k(ε)z,λ))+ Ez(kλ)− E(kλ) = S1(z, λ) + S2(z, λ) ,
with
S1(z, λ) =
{
E(piB(k(ε)z,λ))−E(k∗)}−{Ez(piB(k(ε)z,λ))−Ez(k∗)} , S2(z, λ) = {Ez(kλ)−Ez(k∗)}−{E(kλ)−E(k∗)} .
Proof. Recall the definition of the project operator piB , for any given a, b ∈ R, if a ≥ b, we have
piB(a)− piB(b) =
{
0 if a ≥ b ≥ B or −B ≥ a ≥ b ,
min{a,B}+ min{−b, B} otherwise .
Then we have 0 ≤ piB(a)− piB(b) ≤ a− b if a ≥ b. Similarly, when a ≤ b, we have a− b ≤ piB(a)− piB(b) ≤ 0. Hence for
any (x,x′, y) ∈ Z and k : X ×X → R, there holds
T ε(piB(y), piB(k(x,x′))) ≤ T ε(y, k(x,x′)) .
From Eq. (8), Ez
(
piB(k
(ε)
z,λ)
)
can be bounded by
Ez
(
piB(k
(ε)
z,λ)
)
=
1
m2
m∑
i,j=1
T ε(yij , piB(k(xi,xj)))
≤ 1
m2
m∑
i,j=1
T ε(piB(yij), piB(k(xi,xj)))+ 1
m2
m∑
i,j=1
∣∣∣piB(yij)− yij∣∣∣
≤ Ez
(
k
(ε)
z,λ
)
+
1
m2
m∑
i,j=1
∣∣∣piB(yij)− yij∣∣∣ ,
(20)
where the second term is termed as the output error. Accordingly, we have
E(piB(k(ε)z,λ))− E(k∗) + λ‖k(ε)z,λ‖2H
=
{
E(piB(k(ε)z,λ))− Ez(piB(k(ε)z,λ))− E(k∗)}+ Ez(piB(k(ε)z,λ))+ λ‖k(ε)z,λ‖2H
≤
{
E(piB(k(ε)z,λ))− Ez(piB(k(ε)z,λ))− E(k∗)}+ Ez(k(ε)z,λ)+ λ‖k(ε)z,λ‖2H + 1m2
m∑
i,j=1
∣∣∣piB(yij)− yij∣∣∣
≤
{
E(piB(k(ε)z,λ))− Ez(piB(k(ε)z,λ))− E(k∗)}+ Ez(kλ)+ λ‖kλ‖2H + ε+ 1m2
m∑
i,j=1
∣∣∣piB(yij)− yij∣∣∣
= D(λ) + E(piB(k(ε)z,λ))− Ez(piB(k(ε)z,λ))+ Ez(kλ)− E(kλ)+ ε+ 1m2
m∑
i,j=1
∣∣∣piB(yij)− yij∣∣∣ ,
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where the first inequality holds by Eq. (20), the second inequality satisfies because k(ε)z,λ is the minimizer of Eq. (8) and the
insensitivity condition in Eq. (19), and the last inequality admits by Eq. (11). Finally, we draw our conclusion.
By Proposition 2, the excess error can be bounded by the sample error S(z, λ), the regularization error D(λ), and the
output error. The regularization error is bounded by Eq. (12). In the next, our error analysis mainly focuses on how to estimate
the sample error and the output error. We expect that these approximation errors will approximate to zero at a certain rate as
the sample size tends to infinity.
A.2. Estimate Sample Error
This section is devoted to estimating the sample error S(z, λ). Our error analysis mainly focuses on how to estimate
S1(z, λ) and S2(z, λ). The asymptotical behaviors of S1 and S2 are usually illustrated by the convergence of the empirical
mean 1m2
∑m
i,j=1 ξij to its expectation Eξ, where {ξij}mi,j=1 are ”independent” random variables on (Z, ρ) defined as
ξ(x,x′, y) := T (y, kλ(x,x′))− T (y, k∗(x,x′)) , and ξij := ξ(xi,xj , yij) . (21)
Note that the Lipschitz property of the ε-insensitive loss in SVR guarantees the boundedness of ξ when k is bounded. So ξ
defined by Eq. (21) is bounded random variables even if y is unbounded. When k is fixed, which is exactly the case as we
estimate S2, the convergence is guaranteed by the following lemma.
For R ≥ 1, denote
W (R) =
{
z ∈ Zm×m : ‖k(ε)z,λ‖H ≤ R
}
. (22)
Lemma 1. If ξ is a symmetric real-valued function onX×X×Y with mean E(ξ). Assume that E(ξ) ≥ 0, |ξ(x,x′, y)−Eξ| ≤
T almost surely and Eξ2 ≤ c1(Eξ)θ for some 0 ≤ θ ≤ 1 and c1 ≥ 0, T ≥ 0. Then for every  > 0 there holds
Prob
{
1
m(m−1)
∑m
i=1
∑m
j=1,j 6=i ξ(xi,xj , yij)− Eξ√
(Eξ)θ + θ
≥ 1− θ2
}
≤ exp
{
− (m− 1)
2−θ
4c1 +
4
3T
1−θ
}
. (23)
Proof. Define
Ui =
1
2[m/2]
{
ξi1i2 + ξi2i1 + ξi3i4 + ξi4i3 + · · ·+ ξi2[m/2]−1ξi2[m/2] + ξi2[m/2]ξi2[m/2]−1
}
,
where (i1, i2, . . . , im) is a permutation of (1, 2, . . . ,m). Then
1
m(m− 1)
m∑
i=1,i6=j
ξ(xi,xj , yij) =
1
m!
Ξm·mUi, and E(Ui) = Eξ ,
where the notation Ξm·m is the summation taken over all permutations of the integers 1, 2, . . . ,m. Note that for distinct
integers k, k′, l, l′ not exceeding m, random variables ξikil + ξilik and ξik′ il′ ξil′ ik′ are independent. Then each Ui is a
summation of [m/2] independent random variables. Therefore, we have
Prob
{
1
m(m−1)
∑m
i=1
∑m
j=1,j 6=i ξ(xi,xj , yij)− Eξ√
(Eξ)θ + θ
≥ 1− θ2
}
= Prob

1
m!
∑
m·m
[
Ui − Eξ
]
√
(Eξ)θ + θ
≥ 1− θ2

≤ 1
m!
Prob
{ Ui − EUi√
(Eξ)θ + θ
≥ 1− θ2
}
≤ exp
{
− [m/2]
2−θ
2
(
c1 +
1
3T
1−θ)
}
.
(24)
Here we derive the last inequality by applying the Bernstein inequality. We thus complete the proof by noting [m/2] ≥
m−1
2 .
When the random variables are given by Eq. (21), for a general distribution ρ, the variance-expectation condition Eξ2 ≤
c1(Eξ)θ is satisfied with θ = 0 and c1 = 1. Specifically, if ρ satisfies the noise condition (i.e., Definition 4), the variance-
expectation bound can be improved by the following lemma.
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Lemma 2. Under the same assumption of Proposition 1, for any k : X × X → [−B,B] with B > 0, there holds
E
{
T (y, k(x,x′))− T (y, k∗(x,x′))}2 ≤ Cθ max{B,M∗}2−θ(E(k)− E(k∗))θ, (25)
where θ is given by Eq. (15) and Cθ = 22−θqθ‖{(b(x,x′)aq−1(x,x′))−1}(x,x′)∈X‖θLpρX with the constant a(x,x′) ∈ (0, 1] and
b(x,x′) > 0.
This lemma is a direct corollary of Proposition 1. The positive θ here will lead to sharper estimates and play an essential
role in the convergence analysis.
Now we can bound S2(z, λ) by the following proposition.
Proposition 3. Under the same assumption of Proposition 1, for any 0 < δ < 1, there exists a subset of Z1 of Zm×m with
measure at least 1− δ/4, such that for any ∀z ∈ Z1
S2(z, λ) ≤ 1
2
D(λ) + 16(Cθ + 1)
(
B +M∗ + κ
√
D(λ)
λ
)
log
4
δ
m−
1
2−θ +
1
m
(
κ
√
D(λ)
λ
+M∗
)
. (26)
Proof. Considering the random variable ξ in Eq. (21) on (Z, ρ), we have
S2(z, λ) =
1
m2
m∑
i,j=1
ξ(zij)− E(ξ) ≤ 1
m(m− 1)
m∑
i,j=1
m∑
j=1,j 6=i
ξ(zij) +
1
m2
m∑
i=1
ξ(zii)− E(ξ) ,
First, we consider the i 6= j case. Since ‖kλ‖∞ ≤ κ
√
D(λ)
λ by Eq. (14) and k
∗(x,x′) contained in [−M∗,M∗]. Accordingly,
we can get ∣∣ξ − E(ξ)∣∣ ≤ κ√D(λ)
λ
+M∗ .
By Lemma 2, the variance-expectation condition of ξ(x,x′, y) is satisfied with θ given by Eq. (15) and c1 = Cθ max{B,M∗}2−θ.
Applying Lemma 1, there exists a subset Z1 of Zm×m with confidence 1− δ/4, we have
1
m(m− 1)
m∑
i=1
m∑
j 6=i
ξ(zij)− Eξ ≤
√
(Eξ)θ + θ1−
θ
2 ≤ (Eξ) θ2 1− θ2 +  ≤ θ
2
Eξ +
(
2− θ
2
)
, (27)
where the last inequality is from Young’s inequality. Let  be the solution of the equation
exp
− (m− 1)2−θ
4Cθ max{B,M∗}2−θ + 43 (κ
√
D(λ)
λ +M
∗)1−θ
 = δ/4 .
Using Lemma 7.2 in [12], we find
 ≤ max

8
(
κ
√
D(λ)
λ +M
∗
)
log 4δ
3(m− 1) ,
(
8Cθ max{B,M∗}2−θ log 4δ
m− 1
) 1
2−θ

≤ 8(Cθ + 1)
(
κ
√
D(λ)
λ
+M∗ +B
)
log
4
δ
m−
1
2−θ ,
where we use 1m ≤ m−
1
2−θ and ( 1m−1 )
− 12−θ ≤ m− 12−θ with θ ∈ (0, 1] in Eq. (15). Substituting the above bound to Eq. (27),
we obtain
1
m(m− 1)
m∑
i=1
m∑
j 6=i
ξ(zij)− Eξ ≤ θ
2
{
E(kλ)− E(k∗)
}
+ 8
(
2− θ
2
)
(Cθ + 1)
(
κ
√
D(λ)
λ
+M∗ +B
)
log
4
δ
m−
1
2−θ
≤ 1
2
D(λ) + 16(Cθ + 1)
(
κ
√
D(λ)
λ
+M∗ +B
)
log
4
δ
m−
1
2−θ .
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Next we consider the i = j case, that is
1
m2
m∑
i=1
ξ(xi,xi, yii) ≤ 1
m
(
κ
√
D(λ)
λ
+M∗
)
.
Finally, combining above two equations, we have
S2(z, λ) ≤ 1
2
D(λ) + 16(Cθ + 1)
(
κ
√
D(λ)
λ
+M∗ +B
)
log
4
δ
m−
1
2−θ +
1
m
(
κ
√
D(λ)
λ
+M∗
)
,
which concludes the proof.
In the next, we attempt to bound S1(z, λ) with respect to the samples z. Thus a uniform concentration inequality for a
family of functions containing k(ε)z,λ is needed to estimate S1. Since we have k
(ε)
z,λ ∈ BR by Eq. (3), we shall bound S1 by the
following concentration inequality with a properly chosen R.
Proposition 4. Under the same assumption of Proposition 1 and Eq. (13), for any 0 < δ < 1, R ≥ 1, B > 0, there exists a
subset Z2 of Zm×m with measure at least 1− δ/4, such that for any z ∈ W (R) ∩ Z2,
S1(z, λ) =
{
E(piB(k(ε)z,λ))−E(k∗)}−{Ez(piB(k(ε)z,λ))−Ez(k∗)}
≤ 20∗(m,R, δ
4
) +
1
2
{
E(piB(k(ε)z,λ))− E(k∗)}+ 1m (B +M∗) ,
(28)
where ∗(m,R, δ4 ) is given by
∗(m,R,
δ
4
) = 16(M∗ +B)(Cθ + 1)
(
log
4
δ
m−
1
2−θ + CsR
sm−
1
2+s−θR
s
1+s
)
.
Proof. Consider the function set FR with R > 0 by
FR :=
{T (y, piB(k)(x,x′))− T (y, k∗(x,x′)) : k ∈ BR} .
Each function g ∈ FR has the form g(x,x′, y) = T
(
y, piB(k)(x,x
′)
)− T (y, k∗(x,x′)) with some k ∈ BR. Hence, S1 can
be bounded by
S1(z, λ) ≤
 1
m(m− 1)
m∑
i=1
m∑
j 6=i
g(xi,xj , yij)− Eg + 1
m2
m∑
i=1
g(xi,xi, yii)
 . (29)
We can easily see that ‖g‖∞ ≤ B + M∗, and thus we have |g − Eg| ≤ B + M∗. By Lemma 2, the variance-expectation
condition of ξ(z) is satisfied with θ given by Eq. (15) and c1 = Cθ max{B,M∗}2−θ.
First, we consider the i 6= j case by Lemma 1. The Lipschitz property of the ε-insensitive loss yieldsN (FR, ) ≤ N (B1, )
So applying Lemma 1 to the function set FR with the covering number condition in Eq. (13), we have
Prob
z∈Zm×m
{
sup
k∈FR
Eg − 1m(m−1)
∑m
i=1
∑m
j 6=i g(xi,xj , yij)√
(Eg)θ + θ
≥ 41− θ2
}
≤ N (B1, ) exp
{
− (m− 1)
2−θ
4Cθ max{B,M∗}2−θ + 163 M∗1−θ
}
≤ exp
{
Cs
(R

)s
− (m− 1)
2−θ
4Cθ max{B,M∗}2−θ + 43 (B +M∗)1−θ
}
,
where Eg = E(piB(k))− E(k∗). Hence there holds a subset Z2 of Zm×m with confidence at least 1− δ/4 such that
sup
k∈FR
Eg − 1m(m−1)
∑m
i=1
∑m
j 6=i g(xi,xj , yij)√
(Eg)θ +
(
∗(m,R, δ4 )
)θ ≤ 4(∗(m,R, δ4))1− θ2 ∀z ∈ Z2 ∩W (R) ,
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where ∗(m,R, δ4 ) is the smallest positive number  satisfying
Cs
(R

)s
− m
2−θ
4Cθ max{B,M∗}2−θ + 43 (M∗ +B)1−θ
= log
δ
4
,
using Lemma 7.2 in [12], we have
∗ ≤ max
{
16(M∗ +B)
3m
log
4
δ
,
(
16Cθ max{B,M∗}2−θ
m
log
4
δ
) 1
2−θ
,
(
16(M∗ +B)
3m
CsR
s
) 1
1+s
,
(
16 max{B,M∗}2−θ
3m
CsR
sCθ
) 1
2−θ+s
}
≤ 16(M∗ +B)(Cθ + 1) log 4
δ
m−
1
2−θ + 16Cs(M
∗ +B)(Cθ + 1)m−
1
2+s−θR
s
1+s ,
where we use 1m ≤ m−
1
2−θ , M∗ ≥ 1 and (M∗) 11+s ≤ (M∗) 2−θ2−θ+s .
Next we consider i = j case in S1(z, λ). Since ‖g‖∞ ≤ B +M∗, we have
1
m2
m∑
i=1
g(xi,xi, yii) ≤ 1
m
(
B +M∗
)
.
Combining above two equations, for z ∈ B(R) ∩ Z2, we have
S1(z, λ) =
{
E(piB(k(ε)z,λ))−E(k∗)}−{Ez(piB(k(ε)z,λ))−Ez(k∗)}
≤ 4[∗(m,R, δ
4
)
]1− θ2√(E(pi(kz,λ))− E(k∗))θ + (∗(m,R, δ
4
)
)θ
+
1
m
(B +M∗)
≤ (1− θ
2
)42/(2−θ)∗(m,R,
δ
4
) +
θ
2
(
E(piB(k(ε)z,λ))− E(k∗))+ 4∗(m,R, δ4) + 1m (B +M∗)
≤ 20∗(m,R, δ
4
) +
1
2
{
E(piB(k(ε)z,λ))− E(k∗)}+ 1m (B +M∗) ,
where the second inequality is from Young’s inequality. Finally, we complete the proof.
The left in the error decomposition demonstrated by Proposition 2 is to bound 1m2
∑m
i,j=1 |piB(Yij)− Yij |, which involves
the unboundedness of the output y. Following Proposition 5 in [27], under the assumption of Eq. (9), for any d ∈ N and
0 < δ < 1, there exists a subset Z3 of Zm×m with measure at least 1− δ/4, such that
1
m2
m∑
i,j=1
|piB(yij)− yij | ≤ c
{
(d+ 1)! + 2d+2dd
}
Md+1B−d +
12M2d+1
m
log
4
δ
∀z ∈ Z3 ∩W (R) , (30)
where we use 6Mm−1 ≤ 12Mm for any m > 1.
A.3. Derive Convergence Rates
Based on above analyses, combining the bounds in Proposition 2, 3, 4, Eq. (14) and Eq. (30), the excess error E(piB(k(ε)z,λ))−
E(k∗) can be bounded by the following proposition.
Proposition 5. Assume that |k∗(x,x′)| ≤M∗ with M∗ ≥ 1. ρ has a median of p-average type q with some p ∈ (0,∞] and
q ∈ (1,∞) and satisfies assumptions Eq. (15) with 0 < θ ≤ 1 , Eq. (12) with 0 < r ≤ 1, and Eq. (9) with c > 0. Assume
that for some s > 0, take λ = m−α with 0 < α ≤ 1 and α < 1+ss(2+s−θ) . Set ε = m−γ with αr ≤ γ ≤ ∞. Then for B ≥M∗,
d ∈ N, and 0 < δ < 1 with confidence 1− δ, there holds
E(piB(k(ε)z,λ))− E(k∗) ≤ 4C˜ log 4δm−Θ + 2c{(d+ 1)! + 2d+2dd}Md+1B−d + 12M2d+1m log 4δ ,
where C˜ is a constant independent of m or δ and the power index Θ is
Θ = min
{
αr,
1 + αr − α
2− θ ,
1
2 + s− θ −
αs
1 + s
}
. (31)
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Proof. Combining the bounds in Proposition 2, 3, 4, Eq. (14) and Eq. (30), the excess error E(piB(k(ε)z,λ)) − E(k∗) can be
bounded by
E(pi(k(ε)z,λ))− E(k∗) ≤ 2ε+ 3C0λr + 32(Cθ + 1)(M∗ + κ√C0λ r−12 ) log 4δm− 12−θ + 2κ
√
C0λ
r−1
2
m
+ 640(Cθ + 1)(M
∗ +B)
(
log
4
δ
m−
1
2−θ + Csm
− 12+s−θR
s
1+s
)
+
2B + 4M∗
m
+ 2c
{
(d+ 1)! + 2d+2dd
}
Md+1B−d +
12M2d+1
m
log
4
δ
.
(32)
In the next, we attempt to find a R > 0 by giving a bound for λ‖k(ε)z,λ‖2H. Form the definition of k(ε)z,λ in Eq. (8), we have
λ‖k(ε)z,λ‖2H ≤ Ez
(
k
(ε)
z,λ
)
+ λ‖k(ε)z,λ‖2H ≤ Ez(0) ≤
1
m2
m∑
i,j=1
|Yij | .
Using Eq. (30) with confidence 1− δ/4, we have
1
m2
m∑
i,j=1
|Yij | ≤ cM + 4M(1 +
√
2c)
log 4δ√
m
≤ (3cM + 4M) log 4
δ
:= Mδ. (33)
This yields the measure of the set W (Mδλ ) is at least 1− δ/4, thus the measure of the set W (Mδλ ) ∩ Z3 ∩ Z2 ∩ Z1 is at least
1− δ. We substitute R = Mδλ to Eq. (32) and let Eq. (13) with s > 0, Eq. (12) with 0 < r ≤ 1, take λ = m−α with 0 < α ≤ 1
and α < 1+ss(2+s−θ) . Set ε = m
−γ with αr ≤ γ ≤ ∞, we have
E(pi(k(ε)z,λ))− E(k∗) ≤ 2m−γ + 3C0m−αr + C˜1 log 4δm− 12−θ + C˜2 log 4δm−
[
1
2−θ+
α(r−1)
2−θ
]
+ 2κ
√
C0m
−
[
α(r−1)
2 +1
]
+ C˜3(3cM + 4M)m
αs
1+s− 12+s−θ
+
2B + 4M∗
m
+ 2c
{
(d+ 1)! + 2d+2dd
}
Md+1B−d +
12M2d+1
m
log
4
δ
,
where C˜1, C˜2 and C˜3 are constants given by
C˜1 = (Cθ + 1)(672M
∗ + 640B), C˜2 = 32(Cθ + 1)κ
√
C0, C˜3 = 640(Cθ + 1)(M
∗ +B)Cs .
Formally, we choose
C˜ = max
{
3C0, C˜1, C˜2, 2κ
√
C0, C˜3(3cM + 4M), 2B + 4M
∗
}
= max
{
3C0, C˜1, C˜2, 2κ
√
C0, C˜3(3cM + 4M)
}
,
and the power index Θ
Θ = min
{
γ, αr,
1
2− θ ,
1
2− θ +
α(r − 1)
2− θ ,
α(r − 1)
2
+ 1,
1
2 + s− θ −
αs
1 + s
}
= min
{
αr,
1 + αr − α
2− θ ,
1
2 + s− θ −
αs
1 + s
}
,
which concludes the proof.
Now we are ready to give the proof of Theorem 1.
Proof. Using Proposition 1 and Proposition 5, for any B ≥M∗ with confidence 1− δ, there holds∥∥piM∗(k(ε)z,λ)− k∗∥∥Lp∗ρX ≤ ∥∥piB(k(ε)z,λ)− k∗∥∥Lp∗ρX
≤ Cq
(
4C˜ log
4
δ
m−Θ
) 1
q
B +B
(
2c
[
(d+ 1)! + 2d+2dd
]
Md+1B−d
)1/q
+
(
12M2d+1 log
4
δ
)1/q
B1−1/qm−1/q ,
(34)
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where Θ is given by Eq. (31), and the first inequality admits by |k∗| ≤M∗ almost surely. Following [27], we have(
2c
[
(d+ 1)! + 2d+2dd
]
Md+1B−d
)1/q
≤ 2 Θ+2q (20cM)m−Θ/q , (35)
and (
12M2d+1 log
4
δ
)1/q
B1−1/qm−1/q ≤ 2 d+1q
(
12M log
4
δ
)1/q
Bm−1/q . (36)
Finally, we complete the proof by combining Eqs. (35) and (36) into Eq. (34)
∥∥piM∗(k(ε)z,λ)− k∗∥∥Lp∗ρX ≤ C˜X,ρ,α,γ
(
log
4
δ
)1/q
m−
Θ
q ,
with
C˜X,α = 3(M +M
∗) max
{
Cq(4C˜)
1
q , (20cM)1/q, (12M)1/q
}
2
Θ+2
q Θ−1 ,
which concludes the proof.
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