Abstract-Spectrum sensing is a core problem in cognitive radio. Detecting the presence/absence of very weak primary users with a single antenna can be very difficult. Environmental uncertainties result in SNR walls that detectors cannot overcome. Multiple-antenna approaches show some potential gains, but we show here that singleuser multiple-antenna detection still must suffer from an SNR wall. The reason is that the real-world uncertainty in noise is dominated by the potential presence of an unknown number of low-power and time-varying interference sources in the external environment.
I. INTRODUCTION
Spectrum sensing at very low SNR regimes has gained crucial importance in the context of opportunistic spectrum sharing. For example, the required sensitivity in the IEEE 802.22 standard is -116 dBm (-22 dB of signal to noise ratio) [1] . In addition to high sensitivity, the secondary users need to be able to operate in different settings and environments. Uncertainty in the noise environment imposes fundamental limits on the sensitivity of secondary users. Below a certain signal-tonoise ratio (SNR), detectors will not be able to reliably sense the existence of the signal no matter how long they collect data [2] . This level is called the SNR wall of the corresponding detector and partially quantifies the robustness of the sensing system. For the sensing problem, different algorithms such as Radiometer single-antenna; non-cooperative Max-Min Eigenvalue [7] multi-antenna; non-cooperative [8] , [9] , [10] multi-antenna The proposed detector cooperative energy detection, matched filtering and cyclostationary feature detection have been proposed [3] , [4] , [5] , [6] . Table I shows a categorization of them by the number of users/antennas. Implicit in the traditional discussion is the nature of the spectral hole that the secondary radios are trying to find. As pointed out in [11] , spectrum holes are regions in space-time-frequency within which non-interfering use is possible for a secondary user. Many of the currently used algorithms choose to test the existence/absence of the primary signal. We refer to these detectors as "existence-based" detectors. These hypotheses implicitly assume that the focus is on the spatial-dimension of the spectrum hole (are we close enough to interfere with a primary user).
However, for any given secondary-user, it is a timecentered perspective that frames the question in steady state: is it safe to keep using this channel or should we start using that channel? The user's own physical motion through space-time connects the global spacetime perspective to a local timeline. The purely spatial perspective on sensing spectrum holes thus corresponds to either the start-up transient (when time is beginning for a user) or to the case of very rapid motion (approximated by a user that can randomly teleport between sensing times). Given that the primary footprints for digital-television stations are on the scale of kilometers and many secondaries have motion only in the meters/second range with reasonable sensing times of less than a second, it seems natural to take a closer look at what the right hypotheses really are in steady-state.
Assuming that secondary users are relatively stationary with respect to primary footprints, we see that the time-centered perspective offers a new set of hypotheses: the entrance/exit/no-change of the primary signal. Detectors that attempt to segment time based on these are called "event-based" detectors. It turns out that this choice of perspective greatly influences the structure and performance of the corresponding hypothesis-testing algorithms.
This has been viewed in the context of "change detection" algorithms. Veeravalli [12] and Mei [13] study the application of quickest-detection theory to decentralized decision systems. Quickest detection [14] , [15] refers to real-time detection of abrupt changes in the distribution of observed signals as quickly as possible. Furthermore, Li et. al. [16] apply the theory of quickest detection to the problem of sensing primary user signals. However, the previous approaches do not capture the problem of noise uncertainty and robustness. In particular, the realworld presence of time-varying interference can cause distributional changes of the received signal even if there is no primary activity. Table II compares existence-based and event-based detection in the context of the energy detector. 1 The interesting fact is that it is interference that is the fundamental cause of sensing limitations. Interference is some combination of "unintentional emitters" (e.g. a laptop leaking power outside its permitted bandwidth during a communication, or the electronics of a printer radiating electromagnetic waves during its activity) and 1 The same ideas can be applied to other detection algorithms such as matched filtering and cyclostationary feature detection at the expense of notational complexity.
"intentional emitters" (other secondary networks using the bandwidth when the primary is absent). A sensor may have some knowledge about the activity patterns of the intentional emitters. If these are other secondary users, this uncertainty can be reduced by using a "sensing-MAC protocol" that commands nearby secondaries to be quiet while one is sensing [4] , [17] . However, there is no way of even interacting with unintentional emitters. Furthermore, it is implausible to believe that unintentional emitters will comply with any probabilistic model.
The key insight in this paper is that we know from physical considerations that such unintentional interference is low powered and hence local in the sense that the arrival or departure of one such interferer can only cause a few nearby sensors to trigger false alarms. In contrast, when a primary signal enters or exits, it does so with a global footprint causing many sensors to fire alarms simultaneously. This suggests that a cooperative multi-sensor algorithm can exploit what we call "interference diversity" to distinguish between the two events by gathering information from sensors placed at different physical locations (see Figure 1 ). In fact, as long as the above local/global property holds, the proposed algorithm succeeds. 2 This paper is organized as follows. To make this paper self-contained, Section II reviews a couple of existencebased sensing algorithms. The role of external interferers in imposing fundamental limits on the performance of this class of algorithms is highlighted -in particular an SNR wall is discussed for the max-min-eigenvalue detector with the proof deferred to Appendix A. Section III introduces the event-based cooperative sensing algorithm and it is analyzed at an intuitive level, deferring the rigor- 2 Remember, all this holds only if we accept that the cooperating users are within the same spatial spectrum hole and stay there. There are further considerations when secondary users can move long distances. For instance, assume that there are two TV towers, one in Sacramento and another in San Francisco. If we have a network of secondary users close to the Sacramento area, it will be able to correctly detect the entrance/exit of the primary transmitter's signal there. Now, suppose that a few secondary users move to the San Francisco area. Even if they correctly detect the San Francisco tower's transmission, since they are few in number, they will not be able to change the decision made by the whole network, causing the system to fail. Hence, interference diversity is no substitute for the basic requirement of all cooperative algorithms: that all the nodes cooperating to sense are indeed trying to sense the same spectral hole! However, it is interesting to see that unlike cooperating for existence-based sensing, there is no requirement that the collective footprint of the cooperating secondary users be much smaller than the primary user's service area footprint. In fact, having some cooperating users very close to the potentially-on primary user while others are very far away is even desirable! The activity pattern of interferers ous formulation and analysis to Appendix B. Section IV includes some simulation results.
II. EXISTENCE-BASED DETECTORS
In this section, we briefly review detection that is based on the following two hypotheses:
and r [n] are the received signal, the input noise and the primary signal at time n. We refer to these detectors as "existence based" or H 0 − H 1 detectors. The sensitivity is how weak of a r[n] signal can still be reliably detected or ruled-out.
In general, by increasing the length of the observation window, a sensing algorithm will have a better sensitivity. However, when there are uncertainties in the system, SNR walls exist that impose a fundamental limitation to the sensitivity even if the observation window becomes infinitely long [2] . As the previous section argued, unintended emitters are an irreducible system uncertainty. The goal of the following subsections is to highlight the impact of unknown interferers on detection algorithms at low SNRs. For illustrative purposes, the energy detector (radiometer) is used in the single-antenna context while the maximum-minimum eigenvalue detector is used in the multiple-antenna context.
A. Single-Antenna Energy Detection: Radiometer
An energy detector (radiometer) measures the average received power in a time window, and makes a decision by comparing it to a fixed threshold. If the noise variance were perfectly known, then an increased observation window N would lead the detector to be able to decide between the hypotheses correctly with arbitrarily high probability.
The noise uncertainty for the radiometer is modeled by assuming that the noise variance is known only up to an interval. The length of this uncertainty interval determines the "SNR wall" for the radiometer (see Figure 2 ) [2] . It is easy to see that the radiometer's SNR wall can The noise variance has a range. When the primary signal is present, this interval shifts. If the signal is weak and these two intervals collide, there is an ambiguity that cannot be resolved. never be less than the maximum number of significant interferers that might co-exist in an environment times the average power of a typical significant interferer (see Figure 3) .
B. Max-Min Eigenvalue Detection
Liang and Zeng in [7] introduced the multi-antenna sensing algorithm known as the max-min eigenvalue detector. Their core assumption is that noise is white and uniform (in terms of power) over different antennas. The authors argue that if the primary signal is absent, the correlation between samples at different antennas and/or different times will be zero. If the primary signal is present, some of these correlations will not be zero. Therefore the detector can distinguish between these two scenarios by measuring the deviation of a covariance matrix from the identity matrix in terms of the ratio of the maximum and minimum eigenvalues. If the assumption were true, the max-min eigenvalue detector would overcome any noise uncertainty.
Unfortunately, local unintended emitters are an irreducible source of uncertainty and they do not satisfy this assumption. Having a physically localized source, their interference will generally not be white and uniform (in terms of power) over different antennas. From the perspective of the max-min eigenvalue detector, there is no difference between a very weak primary and a local emitter. Appendix A contains a proof for a theorem that makes all this precise.
III. EVENT-BASED DETECTION
As discussed in the previous section, sensing algorithms based on existence/absence (H 0 −H 1 ) hypotheses are vulnerable to external interferers (which in effect masquerade as weak primaries). In what follows, we make the assumption that the secondary radio is fixed in position relative to the primary transmitter. We further make the assumption that we are operating in steadystate 3 and are thus interested in the time-dimension of the spectrum holes [11] . For simplicity of exposition, we focus on an event-oriented variant of the radiometer.
Intuitively, the transition between the on/off states of the primary signal creates rapid changes in the received power at the spectrum sensors. We refer to these changes as "energy edges"; if there is a upward surge in the power level, we call it a "positive edge" while a downward surge is called a "negative edge". For every time instance, we consider three event hypotheses:
there is a negative edge at time n; H + [n] : there is a positive edge at time n;
The new set of hypotheses may be thought of as the first derivative of the previous hypotheses. Knowing the location of these events is equivalent to knowing the on/off trajectory of the primary signal. It turns out that this "event-based sensing" perspective can significantly 3 When a secondary system is first turned on, it encounters a startup transient within which the natural question is whether it is in a spatial spectrum hole at this time [11] . If it is impossible to answer this question because of an SNR wall, then simply being on for a very long time is not enough for a system to reach steady-state. One possibility is to use cooperation to bootstrap newly arrived systems into steady-state [11] and the other is to wait until we see two successive time-domain events: the arrival of the primary user followed by his departure. However, this second technique works only if we are certain that there is a maximum of one possible primary user. improve the robustness of detection even for very sensitive detectors. After first giving the high-level intuition, a heuristic analysis is given in this section.
A. High-Level Intuition
We start with the simplistic scenario in which the noise average power is unknown but constant over time. Also assume that whenever the primary enters/exits, the received power changes instantaneously. 4 Furthermore, assume that in the time-scale of interest, the primary changes its state at most once. If the signal power is less than the noise uncertainty, the radiometer fails. On the other hand, no matter how weak the primary signal is, an edge detection algorithm will be able to sense the primary if the observation window is long enough (see Figure 4 ). This is exactly the time-domain analogy of the observation in [2] that noise-calibration leads to an elimination of the SNR wall whenever the noise is known to be perfectly white across frequencies.
Next, consider the more realistic scenario in which the noise is comprised of different interferers each of which have constant power over time but are allowed to turn on/off. 5 Furthermore, assume that whenever an interferer enters or exits, the power level changes instantaneously. Under this model, any single-user edge detector will also fail since it cannot distinguish between the entrance/exit of the primary and that of an interferer. However, notice that there is an improvement in the SNR wall. Instead of sensitivity being limited by the maximum number of possible interferers, the sensitivity is limited to the power corresponding to a single such interferer. This is because it is physically realistic to assume that unintended emitters are not going to be synchronized with each otheronly one will turn on or off at any given time.
Even further improvements in sensitivity are possible with cooperation. The key observation is that in many realistic scenarios interferers are short-range whereas the primary signals have a large footprint 6 (call this the localglobal assumption). The local-global assumption means that entrance/exit of the primary signal is sensed by most of the sensor nodes while any specific interferer's entrance/exit will only affect one or at most a few of the sensors at any given time. The physical effect is that of interference diversity. Therefore the system as a whole can detect the change in the activity status of the primary user whenever many sensors simultaneously detect it. We prove that as long as we do not deviate significantly from the local-global assumption, the proposed algorithm is able to correctly detect weak primary signals.
B. Formulation and Analysis
For a more rigorous formulation and analysis of the system see Appendix B. Here, an intuitive perspective is taken. Consider a network of sensors geographically distributed in an area. Assume that the sensors are connected to a Fusion Center (F C) through communication links that have limited capacity. Each sensor node transmits its belief about a possible change in the status of the primary transmitter (i.e. whether a primary has entered (or exited) or that no change has occurred). At each time instant, the F C will decide whether the primary has changed its state by, roughly speaking, taking a super-majority vote of the received messages from the sensors that vote for some change. For instance, if the fraction of sensor nodes believing that the primary has entered exceeds those believing that the primary has exited by more than a threshold, γ cu , the F C will declare that the primary has entered.
The objective of an individual sensor is to detect the changes in the level of received power. It does this by comparing the measured power levels in the first and second halves of a sliding observation window. The goal of each sensor node is to provide the F C with as much information about the changes in the power level as possible. In reality, because of limited resources, every sensor is forced to send only the important changes by choosing some threshold γ to distinguish insignificant changes from significant ones. Figure 5 depicts a sample response of this edge detector to the entrance of a primary signal. Figure 6 provides an adaptive approach for setting γ at each sensor node to avoid exceeding the control-channel rate limitation. Figure 7 shows a simulation illustrating the tradeoff between γ and the probability of false alarm under a specific noise model for different values of γ cu .
Assume that the network consists of a large number of sensors and that the capacity of each link between a sensor node and the F C is some constant R. The local-global assumption (made precise in Appendix B) imposes certain constraints on the noise/interference signals observed at different nodes. It is important to note that the noise signals are not assumed to have a statistical description and can vary arbitrarily in time. The constraints imposed are therefore not on the statistical distributions of the noise signals but on their aggregate In a large network, we make the plausible assumption that the chance of an interferer exiting the system at some node of the network is the same as the chance of an interferer entering the network. 7 The local-global assumption states that the interferers are short-range. This means that the entrance or exit of an interferer affects only a small number of sensor nodes. As long as our assumptions hold, one can expect that when the on/off status of the primary user does not change, the number of sensors experiencing a surge in their received power level should be roughly equal to the number of sensors experiencing a drop in their received power level. This intuition is formally captured by the second constraint on noise in the Appendix's Definition 4.
The local-global assumption not only states that the interferers are local, but also that the primaries are global. This means that a change in the status of a primary is heard by many sensors. Roughly speaking, when the primary signal is not very weak, its entrance should increase the number of the sensors who experience a rapid increase in their received power level. Similarly, a primary leaving the system should increase the number of sensors who experience a rapid decrease in their received power level. This intuition is formally expressed 7 This assumption does not always hold absolutely for the timescales of interest. For example, in the morning, devices are more likely to be turned on and thus unintentional emitters are more likely to enter than they are to exit. However, if the emitters are themselves packet-oriented devices with short packets, then the packets will stop just as often as they start.
as the second constraint on the noise in Definition 5.
Finally, the first constraint in Definition 4 implies that when the primaries do not enter or exit, the chosen threshold is sufficiently high so that the average number of alarms generated over time by each sensor node is bounded.
These definitions are not unrealistic. Both of the below scenarios fit 8 the model.
• When the noises (including interference noise) at different nodes are white, independently and identically distributed (i.i.d.) according to an unknown but continuous density function (such as a Gaussian).
• When the noise signal at each node has two components: 1. Independent white noise at different sensor nodes, identically distributed according to an unknown continuous density function; 2. Independent Poisson processes at different nodes with an unknown and possibly varying, but bounded rate modeling the entrance/exit of the interferers, each of which stays on for a fixed or iid random amount of time. While the interferer is on, it contributes an additional amount of white noise to the received signal.
If the power of the primary is very low, its arrival will not be able to excite enough sensors and hence the detection algorithm will fail. If the average power of the primary signal at the sensor nodes is above a certain limit, the algorithm should however succeed. Theorem 2 and its corollary formalizes this intuition. The lower the power of the primary signal, the more sensitive the sensors need to be in detecting the changes in the power level. But increasing the sensitivity of the sensor nodes makes them vulnerable to the entrance/exit of weaker interferers. This would not only increase the number of false alarms generated by each sensor node (and thus create difficulties in communicating them all to the F C) but more importantly gradually invalidates the local-global assumption. A strong interferer may be heard by a larger group of sensor nodes. It should be noted however that the detection algorithm is robust as long as the local-global assumption remains valid. For a large network, the second constraint of Definition 4 remains valid as long as each interferer affects only a sub-linear number of sensors i.e. the fraction of affected sensors is relatively small as compared to the total number of sensors. "Computation in the air" method: Above, we assumed R 1 = R 2 = ... = R ms = R allowing the total rate of control information R 1 + R 2 + ... + R ms to approach infinity. This is not a realistic assumption. However, notice that the F C only needs to know the total number of positive and the total number of negative alarms rather than the precise identity of which nodes are sending positive or negative alarms. This echoes the setting of distributed computation combined with wireless communication (see for example [19] ). It can be shown that separation between the communication stage and the computation stage is not always the optimal strategy, and a combined communication-computation scheme can generically improve the performance. This prompts the following strategy:
Consider the control channel (different from the channel being sensed) as a wireless link. The sensor nodes divide their control-channel resources into consecutive time intervals. In odd intervals, those nodes desiring to transmit a positive alarm simultaneously transmit signals of power P while the even intervals are used for transmitting negative alarm signals. The Fusion Center F C measures the power of the received signal (which is a superposition of the transmitted signals) in each of the intervals. The difference in the power levels of consecutive odd and even intervals provides an estimate of the difference between the number of positive and negative alarms. Consider the simplistic model 9 shown in Figure 8 where the F C is equidistant from all of sensors and is experiencing the same channel to all of them on average. This makes sure that the sensor nodes are contributing 9 The result can be probably extended to the following model: assume that we divide the sensor nodes into the set of green nodes and red nodes. When the green nodes are talking, the red nodes are listening. The red nodes estimate the number of green nodes who believe that the primary has entered/exited and thus play the role of the F C themselves.
equally on average to the total power received at the F C. If an α fraction of the m s nodes are transmitting signals at power P , the expected value of the received power at the F C equals α · P · G av + P n where G av is the average gain from the sensor nodes to the F C and P n is the average power of the noise. Therefore the F C can estimate α based on the average received power. In the general scenario when the F C is placed on the ground, the channels between the F C and different sensor nodes would be different. The F C would receive a weighted average of the transmitted signals from different sensors. If the sensor nodes have some knowledge about the strength of their channel to the F C, they can adjust their power accordingly. Otherwise a more detailed investigation is required.
IV. SIMULATIONS
The simulations are based on the following model: we consider a set of sensors uniformly distributed inside a square. At every point of the square lies an interferer that changes its status (i.e. turns on/turns off) with a fixed small probability. Around each sensor, we consider a smaller square. In this model, the interferers falling inside this square are sensed by the sensor without any error. Figure 7 shows the tradeoff between the threshold at the sensors, the threshold at the F C and the probability of false alarm. As expected, a decrease in the threshold increases the number of alarms generated by each of the sensors when the signal is not present, and thus a higher chance of the F C giving a false alarm. Figure 9 depicts the trade off between the number of sensors and the probability of false alarm. The goal of this simulation is twofold. Firstly, as long as the sensitivity area of sensors do not overlap, the alarms sent to the F C are zero mean i.i.d. random variables. As we increase the number of sensors, their average will be within an interval around zero with an increasing probability. Therefore the probability of false alarm will be reduced. Secondly, we observe that increasing the number of sensors in a closed area will eventually make them sensitive to common interferers. In other words, in a dense network, the alarms sent by the sensors will become correlated and the performance would not be improved by the same trend. 
APPENDIX A SNR WALL ANALYSIS FOR THE MAX-MIN EIGENVALUE DETECTOR
In this appendix, we prove that the possibility of external interferers can impose limits on the performance of the max-min eigenvalue detector [7] . In this section, we adopt the same notation used in [7] for reader convenience. The authors implicitly assume that the coherence time of the multi-antenna receiver is infinity. We continue with the same assumption.
Due to the existence of interferers even when the primary signal is not present, the ratio
) cannot be equal to one. This means that the detector has to set a threshold γ and decide between the hypothesis H 0 and the hypothesis H 1 based on 1[
The value of γ would be constrained by the target probability of false-alarm.
Definition 1: Assuming any specific model for noise, the threshold function "T hf" is the answer to the follow-
For any positive , there exists a threshold ρ such that whenever the primary power P is less than ρ, the detector cannot guarantee a probability of missdetection less than 1 − . Furthermore, given the probability of false alarm P r F A , ρ is bounded from below by
Proof: We prove the statement by contradiction. Fix some P F A and some > 0 and assume that the guarantee of P MD < 1 − exists. In particular, the sensor should T as a function of p, power of the signal. The minimum eigenvalue remains around one while maximum eigenvalue increases linearly. Here H is a random matrix. At p = 0, both eigenvalues are one. The maximum eigenvalue increases rapidly with the increase in p, while the minimum eigenvalue remains almost the same.
have P MD < 1 − when the noise on the channels are white and uniform, and that K s = P I. In this case, K x = κP HH † + σ 2 η I ML for some constant κ. Please note that intuitively if P is small here, from the perspective of the detector it behaves like an interferer and thus the ratio between maximum and minimum eigenvalue should be close to one.
Using the fact that for any matrices A and B we have:
we can bound
as long as σ 2 η − κP λ max (HH † ) > 0. In order to use the Markov inequality in the above expression, we first need to show that E[λ max (HH † )] < ∞.
Using Jensen's inequality we have:
Now, using the Markov inequality, P r(λ max (HH
This would in turn imply that
and therefore
which is a contradiction.
APPENDIX B FORMULATION AND ANALYSIS OF THE PROPOSED DETECTION ALGORITHM

A. Model Configuration
Consider a network of m s sensors and one Fusion Center (F C). The sensors are geographically distributed in an area. Furthermore each sensor has m a antennas. There are communication links between each sensor and the F C with rate constraints R 1 , R 2 , ..., R ms . The message set at each node is {positive alarm, negative alarm, no-change}. A positive (or negative) alarm corresponds to the sensor's belief that the primary has entered (or exited) while a no-change message corresponds to the belief that primary has not changed its state. At each time instant, the F C will decide whether the primary has changed its state based on the received messages from the sensors. In addition, there is a latency constraint D at the F C meaning that the system needs to detect state transitions of the primary within delay D. Let T be the minimum coherence time of all wireless communication channels. Assume that the minimum inter-transition duration of the primary signal is lower bounded by T s , i.e. time between consecutive transitions of the primary is at least T s .
We assume that there are at most m t primaries. The active primaries are assumed to generate uncorrelated signals at any particular time instance. For simplicity, we also assume that all sensor nodes are synchronized in time. It should be noted that in a realistic scenario there will inevitably be some delay for reasons such as the coding used by the sensor nodes, possible clock mismatches etc. Output of the j th sensor Dt(., ., .) [m] Output of the F C
B. Detection Algorithm at the Sensors
In this algorithm, the objective of a sensor is to detect the changes in the received power due to entrance/exit of the primary. One possible scheme is to compare the measured power levels in the first and second halves of a shifting observation window. The length of the observation windows is chosen to be less than the minimum coherence time, T c , ensuring that the changes in the power levels are not coming from changes in the channel statistics. Other constraints on the duration of the observation window are the network's latency constraint, D, and the minimum inter-transition duration, T s . The latter constraint guarantees that the primary signal is active during the second half of some observation window.
Definition 2:
For any positive γ, the output of the detection algorithm at the j th sensor Φ j (γ) is defined as follows: assuming that the received signal at the i th antenna of the j th sensor (
• We will discuss more about the choice of γ in a noisy environment later.
C. Detection Algorithm at the Fusion Center
At any time instance m, the Fusion Center receives signals from the sensor nodes. It seems intuitive for the F C to take a super-majority vote:
Definition 3: For any positive γ cu , the output of the detection algorithm at the F C is defined as follows:
D. Analysis
For simplicity of analysis, we assume that the channel is flat fading and that the primaries are using the phaseshift keying (PSK) digital modulation, i.e. the constellation points chosen are positioned with uniform angular spacing around the unit circle.
The received signal at the i th antenna of the j th sensor is equal to 
Averaging over different antennas cancels the effect of multipath fading. Since the transmitted signals from different primaries at a time instance are uncorrelated, using the law of large numbers we get the following equation: Here it is assumed that the noise signals is comprised of independent white Gaussian noises over different antennas, and also interference signals coming from an external interferer. As m a → ∞, the randomness coming from the white Gaussian noises and the fadings from the external interferer to the receiver decreases while the uncertainty in the power level of the samples of the external interferer remains. We therefore have:
does not change within an observation window. We can thus draw the conclusion that if the status of a primary does not change throughout the observation window, it does not contribute to the difference
• In the following subsections, we analyze the detection algorithm under different configurations. In the first subsection, we analyze the asymptotic behavior of the algorithm under the assumption that R 1 = R 2 = ... = R ms = R. We will prove that the F C will successfully detect weak primaries when m a , m s → ∞ as long as the noise follows a certain model. The problem with this configuration is that the total rate, R 1 + R 2 + ... + R ms approaches infinity as m s → ∞.
1) Equal Rate At All Sensors:
Assume that R 1 = R 2 = ... = R ms = R. We will define a class of noise functions under which the detection algorithm has arbitrarily low probabilities of false alarm and misseddetection as m s and m a converge to infinity even for The first condition ensures that in the limit case, whenever the average gap between γ j and γ j is at least a constant c, the rate of positive alarm is sensitive to changes in γ. The second condition has a similar interpretation. The reason for introducing these two conditions is that intuitively when a primary enters the system, the chance of passing threshold γ, and thus of "Positive alarm", increases whereas the chance of passing −γ, and thus of "Negative alarm", decreases. This is because the effective threshold for "Positive alarm" from the perspective of noise decreases, whereas the effective threshold for "Negative alarm" from the perspective of noise increases. The best opportunity to detect the entrance of the z th primary is at time n + N 0 − 1, when the very beginning of the second half of the observation window is the entrance time of the z th primary. The average power in the second part of the window is increased by ρ j P z . Let γ j = γ j − ρ j P z , γ j = γ j + ρ j P z . Since the average power of the primary that has entered/exited the system over all antennas of the system is at least c, we get 
