In order to solve numerically the constant elasticity of variance (CEV) model for pricing of European call option, we propose in this work the Stochastic Runge-Kutta method. We compare the obtained results using this approache, with those given by the Monte Carlo method in Broadie-Kaya [4] . Further, we demonstrate the faster convergence rate of the error obtained by the proposed method. Finally a comparative numerical study is done using different values of the coefficient of elasticity.
Introduction
It is a worth to mention that the relationship between asset price and its volatility has taken a great attention in financial research for many years. This concordance leads to the same behavior of asset price and its volatility. In the Black & Scholes formula the volatility is considered as constant. Empirical studies show that this assumption does not reflect the market reality, the volatility is a random function time dependent. The more realistic model uses two stochastic equations, the first modeling the underlying and the second one its volatility, taking into account the correlation coefficient between the two noise sources. Many papers, among others Heston [12] have proposed the analytical solvable models with a stochastic volatility. In Aboulaich et al [1] we studied the general extension of the last model to the jumps case. The constant elasticity of variance model (CEV) is an other extension of the stochastic volatility diffusion model (see Aboulaich et al [2] ). Cox and Ross [7] introduced these models to the dynamics of the underlying to explain the empirical bias exhibited by the option pricing model of Black-Scholes-Merton. Emanuel and MacBeth [9] have presented theoretical and empirical tools for the use of CEV model. The CEV model for volatility is given by Hsu, Lin and Lee [13] ,Ekstion Tysk [8] considered the CEV model for the valuation of options. This work will be organized as follows: §2 recall the CEV model dynamics and the Pricing problem. In §3 we introduce a Deterministic Runge-Kutta scheme. The §4 is dedicated to the use of the stochastic Runge-Kutta method for the pricing of the European option. Broadie and Kaya [4] have performed exact and approximate (Euler) of the SDE for the evaluation of the European call under the stock index S&P 500 by the method of Monte Carlo. In §5 we propose to use the stochastic Runge-Kutta scheme method in order to compare the results and improve the convergence of the RMS error : the execution time and the RMS error for different values of γ. The last section compares results and provides concluding remarks.
Presentation of the model
In applied sciences, finding numerical solutions of stochastic differential equations (SDEs) is crucial. For example, the price of a financial derivative is obtained by the calculation of E[h(S T )/S = x, σ = y] where S t is the value at time t of the N-dimensional diffusion process which describes the asset price and h is the payoff. Therefore it is highly important to find fast and reliable algorithms for the numerical evaluation of E[h(S T )].
In the following, we consider the system of stochastic differential equations (SDE) following :
where μS t is the drift term, σ t is the volatility, ησ γ t is the volatility of volatility term, p, η and γ are positive constants, ρ is the correlation factor between the two Broweniens motions W t and W t ( W t , W t = ρ). Under the assumptions on the functions f (s, σ) = sσ and g(σ) = σ γ , the system (1) of SDE admits a unique solution, see [10] , [14] . We consider an European derivative on S t , denoted by V (t, S t , σ t ) with expiration date T and payoff function h(S T ).
In the next section, Runge-Kutta methods for the approximation of stochastic differential equation systems (1) with respect to a two-dimensional Wiener process are considered. This turns out to be a generalization of the well known rooted tree theory introduced by Butcher for deterministic ordinary differential equation systems. By the use of these expansions a theorem on general conditions for convergence of a very general class of stochastic Runge-Kutta methods in the weak sense is proved, see [5] .
Deterministic Runge-Kutta scheme
It was Euler (1768) who for the first time described a method for solving an initial value problem in his "Institutiones Calculi Integralis", which is called the 
where
To determine an explicit Runge-Kutta method of a desired order of convergence s, we have to execute the following two steps:
1. The determination of the conditions for the coefficients of the RungeKutta method, i.e. of the matrixA = (a ij ) i,j and the vector b = (b i ) i , which guarantee the s-order of convergence.
2. Solving the order conditions, i.e. the calculation of the S(S:I) particular coefficients a ij and b i for the Butcher tableau, for the specified order s.
We determine the conditions for a Runge-Kutta method with a specified order of convergence by Taylor expansions. Therefore we make use of the relation between the local and the global error which is stated in the following proposition holding for general one step methods.
Let the following class of methods, for n = 0, 1, ..., N − 1;
with y s,−1 = y 0,1 = y 0 .
We remember that a Runge-Kutta method of order s ≥ 3 belongs to class A s if b 1 = 0 and c s = 1. Observe that in scheme (4) at each step one function evaluation is saved. For this reason it is called economical Runge-Kutta method.
Stochastic Runge-Kutta schemes for pricing option
In this section, we introduce a class of s-stage Stochastic Runge-Kutta (SRK) methods like in [6] .
Let I h = {t 0 , t 1 , ..., t N } be a discretization of the time interval I = [t 0 , T ] with 0 ≤< t 1 < ... < t N = T We introduce a general class of s-stage stochastic Runge-Kutta method for pricing Options with the following structure. Let Y t = (S t , σ t ) with S t and σ t defined in the system (1) .
) is a vector of random variables, for the approximation of the solution (S t , σ t ) t∈I of the two-dimensional system (1), considered either as Itô, in the weak sense. It has to be indicated, that the time dependence of the random variables Θ i is implicitly assumed. The kth component of an explicit s-stage weak stochastic Runge-Kutta method for one Wiener process is then given
for i = 1, ..., s, n = 0, 1, ..., N − 1 and k = 1, 2, ..., d, where
s. The matrices and vectors
In order to determine the value of the Option V (t, S t , σ t ) = E[h(S T )/S = x, σ = y], we calculate S t using the system (6).
Numerical results
In this section, we give the obtained numerical results using Stochastic RungeKutta method implemented using Matlab for different values of γ > 3/2. We compare them with those obtained by Broadie-Kaya [4] using the Monte Carlo method for γ = 1/2. The parameters used are strike = 100, r = 3.19%, T = 1.0 years , and the true option price = 6.8061. We note that this method is more efficient than the Monte Carlo method used by Broadie and Kaya [4] in terms of RMS errors and execution time. These tests confirmed that the Stochastic Runge-Kutta method is much faster than the monte carlo method for different values of γ.
Conclusion
In this paper, we proposed to solve the pricing of the European option model, for diffusion with stochastic volatility, when the volatility follows a CEV model using a stochastic Runge-Kutta. The Comparison with Monte Carlo Method used by Brody-kaya [4] for γ = 1/2 permits to conclude that the Stochastic Runge-Kutta approache is Faster. We presented the obtained results for different values of γ. They are closer to the true market value of the European option exercised under the stock index S&P 500 on november 2, 1993. In a previous work, we proved that the finite difference method is better than the Monte Carlo method in terms of RMS error and execution time, for more details, see [2] . We also compared the finite difference method and the stochastic Runge Kutta one, for the execution time and the RMS error. The finite difference method is faster and more accurate than the stochastic Runge Kutta for different values of the elasticity constant. However, the use of stochastic Runge Kutta is motivated by its flexibility and simplicity of implementation.
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