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In this work the Klein-Gordon (KG) equation for a complex scalar field with U(1) symmetry
endowed in a mexican-hat scalar field potential with thermal and electromagnetic contributions
is written as a Gross-Pitaevskii (GP)-like equation. This equation is interpreted as a charged
generalization of the GP equation at finite temperatures found in previous works. Its hydrody-
namical representation is obtained and the corresponding thermodynamical properties are derived
and related to measurable quantities. The condensation temperature in the non-relativistic regime
associated with the aforementioned system within the semiclassical approximation is calculated.
Also, a generalized equation for the conservation of energy for a charged bosonic gas is found when
electromagnetic fields are introduced, and it is studied how under certain circumstances its breaking
of symmetry can give some insight on the phase transition of the system not just into the condensed
phase but also on other related systems.
PACS numbers: 67.85.Hj, 05.30.Rt, 11.30.Qc
I. INTRODUCTION
Since its observation with the help of magnetic traps
and lasers (Anderson et al. [1]); the phenomenon of
Bose–Einstein condensation has motivated lot of works
related to its theoretical and experimental backgrounds.
In thermodynamics and statistical mechanics, this phe-
nomenon is interpreted as a phase transition where an
important matter wave coherence behavior arises from
the overlapping of individual de Broglie waves of atoms
or particles (bosons), such that a high percentage of these
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particles condense to the ground state of the system.
In Quantum Field Theory this phenomenon can be re-
lated to the spontaneous breaking of a gauge symmetry
(Kapusta [2] and Courteille et al. [3]). Distiction between
broken and unbroken symmetry lines up with the concept
of phase transition. In the theory of Bose-condensed
systems, there have remained some principal problems
that have not been well understood. Many works con-
tain the statement that, though symmetry breaking helps
describing BEC’s, the latter, in principle, does not re-
quire any symmetry breaking. This is however, not cor-
rect: Spontaneous breaking of symmetry is a necessary
and sufficient condition for Bose-Einstein condensation
(Courteille et al. [3], Yukalov [4], and Pitaevskii et al.
[5]).
Symmetry breaking is one of the most essential con-
cepts in particle physics and has been extensively used
to study the behavior of particle interactions in many
systems (Pinto et al. [6]). In some cases, phase tran-
sitions are also identified as changes of states that can
be related to changes of symmetries in the system (Grif-
2fin et al. [7]). According to Olivarez-Quiroz, the order
of BEC transition in weakly interacting gases predicted
by mean-field theory seems to be a first order phase
transition, since the relevant thermodynamic functions
do not predict a second-order transition as required by
the symmetry-breaking formalism (Olivares-Quiroz et al.
[8]). Conversely, as it was also suggested and discussed
by Lieb (Lieb et al. [9]), and references therein (see for
example Yukalov [4] and Shi et al. [10]), Bose-Einstein
condensation in interacting Bose systems, show sponta-
neous U(1) gauge symmetry breaking related to second
order phase transitions. Thus, is seem that the order of
the phase transition associated with Bose-Einstein con-
densates deserves deeper analysis.
The study of symmetry breaking mechanisms have
turn out to be very helpful in the study of phenomena
associated with phase transitions in almost all areas of
physics. Bose-Einstein condensation is one topic that
uses symmetry breaking mechanisms in an extensive way,
and its phase transition associated with the condensation
of atoms in the state of lowest energy is the consequence
of quantum, statistical and thermodynamical effects. Re-
cently, some results from finite temperature Quantum
Field Theory (Dolan et al. and Weinberg [11, 12]) have
raised important challenges about the possible physical
manifestation of symmetry breaking in condensed matter
systems.
Through the analysis of the massive Klein-Gordon
equation, the authors (Matos and Castellanos [13, 14])
have explained the way in which a real self-interacting
scalar field with a Z2 symmetry can simulate a condensed
matter system. They also proved how the Klein-Gordon
equation of the scalar field (SF), inside a thermal bath,
can be reduced to the Gross-Pitaevskii equation ( which
explains the behavior of a Bose-Einstein condensate at
zero temperature) in the non-relativistic limit, provided
that the temperature of the thermal bath is equal to
zero. But the question about the identification of the
signature of a condensed system of bosons, with broken
symmetry, remains open. The Klein-Gordon equation
with a self-interacting one loop scalar field potential also
defines a symmetry breaking temperature at which the
system may be able to experiment such a phase transi-
tion. In this sense, it is ironic how statistical thermody-
namics and quantum field theory have not made yet a
clear difference between the symmetry breaking mecha-
nism possibly related to Bose-Einstein condensation, and
the already known collective behavior of bosonic systems.
The limited theoretical understanding has made that
the relationship between density distributions, phase co-
herence, and thermal effects on phase transitions become
unclear. A deeper study and understanding on how these
phenomena can be related is still needed.
To point out some other similarities that can ex-
ist between spontaneous symmetry breaking and Bose-
Einstein condensation in the case of a field theory with
thermal and electromagnetic contributions, is one of the
aims of this paper. In this sense, the present work is taken
to be complementary to those results reported in (Matos
[13]), (Castellanos [14]), and (Chavanis [15]). Particu-
larly, this work studies the Klein-Gordon equation of a
complex and charged scalar field (with a U(1) symmetry)
inside a thermal bath. Again, the hypothesis is that the
Klein-Gordon equation, up to one loop in perturbations,
might be able to explain the condensation of a scalar field
(bosonic system) close to the instant of the phase tran-
sition, when the system breaks its U(1) symmetry of the
corresponding Lagrangian.
Finite temperature (and finite density) field theory
started out in the 1950’s as non relativistic subjects based
on quantum mechanics under the name of the many-body
problem because it was mainly used in condensed matter
and nuclear physics (Fradkin [16]).
This paper studies a non-homogeneous Bose system.
Like in the case of a weakly interacting Bose-Einstein
condensate, this work essentially assumes that the parti-
cles occupy the same quantum state, and the condensate
may be described in terms of a mean-field theory (An-
dersen [17]). This is in marked contrast to liquid 4He, in
which a mean-field approach is inapplicable due to the
strong correlations induced by the interaction between
the atoms.
Even though most of the cases consider dilute gases,
interactions can play an important role as a consequence
of the low temperatures, and they give rise to collective
phenomena related to Bose-Einstein condensation (see
Yukalov [18]). However, in this work the system treated
will not necessarily be weakly interacting and/or diluted,
the σ term appearing in the equations ahead will account
for the contribution of a viscosity that naturally appears
through the gradients of the velocity, density, temper-
ature and contributions of external fields. In contrast
to an irrotational fluid at zero temperature, it will be
seen how the viscosity term appearing in our equations
is exactly due to the presence of the thermal bath and
external fields. In the case of their absence the classical
limit of an irrotational fluid is recovered.
As it will be seen later on, the dynamics of the system
are derived directly through Klein-Gordon’s equation
making the range of validity of the equations ahead much
bigger than those obtained through Gross-Pitaevkii’s
equation, which is obtained mainly for weak interacting
gases.
Finally, the work establishes the conditions and the
temperature for the condensation of this non-ideal and
thermal Bose gas, coupled to an external field. The cal-
culations seem to show in a direct and simple way some
of the essential quantum features of Bose-Einstein con-
densation.
The paper is organized as follows. In Sec.II a brief
theoretical background on the main ideas of gauge sym-
metry breaking is given, describing how the finite tem-
perature contributions are obtained for the effective po-
tential VC . We then introduce the dynamics of the poten-
tial and obtain the new symmetry breaking temperature
dependent of the external fields applied. In Sec.III the
3Gross-Pitaevskii like equation at finite temperatures with
electromagnetic contributions is obtained through Klein-
Gordon’s equation. In Sec.IV the hydrodynamical ver-
sion of the equations obtained in Sec.III are written. In
Sec.V the thermodynamical equations for the scalar field
are derived. In Sec.VI the relation between the symmetry
breaking temperature and the condensation temperature
of the bosons in the non-relativistic limit is calculated,
and finally we conclude in Sec.VII.
II. GAUGE SYMMETRY BREAKING
A. Temperature corrections
In quantum filed theory, many of the times the mini-
mum of the effective potential used to describe the dy-
namics of a scalar field determines whether symmetry
breaking occurs at the quantum level. In his work Cole-
man (Coleman et al. [19]), started from a classical masse-
less theory, but found that at the one-loop level, quantum
corrections add order ~ terms to the potential such that
the minimum of the effective potential occurs away from
the origin.
In the next sections of this work the critical temper-
ature for the phase transition in a model with complex
scalar fields and spontaneous symmetry breaking is calcu-
lated when the Lagrangian is coupled to electromagnetic
fields.
Over time, some approaches to finite temperature field
theory have emerged. Some of these are known as: the
imaginary-time formalism, the real-time formalism and
the thermal field dynamics. In particular, the imaginary-
time formalism corresponds to the one which is connected
to statistical mechanics. One of the applications of the
imaginary time formalism is to show how quantum field
theory can give rise to mass corrections proportional to
T 2 in the potential. A way to quantify this interaction
consists in assigning a temperature dependent effective
mass to the field, such that this temperature must be of
the form m2Teff ∝ αT 2 considering dimensional grounds
(where α is a proportionality constant of order of unity).
For large T (m << T ), it is found that the corrections
go like
∆m2Teff ∝ λ(kBT )2 +O
(m
T
)
. (1)
In the case of arbitrary m, the result is nonanalytic
in m and divergent, namely of the form ∆m2Teff =
αT 2+β
√
m2T+γm2... where γ diverges. To regulate this
inconsistency, dimensional regularization is used, which
is needed to keep the dimensions of all terms in the sum
equal to that of ∆m2Teff . When the extra contributions
due to non-vanishing temperature are evaluated in the
scalar field potential they are found to be finite by them-
selves, so no problems arise (i.e., the result is a finite
sum).
The T -dependence of ∆m2Teff in quantum field theory
has the physical meaning of the temperature giving extra
mass to the scalar particle. The sign leading term (T 2
and which does not have any divergence problems) is
positive, and is important when studying spontaneously
broken fields at finite temperatures. For further analysis
and details on the quantum potential and its corrections
up to one loop see (Kolb1, Quigg [23, 24] and Cervantes
[25]).
B. The potential and the dynamics
The analysis uses a model containing a local U(1) sym-
metry with the following Lagrangian,
LΦ = 1
2
gµν
(
∇µΦ∗ − i e
~c
AµΦ
∗
)(
∇νΦ+ i e
~c
AνΦ
)
− V (|Φ|2, T )− 1
4
FµνFµν + Lint , (2)
where Fµν is the Maxwell tensor. The metric signature
used is (+,−,−,−). The simplest case of a double-well
Mexican-hat potential up to one-loop contributions for
a complex self-interacting scalar field, Φ(r, t) (see Higgs
[20]) defines a scalar field potential Vc as follows
VC(|Φ|2, T ) = − m
2c2
2~2
|Φ|2 + λ
4~c
(|Φ|2)2 +
+
λ
8~2c2
(kBT )
2|Φ|2 − π
2
90~3c3
(kBT )
4,
(3)
where VC will stand for the standard one-loop poten-
tial with temperature contributions, see for example
(Calzetta [21]) and others (Gaberdiel [22], Kolb [23])
In Eq.(3), m represents the mass parameter related to
the true physical mass of the the boson, which will be de-
termined by the curvature of the potential once the field
breaks its symmetry and its new stable ground state is
found (possibly in the condensed phase, see for exam-
ple Kolb [23], and Sua´rez [37]), λ describes the strength
of the interaction, kB is the Boltzmann’s constant, ~ is
Planck’s constant, T is the temperature of the thermal
bath and from hereafter the speed of light, c, will be equal
to one in the case of not being explicitly written.
As mentioned previously, the phenomenon of symme-
try breaking can be understood in several ways. If one
1 To one loop in quantum corrections, the full potential is given
by
VT (φc) = V (φc) +
T 4
2pi2
∫ ∞
0
x2 ln[1− exp[−(x2 +M2/T 2)1/2]]
where in their notation V (φc) is the zero-temperature one-loop
potential (whose contributions are taken into account in the first
two terms of Eq. (3)) and M is a parameter dependent on the
mass and the interaction
4naively attempts to construct a theory using only the
potential in Eq.(3) without considering the temperature
contributions, then one finds that the negative quadratic
term of the mass in the scalar field becomes the most
important contribution to the potential. However, if the
field Φ is supposed to be in contact with a thermal bath,
the interaction of the particles (bosons) with the ther-
mal bath can, in general, counteract this term. Then, at
finite temperatures the effective mass of the scalar field
turns out to be positive, as long as the effective mass due
to the thermal bath is greater than the mass due just to
the bosonic particles.
Note that the potential is defined by the the sum of
the classical expression (Vclass ∼ m2ΦΦ∗+λ(ΦΦ∗)2) plus
contributions produced by quantum effects. Correction
terms tend to destabilize the symmetry. Therefore, quan-
tum corrections are said to spontaneously produce the
breaking of symmetry. Quantum corrections can then
influence the structure of the potential, and hence the
dynamics of the system (in our case, the temperature is
not the only information for the phase transition, but
also the external fields A and Φ, which can also make a
contribution).
The situation is rather different for temperatures below
a symmetry breaking critical temperature, T SBc , when
the system is supposed to be in the condensed phase. As
the temperature drops below the temperature T SBc , due
to cooling or applied external fields, then the mass term
with negative sign dominates, and the system develops
a new minimum at very low temperatures (T << T SBc ),
which can lead to spontaneous symmetry breaking (SSB).
The change of temperature due to cooling or applied ex-
ternal fields can produce a privileged phase, which will
tend to rearrange the system.
Consequently, the physical meaning of SSB can be seen
as follows: for large temperatures, T >> T SBc , finite tem-
perature quantum corrections maintain the field located
in its minimum Φ = 0. There, the system contains sym-
metries which are reflected on the invariant properties of
the Lagrangian (in this case Φ → −Φ). Due to some
process (application of external fields for example) the
system cools down until reaching some critical tempera-
ture, where the quantum contributions of the potential
start to be important, and the potential develops a new
minimum with Φ 6= 0. The Φ field tends tends to roll
down the hill of its potential, towards this new minimum
(possibly associated with the condensed phase). During
the symmetry breaking the field Φ acquires different val-
ues and evolves to the more energetically favorable state;
particles lose their symmetric state and start to interact
strongly between them, and this is the point where it is
said that the condensation has occurred.
Notice that Eq.(2) contains a term with a Lagrangian
of interaction Lint such that Lint = m2~2 φ|Φ|2. A first-
order interaction potential φ is introduced (i.e, a scalar
potential that does not depend on powers of φ) ; this
potential will represent the external trapping potential
for the bosonic system (an external magnetic field or a
laser for example, see Sua´rez et al. [26]).
For a charged field the D’Alambertian operator is
given by ✷2E ≡ (∇µ + ie/~ Aµ) (∇µ + ie/~ Aµ), where
Aµ = (A, ϕ) is the electromagnetic four-potential. It is
convenient to define a total potential VT , which will add
the external potential φ to the potential of the SF,
VT (|Φ|2, T ) = VC(|Φ|2, T )− m
2
~2
φ|Φ|2. (4)
Thus, from Eq.(4), an effective mass for the ΦΦ∗ =
|Φ|2 term of the scalar field at T = 0 can also be defined,
VT (|Φ|2, T = 0) = −
m2eff
~2
|Φ|2 + λ
2~2
(|Φ|2)2 (5)
such that
meff =
√
m2(1 + 2φ). (6)
and VT can be rewritten as
VT (|Φ|2, T ) = −
m2eff
~2
|Φ|2 + λ
2~2
(|Φ|2)2
+
λ
4~2
(kBT )
2|Φ|2 − π
2
90~3
(kBT )
4 (7)
With this equation at hand, for the VT potential the
critical temperature of symmetry breaking, T SBc , where
the minimum of the potential at Φ = 0 becomes a maxi-
mum and at which the symmetry is found to be broken,
will now be given by the following expression
kBT
SB
c =
2√
λ
√
m2eff −
λ
κ2
n, (8)
where κ−2n = ΦΦ∗ = |Φ|2 (related to the rest-mass den-
sity of the system, see Sua´rez [27]). In equation (8) the
field Φ and consequently |Φ|2 = n cannot be strictly
equal to zero, since the field slowly oscillates around the
new minimum of the potential with small amplitudes (al-
though it would seem that the temperature is only well
defined when n ≈ 0 or constant). Additionally, T SBc is
only well defined locally, for instance, at the center of the
trapping potential (Castellanos [14]). In other words, n
can be set equal to zero as an approximation, and conse-
quently the symmetry breaking temperature can be writ-
ten as T SBc ≈ 2meffkB√λ . However, strictly speaking, the
contributions of n must be taken into account since the
field is not exactly zero at the minimum of the scalar
field’s potential after the transition (Kolb [23]). More-
over, the transition defined by Eq. (8) has to be carried
out through a nearly quasi–static process, so that the
temperature of symmetry breaking can be well defined
only locally, for instance, near the center of the trap as
was mentioned above.
We are also assuming slow time-varying fields, very
close to the static case where we are in local equilibrium,
i.e., for specific conditions upon the density n and the
5field φ. In fact, the electromagnetic field and temperature
are constant, they only vary very slowly conserving the
system in quasi-thermal equilibrium. In this case there is
no need of gauge fixing, and an specific problem should
determine the convenient gauge to work with.
It is well known that, for these kind of trapped systems,
the bosons can be packed so closely together that the sys-
tem results strong interacting once the condensed phase
has been reached (Yukalov [18]). Eq.(8) shows how the
breaking of symmetry exhibits the same behavior as the
condensed phase, since if the symmetry breaking temper-
ature T SBc is high enough, then the interaction parameter
λ turns out small, i.e. the condensed phase has not been
reached and the bosons are not gathered in the same
state, being distributed also along the excited states of
the system. On the other hand, if the temperature of
symmetry breaking is small (possibly equal to the tem-
perature of condensation), then this situation is usually
related to the fact that the interaction becomes large and
most of the bosons occupy the same quantum state. In
this case, it can now be seen how these interactions can
also be controlled through the manipulation of the fields
A a φ.
A Bose Einstein Condensate (BEC) can also be consid-
ered as consisting of charged atoms, that is, of ions which
experience electromagnetical self-interaction. Some ex-
periments have been carried out studying these kind of
systems, for example, it has been seen how charged ro-
tating BECs are energetically more favorable for forming
vortices, it is also interesting for the study of supercon-
ductivity, etc. (Kamura et al.[28], and Balewski et al.
[29])
At this point, it is important to mention some issues
related to the Meissner effect. It is true that if we assume
a charged Bose gas system with short-range repulsive in-
teractions then, the Meissner effect must be present be-
low the temperature T SBc . In the case of complex SF’s,
if its charge density is neutral, the bosons do not ex-
perience any Meissner effect (electromagnetic rotations)
even when a magnetic field is present. In the case the
charge density is not neutral, it is exactly the mass ac-
quired through the process of symmetry breaking that
can possibly give rise to Meissner effects . However, a
detailed analysis concerning the Meissner effect for our
system will be done in a forthcoming work. It has also
been argued that because of particle interactions these
kind of systems can become a superfluid (see for instance
Stwalley [30]). Significant progress has been made in the
last twenty years, but there are still many open problems
to be solved on the subject.
III. THE GENERALIZED GROSS-PITAEVSKII
EQUATION
The Klein-Gordon (KG) equation without self-
interactions (no electromagnetic fields, and at T = 0)
can be viewed as a relativistic generalization of the
Schro¨dinger equation. Similarly, the KG equation with
self-interactions can be viewed as a relativistic general-
ization of the Gross-Pitaevskii equation (GP). In order
to recover the Schro¨dinger and GP equations in the non-
relativistic limit of the formalism, the following ansatz is
made
κΦ(r, t) = Ψ(r, t) exp−imc
2t/~, (9)
where κ is a normalization parameter related to the mass
of the bosons (the justification of such prefactor can be
found in Sua´rez [27] and Zee [31]). In this section we
generalize our previous results even further by introduc-
ing electromagnetic field contributions to the SF theory
(KG equation) at non-zero temperatures.
We can always use the Klein transformation (Eq.(9))
when calculating the terms ∂νΦ appearing in the KG
equation of the SF coupled to electromagnetic fields at
zero temperature. In this case the following identity for
the covariant derivatives of Φ in the KG equation is used,
Dµ∂νΦ = ∂µ∂νΦ− Γσµν∂σΦ
(see [15] for a detailed derivation of the electromagnetic
KG equation at zero temperature). Then, in terms of the
complex function Ψ and the total potential VT (Eq.(7)),
the Klein-Gordon equation in ordinary units for this case
reads as follows,
i~Ψ˙ +
~
2
2m
✷
2
EΨ+
1
2
mc2Ψ− eA0Ψ
− m
2
eff
2m
Ψ+
λn
2mκ2
Ψ+
λ
8m
(kBT )
2Ψ = 0. (10)
Here we make the assumption that the relationship
|Ψ|2 = κ2ΦΦ∗ = n is satisfied. Equation (10) is exact
and describes the field Ψ(r, t) at finite temperatures in
interaction with electromagnetic fields.
In order to interpret Eq.(10) as a generalization of the
Gross-Pitaevskii equation, notice also that a relation be-
tween the interaction parameter λ and the s-wave scatter-
ing length as is needed. The scalar field, Ψ(r, t), plays
the role of an order parameter, as in the usual Gross–
Pitaevskii equation. For the Gross-Pitaevskii equation
in the mean field limit (s-wave scattering length much
smaller to the average distance between particles), the
interaction parameter, usually called g is related to the
s-wave scattering length through g = 4π~2as/m at the
lowest Born approximation. With this evidence at hand,
by comparison with Eq.(10) we have
g ∝ λ
2mκ2
such that
λ = 8π~2asκ
2.
The critical temperature of symmetry breaking (Eq.(8))
can then be directly related to the s-wave scattering
6length as through this relation (Castellanos et al. and
Chavanis [14, 32]).
To obtain a measurement of the corresponding sym-
metry breaking temperature in classical systems, close to
the critical temperature for Bose-Einstein condensation,
which should be very small or near to zero, these facts
suggest that dense systems, together with small bosonic
masses are needed. Furthermore, since T SBc also depends
on meff then these results can probably be combined in
some way in order for T SBc to be small, even for a weak
coupling constant and large masses. In this case (accord-
ing to Eq.(6) and Eq.(8)), λn/κ2 has to take at most
the value of meff giving the following restriction for the
strength of the field of the trap
φ ≥
(
λ
m2κ2
)
n. (11)
Equation (11) tells us explicitly that the strength of
the field applied in the trap in order to generate a BEC
will depend on the mass of the particles used (in this case
bosons) and their scattering length, i. e., the characteris-
tics of the trapping field φ depend on the type of particles
that are being considered for condensation. As an exam-
ple the frequency of a harmonic trap depends upon the
mass parameter of the particles. Three different groups
have reported the direct evidence of BEC in weakly inter-
acting systems of atoms such as rubidium (Anderson et
al. [1]), lithium (Bradley et al. [33]), and sodium (Davis
et al. [34]), confined in harmonic traps and cooled down
to very low temperatures. They show that the main ef-
fect of interactions is to reduce the density of the cloud of
particles. These experiments have experimentally stud-
ied some of the aspects of the theory, such as symmetry
breaking.
IV. THE HYDRODYNAMICAL VERSION
Next, Eq.(10) is transformed into its hydrodynamical
version (Chiueh and Bohm [35, 36]). For this purpose,
the function Ψ will be represented in terms of a modulus
n and a phase S as follows,
Ψ =
√
n exp(iS/~), (12)
where the phase S(r, t) is defined as a real function.
Here n(r, t) = ρ/MT is interpreted as the number den-
sity of particles in the condensed plus thermal states (ex-
cited states), being MT the total mass of the particles
in the system. Both, S and n are functions of time and
position.
Below the critical temperature T SBc , the density will
oscillate around ρ = κ−2k2B((T
SB
c )
2 − T 2)/4, which can
be different from zero as long as T 6= T SBc (Matos [13]
and Sua´rez[37]). Below this transition, a two component
system is expected, with a dense central region possibly
surrounded by a diffuse, non-condensed fraction. With
the application of Madelung’s transformation (Eq.(12))
for Eq.(10), and after separating the real and imaginary
parts we obtain
n˙ + ∇ ·
[
n
~
m
(
∇S − e
~
A
)]
−
[
n
~
mc
(
S˙ − e
~
ϕ
)]·
= 0,
(13a)
~
m
(
S˙ − e
~
ϕ
)
+
λ
2m2κ2
n+ (φ+ 1) +
λ
8m2
k2BT
2
+
1
2
[(
~
m
(
∇S − e
~
A
))2
− c
(
~
mc
(
S˙ − e
~
ϕ
))2]
− ~
2
2m2
(
✷
2√n√
n
)
= 0. (13b)
If we apply the gradient operator to Eq.(13b) and use
the following definitions for the scalar flux (not a vector)
and the velocity field, respectively
j = n
~
mc
(
S˙ − e
~
ϕ
)
(14)
v ≡ ~
m
(
∇S − e
~
A
)
, (15)
then the set of Eqs. in (13) can be written as follows,
n˙+∇ · (nv)− j˙ = 0, (16a)
v˙ + (v ·∇)v = e
m
(E + v ×B)−∇φ− λ
2m2κ2
∇n
+
~
2
2m2
[
∇
(∇2√n√
n
)
− 1
c2
∇
(
∂2t
√
n√
n
)]
− λk
2
B
4m2
T∇T +
~
2
2m2c
∇
(
S˙ − e
~
ϕ
)2
,
(16b)
where E = −∂A/∂t − ∇ · ϕ, and B = ∇ ×A are the
electric and magnetic field vectors, respectively. The con-
stant ~ enters on the right-hand side of Eq. (16b) through
the third and last terms, which now not only contain fac-
tors accounting for the quantum potential, but they also
contain factors related to the electromagnetic field and to
the relativistic contributions. Also, from (15) it shown
that when electromagnetic fields are present, the fluid
in question is not longer irrotational since the relation
∇× v = 0 for the fluid is not longer true.
If we now multiply Eq.(16b) by n, then
nv˙ + n(v ·∇)v = nFE + nF φ −∇p+ nFQ +∇σ,
(17)
where FE can be identified with the electromagnetic
force, F φ = −∇φ is the force associated with the ex-
ternal potential φ, p can be seen as the pressure of the
scalar field gas satisfying the equation of state p = ωn2,
∇p =∇
(
λ
4m2κ2
n2
)
=
nλ
2m2κ2
∇n, (18)
7∇p are forces produced by the gradients of pressure,
where ω = λ/(4m2κ2), and FQ = −∇UQ is the quantum
force associated with the quantum potential (Grossing
and Pethick et al. [38, 39]),
FQ = −∇UQ = ~
2
2m2
∇
(∇2√n√
n
)
. (19)
Finally, ∇σ is defined as follows
∇σ =
~
2
2m2c
n∇
(
S˙ − eϕ
)2
− 1
4
λ
m2
k2BnT∇T
+ ζ∇(lnn)˙− ~
2n
4m2c2
∇
(
n¨
n
)
, (20)
where the coefficient ζ is now given by the following equa-
tion
ζ =
~
2
4m2
[−∇ · (nv) + j˙] . (21)
Therefore, from Eq.(20), the total energy of the system
will have an additional contribution that will come from
a charged flux viscosity ∇σ (Matos et al. [13]); as it will
be seen later on in Section V.
The non-relativistic hydrodynamics based on the
Schro¨dinger or Gross-Pitaevskii equations are recovered
in the limit c → ∞, which is exactly the non-relativistic
limit of the theory. Inside this limit, the system of equa-
tions in (16) is given by
n˙+∇ · (nv) = 0, (22a)
nv˙ + n(v ·∇)v = nFE + nF φ −∇p+ nFQ +∇σ,
(22b)
see also Eq.(14). Here Eq.(22a) is the continuity equa-
tion, and Eq.(22b) is the equation for the momentum
(Sua´rez et al. [26]). Eq.(22b) which describes the vector
v(r, t), is the velocity of the flow, which as mentioned be-
fore, turns out to be irrotational when T = 0 and there
are no electromagnetic fields. It is also worth pointing
out that the equation of continuity and the equation for
the velocity provide a set of coupled equations, exactly
equivalent to the generalized GP equation given by Eq.
(10).
From equations (20) and (21), it is possible to see
that in the classical limit of the Klein-Gordon equation,
at temperature T = 0 and nonexistent electromagnetic
fields, the flux viscosity is given by the following equation
∇σ = −
[
~
2
4m2
∇ · (nv)
]
∇(ln n)˙, (23)
which is directly related to the gradient of the velocity,
and this is just the definition of a flux viscosity in non
ideal fluids.
Eqs.(22) show the presence of an anisotropic and non-
thermal velocity distribution at T = 0, which is ex-
pected for the minimum quantum state of energy once
T << T SBc . In contrast, a thermal velocity distribution
is obtained for T 6= 0, i.e, even when there might exist a
breaking of symmetry in the system, excited states may
be identified within the condensed state. From Eqs. (22)
we find there is an interesting parallel between symmetry
breaking and Bose-Einstein condensation.
In usual laboratory Bose–Einstein condensates, the
Gross-Pitaevskii equation is an approximate equation,
which describes the properties of the bosonic system at
temperatures much smaller that the condensation tem-
perature (strictly speaking at zero-temperature), valid
also when the scattering length as (related to our self-
interaction parameter λ) is much smaller than the mean
inter-particle spacing, that is, the gas is sufficiently di-
luted. In other words, there are not temperature cor-
rections when we assume the validity in describing the
condensate with the Gross-Pitaevskii equation. In this
sense, the contribution of the external bath on the effec-
tive Gross-Pitaevskii Eq. (10) deduced from the Klein-
Gordon equation, can be interpreted as a finite temper-
ature correction for the system, which might not be in
equilibrium with the thermal bath. This is the same
behavior as in usual condensates, in which we have the
condensed phase immersed in a cloud of particles which
are situated out of the ground state, i,e., there is always
a thermal cloud (depletion), that under typical exper-
imental conditions could be neglected, (see Pethick et
al. [39]). Moreover, notice that in the non-relativistic
limit, the d’Alambertian operator in Eq. (10) becomes
the Laplacian operator and setting T = 0 (with no elec-
tromagnetic fields), Eq. (10) becomes the usual Gross-
Pitaevskii equation describing Bose-Einstein condensa-
tion.
V. THE THERMODYNAMICS
In what follows, some of the thermodynamical equa-
tions that represent the previous system will be derived
through their hydrodynamical representation. To do this,
we use the conservation equation for the quantum poten-
tial UQ satisfying the following relation,
(nUQ)˙ +∇ · (nUQv + Jρ) + nv · FQ = 0 (24)
which follows by direct calculation (see [13] for more de-
tails). Eq.(24) uses the quantum density flux Jρ = nvρ,
where the term vρ =
~
2
4m2 (∇lnn)˙ defines a velocity field
related to the number density of particles. In (Matos
et al. [13]) the authors interpret this velocity as a flux
produced only by the potential UQ.
The total energy of the system will be the sum of the
energies of each of the contributions, where the total en-
ergy density of the system ǫ is the sum of the kinetic,
potential and internal energies (Oliver et al. [40]), in
this case we have an extra term UQ due to the quantum
potential
ǫ =
1
2
nv2 + nφ+ nu+ nUQ + ψE (25)
8being u the inner energy of the system and
ψE =
e
m
(ϕ− v ·A) (26)
the electromagnetic energy potential, defined in terms of
the vector potential A and the electric potential ϕ.
To obtain the continuity equation for A observe that
FE =
e
m
(
−∂A
∂t
−∇ϕ+ v ×∇×A
)
=
e
m
(−∇ϕ+∇(v ·A)
−
[
∂A
∂t
+ (v ·∇)A+ (A ·∇)v
])
= −∇ψE − jB .
(27)
By using Eq.(27), we get the following result
(nψE )˙ = n˙ψE + nψ˙E
= −∇ · (nvψE) + nv ·∇ψE + nψ˙E
= −∇ · (nvψE)− nv · FE − nv · jB + nψ˙E
where we have used the continuity equation for n. Thus
ψE fulfills the continuity equation
(nψE )˙ +∇ · (nvψE + JB) = nψ˙E − nv · FE , (28)
such that ∇ · JB = nv · jB is given by the continuity
equation of the vector potential A.
∂A
∂t
+ (v ·∇)A = −(A ·∇)v + m
e
jB, (29)
From Eq.(25) the internal energy u will then satisfy the
equation
(nu)˙+∇ · (nvu+Jq +JB − pv−Jρ) = −p∇ ·v, (30)
such that, ∇ · Jq = v · (∇σ) and ∇ · JB = v · (njB).
In order to find the thermodynamical quantities of the
system in equilibrium (taking p as constant on a volume
L), the system is constrained to a regime where the trap-
ping potential is constant in time.
The integration of Eq.(30) on a closed region provides
the following result,
d
dt
∫
nu dV +
∮
(Jq + JB + pv) · n dS −
∮
Jρ · n dS
= −p d
dt
∫
dV. (31)
This equation is the reason that the expression describing
the conservation of energy of the Klein-Gordon equation
reads as follows,
dU = dˆQ+ dˆQB + dˆAQ − pdV (32)
where U =
∫
nu dV is the internal energy of the system,
(Pitaevskii et al. [41]); and as it can be seen (Eq.(31)), its
change is the result of a combination of the heat Q added
to the system and work made on the system (pressure
dependent).
Making use of the divergence theorem of vector calcu-
lus and Eq.(24), we have
dˆAQ
dt
=
∫
∇ · (nvρ)dV = −
∫
nU˙QdV,
so that
dˆAQ = −ndUQ.
A careful observation of the last equation suggests that
the quantities related to the quantum potential (and
number density) are point functions of the thermody-
namical system, i.e., their value depend on the path on
which the equilibrium state can be reached, but not on
the initial and final states of the system (Matos [13]).
Therefore, quantum corrections effects related to the
phase transition of Bose-Einstein condensation seem to
be an intrinsic property which does not depend on the
experiment. Also, from Eq.(32) the change in energy
seems directly affected by the temperature of the system
or viceversa.
Analogously, for the magnetic contribution, we obtain
the following equation,
dˆQB
dt
=
∫
∇ · JB dV =
∫
v · (njB) dV
=
m
e
∫
n
[
∂A
∂t
+ (v ·∇)A+ (A ·∇)v
]
· v dV,
(33)
where the vector potential A fulfills the Maxwell equa-
tions. Observe how the fluxes contain information of the
velocity of the fluid and of the electromagnetic contri-
butions, this point might be important in the study of
superconductivity for example.
Superfluidity is a phenomenon also strongly related to
Bose-Einstein condensation. As mentioned before, from
the definition in Eq.(15), it can be seen that the velocity
field of the scalar field fluid then results irrotational in
the case of non-existent external electromagnetic fields.
If dissipative processes such as viscosity (which is related
to σ) and thermoconductivity (which is related to T∇T )
are absent, then the system assumes a superfluid like
behavior.
When playing with the conditions of the system, we
might be able to find situations with similar results
to those found in superconductivity or superfluidity.
Clearly, there is a need for more theoretical calculations
in the transition regimes to understand in a better way
the relationship between coherence, BEC’s, superconduc-
tivity and superfluidity.
9VI. THE CONDENSATION TEMPERATURE
(NON–RELATIVISTIC)
This section contains the computation of the conden-
sation temperature Tc (which must not be mistaken with
the temperature of symmetry breaking T SBc ) in the non-
relativistic regime associated with the aforementioned
system, within the semiclassical approximation is calcu-
lated (Pethick, Pitaevskii and Dalfovo et al. [39, 41, 42]).
The analysis of a Bose-Einstein condensates in the
ideal case and with a finite number of particles, trapped
in different potentials (Bagnato, Giorgini and Grossmann
et al. [43–45] and references therein) shows that the main
properties associated with the condensate, and in par-
ticular the condensation temperature, depend strongly
on the characteristics of the trapping potential in ques-
tion, the number of spatial dimensions, and the func-
tional form of the corresponding single-particle energy
spectrum.
Inserting plane waves in the corresponding Klein-
Gordon equation, and neglecting the term proportional
to T 4 in Eq.(3) (assuming that the temperature is suffi-
ciently small), plus the contributions of the electromag-
netic field allows us to obtain the single-particle disper-
sion relation between energy and momentum (the low
velocities limit is being considered), as follows
Ep ≃ p
2
2m
+
λ
2m
|Φ|2 + λ
4m
(kBT )
2 +mφ+ eϕ
− e
m
A · p (34)
Unfortunately, because of the functional form of the
scalar potential in Eq.(7) and the plane wave ansatz, the
non-relativistic single-particle dispersion relation does
not contain lower powers in the temperature contribu-
tions caused by the thermal bath. However, it could
be interesting to explore the existence of other scenar-
ios, where lower power corrections caused by the thermal
bath can be achieved.
Nevertheless, as reference (Castellanos et al. [14]) men-
tions, large values of λ, which is function of the scatter-
ing length as, could be used to enlarge the contributions
in the condensation temperature caused by the thermal
bath, just tuning the interaction coupling by Feshbach
resonances to large values of the scattering length, but
where the diluteness condition, n|as|3 << 1, remains
valid.
The experimental realization of Bose-Einstein conden-
sates has been achieved in experiments where the shape
of the trapping potential is, in many cases, well approx-
imated through a harmonic shape. For simplicity A is
set equal to zero, and a dependence of the form ϕ ∼ r2
is taken for the electric potential. Clearly this can be
generalized to other situations.
The spatial density associated with the system is given
again by the following equation (Castellanos et al. [14])
n(r) =
(
mkBT
2π~2
)3/2
g3/2(Z), (35)
but in this case, it is true that Z, as given by the following
equation
Z = exp[β(µ− λκ
−2
2m
n(r)− λ(kBT )
2
4m
−mφ− eϕ)] (36)
depends on the electric potential explicitly, being gν(z)
the Bose-Einstein function (Pathria [46]).
In order to calculate the condensation temperature,
Eq.(35) is expanded up to first order in the coupling con-
stant λ using the properties of the Bose–Einstein func-
tions (Pathria [46]). With this at hand,
n(r) ≈ n0(r) − λg3/2(z(r))
[
Λ−6κ−2
2mkBT
g1/2(z(r))
+ Λ−3
kBT
4m
g1/2(z(r))
g3/2(z(r))
]
, (37)
where n0(r) = Λ
−3g3/2(z(r)) is the density for the case
λ = 0, being Λ = (2π~2/mkBT )
1/2 the de Broglie ther-
mal wavelength and
z(r) = exp(β(µ− αmr2 − eϕ)). (38)
In order to calculate the number of particles composing
the system, let us assume for simplicity that ϕ ∼ r2.
Thus, by inserting the density of particles Eq. (37) in the
normalization condition N =
∫
d3r n(r), this allows us
to obtain after integration the corresponding number of
particles
N ≃
( m
2Ω~2
)3/2
(kBT )
3g3(exp(βµ))
− λκ
−2m2(kBT )7/2
16π3/2~6Ω3/2
G3/2(exp(βµ))
− λ
4
(m1/3
2Ω~2
)3/2
(kBT )
4g2(exp(βµ)), (39)
where G3/2(exp(βµ)) =
∑∞
i,j=1
exp[(i+j)βµ]
i1/2j3/2(i+j)3/2
, being
Ω = m(α+ const× e).
When ϕ is only position dependent, then from Eq. (37)
it can immediately be noticed how the correction in the
number of particles can be associated with an effective
external potential, and therefore Ω can be related to an
effective frequency.
If it is further assumed that above the condensation
temperature the number of particles in the ground state
is negligible, this allows us to obtain an expression for
the condensation temperature T0 in the non–interacting
case, i.e., λ = 0,
kBT0 =
(2Ω~2
m
)1/2( N
ζ(3)
)1/3
. (40)
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Additionally, at the condensation temperature, the
chemical potential within the semiclassical approxima-
tion can be expressed as µc =
λκ−2
2m n(r = 0), such as Eq.
(35) suggests, thus
µc ≈ λκ
−2m1/2(kBTc)3/2ζ(3/2)
2(2π)3/2~3
− λ3/2
√
2πκ−2(kBTc)2
(2π~2)3/2
, (41)
where g3/2(exp(−δ)) ≈ ζ(3/2) − |Γ(−1/2)|δ1/2 when
δ → 0 has been used (Pathria [46]). Let us mention that
Eq. (41) contains corrections caused by the thermal bath
which contributes with an extra term to the chemical
potential at the transition temperature. The contribu-
tions of the thermal bath upon µc has as a consequence
a shift in the calculation of the critical temperature when
interactions are present.
By using these results, the shift in the condensation
temperature caused by λ and the thermal bath is finally
obtained in function of the number of particles
Tc − T0
T0
≡ ∆Tc
T0
= − λm
1/2
κ2~3
χ1ΘN
1/6
+ λχ2Θ
2N1/3, (42)
where
χ1 =
1
3ζ(3)
(
ζ(3/2)ζ(2)
2(2π)3/2
−G3/2(1)
)
, (43)
χ2 =
1
3ζ(3)
(
1
4mc2
+
(2λ)1/2ζ(2)π
(2π)3/2κ2~3
)
, (44)
together with Θ =
(
2Ω~2/m
)1/4
and T0 defined in Eq.
(40). The second term on the right hand side in the shift
of Eq.(42) is the contribution due to the thermal bath
and the field ϕ.
Notice that if ϕ = 0, the result given in reference
(Castellanos et al. [14]) is recovered. By setting α =
1/2(ω0)
2 and λ = 8π~2κ2a in Eq. (42), then the con-
densation temperature for a bosonic gas trapped in an
isotropic harmonic oscillator is recovered, and this tem-
perature is adjusted by the contributions of the thermal
bath and the external field ϕ.
In other words, in order to have relevant adjustments
over the usual result in typical laboratory conditions, the
parameter κ must be very large and the external field ϕ
must be very weak, at least near to the center of the
system.
Thus, taking the experimental results for a 3919K con-
densate, the first term on the right hand side of Eq. (42),
which is produced by bosonic interactions, is of order
∼ 10−2 as expected (Smith et al. [47]). Additionally,
notice that the order of magnitude for the second term
in Eq.(42), is also an additive correction of the order of
10−2, for the same experimental conditions, where we
have reintroduced c = 3 × 108meters seconds−1. Since
A is set equal to zero together with the assumption that
ϕ ∼ r2 the above results must be taken carefully (for it
is an approximated result).
VII. CONCLUSIONS
In this work the phase transition of a bosonic sys-
tem with particle mass m and self-interaction parame-
ter λ represented by the Klein-Gordon equation with a
U(1) symmetry at finite temperature with electromag-
netic contributions was studied.
We have discussed Bose-Einstein condensation and
other related systems at finite and zero temperature as
well as its behavior when the application of electromag-
netic fields is in order. A framework was setup that can
be used to study the dynamics of the system at non zero
temperature and with electromagnetic contributions. For
instance, many of the classic results for the classical BEC
at zero temperatures and zero applied electromagnetic
fields where derived in an efficient and direct manner.
This model seems to have the capability of exhibit-
ing symmetry breaking and Bose-Einstein condensation
simultaneously but independently; from ordered to dis-
ordered phase depending on the value of the tempera-
ture above or below T SBc and fulfilling Gross-Pitaevskii’s
equation for Bose-Einstein condensates once T=A=0
through the hydrodynamical representation.
It was shown how the transition from the phase with
the U(1) symmetry to the phase with the broken symme-
try can be related to the phase transition from the gas
state to the condensation state of a Bose gas.
Again, at finite temperature significant changes are ex-
pected. First, as it was obtained in section IV, the den-
sity of the system seems modified due to the thermal con-
tribution. Second, the effects due to the self-interaction
should be always taken into account since it character-
izes the physical measurable properties of the gas, hav-
ing a straightforward relation with the s-wave scattering
length.
And third, the quantum contribution of the quantum
potential to the thermodynamics of the system was iden-
tified to be an intrinsic property of the system not de-
pending on the initial and final states on which the equi-
librium state can be reached.
Also, it was shown how only through the study of Eqs.
(16) under the correct approximations it can be possible
to relate different physical phenomena like Bose-Einstein
condensation, superfluidity and superconductivity. All of
them being described by the same system (set of equa-
tions) under different physical environments.
The corresponding condensation temperature for the
gas coupled to a electromagnetic field was calculated. In
particular, leading quantum and electromagnetic correc-
tions are derived through Klein-Gordon’s equation for
bosonic systems. A temperature and field dependent rep-
resentation of the Klein-Gordon equation was obtained
which can help to study the stability and behavior of
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the different statistical and quantum quantities involved
as the temperature goes through the boundary of the
phase transition, making a clear difference between con-
densed and non-condensed fractions within the system
in the presence or absence of electromagnetic fields and
thermal contributions.
This work summarizes our current understanding of
some aspects in the connection between charged scalar
field theory at finite temperatures and Bose-Einstein con-
densates at zero and finite temperatures with electromag-
netic contributions.
We hope the readers could be motivated in order that
further research can be done and continued in the field.
We believe that correct understanding of some theoret-
ical problems is necessary for a more deep insight into
experiments and their proper interpretation.
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