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Abstract
We propose the use of the probability integral transform (PIT) for model validation in
point process models. The simple PIT diagnostics assess the calibration of the model
and can detect inconsistencies in both the intensity and the interaction structure. For
the Poisson model, the PIT diagnostics can be calculated explicitly. Generally, the
calibration may be assessed empirically based on random draws from the model and
the method applies to processes of any dimension.
1 Introduction
Point process methodology is applied in diverse scientific fields to model and predict earth-
quakes, wildfires, disease occurrences, telecommunications, plant and cellular systems, and
animal colonies, to name but a few examples. See, for instance, Andrews et al. (2011), Eber-
hard et al. (2012), Edelman (2012), Klaver et al. (2012), Mohler et al. (2011), Pourtaheri
& Vahidi-Asl (2011) and Waller et al. (2011) for a non-exhaustive list of some recent ap-
plications of spatial and space-time point processes. With such variety in the applied fields
that use these models as well as the wide range of available models, it is important to have
general and – preferably – easily applicable methods to assess goodness-of-fit and predictive
performance.
Most current model validation methods are based on residual analysis. Baddeley et al.
(2005) apply the Papangelou conditional intensity of a spatial process to define a pixel-based
residual diagnostic framework similar to that commonly applied to Poisson log-linear regres-
sion, where the observed number of points within each pixel is compared to the estimated
number. Further theoretical properties of the residuals, originally proposed by Stoyan &
Grabarnik (1991), are discussed in Baddeley et al. (2008) and an extension to space-time
models is provided by Zhuang (2006). Based on similar principles, Wong & Schoenberg
(2009) compare the pixel-wise log-likelihoods of two competing models.
Alternatively, the point pattern may be transformed by rescaling, thinning, superposition
or superthinning according to the estimated model. Under an appropriate model, the new
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transformed pattern is a homogeneous Poisson process, see Clements et al. (2011) and refer-
ences therein. Summary statistics such as the K-function (Ripley, 1977) may then be used
to assess the homogeneity of the transformed pattern. Baddeley et al. (2011) propose using
the K-function directly for score tests and residual diagnostics. Further goodness-of-fit tests
and diagnostic tools for Poisson and related processes are, for instance, discussed in Lawson
(1993), Guan (2008), Baddeley et al. (2012a) and Baddeley et al. (2012b).
We propose a simple, yet effective pixel-wise model validation for point process models
based on the probability integral transform (PIT). In Dawid (1984), the PIT is proposed
as a tool for assessing model calibration which essentially requires the observation to be
indistinguishable from a random draw from the model. That is, if the continuous distribu-
tion F is the true distribution of the random variable Z it follows for the PIT value F (Z)
that F (Z) ∼ U([0, 1]). For a large number of observations, the calibration may be checked
empirically by plotting the histogram of the PIT values and checking for uniformity, see
Gneiting et al. (2007). While calibration diagnostics of this type are usually applied to assess
the calibration of predictive distributions, the same framework may also be used to assess
goodness-of-fit. In the point process setting, this corresponds to calculating the PIT value
F (Z) for each pixel, where Z is the observed number of points in the pixel and F is the
estimated distribution of the number of points in that pixel.
Our method differs from many similar pixel-based validation methods in that we compare
the observed number of points to its estimated distribution rather than the expected value.
Related calibration diagnostics for spatial point processes have recently been proposed by
Wong et al. (2012) where the distribution of the observed Voronoi tessellations is compared
to the theoretical distribution of tessellations under the model.
The remainder of the paper is organized as follows. In Section 2, we introduce the PIT
for count data and discuss estimation procedures when the distribution F is not explicitly
known. In Section 3, we apply our calibration diagnostics framework to three examples of
simulated data previously studied in Baddeley et al. (2005) and Baddeley et al. (2011) under
a variety of models. The paper then closes with a short discussion in Section 4.
2 Calibration of point count estimates
For the clarity of exposition, we focus on spatial point processes both in our discussion below
and in the examples in the following section. However, the general framework applies to
point process models in any dimension, in particular to temporal and space-time models.
2.1 Poisson processes
Let Φ be a spatial Poisson point process with intensity function λ : R2 → R+ and assume
that we have observed the realized point pattern ϕ on a finite observation window W ⊂ R2
which may be divided in disjoint pixels A1, . . . , AS. We denote by zs the observed number of
points in pixel As. The expected number of points in each As follows a Poisson distribution
Gs with parameter
Λ(As) =
∫
As
λ(u)du. (1)
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Under a Poisson model M , denote by F1, . . . , FS the estimated distributions for the num-
ber of points in A1, . . . , AS. To validate M , we assess its calibration, that is, the statistical
consistency between F1, . . . , FS and G1, . . . , GS. As discussed in Gneiting et al. (2007), con-
sistency holds asymptotically in S for continuous distributions if the sequence (Fs)s=1,2,... is
probabilistically calibrated relative to the sequence (Gs)s=1,2,.... That is, if
lim
S→∞
1
S
S∑
s=1
Gs ◦ F−1s (p)→ p (2)
holds almost surely for all p ∈ (0, 1). For finite samples, the calibration is assessed empirically
by comparing the distribution of F1(z1), . . . , FS(zS) to that of a standard uniform distribution.
For count data, Czado et al. (2009) advocate the use of the randomized PIT,
F (Z − 1) + V [F (Z)− F (Z − 1)], (3)
where V ∼ U([0, 1]) and, by definition, F (−1) = 0.
We empirically assess the uniformity of the randomized PIT values in two ways. A spatial
map of the PIT values across the observation window W may reveal divergences from spatial
homogeneity while a histogram of the values may show overall divergences from uniformity.
Note that a uniform histogram is necessary but not sufficient for a calibrated model. Sim-
ilarly, these approaches are appropriate for small sample sizes and notable departures from
uniformity while small deviations from uniformity require larger sample sizes, see Gneiting
et al. (2007) and references therein as well as the examples below.
2.2 General processes
When the distribution Fs cannot be calculated explicitly, we replace it by the empirical
distribution Fˆs obtained from K samples from the model M . This corresponds to calculating
the rank of zs in zˆ
1
s , . . . zˆ
K
s , where zˆ
k
s denotes the number of points that fall in pixel s in
sample k from M . As in the randomized PIT in (3), we solve ties at random. This approach
to assessing calibration has become a standard procedure, for instance, in weather forecasting
where complex numerical models are run multiple times to yield a forecast ensemble that
approximates the predictive distribution. In this setting, the resulting histograms are called
verification rank histograms or Talagrand diagrams (Anderson, 1996; Hamill & Colucci, 1997)
and they may be interpreted in the same manner as the PIT histograms.
In this form, our calibration diagnostic is a generalization of the Number-test (N-test)
proposed by Schorlemmer et al. (2007). The N-test examines the fraction of simulations from
M that contain fewer points than the observed pattern ϕ over the entire observation window
W . The test statistic is given by
δ =
1
K
K∑
k=1
1{n(ψk) < n(ϕ)}, (4)
where 1 is the indicator function and n(ψk) denotes the number of points in the simulated
pattern ψk, and M is considered inconsistent with the data if δ is close to 0 or 1. As noted
3
by Clements et al. (2011), the N-test can provide an overall assessment of M while it cannot
indicate where the model may be fitting poorly.
Under the Poisson model, the point counts in the disjoint sets A1, . . . , AS are independent
and thus also the randomized PIT values in (3). We may therefore employ formal tests of
uniformity, see e.g. Anderson (1996) and Corradi & Swanson (2006). However, for point
process models with complex interaction structure the interdependencies complicate the use of
formal tests. A thorough discussion of the potential fallacies regarding the use of verification
rank histograms is given in Hamill (2001).
3 Examples
We test the PIT calibration diagnostics on three simulated examples of spatial point processes
previously studied in Baddeley et al. (2005) and Baddeley et al. (2011). All parameter
estimation and pattern simulation is performed using the R package spatstat (R Core Team,
2013; Baddeley & Turner, 2005). The examples present the three main types of point patterns
– random, repulsive, and clustered – and include both homogeneous and inhomogeneous cases.
3.1 Inhomogeneous process with repulsion
(a) True model
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(a) Estimated true model
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(a) Homogeneous Strauss
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(a) Homogeneous Poisson
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Figure 1: Spatial maps of the observed ranks of a pattern drawn from the Strauss model in (5)
under (a) the true model, (b) the estimated correctly specified model, (c) a homogeneous Strauss
model and (d) a homogeneous Poisson model with the parameter estimates given in the main text.
The ranking is based on 499 samples from each model and the ranks thus range from 1 to 500. The
point pattern is indicated with small circles.
Our repulsion example is an inhomogeneous Strauss process (Strauss, 1975) with density
pθ(ϕ) = Z(θ)γsθ(ϕ)
n∏
i=1
bθ(ξ
i), (5)
where γ denotes the interaction strength, the interaction function is sθ(ϕ) =
∑
i 6=j 1{‖ξi −
ξj‖ ≤ r} with an interaction radius r, bθ is an inhomogeneous activity function, and the
unknown normalizing constant is denoted by Z. Specifically, we set γ = 0.1, r = 0.05 and
define bθ(u) = θ1 exp(θ2u1 + θ3u2 + θ4u
2
1) = 200 exp(2u1 + 2u2 + 3u
2
1). The interaction radius
is assumed known while the remaining parameters θ = (γ, θ1, θ2, θ3, θ4) are estimated by
maximizing the pseudolikelihood (Besag, 1975; Baddeley & Turner, 2000). For the point
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Figure 2: Verification rank histograms for the inhomogeneous Strauss pattern in Figure 1 aggre-
gated over 400 pixels under (a) the true model, (b) the estimated correctly specified model, (c) a
homogeneous Strauss model and (d) a homogeneous Poisson model. The pointwise 90% confidence
intervals (dashed lines) are based on a bootstrap of 500 realizations from the true model.
pattern in Figure 1, we obtain θˆ = (0.24, 179, 1.53, 1.89, 1.34). We compare the calibration of
the true and the estimated correctly specified model to that of a homogeneous Strauss process
with (γˆ, θˆ1) = (1099, 0.34) and a homogeneous Poisson process with estimated intensity
λˆ = 271, the number of points in the pattern. To estimate the PITs, we simulate 499
patterns under each model and calculate the rank of the number of observed points in each
of 400 equally sized pixels with the number of observed points in each pixel ranging from 0
to 3.
The spatial maps of the ranks are shown in Figure 1. As in the previous example, we
notice an inhomogeneity in the maps for models with incorrect first order structure, the ranks
are too high is areas with high intensity and too low in areas with low intensity. Here, we
also see a clear divergence from uniformity in the rank histograms, see Figure 2. The rank
histogram for the estimated yet correctly specified model is slightly biased towards higher
ranks. The simulated data sets under this model have on average 259 data points, with a
range equal to [228, 288], which could explain this effect.
The rank histogram for the homogeneous Strauss model exhibits a similar effect. Here,
the model seems even more biased with the size of the simulated patterns ranging from
206 to 276. The histogram is furthermore slightly ∪-shaped indicating a small amount
of underdispersion. The Poisson model, on the other hand, has an overdisperse ∩-shaped
histogram indicating that the Poisson patterns have simultaneously both more gaps and
more clusters than the original pattern. This follows from the Poisson patterns being more
clustered than the repulsive Strauss pattern while having, on average, the same number of
points as the original pattern.
3.2 Inhomogeneous Poisson process
An inhomogeneous Poisson process ϕ = {ξi}ni=1 on a finite observation window W ⊂ R2 has
density
pθ(ϕ) = exp
(
|W | −
∫
W
λθ(u)du
) n∏
i=1
λθ(ξ
i) (6)
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(b) Estimated true model
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(c) Homogeneous Poisson
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Figure 3: Spatial maps of the PIT values for an inhomogeneous Poisson process on the unit square
under three different models; (a) Poisson model with the true intensity λ(u) = 300 exp(−3u1), (b)
Poisson model with estimated intensity λˆ(u) = 223 exp(−2.89u1), (c) Poisson model with estimated
intensity λˆ = 73. The point pattern is indicated with small circles.
(a) True model
PIT
Fr
eq
ue
nc
y
0.0 0.2 0.4 0.6 0.8 1.0
0
20
40
60
80
10
0
(b) Estimated true model
PIT
Fr
eq
ue
nc
y
0.0 0.2 0.4 0.6 0.8 1.0
0
20
40
60
80
10
0
(c) Homogeneous Poisson
PIT
Fr
eq
ue
nc
y
0.0 0.2 0.4 0.6 0.8 1.0
0
20
40
60
80
10
0
Figure 4: Histograms of the PIT values for an inhomogeneous Poisson process on the unit square
based on 400 equally sized pixels under three different models; (a) Poisson model with the true in-
tensity λ(u) = 300 exp(−3u1), (b) Poisson model with estimated intensity λˆ(u) = 223 exp(−2.89u1),
(c) Poisson model with estimated intensity λˆ = 73. The dashes lines indicate the 90% point wise
confidence intervals under a null hypothesis of i.i.d. standard uniform values.
with respect to the unit rate Poisson process, where λθ is an inhomogeneous intensity function
and θ denotes the parameters of the model. Here, we consider the window W = [0, 1]× [0, 1]
and define λθ(u) = θ1 exp(−θ2u1) with θ1 = 300 and θ2 = 3. The simulated pattern has
73 points and is shown in Figure 3. Maximum likelihood estimation yields θˆ1 = 223 and
θˆ2 = 2.89.
For the calibration assessment, we divide W in 400 equally sized pixels as shown in
Figure 3 with between 0 and 3 points falling in each pixel. The expected number of points in
each pixel as given in (1) can be calculated explicitly and we may thus apply the randomized
PIT in (3). The spatial maps in Figure 3 show no apparent differences between the true
model and the estimated true model, while a slight skewness in the spatial distribution of the
PIT values under a homogeneous model is apparent. However, the histograms in Figure 4
show no significant differences between the correctly and the incorrectly specified models.
We may obtain an increased sensitivity in the PIT histogram by increasing the observation
window W . For instance, if we consider 10 independent repetitions of the point pattern in
Figure 3 or, equivalently, set W = [0, 1]×[0, 10], the PIT histogram for the misspecified homo-
geneous model diverges significantly from uniformity. Similar results hold if we increase the
expected number of points in the pattern, say, with a true intensity λ(u) = 1000 exp(−3u1)
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(b) Estimated true model
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Figure 5: Spatial maps of observed ranks of a pattern drawn from Geyer saturation model in (7)
under (a) the true model, (b) the estimated correctly specified model and (c) a homogeneous Poisson
model. The ranking is based on 499 samples from each model and the ranks thus range from 1 to
500. The point pattern is indicated with small circles.
(results not shown).
3.3 Homogeneous cluster process
Our last example is a realization of a homogeneous Geyer saturation process (Geyer, 1999)
with density
pθ(ϕ) = Z(θ) exp (n(ϕ) log β + sθ(ϕ) log γ), (7)
where the interaction function is given by sθ(ϕ) =
∑
i min {α,
∑
j:j 6=i 1{‖ξi− ξj‖ ≤ r}} for a
saturation threshold α. This is an example of a homogeneous process with moderately strong
clustering. As in the previous example, we fix the parameters of the interaction function and
set r = 0.05 and α = 4.5. Then, we apply maximum pseudolikelihood to estimate the
remaining parameters θ = (β, γ) which have true values β = exp(4) and γ = exp(0.4) ≈ 1.5.
The estimation returns log βˆ = 4.12 and γˆ = 1.46. For comparison, we also consider the
true model as well as a homogeneous Poisson model with estimated intensity λˆ = 376, the
number of data points in the pattern.
As before, the observation window is the unit square divided in 400 equally sized pixels;
there are now between 0 and 6 observed points in each pixel. The spatial maps in Figure 5
are quite similar for all three models, while the verification rank histogram for the Poisson
model in Figure 6 is ∪-shaped indicating that the model is underdispersive. That is, the
point pattern is more clustered and there are more empty pixels than one would expect for
a Poisson model with a similar number of points.
4 Discussion
We propose to employ the model evaluation framework of Dawid (1984), Diebold et al. (1998)
and Gneiting et al. (2007) to assess the statistical consistency between a point process model
and the realized point pattern. In our calibration assessment, we investigate whether events
that are estimated to happen with probability p occur with empirical frequency p in the data.
The framework is easily applicable and holds for all models from which we can obtain random
draws. The PIT or rank histogram may reveal model bias and incorrect representation of
7
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Figure 6: Verification rank histograms for the point pattern in Figure 5 aggregated over 400 pixels
on the unit square under (a) the true Geyer saturation model, (b) the estimated correctly specified
model and (c) a homogeneous Poisson model. The pointwise 90% confidence intervals (dashed lines)
are based on a bootstrap of 500 realizations from the true model.
the second order interaction structure in the data while a map of the PIT values or ranks
over the observation window can demonstrate deficiencies in the first order structure.
As with other pixel-based methods, the PIT calibration results are somewhat sensitive
to the pixel size. In particular, information will be lost if the pixels are too large while
very small pixels will reduce the pixel-wise distributions to binary probabilities. However,
the distribution of the PITs doesn’t suffer the same skewness as the residual distribution
for small pixels and low point intensity reported e.g. in Clements et al. (2011) due to the
use of the randomized PIT in (3). In our examples, we have used 5 histogram bins for 400
values where the observed point patterns have between 0 and 6 points in each pixel. This
seems to give sufficiently robust results though it should be noted that with only 400 values,
a theoretically uniform histogram might diverge substantially from a flat histogram, see the
confidence bounds in Figure 4.
While we have focused on spatial point processes, it is straightforward to apply the PIT
or rank calibration diagnostics to temporal or space-time processes as well. For marked point
processes, on the other hand, alternative methods are called for. Schoenberg (2003) considers
thinned residuals for the space-time-magnitude distribution of earthquake occurrences and
Coeurjolly & Lavancier (2013) propose an extension of the residual framework of Baddeley
et al. (2005) that applies to stationary marked Gibbs processes. In our setting, marked
point processes might be dealt with by applying the multivariate rank histogram proposed
by Gneiting et al. (2008), where the mark distribution is considered a separate component
of a multivariate distribution.
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