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Multistring vertices and the overlap identities which they satisfy are exploited to un-
derstand properties of hyperbolic Kac Moody algebras, and E10 in particular. Since
any such algebra can be embedded in the larger Lie algebra of physical states of an
associated completely compactified subcritical bosonic string, one can in principle
determine the root spaces by analyzing which (positive norm) physical states de-
couple from the N-string vertex. Consequently, the Lie algebra of physical states
decomposes into a direct sum of the hyperbolic algebra and the space of decoupled
states. Both these spaces contain transversal and longitudinal states. Longitudinal
decoupling holds generally, and may also be valid for uncompactified strings, with
possible consequences for Liouville theory; the identification of the decoupled states
simply amounts to finding the zeroes of certain “decoupling polynomials”. This is
not the case for transversal decoupling, which crucially depends on special properties
of the root lattice, as we explicitly demonstrate for a non-trivial root space of E10.
Because the N-vertices of the compactified string contain the complete information
about decoupling, all the properties of the hyperbolic algebra are encoded into them.
In view of the integer grading of hyperbolic algebras such as E10 by the level, these
algebras can be interpreted as interacting strings moving on the respective group
manifolds associated with the underlying finite-dimensional Lie algebras.
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1 Introduction
This paper brings together two lines of development both of which are intimately connected to core issues of
modern string theory, namely the theory of indefinite and, more specifically, hyperbolic Kac Moody algebras on
the one hand, and (aspects of) string field theory on the other. Little is known about the infinite-dimensional
Lie algebras and groups that have been suggested as candidates for a unified symmetry of (super)string theory;
similarly, it is far from assured that we are already in possession of the proper physical concepts necessary to
deal with Planck scale physics and quantum gravity. Nonetheless, the developments of the past decade have
taught us that progress in one of these areas may well depend on advances in the other. The main purpose of
the present article is to show how methods developed in the early days of string theory may provide a better
understanding of the mathematical structures encountered in the theory of indefinite Kac Moody algebras. More
specifically, we will work out the connection between hyperbolic Kac Moody algebras and multistring vertices,
and in particular make precise the sense in which the structure constants of such algebras can be identified with
the scattering amplitudes for the physical states corresponding to the root space elements of the Lie algebra
(although this seems to be almost a folklore result in connection with “monstrous” Lie algebras based on the
lattice II25,1, the point has never been made for hyperbolic Kac Moody algebras to the best of our knowledge).
In fact, we shall argue (and offer concrete evidence) that the multistring vertices of a suitably compactified
bosonic string “know everything” there is to know about certain hyperbolic Kac Moody algebras such as E10.
N -string vertices played an important role in the early history of string theory following the discovery of the
N -tachyon scattering amplitude [61, 39]. While scattering amplitudes were originally computed by evaluating
products of suitable vertex operators (such as : exp(iv ·X): for the tachyon) between two vacuum states in a
one-string Fock space [22] (for a review see [1]), it was soon realized that they could alternatively be obtained by
attaching the physical states involved in the scattering to the legs of a multistring vertex acting on a multistring
Fock space. The beginning of this development was the discovery of a special three-vertex with the requisite
properties in [57]; a slightly more symmetric, but physically equivalent three-vertex was found shortly after
in [9]. The problem of constructing an N -vertex for arbitrary N > 3 was solved in [41, 54] by sewing N − 2
three-vertices. Not only did these N -vertices describe N -string scattering, but they provided transparent proofs
of various properties of the scattering amplitudes, such as duality. The formalism did, however, have some
drawbacks: the N string vertices obtained by sewing were rather complicated and their properties were not at
all apparent. For instance, the action of the Virasoro generators on the N -vertex was not properly understood;
furthermore, the investigation of loop effects in this framework led to incorrect results as negative norm states
were found to propagate within the loops.
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A new approach to multistring vertices was initiated in 1986 [48, 47, 49] and further developed in [51, 50, 63].
It was shown there that N -vertices could be directly and very explicitly determined without recourse to sewing
from a simple set of defining equations called overlap equations. These come in two varieties, namely as unin-
tegrated and integrated overlaps; although the latter contain somewhat less information than the unintegrated
overlaps they are frequently more useful for practical calculations as we will also see in this paper. An especially
appealing feature of this formalism is the elegant geometrical interpretation of the overlap equations in terms
of coordinate patches associated with every string emitted from the worldsheet; the N -vertex is, in fact, com-
pletely characterized by the transition functions between these patches. One finds in this way an infinite class
of vertices corresponding to different transition functions, which are physically equivalent but differ off-shell.
As an added bonus, general properties of the multistring vertices could now be fully elucidated. Furthermore,
the multistring vertex for arbitrary genus was found in [51] and ghosts were introduced in [48, 17]. The first of
these papers on ghost vertices enabled the Copenhagen group to refine and complete the original sewing pro-
gram [14, 59] and to derive a particularly elegant expression for the bosonic loop measure [13]. The integrated
overlap equations, which can be obtained from the overlap equations by contour integration, were independently
studied and extensively applied in the context of the so-called Grassmannian approach to string theory [2]. For
an account of the various operator approaches and further references, see also [63].
Despite the well known and close links between string theory and Kac Moody algebras [3, 58, 20, 32] (see
also [37], which is the standard textbook on the subject), it appears that multistring technology has not really
been exploited for its full worth in the Lie algebra context, as much of the pertinent literature deals solely with
one-string Fock spaces and one-string vertex operators. We will here demonstrate that multistring vertices may
serve as valuable tools for the analysis of the multiple commutators arising in the theory of hyperbolic Kac
Moody algebras, and that they offer new and promising insights into their structure, which has so far defied
all attempts at a complete understanding. Multistring vertices can in principle provide exhaustive information
about the root spaces of such algebras and may thus bring us closer to the ultimate goal of finding a manageable
representation of the Lie algebra elements that would be analogous to the current algebra representation for
affine algebras, a task which is even harder than the calculation of root multiplicities. To appreciate the
difficulties readers should recall that there is so far not a single example of a hyperbolic Kac Moody algebra
for which even the root multiplicities are completely known. We will in this paper mainly rely on the results of
[26], where a DDF type approach adapted to the root lattice was developed. The crucial result invoked there
is that any hyperbolic Kac Moody algebra g(A) can be embedded in a larger Lie algebra of physical states gΛ
[5], where Λ is the root lattice associated with the Cartan matrix A. Consequently, the elements of g(A) can be
completely characterized as the orthogonal complement in gΛ of those states that cannot be reached by multiple
commutators of the basic Chevalley Serre generators. Although the idea of defining the Kac Moody algebra
by what is not in it rather than by what is in it seems completely counterintuitive, it turns out, somewhat
surprisingly, that these “missing” states (mostly referred to as “decoupled states” in this paper) are easier to
identify than the Lie algebra elements themselves if astute use is made of multistring vertices: one must only
check that they decouple from the relevant N -vertex! We emphasize that the decoupling we are concerned with
here is of a novel type, and not like the decoupling of null states in d = 26 string theory, in that the decoupled
states have positive norm (this casts some doubt on the existence of a BRST-type cohomology, which would
explain decoupling). As in [26], our principal example will be the maximally extended hyperbolic Kac Moody
algebra E10, even though many of our results are valid more generally.
Our results also suggest a new interpretation of hyperbolic Kac Moody algebras in physics: they describe
a theory of interacting strings at tree level, where the usual one-string Fock space is replaced by the basic
representation of the underlying affine Kac Moody subalgebra. The basic representation in turn is nothing but
the set of purely transversal states built on the tachyonic groundstate |r−1〉 and its orbit under the action of the
affine Weyl group; here r−1 is the over-extended root, and the tachyonic momenta that can be generated by the
affine Weyl group are of the form v = r−1 + (
1
2b
2)δ + b, where δ is the affine null root, and b has support on
the finite subdiagram of the full Dynkin diagram obtained by deleting the extended and overextended nodes.
We note that our results in some sense constitute a realization of a remark in [64], where it was proposed to
interpret E10 as a symmetry acting on a multistring Fock space. As pointed out there, the group corresponding
to E10 would admit E9 × U(1) as a subgroup, where the U(1) factor is generated by the central charge c (it
is hard to imagine what the group would look like if one does not even know the Lie algebra; see, however,
[60] for some further information on this topic). Accordingly, the central charge c, whose integer eigenvalues
are called the “levels” of the relevant representations of the affine subalgebra, should be viewed as an operator
counting the number of strings. If we accept this interpretation, the following picture emerges. As shown in
[27], the allowed one-string Fock spaces of a bosonic string, the “internal” part of which propagates on a Lie
group manifold, constitute integrable highest-weight representations of the associated affine algebra. But since
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the basic representation is the simplest of these we can think of the hyperbolic algebra as a multistring Fock
space for interacting strings moving on the group manifold corresponding to the underlying finite Lie algebra
(in which case the target space contains no uncompactified spacetime part). The Chevalley involution θ (cf.
Eq. (2.96)) would then play the role of a charge conjugation operator, exchanging strings and “antistrings” (i.e.
representations and contragredient representations). Note that we employ two different string compactifications.
We start with a (subcritical) string which is completely compactified on a Minkowski torus and into whose
physical state space the hyperbolic Kac Moody algebra is embedded as a subalgebra; this model is merely
needed in order to have an explicit realization of the algebra and has no immediate physical interpretation.
Rather, the graded structure of the hyperbolic algebra is tied to the interacting string picture where now the
strings live on a Lie group manifold.
For evident reasons the hyperbolic algebra E10 has also been advanced as a candidate symmetry of the
superstring in ten dimensions. Despite the considerable efforts invested into the search for a proper formulation
of string field theory, however, it has not been possible so far to exhibit a multistring Hamiltonian (or, rather,
a Wheeler-DeWitt type constraint operator) for the superstring in ten dimensions which would admit such
a symmetry and commute with it. Besides, one would naively expect the relevant symmetry algebra to be a
superalgebra, not a bosonic Lie algebra. For a superalgebra, one must take into account additional roots of length
one on the root lattice for the fermionic generators [32], but enlarging the even selfdual E10 root lattice II9,1
in this way would put a stain on its beauty in our opinion. To construct a superalgebra one could conceivably
compactify the string on the unique odd selfdual Lorentzian lattice I9,1 ≡ Z9,1; see [6] for some comments and
speculations. But since I9,1 does not contain II9,1 as a sublattice, E10 could certainly not emerge as a bosonic
subalgebra in such a construction. A related question is whether there exists a (different?) superalgebra which
can be embedded into the space of bosonic and fermionic physical states of the fully compactified superstring
in the same way as E10 is embedded into the space of physical states of a bosonic string. Curiously, such
an algebra would have no real roots at all due to the absence of tachyonic states in the superstring. Hence,
neither superalgebra would deserve to be called “super-E10” because neither would contain E10 as a bosonic
subalgebra1! Therefore, a more attractive possibility from our point of view is that there is actually no need
for a superalgebra because E10 may already be secretly “aware of” supersymmetry even though it is a bosonic
symmetry by all appearances. That this is not an entirely far-fetched idea was explicitly shown in the context
of two-dimensional Poincare´ supergravities, whose local supersymmetry transformations can be “bosonized”
into certain Kac Moody gauge transformations in the associated linear systems [53, 52]. It would, however,
mean that the theory appropriate for E10 is not the superstring, but some other theory (perhaps involving
supergravity in eleven dimensions [11]).
The implications of our results for string field theory and the possible relation to quantum Liouville theory
remain fascinating topics for future research. Namely, the decoupling of certain positive norm physical states
holds not only on the lattice, but also in the continuum. This raises the question of whether systematically dis-
carding these states can lead to a consistent quantum theory in the “forbidden zone” 1 < d < 25. Furthermore,
we suspect that radiative (string loop) corrections will also have a role to play in the context of hyperbolic Kac
Moody algebras, although at our present level of understanding it is not at all clear where they might enter.
In particular, it would be necessary to find out whether these corrections are compatible with our decoupling
mechanism; in this case, the vertices with loops will almost certainly contain information about the E10 states
at arbitrary level, as the latter would propagate inside loops. The multistring description also suggests a subtle
link between the worldsheet topology (i.e. its genus and punctures, see [44, 28] for a nice description) and the
level which grades the hyperbolic algebra, indicating that hyperbolic symmetries might naturally involve all
orders of string perturbation theory.
Let us now briefly summarize the content of this paper.
Section 2 is devoted to an exposition of the one-string model. We have decided to work within the modern
framework of vertex algebras since it makes the Lie algebra structure of the space of physical string states
especially transparent. After a short review of vertex algebras we shall present in detail the string model
relevant for the paper, i.e. the closed bosonic in d < 26 dimensions with all target space coordinates toroidally
compactified. In particular, the relation of the Lie algebra of physical states and the embedded Kac Moody
algebra will be worked out. The difference between the string scalar product and the invariant bilinear form for
the Lie algebra will be explained.
In Sect. 3 we will deal with the multistring formalism. Starting from the operatorial definition of N -
string vertices via overlap identities it will be shown how to obtain their explicit form in the usual oscillator
representation. Then the conformal transformation properties of the vertices will be derived.
The content of the first two sections will be brought together in Sect. 4 where set up a correpondence between
1It is known that the finite-dimensional exceptional Lie algebras of E-type possess no superextensions [36].
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one-string vertex operators and three-vertices taking into account some additional physical assumptions. Then
the machinery of sewing three-vertices is presented. With this method at hand we subsequently discuss the
notions of locality and duality for the four-vertex and their generalizations to N -vertices. Finally two specific
three-vertices are explicitly constructed, one of which leading to a vertex operator that satisfies all the axioms of
a vertex algebra. In particular, we find a rather simple, diagrammatical proof of the Jacobi identity. Moreover,
we establish the equivalence of the overlap identities for this three-vertex and the so-called Jacobi identity for
intertwining operators.
Section 5 contains the core results of this paper. Making extensive use of the overlap equations, we discuss
the decoupling of longitudinal and transversal states in detail, and show how root spaces can be determined
without explicit computation of commutators. On the way, structure constants for N -fold commutators will be
introduced and it will be explained in which sense the structure constants of hyperbolic algebras can be identified
with the scattering amplitudes for the underlying compactified string. These issues will be addressed in Sect.
5.1, where we describe in detail how to rewrite (multiple) commutators in terms of N -string vertices. Section
5.2 summarizes the essential results of [26] needed here and describes how to recover them in the multistring
formalism. Section 5.3 is devoted to an analysis of the longitudinal decoupling; there we will introduce the
“decoupling polynomials” from which one can directly read off which longitudinal states couple and which
decouple, and compute these polynomials up to degree seven. These results go considerably further than the
ones previously obtained. In Sect. 5.4 we deal with the decoupling of transversal states. As this is the least
understood part of our construction we will make no attempt at a systematic treatment but rather illustrate
the phenomenon in terms of a concrete (and non-trivial) example.
2 The vertex algebra associated with the compactified string
We shall study a chiral sector of a closed bosonic string living on a Minkowski torus as spacetime, i.e. we
compactify all target space coordinates. Consequently, the center of mass momenta of the string form a lattice
with Minkowski signature. It turns out that the states and vertex operators realize a mathematical structure
called vertex algebra [5]. The latter framework will be convenient to establish the connection between string
vertices and multiple commutators. In our exposition we will closely follow the review [23].
2.1 Vertex algebras
In the vertex algebra formalism one works with formal variables z, w, y, . . . and formal Laurent series. For
a vector space S, say, we set S[[z, z−1]] =
{∑
n∈Z snz
−n−1|sn ∈ S
}
. For a formal series we use the following
residue notation:
Resz
[∑
n∈Z
snz
−n−1
]
= s0, (2.1)
so that we may think of Resz [. . .] as the formal expression for the operation
∮
0
dz
2πi [. . .] in complex analysis.
We shall also need the analogue of the δ function which is defined as δ(z) :=
∑
n∈Z z
n. Formally, this is the
Laurent expansion of the classical δ function at z = 1 and indeed it enjoys similar properties. Formal calculus
is presented in great detail in [21].
Definition 1
A vertex algebra is a Z-graded vector space
F =
⊕
n∈Z
Fn, (2.2)
equipped with a linear map V : F → (EndF)[[z, z−1]], which assigns to each state ψ ∈ F a vertex operator
V(ψ, z), and the vertex operators satisfy the following axioms:
1. (Regularity) If ψ, ϕ ∈ F then
Resz [z
nV(ψ, z)ϕ] = 0 for n sufficiently large (2.3)
and n depending on ψ and ϕ.
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2. (Vacuum) There is a preferred state 1 ∈ F , called the vacuum, satisfying
V(1, z) = idF . (2.4)
3. (Injectivity) There is a one-to-one correspondence between states and vertex operators:
V(ψ, z) = 0 ⇐⇒ ψ = 0. (2.5)
4. (Conformal vector) There is a preferred state ω ∈ F , called the conformal vector, such that its vertex
operator,
T (z) ≡ V(ω, z) =
∑
n∈Z
Lnz
−n−2, (2.6)
(a) gives the Virasoro algebra with some central charge c ∈ R,
[Lm, Ln] = (m− n)Lm+n + c
12
(m3 −m)δm+n,0; (2.7)
(b) provides a translation generator, L−1,
V(L−1ψ, z) = d
dz
V(ψ, z) for every ψ ∈ F ; (2.8)
(c) gives the grading of F via the eigenvalues of L0,
L0ψ = nψ ≡ hψψ for every ψ ∈ Fn, n ∈ Z; (2.9)
the eigenvalue hψ is called the (conformal) weight of ψ.
5. (Jacobi identity) For every ψ, ϕ ∈ F ,
y−1δ
(
z − w
y
)
V(ψ, z)V(ϕ,w)− y−1δ
(−w + z
y
)
V(ϕ,w)V(ψ, z)
= w−1δ
(
z − y
w
)
V(V(ψ, y)ϕ,w), (2.10)
where binomial expressions have to be expanded in nonnegative integral powers of the second variable.
Since vertex operators are operator-valued formal Laurent series, we can give an alternative formulation (see
e.g. [5]) of the axioms of a vertex algebra using the mode expansion
V(ψ, z) =
∑
n∈Z
ψnz
−n−1. (2.11)
From the axioms one can derive some important properties of vertex algebras. For example, the Jacobi identity
implies the relations
[L−1,V(ψ, z)] = d
dz
V(ψ, z), (2.12)
[L0,V(ψ, z)] =
(
z
d
dz
+ hψ
)
V(ψ, z) if ψ ∈ Fhψ , (2.13)
which give, respectively,
(Translation property)
exL−1V(ψ, z)e−xL−1 = V(ψ, z + x), (2.14)
(Scaling property)
exL0V(ψ, z)e−xL0 = exhψV(ψ, exz) if ψ ∈ Fhψ , (2.15)
6
for every x ∈ wC[[w]]. Thus L−1 and L0 generate translations and scale transformations, respectively.
Combining injectivity with the Jacobi identity one arrives at
(Skew symmetry)
V(ψ, z)ϕ = ezL−1V(ϕ,−z)ψ, (2.16)
which shows that the vertex operator V(ψ, z), when applied to the vacuum, “creates” the state ψ ∈ F :
V(ψ, z)1 = ezL−1ψ. (2.17)
We shall denote by Ph ⊂ Fh the space of (conformal) highest weight vectors or primary states satisfying
L0ψ = hψ, (2.18)
Lnψ = 0 ∀n > 0. (2.19)
For example, in any vertex algebra the vacuum is a primary state of weight 0 and therefore F0 is always at
least one-dimensional. We can deduce from the Jacobi identity that, for ψ ∈ Ph,
[Ln,V(ψ, z)] = zn
{
z
d
dz
+ (n+ 1)h
}
V(ψ, z) ∀n ∈ Z, (2.20)
or, in terms of mode operators,
[Ln, ψm] = {(h− 1)(n+ 1)−m}ψm+n, (2.21)
i.e. V(ψ, z) is a so-called (conformal) primary field of weight h. From now on we shall use the notation Φ(z)
for a primary field. Upon exponentiation we find that
(Projective change)
exLnΦ(z)e−xLn =
(
∂p(z)
∂z
)h
Φ
(
p(z)
) ∀n 6= 0, (2.22)
for every x ∈ wC[[w]] where p(z) = z(1− nxzn)−1/n.
Since the operators {L−1, L0, L1} satisfy the su(1, 1) Lie algebra
[L0, L1] = −L1, [L0, L−1] = L−1, [L1, L−1] = 2L0, (2.23)
we have the following Mo¨bius transformation properties of the vertex operators (see also [31]): If ψ ∈ F is a
quasiprimary state of weight h, i.e. ψ satisfies L0ψ = hψ and L1ψ = 0, then
MˆV(ψ, z)Mˆ−1 =
[
dM(z)
dz
]h
V(ψ,M(z)), (2.24)
where
M(z) := az + b
cz + d
, Mˆ := e bdL−1
(√
ad− bc
d
)2L0
e−
c
d
L1 , (2.25)
for a, b, c, d ∈ wC[[w]].
For our purposes it will be very useful to have a relation between the Jacobi identity for vertex algebras
and the notions of locality and duality from conformal field theory. This can be achieved by considering matrix
elements of products of vertex operators w.r.t. some nondegenerate bilinear form 〈 | 〉. It follows from the
axioms that any matrix element of a vertex operator is a Laurent polynomial in z,
〈χ | V(ψ, z)ϕ〉 ∈ C[z, z−1] ∀ χ, ψ, ϕ ∈ F , (2.26)
so that these three-point correlation functions may be regarded as meromorphic functions of z. Of course, we
formally identify χ with an “out-state” inserted at z =∞ and ϕ with an “in-state” inserted at z = 0.
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We recall that in the Jacobi identity axiom (2.10) we used the terminology ‘expansion in nonnegative integral
powers of the second variable’. We have to make this convention mathematically more precise. Let C[z, w]S
denote the subring of the field of rational functions which can be written as
f(z, w) =
g(z, w)
ws
∏r
l=1(alz + blw)
(2.27)
where g(z, w) is any polynomial in the formal variables z and w; r, s ∈ N, al 6= 0 for l = 1, ..., r. We can define
two embeddings of such rational functions into the spaceW [[z, z−1, w, w−1]] of formal Laurent series in z and w.
The first of these is designated as ιzw and obtained by expanding the product factors in (2.27) in non-negative
integral powers of the variable w. The second, denoted by ιwz, is obtained by pulling out the z factors in the
denominator of (2.27) instead and expanding in non-negative powers of z. We note that even for the same
rational function f(z, w) the formal power series ιzwf and ιwzf will differ as elements of W [[z, z
−1, w, w−1]]
unless f is a Laurent polynomial.
We have the following important theorem due to [21].
Theorem 1
1. (Locality ≡ rationality of products + commutativity)
For χ, ψ, ϕ, ξ ∈ F , the formal series 〈χ | V(ψ, z)V(ϕ,w)ξ〉 which involves only finitely many negative powers
of w and only finitely many positive powers of z, lies in the image of the map ιzw:
〈χ | V(ψ, z)V(ϕ,w)ξ〉 = ιzwf(z, w), (2.28)
where the (uniquely determined) element f ∈ C[z, w]S is of the form
f(z, w) =
g(z, w)
zrws(z − w)t (2.29)
for some polynomial g(z, w) ∈ C[z, w] and r, s, t ∈ N. We also have
〈χ | V(ϕ,w)V(ψ, z)ξ〉 = ιwzf(z, w), (2.30)
i.e. V(ψ, z)V(ϕ,w) agrees with V(ϕ,w)V(ψ, z) as operator-valued rational functions.
2. (Duality ≡ rationality of iterates + associativity)
For χ, ψ, ϕ, ξ ∈ F , the formal series 〈χ | V(V(ψ, y)ϕ,w)ξ〉 which involves only finitely many negative
powers of y and only finitely many positive powers of w, lies in the image of the map ιwy:
〈χ | V(V(ψ, y)ϕ,w)ξ〉 = ιwyf(y + w,w), (2.31)
with the same f as above, and
〈χ | V(ψ, y + w)V(ϕ,w)ξ〉 = ιywf(y + w,w), (2.32)
i.e. V(ψ, z)V(ϕ,w) and V(V(ψ, z − w)ϕ,w) agree as operator-valued rational functions, where the right
hand expression is to be expanded as a Laurent series in z − w.
For a proof see [21] or [19].
The first part of the theorem in particular states that these matrix elements may be viewed as meromorphic
functions of the formal variables. In other words, for (2.28) and (2.30) there exist meromorphic functions of
z and w which upon expansion in z or w agree with the formal power series on the left hand side in their
respective domains of convergence. Thus vertex algebras can be seen as a rigorous formulation of meromorphic
conformal field theories. Note that the second part of the theorem should be interpreted as crossing symmetry
of the four-point correlation function on the Riemann sphere. It establishes a precise formulation of an operator
product expansion in two-dimensional conformal field theory (see e.g. [42], [4], [29], [31]) in the sense that
V(ψ, z)V(ϕ,w) agrees with ∑n∈Z(z −w)−n−1V(ψnϕ,w) as an operator-valued rational function. The theorem
then also ensures that this operator product expansion involves only finitely many singular (at “z = w”) terms.
For establishing the Jacobi identity in concrete models the following theorem is particularly useful. (For a
proof see [19])
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Theorem 2
1. The Jacobi identity follows from locality and duality.
2. In the definition of a vertex algebra the Jacobi identity may be replaced by the principle of locality, Eq.
(2.12) and Eq. (2.13).
If we regard our formal variables as complex variables, then the formal expansions of rational functions
that we have been discussing converge in suitable domains. The matrix elements in Eq. (2.28) and Eq. (2.30)
converge to a common rational function in the disjoint domains |z| > |w| > 0 and |w| > |z| > 0, respectively.
The matrix elements in Eq. (2.31) and Eq. (2.32) for y = z −w converge to a common rational function in the
domains |w| > |z − w| > 0 and|z| > |w| > 0, respectively, and in the common domain |z| > |w| > |z − w| > 0
these two series converge to the common function.
We will now briefly discuss the issue of invariant bilinear form and adjoint vertex operator for a vertex
algebra. Define the restricted dual of F ,
F ′ ≡
⊕
n∈Z
(Fn)∗, (2.33)
the direct sum of the dual spaces of the homogeneous subspaces Fn, i.e. the space of linear functionals on
the vertex algebra F vanishing on all but finitely many Fn. Suppose we have a grading-preserving linear
isomorphism R : F → F ′, ψ 7→ R(ψ) ≡ ψ∗, satisfying R ◦ ψn = ψ∗n ◦ R, then this amounts to choosing a
nondegenerate bilinear form ( | ) on F as (χ|ϕ) := 〈〈R(χ)|ϕ〉〉 where 〈〈 | 〉〉 denotes the natural pairing between
F and F ′. We may define the adjoint vertex operator w.r.t. the bilinear form by stipulating (V(ψ, z)χ|ϕ) =
(χ|V♯(ψ, z)ϕ) and putting (cf. [19])
V♯(ψ, z) =
∑
n∈Z
ψ♯nz
−n−1
:= V (ezL1(−z−2)L0ψ, z−1) ∈ (EndF)[[z, z−1]]. (2.34)
We observe that the expression on the right hand side in general is not summable unless (L1)
nψ = 0 for n large
enough, which is assured if the spectrum of L0 is bounded from below. For the string moving on a Minkowski
torus the spectrum of L0 is unbounded. But for our purposes it is sufficient to know the adjoint vertex operator
associated with quasiprimary states, and for these states the above definition indeed makes sense:
V♯(ψ, z) = (−1)hψz−2hψV(ψ, z−1) for ψ quasiprimary, (2.35)
or, in terms of the mode expansion (2.11),
ψ♯n = (−1)hψψ−n+2hψ−2. (2.36)
The Virasoro generators satisfy the relation L♯n = L−n (note the special mode expansion (2.6) for the Virasoro
generators!) or, in terms of the “stress–energy tensor”, T ♯(z) = 1z4 T (z−1). From this it is easy to see that the
homogeneous subspaces Fn, n ∈ Z, are orthogonal to each other with respect to this bilinear form,
(Fm|Fn) = 0 if m 6= n. (2.37)
One can also show that the bilinear form is symmetric and that the conjugation operation ♯ satisfies V♯♯ = V
(for proofs see [19]).
We shall provide a certain subspace of the Fock space F with the structure of a Lie algebra (cf. [5], [21]).
We define a bilinear product on F by
[ψ, ϕ] := Resz [V(ψ, z)ϕ] ≡ ψ0ϕ, (2.38)
which is antisymmetric on the quotient space F/L−1F due to the skew symmetry property (2.16). By con-
sidering the mode expansion of the Jacobi identity we get ψ0(ϕ0ξ) − ϕ0(ψ0ξ) = (ψ0ϕ)0ξ. But this equation
translates precisely into the classical Jacobi identity for Lie algebras,
[[ψ, ϕ], ξ] + [[ϕ, ξ], ψ] + [[ξ, ψ], ϕ] = 0, (2.39)
on F/L−1F . Hence, (2.38) defines a Lie bracket on this quotient space. At the level of vertex operators,
dividing out the subspace L−1F reflects the fact that the zero mode ψ0 of a vertex operator V(ψ, z) remains
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unchanged when a total derivative is added to V(ψ, z); for if ψ = L−1ϕ ∈ L−1F for some ϕ ∈ F , then
ψ0 = Resz
[
d
dzV(ϕ, z)
]
= 0 by (2.8) and (2.1). If one prefers a representation of a Lie algebra in terms of linear
operators we point out that the operator ψ0 = Resz [V(ψ, z)] is just the adjoint action of ψ on F
/
L−1F , viz.
adψ(ϕ) = [ψ, ϕ] = ψ0(ϕ). (2.40)
In other words the Lie algebra of zero mode operators, {ψ0 |ψ ∈ F}, is the adjoint representation of F
/
L−1F .
Consequently, the above Jacobi identity establishes the homomorphism property of the map F/L−1F → EndF ,
ψ 7→ ψ0:
ad[ψ,ϕ] = ([ψ, ϕ])0 = [ψ0, ϕ0] = [adψ , adϕ]. (2.41)
The Lie algebra F/L−1F will be too large for our purposes. In string theory, a distinguished role is played
by the primary states of weight h = 1, which we shall call physical states from now on. In fact, we learn from
Eq. (2.21) that for a physical state ψ the corresponding zero mode operator ψ0 commutes with the Virasoro
algebra thereby preserving all subspaces Pn of primary states of weight n. In particular, it maps physical states
into physical states, i.e. [P1,P1] ⊂ P1 mod L−1P0. Hence we will be mainly interested in the Lie algebra of
physical states,
gF := P1
/
L−1P0 , (2.42)
where we used the fact that
L−1F0 ∩ P1 = L−1P0 (2.43)
in any vertex algebra (see [24] for the proof).
For the benefit of readers not familiar with the abstract formalism of vertex algebras we pause to briefly
explain the connection between the formula (2.38) and the definition used in [32]. There the commutator of
two integrated vertex operators is defined by means of the following contour integrals
[ψ0, ϕ0] :=
∮
|z|>|w|
dz
2πi
V(ψ, z)
∮
0
dw
2πi
V(ϕ,w) −
∮
|w|>|z|
dw
2πi
V(ϕ,w)
∮
0
dz
2πi
V(ψ, z). (2.44)
The arrangement of contours is important here because the operator products must be expanded in their
respective domains of convergence for the above expressions to make sense; the two expansions correspond
precisely to the operations ιzw and ιwz in the calculus of formal power series introduced above. To evaluate
(2.44) we recall the locality property of vertex operators, i.e. V(ψ, z)V(ϕ,w) and V(ϕ,w)V(ψ, z) are the same
as operator-valued rational functions. Hence we may deform the contour such that the two contributions can
be combined into a single one to obtain [32]
[ψ0, ϕ0] =
∮
0
dw
2πi
∮
w
dz
2πi
V(ψ, z)V(ϕ,w), (2.45)
where the integral over z is to be performed with a small contour encircling the point w. By duality (i.e. Part
2 of Theorem 1), this expression can be rewritten as
[ψ0, ϕ0] =
∮
0
dw
2πi
∮
w
dz
2πi
V(V(ψ, z − w)ϕ,w)
=
∮
0
dw
2πi
∮
0
dz
2πi
V(V(ψ, z)ϕ,w). (2.46)
Hence the resulting vertex operator coincides with the operator (ψ0ϕ)0 corresponding to the state (2.38), and
therefore the definition (2.38) and the commutator prescription are entirely equivalent.
The problem of finding an invariant bilinear form for the Lie algebra of physical states is resolved quite
elegantly; for it turns out that the bilinear form ( | ) defined above gives rise to an invariant bilinear form on
gF . We first have to convince ourselves that the form on F projects down to a well-defined form on gF . Indeed,
since L♯−1 = L1 we have (L−1χ|ϕ) = 0 for any quasiprimary state ϕ, i.e. the space L−1F is orthogonal to all
quasiprimary states and thus deserves to be called null space. In particular, L−1P0 consists of null physical
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states, physical states orthogonal to all physical states including themselves. Hence the Lie algebra gF is
obtained from P1 by dividing out (unwanted) null physical states. Recall that when defining the Lie algebra
F/L−1F we had to divide out the space L−1F for mathematical reasons. But with the bilinear form at hand
we are now led to a physical interpretation of that maneuver.
It is well known that there are additional null physical states in P1 if and only if the central charge takes
the critical value c = 26, namely the space (L−2 +
3
2L
2
−1)P−1 (see [35] for the calculations). The existence of
these additional null physical states is used in the proof of the no-ghost theorem [34] which we shall refer to in
the last chapter when we exploit the DDF construction.
As already mentioned, the adjoint vertex operator in Eq. (2.34) is summable for any quasiprimary state
irrespective of the spectrum of L0. Together with Eq. (2.36), this implies that the form always satisfies (χ|ψnϕ) =
−(ψ−nχ|ϕ) for physical states χ, ψ, ϕ. Specializing to n = 0 we indeed recover the invariance property:
([χ, ψ]|ϕ) = (χ|[ψ, ϕ]) ∀χ, ψ, ϕ ∈ gF . (2.47)
If we put n = 1 and χ = 1, then we obtain
(ψ|ϕ) = (1| − ψ1ϕ) ∀ψ, ϕ ∈ gF , (2.48)
so that we can think of the projection of −ψ1ϕ on the vacuum as the bilinear form.
2.2 Toroidal compactification of the bosonic string
It is by no means obvious that nontrivial examples of vertex algebras exist. However, an important class of
vertex algebras is provided by the following result, which was announced in [5] and was proved in [21].
Theorem 3
Associated with each nondegenerate even lattice Λ there is a vertex algebra.
In fact, the above examples of vertex algebras gave rise to the very notion and the abstract definition of
vertex algebras. As we shall see below, the physics described by these vertex algebras is the chiral sector of
a first quantized closed bosonic string moving on a spacetime torus. This section will be concerned with the
explicit construction of the vertex algebra stated above and the discussion of the Lie algebra of physical states
with the invariant and covariant bilinear forms. For further details, the reader may also wish to consult the
articles [32], [30] and [33] or the comprehensive review [40].
Let Λ be an even lattice of rank d < ∞ with a symmetric nondegenerate Z-valued Z-bilinear form · and
corresponding metric tensor ηµν , 1 ≤ µ, ν ≤ d (Λ even means that r2 ∈ 2Z for all r ∈ Λ). The vertex algebra
which we shall construct can be thought of as a chiral sector of a first quantized closed bosonic string theory
with d spacetime dimensions compactified on a torus. Thus Λ represents the allowed momentum vectors of the
theory.
Introduce oscillators αµm, m ∈ Z, 1 ≤ µ ≤ d, satisfying the commutation relations of a d-fold Heisenberg
algebra,
[αµm, α
ν
n] = mη
µνδm+n,0, (2.49)
and zero mode states Ψr, r ∈ Λ. We want the latter to carry momentum r and to be annihilated by the
positive oscillator modes, i.e.
αµmΨr = 0 if m > 0, (2.50)
pµΨr = r
µΨr, (2.51)
where pµ ≡ αµ0 denotes the center of mass momentum operator for the string and rµ are the components of
r ∈ Λ. While the operators αµm for m > 0 by definition act as annihilation operators, the operators αµm for
m < 0 will be called creation operators, since they generate an irreducible Heisenberg module F (r) with highest
weight r ∈ Λ from any ground state Ψr.
We take ΛR := R⊗Z Λ to be the real vector space in which Λ is embedded, and for notational convenience
we define
r(m) :=
d∑
µ=1
rµα
µ
m ≡ r·αm (2.52)
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for r ∈ ΛR, m ∈ Z, such that
[r(m), s(n)] = m(r·s)δm+n,0, (2.53)
with the Z-bilinear form on Λ to be extended to an R-bilinear form on ΛR. We denote the d-fold Heisenberg
algebra spanned by the oscillators by
hˆ := {r(m) | r ∈ ΛR,m ∈ Z} ⊕R·1, (2.54)
and for the vector space of finite products of creation operators (≡ algebra of polynomials on the negative
oscillator modes) we write
S(hˆ−) :=
⊕
N∈N
{ N∏
i=1
ri(−mi) | ri ∈ ΛR,mi > 0 for 1 ≤ i ≤ N
}
, (2.55)
where “S” stands for “symmetric” because of the fact that the creation operators commute with each other.
Hence the Heisenberg module built on some ground state Ψr is given by F (r) = S(hˆ−)Ψr.
If we formally introduce center of mass position operators qµ, 1 ≤ µ ≤ d, commuting with αµm for m 6= 0
and satisfying
[qν , pµ] = iηµν , (2.56)
then we find that
eir·qΨs = Ψr+s, (2.57)
i.e. the zero mode states can be generated from the vacuum Ψ0:
Ψr = e
ir·qΨ0. (2.58)
Thus the operators eir·q, r ∈ Λ, may be identified with the zero mode states and form an Abelian group which
is called the group algebra of the lattice Λ and is denoted by R[Λ]. Collecting all the Heisenberg modules F (r)
one might expect the full Fock space F of the vertex algebra to be S(hˆ−)⊗R[Λ]. However, it is well-known that
we need to replace the group algebra R[Λ] by something more delicate in order to adjust the signs in the Jacobi
identity for the vertex algebra. We will multiply eir·q by a so-called cocycle factor cr which is a function of
momentum p. This means that it commutes with all oscillators αµm and satisfies the eigenvalue equations
crΨs = ǫ(r, s)Ψs. (2.59)
This can be implemented by imposing the conditions
ǫ(r, s)ǫ(r+ s, t) = ǫ(r, s+ t)ǫ(s, t), (2.60)
ǫ(r, s) = (−1)r·sǫ(s, r), (2.61)
ǫ(r,−r) = (−1) 12 r2 , (2.62)
ǫ(0,0) = 1. (2.63)
Note that the cocycle condition (2.60) implies ǫ(0,0) = ǫ(0, r) = ǫ(r,0) ∀r. Without loss of generality we can
assume that the function ǫ is bimultiplicative, i.e. ǫ(r+ s, t) = ǫ(r, t)ǫ(s, t) and ǫ(r, s+ t) = ǫ(r, s)ǫ(r, t) ∀r, s, t.
Together with (2.62) and the normalization condition (2.63), this then implies that ǫ(mr, nr) = [ǫ(r, r)]mn =
(−1) 12mnr2 ∀r, m, n ∈ Z. We will take the twisted group algebra R{Λ} consisting of the operators
er := e
ir·qcr, (2.64)
for r ∈ Λ, instead of R[Λ]. This means just that we are working with a certain section in the double cover Λˆ of
the lattice Λ. Due to the identification of the operators er with zero mode states it is suggestive to adopt the
ket notation er ≡ |r〉 which we will use where appropriate.
In summary, the Fock space associated with the lattice Λ is defined to be
F := S(hˆ−)⊗R{Λ}. (2.65)
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Note that the oscillators r(m), m 6= 0, act only on the first tensor factor, namely, creation operators as
multiplication operators and annihilation operators via the adjoint representation, i.e. by (2.53). The zero
mode operators αµ0 , however, are only sensible for the twisted group algebra, viz.
r(0)|s〉 = (r·α0)|s〉 = (r·s)|s〉 ∀r ∈ ΛR, s ∈ Λ, (2.66)
while the action of er on R{Λ} is given by
eres = ǫ(r, s)er+s. (2.67)
We shall define next the vertex operators V(ψ, z) for ψ ∈ F . We introduce the Fubini–Veneziano
coordinate field,
Xµ(z) := qµ − ipµ ln z + i
∑
m∈Z
1
m
αµmz
−m, (2.68)
which really only has a meaning when exponentiated, and the Fubini–Veneziano momentum field,
Pµ(z) := i
d
dz
Xµ(z) =
∑
m∈Z
αµmz
−m−1. (2.69)
For r ∈ ΛR we define the formal sum
r(z) ≡ r·P(z) =
∑
m∈Z
r(m)z−m−1, (2.70)
which is an element of hˆ[[z, z−1]] and may be regarded as a generating function for the operators r(m), m ∈ Z,
or as a “current” in contrast to the “states” in F . It is convenient to split Xµ(z) into three parts:
Xµ(z) = Xµ<(z) + (q
µ − ipµ ln z) +Xµ>(z), (2.71)
where
Xµ<(z) := −i
∑
m>0
1
m
αµ−mz
m , Xµ>(z) := i
∑
m>0
1
m
αµmz
−m. (2.72)
We will employ the usual normal-ordering procedure, i.e. colons indicate that in the enclosed expressions, qν
is written to the left of pµ, as well as the creation operators are to be placed to the left of the annihilation
operators:
:r(m)s(n): =
{
r(m)s(n) if m ≤ n,
s(n)r(m) if m > n,
:qνpµ: = :pµqν: = qνpµ. (2.73)
For |r〉 ∈ R{Λ}, the associated vertex operator then takes the familiar form
V(|r〉, z) := eir·X<(z)erzr(0)eir·X>(z)
= :eir·X(z):cr, (2.74)
Note that the cocycle factors of the vertex operators are hidden in the elements of the twisted group algebra,
R{Λ}.
Let ψ =
[∏N
j=1 sj(−nj)
]|r〉 be a typical homogeneous element of F and define
V(ψ, z) := : V(|r〉, z)
N∏
j=1
1
(nj − 1)!
(
d
dz
)nj−1 (
sj ·P(z)
)
:
≡ i : eir·X(z)
N∏
j=1
1
(nj − 1)!)
(
d
dz
)nj (
sj ·X(z)
)
: cr. (2.75)
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Extending this definition by linearity we finally obtain a well-defined map
V : F → (EndF)[[z, z−1]],
ψ 7→ V(ψ, z) =
∑
n∈Z
ψnz
−n−1. (2.76)
We choose the vacuum to be the zero mode state with no momentum and without any creation operators, i.e.
1 := |0〉 ≡ 1⊗ e0. (2.77)
The state
ω := 12
d∑
µ=1
ηµνα
µ
−1α
ν
−1|0〉 ≡ 12α−1 ·α−1|0〉 (2.78)
provides a conformal vector of dimension d. Indeed, by (2.75) and (2.70), we have
T (z) ≡ V(ω, z) = 12
d∑
µ=1
:P(z)·P(z):
so that
Ln ≡ ωn+1 = 12
∑
m∈Z
:αm ·αn−m: , (2.79)
in agreement with the well-known expression from string theory. Using the oscillator commutation relations
one finds that the Ln’s obey (2.7) with central charge c = d (see e.g. [35] for the calculation).
Finally, let ψ =
[∏N
j=1 sj(−nj)
]|r〉 be a typical homogeneous element of F . Then
L0ψ =
(
1
2r
2 +
N∑
j=1
nj
)
ψ (2.80)
yields the desired grading of F . We observe that if Λ is Lorentzian then r2 can be arbitrarily negative so that
the spectrum of L0 is unbounded from above as well as from below.
With the above definitions it is straightforward to verify the first four axioms for a vertex algebra, but to
prove the Jacobi identity, into which most of the information about the vertex algebra is encoded, is much
harder. A proof based on the old normal-ordering string techniques can be found in [21]. In Sect. 4.2 we will
present an alternative much more elegant proof using overlap identities for the three-vertex.
We turn now to the analysis of the Lie algebra of physical states, gΛ. The simplest physical states are the
tachyonic states g
[0]
Λ := {|r〉 | r ∈ Λ, r2 = 2} and the photonic states: g[1]Λ := {s(−1)|r〉 | r·s = 0, s ∈ ΛR, r ∈
Λ, r2 = 0}, where the superscript of gΛ counts the oscillator excitations. We want to stress again that the
physical states in gΛ are only defined modulo L−1P0, which means for example that r(−1)|r〉 = L−1|r〉 ≡ 0 in
gΛ for a vector r ∈ Λ with r2 = 0.
The commutators between the first nontrivial physical states become
[ρ(−1)|0〉,σ(−1)|0〉] = 0, (2.81)
[ρ(−1)|0〉, |r〉] = (ρ·r)|r〉, (2.82)
[|r〉, |s〉] =

0 if r·s ≥ 0,
ǫ(r, s)|r+ s〉 if r·s = −1,
−r(−1)|0〉 if r·s = −2,
. . . if r·s ≤ −3,
(2.83)
for ρ,σ ∈ ΛR and r, s ∈ Λ, r2 = s2 = 2. Note that for an Euclidean lattice the Schwarz inequality would imply
|r·s| ≤ 2 leading to a finite-dimensional Lie algebra of physical states; but here we are interested in the much
more complicated case of a Lorentzian lattice.
We have seen that a special role is played by the norm 2 vectors of Λ which we call real roots of the lattice.
The reflection ⊒r associated with a real root r is defined as ⊒r(x) = x− (x·r)r for x ∈ ΛR. It is easy to see
that a reflection in a real root is an automorphism of the lattice. The hyperplanes perpendicular to these real
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roots divide the vector space ΛR into regions called Weyl chambers. The reflections in the real roots of Λ
generate a group called the Weyl group W of Λ, which acts simply transitively on the Weyl chambers of Λ.
This means that if we fix one Weyl chamber C once and for all, then any real root from the interior of another
Weyl chamber can be transported via Weyl reflection to a unique real root in C. The real roots ri that are
perpendicular to the faces of C and have inner product at most 0 with the elements of C are called the simple
roots of C. The (Coxeter–)Dynkin diagram G of C is the set of simple roots of C, drawn as a graph with
one vertex for each simple root of C and two vertices corresponding to the distinct roots ri, rj are joined by
−ri ·rj lines.
Returning to the vertex algebra associated with the even Lorentzian lattice Λ, it is clear that, for any simple
root ri, the elements |ri〉, | − ri〉, and ri(−1)|0〉 describe physical states, i.e. they lie in P1. Define generators
for a Lie algebra g(A) by
ei 7→ |ri〉,
fi 7→ −| − ri〉,
hi 7→ ri(−1)|0〉. (2.84)
Then, by (2.81) – (2.83), we find the following relations to hold:
[hi, hj ] = 0, (2.85)
[hi, ej] = aijej , [hi, fj ] = −aijfj , (2.86)
[ei, fj] = δijhi, (2.87)
where we defined the Cartan matrix A = (aij) associated with C by aij := ri ·rj . The elements hi obviously
form a basis for an abelian subalgebra of g(A) called the Cartan subalgebra h(A). In technical terms, from
the above commutators we learn that the elements {ei, fi, hi | i} generate the so-called free Lie algebra associated
with A. But even more is true; for we can show that the Serre relations
(ad ei)
1−aij ej = 0, (ad fi)
1−aijfj = 0, (2.88)
are also fulfilled for all i 6= j. They follow from the physical state condition (2.18) by combining Eq. (2.80) with
the natural Λ-gradation which the Lie algebra of physical states inherits from F ,
g
(x)
Λ := gΛ ∩ S(hˆ−)|x〉, (2.89)
for x ∈ Λ. Of course, some of the subspaces g(x)Λ may be empty, e.g. for x2 > 2; but if g(x)Λ is nonempty we shall
refer to x ∈ Λ as a root of gΛ with root space g(x)Λ and multiplicity dimg(x)Λ . Hence the number of linearly
independent polarization vectors for a physical state with certain momentum x accounts for the multiplicity
of x as a root for the Lie algebra of physical states. Having established the Serre relations, the Gabber–Kac
theorem [37, Theorem 9.11] tells us that the Lie algebra g(A) generated by the elements {ei, fi, hi | i} is just
the Kac Moody algebra associated with the Cartan matrix A. Namely, the latter is defined as the above free
Lie algebra divided by the maximal ideal intersecting h(A) trivially, and the theorem states that this maximal
ideal is generated by the elements {(ad ei)1−aijej , (ad fi)1−aijfj | i 6= j}.
We emphasize the remarkable fact that the physical state condition L0ψ = ψ accounts for all Serre relations
whereas these are usually very difficult to deal with in the theory of Kac Moody algebras; or, in string theory
language, the absence of particles with squared mass below the tachyon reflects the validity of the Serre relations
for the Lie algebra g(A).
To summarize (cf. [5]): The physical states {|ri〉, | − ri〉, ri(−1)|0〉 | i} generate via multiple commutators
the Kac Moody algebra g(A) associated with the Cartan matrix A = (ri ·rj) which is a subalgebra of the Lie
algebra of physical states, gΛ. Only in the Euclidean case these two Lie algebras coincide. In general, we have
a proper inclusion
g(A) →֒ gΛ, (2.90)
and the characterization of the elements of gΛ not contained in the Lie algebra g(A) is the key problem for the
vertex operator construction of hyperbolic Kac Moody algebras. In the following we shall refer to such physical
states that cannot be obtained as linear combinations of multiple commutators of the generators of g(A) as
missing or decoupled (physical) states. For it will turn out that they are characterized by the property
that they decouple from the S-matrix for g(A), i.e. putting a missing state on one leg of the N -string vertex
and saturating the other ones with elements of g(A) will give zero for the matrix element.
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The special feature of (2.90) is that the root system of the Kac Moody algebra g(A) is well understood
though its root multiplicities are not completely known for a single example; whereas the root system of gΛ is
a priori not related to that of a Kac Moody algebra although the root multiplicities are always known. Thus
a complete understanding of (2.90) requires a “mechanism” which tells us how g(A) has to be filled up with
physical states to reach the complete Lie algebra of physical states.
Finally we turn to the construction of a nondegenerate bilinear form ( | ) on gΛ satisfying the condition
(V(ψ, z)χ|ϕ) = (χ|V♯(ψ, z)ϕ) with the adjoint vertex operator as defined in (2.34). In fact, this “invariance”
condition is strong enough to determine the bilinear form uniquely up to a normalization. First, we deduce that
r(−m)♯ = −r(m) or (αµm)♯ = −αµ−m (2.91)
for r ∈ ΛR, m ∈ Z. Thus the oscillator part of the bilinear form is uniquely fixed and it remains to calculate
the zero modes. To do so, we evaluate (r(0)er|es) and (er|s(0)es) in both ways to find that (er|es) vanishes
for r, s ∈ Λ unless r = −s. On the other hand, an explicit computation using the vertex operators shows that
(er|e−r) = (1|1) for all r ∈ Λ. Thus we have
(er|es) = δr+s,0(1|1), (2.92)
which, together with (2.91), indeed uniquely fixes the bilinear form up to the normalization of (1|1). For reasons
which will become clear in a moment, we shall choose the normalization
(1|1) := −1 (2.93)
so that
(er| − e−s) = δr,s,(
r(−1)|0〉
∣∣∣ s(−1)|0〉) = r·s (2.94)
for r, s ∈ Λ. When we go over to the induced form on gΛ these relations respectively give
(ei|fj) = δij ,
(hi|hj) = aij , (2.95)
for the generators of the Kac Moody algebra g(A). Together with Eq. (2.47) this shows that ( | ) induces on
g(A) a standard invariant bilinear form [37]. This justifies our choice of normalization.
Whereas the bilinear form defined above yields a non-degenerate pairing of the states |r〉 and |−r〉, in physics
we prefer a bilinear form which pairs |r〉 with itself, because ultimately we are looking for a symmetric scalar
product2 which does not lead to physical states of negative norm. For this purpose we need the Chevalley
involution θ which is given by
θ(|r〉) := | − r〉,
θ ◦ r(−m) ◦ θ−1 := −r(−m) or θ ◦ αµ−m ◦ θ−1 := −αµ−m. (2.96)
Note that this definition of θ is consistent with the Chevalley involution on the Kac Moody algebra g(A), viz.
θ(ei) = −fi,
θ(fi) = −ei,
θ(hi) = −hi. (2.97)
Since the Virasoro generators are bilinear in the oscillators it is clear that θ commutes with the Ln’s.
We introduce a contravariant bilinear form by defining
〈ψ |ϕ〉 := −(θ(ψ)|ϕ) (2.98)
for all ψ, ϕ ∈ F . We immediately see that, with respect to 〈 | 〉, the zero mode states are orthonormal to each
other and r(n) is the adjoint of r(−n),
〈r | s〉 = δr,s, (2.99)
r(m)† = r(−m) or (αµm)† = αµ−m. (2.100)
2If we worked over the complex numbers, as one usually does in a Hilbert space, we would want an Hermitian scalar product.
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Hence the contravariant bilinear form 〈 | 〉 is nothing but the familiar string scalar product to which the
no-ghost theorem applies. In general we have
V†(ψ, z) = θ ◦ V♯(ψ, z) ◦ θ−1 = V♯(θψ, z), (2.101)
due to the fact that θ is an automorphism of the vertex algebra. For example,
− [Xµ(z)]† = [Xµ(z)]♯ = Xµ(z−1), (2.102)
− [Pµ(z)dz]† = [Pµ(z)dz]♯ = Pµ(z−1)d(z−1), (2.103)
[T (z)(dz)2]† = [T (z)(dz)2]♯ = T (z−1)[d(z−1)]2, (2.104)
so that L†n = L
♯
n = L−n for all n. These identities suggest that, from the viewpoint of string theory, the
♯-conjugation is more natural than the (usually preferred) †-conjugation. Namely, whereas the latter comes
from hermitian conjugation of the oscillators the former is nothing but the PT conjugation for it implements
the transformation z → z−1 of the worldsheet coordinate z = et+ix.
3 General properties of multistring vertices
N -string vertices were first introduced as an efficient way of describing string scattering and computing am-
plitudes. In particular, their sewing properties ensured that factorization, and more specifically duality, were
satisfied by the resulting string scattering amplitudes. However, their form and derivation were rather compli-
cated and many of their properties unknown. One of the most important subsequent steps in the development of
N -string vertices was the realization that they can be entirely characterized by a simple set of equations called
overlap identities which they satisfy [48]. Whereas the computations required to determine the N -vertices by
sewing used to be long and tedious in the early days of string theory (see e.g. [1]), the use of overlap identities
simplifies the task enormously while at the same time leading to a beautiful geometrical picture. In addition
they allowed for a simple derivation of all the properties of the N -string vertices. We can here provide only a
brief summary; we shall, however, make an effort to present the pertinent results in a self-contained way and
to explain the basic ideas as clearly as possible. In particular, we will explicitly show how to determine the
vertices easily and efficiently by means of the overlap equations. In Sect. 5 we will see that, remarkably, the
multistring formalism also furnishes the requisite tools for the analysis of hyperbolic Kac Moody algebras and
their root spaces.
3.1 Basic definitions
It is well known that the amplitude for the scattering of N physical string states ψ1, . . . , ψN ∈ P1 at tree level
is obtained by evaluating the multistring vertex V [N ] on these states and integrating the result with a suitable
measure over the Koba Nielsen parameters3 z1, . . . , zN . For open and closed string tree level amplitudes, the
integrals are to be carried out over real line and the whole complex plane (the Riemann sphere) for each zi,
respectively (see e.g. [35, 43] for further explanations). However, the calculational rules appropriate for our
needs, namely the computation of Lie algebra multiple commutators, by necessity differ from the conventional
ones. We are essentially dealing with the chiral half of a fully compactified closed string, and we accordingly
replace the two-dimensional integrals by one-dimensional contour integrals. The relevant integrand can be
regarded as the “holomorphic square root” of the corresponding formula for the closed string. We have
W (ψ1, . . . , ψN )
=
∮
dz1
2πi
. . .
∮
dzN
2πi
(z1 − z2)(z2 − z3)(z1 − z3)(
z1 − z(0)1
)(
z2 − z(0)2
)(
z3 − z(0)3
) µ(z1, . . . , zN )V [N ](z1, . . . , zN)|ψ1〉1 . . . |ψN 〉N . (3.1)
By Cauchy’s theorem, the pole terms
(
zi − z(0)i
)−1
effectively act as δ-functions fixing three Koba Nielsen
variables (z1, z2, z3) to three arbitrarily given points (z
(0)
1 , z
(0)
2 , z
(0)
3 ) in the complex plane (often taken to be ∞,
0 and 1.) To maintain the Mo¨bius invariance of the full amplitude the gauge fixing function must be accompanied
by a Faddeev Popov determinant. For the chiral string this is the holomorphic square root of the corresponding
expression for the closed string (see e.g. [35]), which accounts for the factor ∆FP = (z1−z2)(z2−z3)(z1−z3). For
the above formula to be unambiguously defined we must in addition specify the integration contours over which
3These variables which carry indices should not be confused with the formal variables z,w, y.
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the integrals are to be performed; this will be done in due course. Because the vertex V [N ] is not unique, an
extra measure factor µ is needed to compensate for the conformal transformations relating different N -vertices
to one another, so as to obtain a unique and well-defined scattering amplitude after integration over the Koba
Nielsen variables. By construction, this factor is not affected by the global Mo¨bius transformations which act
in the same way on all zi; it will be explicitly given in the next section.
According to the approach developed in [48, 47, 49, 51, 50], multistring vertices can be characterized in more
mathematical terms as follows.
Definition 2
An N-string vertex (at tree level) is a multilinear map V [N ] : F1 ⊗ . . . ⊗ FN → C, where each Fi is
isomorphic to the Fock space F of the free string, depending on N complex parameters z1, . . . , zN , which satisfies
the (unintegrated) overlap identities
V [N ]Φ(i)(ξi) = V
[N ]Φ(j)(ξj)
(
dξj
dξi
)h
∀i, j = 1, . . . , n. (3.2)
relating the action of a conformal operator Φ(ξ) of weight h on one external line (i.e. tensor factor) of the vertex
to its action on another external line. Here ξi denotes a coordinate patch on the Riemann sphere around the
Koba Nielsen point zi, i.e. ξi(zi) = 0.
This definition determines the N -vertex only up to multiplication by an arbitrary function f = f(z1, . . . , zN ),
which could be fixed for instance by demanding V [N ]|0〉
1
. . . |0〉
N
= 1. A more physical way of normalizing V [N ]
is to require the string scattering amplitudes to be unitary and thereby also to fix the measure [47, 49].
Definition 3
A physical string scattering amplitude is a multilinear map W : F1⊗ . . .⊗FN → C constructed by means
of (3.1) from an N -vertex satisfying unitarity, i.e. null physical states should decouple from the S-matrix.
Thus for physical states ψ1, . . . , ψN , we require
∃i : 〈ψi |ϕ〉 = 0 ∀ϕ ∈ P1 =⇒ W (ψ1, . . . , ψN ) = 0. (3.3)
These definitions, and especially the overlap identities with their implications will be discussed in the follow-
ing section. Here we only make some preliminary remarks. Since V [N ] is only determined up to a normalization,
we are free to absorb µ and the Faddev Popov determinant into it and will frequently do so. It should be clear
that the overlap equations are defined only for overlapping charts, but since the Riemann surface appropriate
for tree level scattering of strings is the Riemann sphere and this surface only needs two coordinate patches to
cover it, the coordinates ξi will be defined everywhere except for one point. However, Eq. (3.2) is only valid
if the action of Φ(i)(ξi) on the vertex converges, this will not be the case as ξi approaches any of the Koba
Nielsen points zj , j 6= i. Rigorously speaking, the overlap identities should be understood in the sense of analytic
continuation of matrix elements. Interpreted as formal series, they look somewhat different. In Sect. 4 we will
establish for the three-vertex the precise relation between the overlaps and the Jacobi identity for intertwining
operators. In the appendix we will demonstrate how the unitarity condition leads to set of first order differential
equations which determine the measure µ.
Let us now explain our notation. Where appropriate we will suppress the dependence of the vertex on the
Koba Nielsen points zi. For the N -vertex V
[N ] we will also sometimes write Vk1...kN , explicitly exhibiting the
numbering of the external legs. The ket notation |ψi〉k denotes the state ψi ∈ F as an element of the N -string
Fock space, i.e. as living in the k-th tensor factor, Fk. Upper indices (k) on an operator O indicate the tensor
factor, Fk, on which the operator acts, i.e. O(k) = 1⊗ . . .⊗ 1⊗O⊗ 1⊗ . . .⊗ 1 with the operator O in the k-th
place.
Starting from the above intrinsic definition of a multistring vertex we shall see that in the usual oscillator
representation the vertex will be of the form
V [N ] = 〈0˜|O({α(i)µm }), (3.4)
with
〈0˜| :=
∑
ri∈Λ ∀i
r1+...+rN=0
1
〈r1| ⊗ . . .⊗ N〈rN | , (3.5)
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for some operator O. Note that r1 + . . .+ rN = 0 is just momentum conservation and that the state 〈0˜| is not
normalizable (even for discrete momenta). O will turn out to be an exponential of bilinears in the oscillators.
Due to the Fourier transform of the bra vacuum, 〈0˜|, in front of O it is clear that no creation operators, αµm for
m < 0, can occur and thus no normal-ordering is required. It will also be important later that our definition of
the bra-states in (3.5) includes the cocycle factors cri (cf. Eq. (2.64) and the discussion following it), and this
prescription will automatically take care of unwanted factors of (−1) in the commutator of multistring vertices.
We will also need the mathematical prescription for turning around a leg of the vertex. This is essentially
provided by the isomorphism R of Sect. 2.1 which identifies the one-string Fock space F with its restricted dual
space, F ′. Recall that R is defined as R : |r〉 7→ −〈−r| ≡ (r| ), αµ−m 7→ −αµm, so that 〈〈R(ψ)|ϕ〉〉 = (ψ|ϕ) =
−〈θ(ψ) |ϕ〉 by (2.91) and (2.98). Then the reversing operator, Ri, which turns leg i around acts, in the
oscillator representation, on the N -vertex as follows: it leaves the tensor factors Fk for k 6= i invariant and
maps Fi to Ri(Fi) = F ′i , i.e.
Ri : α(k)µm 7−→ α(k)µm for k 6= i,
α(i)νn 7−→ −α(i)ν−n ,
〈0˜|O 7−→ −
∑
rj∈Λ ∀j
r1+...+rN=0
1〈r1| . . . i−1〈ri−1|i+1〈ri+1| . . .N〈rN | RiO | − ri〉i . (3.6)
The above notational conventions can be most conveniently summarized by the diagrams below:
V
[N ]
1...N (z1, . . . , zN) ←→
♠zi
P
PPq
✲
❄
2
1
N
q q q
R1V [N ]1...N (z1, . . . , zN) ←→
♠zi
P
PPq
✲ ✲
❄
3
1 2
N
q q q
where the arrows on the legs of the vertex V [N ] by definition point outwards and only those point inwards which
are turned around.
3.2 Overlap identities
As we will not consider loop amplitudes in this paper, the worldsheet of the string is always taken to be the
complex plane (alias the Riemann sphere), which we parametrize by the complex variable ζ in the region of
its south pole and ζ˜ = ζ−1 in the region of its north pole. The N -vertex V [N ] quite generally describes the
scattering of N string states, which are emitted or absorbed at the Koba-Nielsen points zi ∈ C (i = 1, ..., N).
Hence the vertex will depend on the variables zi. As already pointed out, these must be integrated over before
one obtains the final string scattering amplitude. Each zi belongs to a coordinate neighbourhood parametrized
by a complex analytic coordinate ξi = ξi(ζ), meaning an analytic function of ζ in the neighbourhood of zi, which
vanishes at the corresponding Koba Nielsen point, i.e. ξi(zi) = 0. Apart from this restriction, the functions
ξi(ζ) can be chosen arbitrarily; this freedom accounts for the multitude of N -string vertices. We will often
identify the variable ζ with one of the coordinates, viz. ξ2 ≡ ζ. In principle, all of the coordinate patches can
be extended to cover the whole complex plane, with the exception of one point, and we will implicitly make
use of this fact below in assuming that any two given patches can be made to overlap. The point here is that
when the string, i.e. Φ(i)(ξi), acts on the vertex, the result can be expanded in a Laurent series around ξi = 0;
when ξi approaches any other Koba Nielsen point, this series will diverge in general. So one should think of
the neighbourhoods surrounding the Koba Nielsen points as defining the domains of convergence of the relevant
series rather than coordinate patches in the sense of differentiable manifolds.
On the domain where they overlap, the local coordinates ξi and ξj are related by transition functions τij
such that
ξi = ξi(ξj) = τij(ξj). (3.7)
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If, for example, ζ ≡ ξ2 we have ξi = τi2(ζ), and then the Koba Nielsen variables are given by zi = τ2i(0). The
transition functions obey the self-evident relations
τii = id,
τijτji = id,
τijτjk = τik (3.8)
(the second identity obviously follows from the other two). Let Φ(i)(ξi) be a conformal field of weight h associated
with the i-th Fock space Fi and the Koba Nielsen point zi. The fundamental (“unintegrated”) overlap identity
(3.2) defining the vertex can be rewritten in terms of differentials as
V [N ]Φ(i)
(
ξi(ζ)
)[
dξi(ζ)
]h
= V [N ]Φ(j)
(
ξj(ζ)
)[
dξj(ζ)
]h
. (3.9)
At a superficial glance this might just be regarded as expressing the transformation properties of a differential
of weight h on the complex plane under analytic coordinate transformations. However, the content of the above
equation is far more subtle. All the difference is made by the superscripts on the conformal fields indicating
to which string Fock space they belong. The overlap identities thus relate different one-string Fock spaces in a
highly non-trivial manner.
Although (3.9) is the most general form of the overlap identities, the so-called integrated overlap identities
are sometimes even more useful in practical calculations. To derive them we choose an arbitrary function f(ξi),
which is analytic except at ξi = 0 where it may have a pole, and integration contours Cj surrounding the Koba
Nielsen points ζ = zj, i.e. ξj = 0. Deforming the contour Ci and keeping in mind that the poles at ζ = zj for
j 6= i in general prevent us from pulling it over the other Koba Nielsen points away to infinity, we get
V [N ]
∮
Ci
dξi(ζ)Φ
(i)(ξi(ζ))f(ξi(ζ)) = −
∑
j 6=i
V [N ]
∮
Cj
dξi(ζ)Φ
(i)(ξi(ζ))f(ξi(ζ)). (3.10)
The non-trivial step is now to apply the unintegrated overlap equation (3.9) to this expression to obtain the
integrated overlap equations. This step is required in order to maintain convergence as discussed above. Now
taking the coordinates ξj as integration variables we find [48, 47, 49]
V [N ]
N∑
j=1
∮
ξj=0
dξjΦ
(j)(ξj)
[
dξj(ξi)
dξi
∣∣∣∣
ξi=ξi(ξj)
]h−1
f(ξi(ξj)) = 0. (3.11)
Of course, this identity is valid for all i.
For each set of transitions functions
{
τij
}
and Koba Nielsen variables
{
zi
}
one can explicitly construct a
unique N -vertex associated with them. It is most compactly represented in the form
V [N ]
({zi}, {τij}) = 〈0˜| exp{− i2∑
i,j
′
∮
ξi=0
dξiP
(i)(ξi) ·X(j)> (ξj(ξi))
}
N ({α(j)0 }) (3.12)
where the prime on the sum indicates that we sum over all i, j with i 6= j and P · X ≡ PµXµ with the
Fubini–Veneziano fields defined as in Eqs. (2.69) and (2.72). The zero mode part in (3.12) is given by (cf. [51])
N ({α(j)0 }) :=∏
i<j
[
d
dξ
(
Γ ◦ τij
)
(ξ)
∣∣∣
ξ=0
]− 12p(i)·p(j)
. (3.13)
To prove the general formula (3.12) one could use the unintegrated overlap formula (3.2) for the conformal
field Φ = X; however, it is simpler to first check its non-zero mode part by means of the integrated overlap
conditions (3.11) and then the zero mode part by (3.9). For this purpose we need to expand powers of the
transition functions as follows (these expansions were already introduced in [1])
1√
m
{[
τ(ξ)
]m − [τ(0)]m} = ∑
n≥1
Cmn(τ)
ξn√
n
, (3.14)
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where τ stands for any τij . Substituting Φ
(i)(ξi) = P
(i)(ξi) (which is of weight one, i.e. h = 1) into the
integrated overlap (3.11) with the complete set of allowable functions f(ξi) = (ξi)
−m and making use of the
above expansions, we immediately deduce the overlap equations for the oscillators
V [N ]
{
α
(i)µ
−m +
√
m
∑
j 6=i
∑
n≥1
Cijmn
α
(j)µ
n√
n
+
∑
j 6=i
[
(Γ ◦ τij)(0)
]m
α
(j)µ
0
}
= 0, (3.15)
where we have defined
Cijmn := Cmn
(
Γ ◦ τij
)
, (3.16)
with
Γ(ξ) :=
1
ξ
. (3.17)
Note that Cijmn = C
ji
nm, i.e. (C
ij)T = Cji for the matrices4. It is then not difficult to check that the following
expression in terms of oscillators satisfies Eq. (3.15):
V [N ] = 〈0˜| exp
{
− 12
∑
i,j
′ ∑
m,n≥1
α
(i)µ
m√
m
Cijmn
α
(j)
nµ√
n
−
∑
i,j
′ ∑
m≥1
α
(i)µ
m
m
[
(Γ ◦ τij)(0)
]m
α
(j)
0µ + lnN (α(i)0 )
}
(3.18)
with an as yet undetermined function N of the zero mode oscillators. To fix the latter terms we have to make
use of the unintegrated overlap with Φ(i)(ξi) = X
(i)(ξi). By expanding the Fubini–Veneziano fields in (3.12) in
terms of oscillators it is now straightforward to verify that the non-zero mode part of (3.12) indeed coincides
with the above formula (3.18) for the N vertex. We stress once more that (3.18) can still be multiplied by an
arbitrary function without affecting the overlap equations.
Finally, we have to spell out the measure µ occurring in our general formula (3.1). Relegating the details of
the derivation to Appendix A, where also some examples are worked out, we just quote the result:
µ(z1, . . . , zN) =
N∏
j=1
∂ξj(ζ)
∂ζ
∣∣∣∣
ζ=zj
. (3.19)
In the “gauge” ζ = ξ1, this expression becomes
µ(z1, . . . , zN ) =
N∏
j=2
∂τj1(ξj)
∂ξj
∣∣∣∣
ξj=0
. (3.20)
From (3.20) one infers that the measure µ(z1, . . . , zN ) is insensitive to those variable transformations which
leave the transition functions (and hence the vertex) invariant. We will see at the end of this section (cf. (3.31)
below) that there is one such conformal transformation which acts in the same manner on all zi.
To demonstrate the power of the integrated overlap equations let us consider the example of primary fields of
weight h = 1, i.e. vertex operators associated with physical states. The choice f ≡ 1 in Eq. (3.11) immediately
gives
V [N ]
N∑
j=1
∮
ξj=0
dξjΦ
(j)(ξj) = 0. (3.21)
An important special case of this formula, which we will return to in Sect. 5, is obtained by taking the weight
one primary fields to be transversal and longitudinal DDF operators; the identity tells us that these can just
be moved through the vertex without any change or extra contributions. Note that the form of the overlap
equations for weight one primary fields is universally valid for arbitraryN -vertices whereas the overlap equations
for other conformal weights will explicitly depend on the choice of transition functions.
The overlap identities also make sense for objects which transform in an anomalous but still well defined
way under conformal transformations. An example is the energy momentum tensor T for which T˜ (ξ˜) =
4 If τ is a Mo¨bius function, we have C(τ)T = C(Γ ◦ τ−1 ◦ Γ).
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T (ξ˜)
(
dξ˜
dξ
)2
+ c12 (Sξ˜)(ξ), where (Sf)(ξ) =
f ′′′(ξ)
f ′(ξ) − 32
(
f ′′(ξ)
f ′(ξ)
)2
is the Schwarzian derivative and c = 26 − d
the conformal anomaly. Hence apart from the last term, the energy momentum tensor is of weight two. The
associated (unintegrated) overlap identity is
V [N ]T (i)(ξi) = V [N ]T (j)(ξj)
(
dξj
dξi
)2
+
c
12
V [N ] (Sξj)(ξi) ∀i, j = 1, . . . , n. (3.22)
Just as before we can derive a corresponding integrated overlap equation for the Virasoro generators from the
the above unintegrated equation. In this process one would seem to acquire additional contributions from the
Schwarzian. However, for tree level vertices these contributions vanish. This can be shown either directly by
taking the integrated overlaps and saturating all legs with the true vacuum, using the explicit form of the
vertex given above, or by explicitly performing the integrations over the ξj ’s which vanish as the Schwarzian
term contains no relevant poles. This is what we should also expect on physical grounds without any calculation
because the central term in the Virasoro algebra giving rise to the Schwarzian is a quantum effect (carrying a
factor of h¯) and thus not visible at string tree level. As a result we find
V [N ]
N∑
j=1
∮
ξj=0
dξjT (j)(ξj)dτji(ξi)
dξi
∣∣∣∣
ξi=τij(ξj)
f(τij(ξj)) = 0. (3.23)
Of course, in a string loop expansion one does encounter additional contributions to the integrated overlap
equation for the energy momentum tensor at higher orders in h¯ (unless d = 26), and these play a very important
role in the determination of string loop corrections to V [N ].
Next we study the conformal properties of the N -vertex; the freedom of performing such transformations
is considerably greater than for one-string vertex operators and constitutes one of the main advantages of the
multistring formalism. If M is a conformal transformation ξ →M(ξ), we denote by Mˆ the realization of the
same conformal transformation as an operator on Fock space. In general this conformal transformation need
not be analytic at ξ = 0. As before, a superscript indicates on which Fock space the transformation acts. For
instance, Mˆ(j)i corresponds to the realization of the conformal transformation Mi on the j-th Fock space Fj .
Explicitly,
Mˆ(j)i = exp
{ ∞∑
n=−∞
cinL
(j)
n
}
, (3.24)
where the cin are arbitrary parameters. Of course, this expression has to be taken with a grain of salt as the
Virasoro algebra cannot be globally exponentiated to a group (see e.g. [2] for a discussion of this point). We
can then define a new N -vertex V˜ [N ] from V [N ] by
V˜ [N ] ≡ V [N ]({z˜i}, {τ˜ij}) := V [N ]({zi}, {τij})
N∏
j=1
Mˆ(j)j , (3.25)
where we can choose the transformationsMi independently on each leg of the vertex. If the conformal transfor-
mations Mi(ξ) are analytic at ξ = 0 then one finds that one obtains the same scattering amplitude and due to
this freedom there is an enormous variety of N -string vertices which has no counterpart in terms of one-string
vertices. One way to see this result is that if the transformation is analytic at ξ = 0 then the sum in (3.24)
begins with n = −1 and when saturated with physical states, those terms in the sum which contain Ln, n ≥ 1
annihilate on these states. The terms with L0 possibly give functions of zi if the conformal transformation
depends on these, and the L−1’s implement the shift of the Koba-Nielsen variables, discussed below, in the
vertex. Once one takes into account the calculation of the measure using null state decoupling then one finds
that it changes so as to compensate for the latter two effects and the scattering amplitude is the same.
The conformal transformationsMi will also shift the Koba Nielsen points and yield new transition functions.
If the new coordinates ξ˜i are given by
ξ˜i =M−1i (ξi), (3.26)
the Koba Nielsen variables are transformed according to
z˜i = (ξ
−1
i ◦Mi ◦ ξi)(zi). (3.27)
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The relation between the new transition functions and the old ones is
τ˜ij =M−1i ◦ τij ◦Mj . (3.28)
Next we recall from Sect. 2.1 that a conformal field of weight h transforms as follows under a conformal mapping
M:
Mˆ−1Φ(ξ)Mˆ =
[
dM−1(ξ)
dξ
]h
Φ(M−1(ξ)). (3.29)
The covariance of the overlap equations can be inferred from
V [N ]Φ(i)(ξi) ·
N∏
k=1
Mˆ(k)k = V˜ [N ]Φ(i)
(M−1i (ξi)) [dM−1i (ξi)dξi
]h
. (3.30)
Namely the new vertex V˜ [N ] then obeys the overlap condition (3.9) with Φ(i) replaced by the transformed fields
(3.29) (for each i) and the new transition functions (3.28).
Let us determine the conformal transformations which leave a given vertex inert. If we demand τ˜ij = τij for
all i, j, then Eq. (3.28) implies
Mj = τji ◦Mi ◦ τij . (3.31)
This shows that, given a vertex, we always have the freedom to apply an arbitrary conformal transformation
Mi to a certain leg without changing the vertex as long as we compensate by conformal transformations on
the other legs according to the above formula; this will turn out to be useful later. Even though the vertex
remains invariant, however, the Koba Nielsen variables will be shifted by virtue of (3.27). Using (3.31), it is
easy to see that in this case we have ξ−1i ◦ Mi ◦ ξi = ξ−1j ◦ Mj ◦ ξj for all i, j, and therefore the conformal
transformation acts in the same way on all Koba Nielsen variables. For global and univalent mappings of
the Riemann sphere onto itself the freedom is consequently reduced to one Mo¨bius transformation, which we
identify with the transformation used at the beginning of this chapter to gauge-fix three Koba Nielsen points
to arbitrary non-coincident points. We stress again that, while the on-shell vertices are all equivalent to each
other under arbitrary conformal transformations, here we have a degree of freedom for the off-shell vertices.
Finally, we note that if Mˆ has conformal transformationM then Mˆ† (or Mˆ♯) has conformal transformation
Γ ◦M−1 ◦ Γ as can be seen by taking the adjoint of Eq. (3.29) for Φ = X (so that h = 0) and using relation
(2.102). Thus
Mˆ♯ = Mˆ† = ̂ΓM−1Γ . (3.32)
4 Vertex operators and multistring vertices
Having set up the multistring formalism in general terms, we now wish to relate it to the one-string formulation of
Sect. 2 As we have already mentioned, the correspondence is not one-to-one as there are many more multistring
vertices than one-string vertex operators; of course the final answer for the computation of physical scattering
amplitude is always the same, as the vertices differ only off shell. We will also explain in this chapter how
multistring vertices can be constructed from three-vertices by sewing, and how explicit expressions for them
can be obtained quickly and efficiently by means of overlap identities.
4.1 Vertex operators from three-vertices
Given any three-string vertex V [3](z1, z2, z3), derived from overlap equations, we can define a linear map V :
F → (EndF)[[z1, z−11 , z2, z−12 , z3, z−13 ]], which assigns to each state ψ ∈ F a “vertex operator” V(ψ; z1, z2, z3)
defined by its action on all states ϕ ∈ F :
V(ψ; z1, z2, z3)ϕ := R1
[
V [3](z1, z2, z3)|ϕ〉2 |ψ〉3
]
. (4.1)
Note that such an operator in general is a formal series in the Koba Nielsen variables. Out of this huge number
of vertex operators, however, only a certain class leads to physically acceptable operators. We shall see that
the requirement of mutual locality of vertex operators is equivalent to the postulate τ12 = Γ which in turn
implies z1 =∞ and z2 = 0 if we put ζ ≡ ξ2. Imposing the physical requirement that operators associated with
physical states should be primary fields of weight one w.r.t. the variable z3, we will be led to the same choice
for τ12. Therefore, rather than using the most general three-vertex for the definition of vertex operators, we
will in this section deal with a class of vertices V [3](z) ≡ V [3](∞, 0, z) which depend on the third Koba Nielsen
variable z3 ≡ z as a parameter while z1 and z2 are fixed. Consequently, the fundamental identity relating such
a three-string vertex V [3](z) to a one-string vertex operator V(ψ, z) is
V(ψ, z)ϕ := R1
[
V [3](z)|ϕ〉2 |ψ〉3
]
. (4.2)
Remarkably, the operator V(ψ, z) is automatically normal-ordered since its action on arbitrary Fock space
elements is always well-defined by the right-hand side. Somewhat loosely we can also write5
V(ψ, z) := R1
[
V [3](z)|ψ〉
3
]
, (4.3)
where equality is to be understood in the sense of matrix elements. It is immediately clear that the correspon-
dence between three-vertices V [3](z) and vertex operators V(ψ, z) (for all ψ) cannot be one-to-one, for we can
always multiply the vertex V [3](z) by conformal transformations of type (3.31) which leave the vertex inert
and thus do not alter the left-hand side of (4.3). We should also emphasize that these three-vertices do not in
general lead to vertex operators which satisfy all the axioms of a vertex algebra, but nonetheless can be used to
construct the Lie algebra of physical states since on-shell the vertices are all the same. The only difference is
made by their off-shell properties. In Sect. 4.3 we will give two explicit examples of such vertices, one of which
does lead via the above definition to the vertex operator we have been working with in Sect. 2. In fact, it will
be much easier to prove the axioms of a vertex algebra than to produce the explicit expressions for the vertex
operators in the oscillator representation.
Symbolically, we have
V(ψ, z) ←→
♠z✲ ✲
❄
|ψ〉
3
where normal-ordering is already built by the above argument; we will later check this explicitly for the tachyon
emission vertex.
Let us now turn to the discussion of the physical requirements which truncate the family of three-vertices.
First, we demand that for any physical state the corresponding vertex operator defined by Eq. (4.3) is a primary
field of weight one. As already mentioned, in this case the integrated physical vertex operator ψ0 ≡ Resz [V(ψ, z)]
commutes with the Virasoro generators and maps physical states into physical states. It is then straightforward
to show that under these circumstances null states decouple from the three-vertex if all legs are saturated with
physical states, viz.
Resz
[
V [3](z)L
(1)
−n|χ〉1 |ϕ〉2 |ψ〉3
]
=
(
L−nχ
∣∣∣Resz [V(ψ, z)]ϕ)
=
(
χ
∣∣∣ [Ln,Resz [V(ψ, z)] ]ϕ)+ (χ ∣∣∣Resz [V(ψ, z)]Lnϕ)
= 0. (4.4)
Cyclicity of the three-vertex (see Sect. 5.1 below) guarantees that this decoupling of spurious (and in particular
null physical) states holds for any leg.
Translated into the framework of three-string vertices the condition (2.20) for h = 1 reads
V [3](z)
{
−L(2)n + L(1)−n − (n+ 1)zn
}
− zn+1 d
dz
V [3](z) = 0. (4.5)
We note that this condition is sufficiently strong to also fix the overall normalization of the vertex, as the last
term is clearly sensitive to multiplication of V [3] by a function of z. We can relax this condition by combining
it with the condition for n = 0, which permits us to swap the ddz for L0 terms. The z
n term can only come from
5A specific example of this equation relating one-string vertex operators and three-vertices was given in [62].
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L
(3)
0 acting on |ψ〉3 , however we may also have Ln (n ≥ 1) terms in the corresponding overlap; they annihilate
on ψ as it is physical. Thus if we require
V [3](z)
{
−L(2)n + L(1)−n + zn(L(2)0 − L(1)0 )− nznL(3)0 + terms in L(3)m , m ≥ 1
}
= 0, (4.6)
instead of (4.5), we get a much larger class of three-vertices whose normalization is no longer fixed. In order
to work out the ensuing restrictions on the transition functions we must compare Eq. (4.6) with the overlap
equation (3.23) for the energy momentum tensor. Hence, if we choose i = 1 and f(ξ1) = (ξ1)
1−n − znξ1, then
to get the above equation we demand
f(ξ1)
dξ2
dξ1
= −(ξ2)n+1 + znξ2,
f(ξ1)
dξ3
dξ1
= −nznξ3 +O
(
(ξ3)
2
)
. (4.7)
The first equation implies that ξ1 = (ξ2)
−1, i.e.
τ12 = Γ ; (4.8)
from the second equation we deduce that f vanishes at ξ3 = 0 which in turn means that ξ1(z3) = z
−1 or
ξ2(z3) = z. Hence if we choose ξ2 as the coordinate ζ, then V
[3](z) has Koba Nielsen points ∞, 0 and z for
legs 1, 2 and 3, respectively. Since the parameter z just the Koba Nielsen point on leg 3, the vertex operator
V(ψ, z) defined by (4.3) can be interpreted as describing the emission of a physical state ψ from the string at
the third Koba Nielsen point z3 = z.
The above analysis shows how an essential physical assumption immediately fixes the transition function
τ12 and constrains τ13 very much. On the other hand, we emphasize that the weight one postulate is somewhat
stronger than decoupling of zero norm physical states but with this requirement decoupling is manifest and it
will lead us to a class of vertices that are sufficient for our purposes.
We also demand the following creation property (cf. Eq. (2.17)) of the three-vertex:
lim
z→0
V(ψ, z)|0〉 = ψ. (4.9)
This property is equivalent to
lim
z→0
R1V123(z)|0〉2α(3)−m != α(1)−m lim
z→0
R1V123(z)|0〉2
= lim
z→0
R1
[
V123(z)|0〉2
(
α
(1)
−m
)♯]
, (4.10)
i.e. ,
lim
z→0
V123(z)|0〉2
{
α
(3)
−m +α
(1)
m
}
!
= 0. (4.11)
Comparing with the general overlap equations for the oscillators (3.15),
V123(z)|0〉2
{
α
(3)
−m +
√
m
∑
n≥1
C31mn
α
(1)
n√
n
+
[
(Γ ◦ τ31)(0)
]m
α
(1)
0
}
= 0, (4.12)
we conclude that
lim
z→0
C31mn(z) = δmn and lim
z→0
[Γ ◦ τ31(z; )](0) = 0, (4.13)
i.e. (by (3.16)),
τ31(z; ξ) =
1
ξ
+
∑
n≥1
fn(ξ)z
n, (4.14)
where the fn’s denote some functions which are not determined by the creation property.
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We now consider how some of the axioms of the vertex algebra approach imply restrictions for the three-
vertex via Eq. (4.3). We begin with the vacuum axiom (2.4) which will be certainly fulfilled if we postulate that
Π12 := R1V123(z)|0〉3 is the natural isomorphism which identifies the Fock spaces F2 and F1:
Π12 : F2 → F1, |ψ〉2 7→ |ψ〉1 . (4.15)
This means that we require
R1V123(z)|0〉3α(2)−m !=α(1)−mR1V123(z)|0〉3 , (4.16)
i.e. ,
V123(z)|0〉3
{
α
(2)
−m +α
(1)
m
}
!
= 0. (4.17)
Observe that this equation is valid for arbitrary z unlike (4.11). Recalling the general overlap equations for the
oscillators (3.15),
V123(z)|0〉3
{
α
(2)
−m +
√
m
∑
n≥1
C21mn
α
(1)
n√
n
+
[
(Γ ◦ τ21)(0)
]m
α
(1)
0
}
= 0, (4.18)
we conclude that imposing τ12 = Γ is equivalent to V(|0〉, z) = idF . Happily, we are thus led to the same choice
for τ12 as above although, somewhat surprisingly, no implications for the other transition functions emerge. In
fact, below we shall see that this choice for τ12 is quite powerful for it already implies locality for the vertex
operators.
As regards the injectivity axiom we recall that its information is already encoded in the above creation prop-
erty so that we do not get a new condition. Finally, regularity is fulfilled since the vertex contains annihilation
operators only and it acts on states with a finite occupation number. Note that the class of three-vertices we
have considered so far, do not satisfy all the axioms. We will see that in order to recover the specific vertex
operator of Sect. 2 we have to fix all the transition functions.
4.2 Sewing of three-vertices
Originally, N -vertices were computed by sewing three-vertices; the necessary calculations used to be rather
cumbersome. We will now describe a much quicker route to their explicit determination by a procedure, the
essential steps of which were already given in [50]. All we need to do is to figure out the transition functions
for the sewn vertex from the transition functions of the basic three-vertex used in the sewing procedure. Once
this is accomplished we must only substitute the results into our “master formula” (3.12) to arrive at the final
result.
Sewing of two vertices means that we turn around a leg of the second vertex and glue it together with
another leg of the first vertex by taking the string scalar product (after identifying the two Fock spaces, of
course). This is symbolically shown in the figure below:
V123(z)
2 2′∪ R2′V2′45(w) ←→
♠z✛ ✲
❄
1 2
3
∪ ♠w✲ ✲
❄
2′ 4
5
(4.19)
Note that the notation
i j∪ indicates that leg i of the first vertex is sewn with leg j of the second vertex; of course,
this only makes sense if either of the legs has been turned around. Under the assumption τ12 = Γ, the above
four-vertex will turn out to be symmetric under the simultaneous interchange of the variables z and w and legs
3 and 5.
As indicated above, we now must only work out the transition functions for the new four-vertex by repeated
application of the unintegrated overlap conditions. This means that we act with X(1)(ξ1) on leg 1 of the
composite vertex and then move it through the vertex by means of the overlap equations. For example,[
V123(z)X
(1)(ξ1)
] 2 2′∪ R2′V2′45(w)
26
= V123(z)X
(2)
(
τ21(z; ξ1)
) 2 2′∪ R2′V2′45(w)
= V123(z)
2 2′∪ X(2′)(τ21(z; ξ1))R2′V2′45(w)
= V123(z)
2 2′∪ R2′
[
V2′45(w)X
(2′)
(
[Γ ◦ τ21(z)](ξ1)
)]
= V123(z)
2 2′∪ R2′V2′45(w)X(5)
(
[τ52′(w) ◦ Γ ◦ τ21(z)](ξ1)
)
, (4.20)
where the first entry in τij(z; ) indicates the dependence of the transition function on the parameter, while the
second entry is the argument of the function. In the formulas below, we will usually omit the argument and
only indicate the parameters explicitly. Note that in the third step we have used the relation X(i)(ξ)RiV =
Ri
[
VX(i)♯(ξ)
]
= Ri
[
VX(i)(Γ(ξ))
]
which describes how X commutes with the reversing operator. We conclude
that
τ51(z, w)(ξ) =
[
τ52′(w) ◦ Γ ◦ τ21(z)
]
(ξ). (4.21)
The above calculation can be carried over to the determination of the other transition functions of the sewn
vertex. The final result can be easily read off from the diagram: the general rule is to compose the basic
transition functions appropriately and to keep in mind that every sewing operation ∪ is accompanied by the
insertion of a factor Γ into the transition function6. Repeated application of this method yields the remaining
transition functions
τ35(z, w) = τ32(z) ◦ Γ ◦ τ2′5(w), (4.22)
τ14(z, w) = τ12(z) ◦ Γ ◦ τ2′4(w), (4.23)
τ34(z, w) = τ32(z) ◦ Γ ◦ τ2′4(w). (4.24)
where we henceforth suppress the argument ξ. Now, as functions, we have
τ12 = τ2′4,
τ13 = τ2′5,
τ23 = τ45. (4.25)
If we furthermore take τ12 = Γ then the transition functions for the composite vertex simplify to
τ14 = Γ, (4.26)
τ15 = τ13(w), (4.27)
τ34 = τ32(z), (4.28)
τ35 = τ31(z) ◦ τ13(w). (4.29)
We observe that the transition functions remain the same under the transformation 3↔ 5, z ↔ w. For example,
τ53(w, z) = [τ35(w, z)]
−1 = [τ31(w) ◦ τ13(z)]−1 = τ31(z) ◦ τ13(w) = τ35(z, w).
Hence the four-vertex is indeed symmetric under this change; at the level of vertex operators, however, this is
just locality of Theorem 1. Pictorially, we have
♠z✛ ✲
❄
1
3
♠w ✲
❄
4
5
=
♠w✛ ✲
❄
1
5
♠z ✲
❄
4
3
.
We stress that the overlaps are so powerful that the rather innocent choice τ12 = Γ turns out to be equivalent
to the principle of locality for vertex operators. But as regards duality for vertex operators in the sense of
Theorem 1, we will see later that this requires a specific choice for the other transition functions, too.
6At the risk of appearing overly pedantic, we emphasize once more that the insertion of Γ is due to the operation R, and not
to the sewing as such.
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In string theory it is often quite useful to sew vertices in different ways. This will allow us to formulate
the principle of duality and in our context will be essential for the construction of commutators of integrated
physical vertex operators. The relation we would like to focus on next is
V123(z)
2 2′∪ R2′V2′45(w) = V146(y)
6 6′∪ R6′ V¯6′53(z, w, y), (4.30)
defining some new vertex V¯6′53(z, w, y). The parameter y on the right-hand side is free and we can choose it as
we like. It is by no means obvious that the left-hand side of (4.30) can always be rewritten in the way indicated
on the right-hand side; rather this is a very nontrivial property of the underlying physical theory. Pictorially,
♠z✛ ✲
❄
1 2
3
∪ ♠w✲ ✲
❄
2′ 4
5
=
♠y✛ ✲
❄
1 4
6
⊂
⑥✛ ✲
❄
3 5
6′
To determine the new vertex V¯ [3] we use the same techniques as above. Then the new transition functions
come out to be
τ¯56′ = τ31(w) ◦ τ13(y) ◦ Γ, (4.31)
τ¯36′ = τ31(z) ◦ τ13(y) ◦ Γ, (4.32)
τ¯35 ≡ τ35 = τ31(z) ◦ τ13(w). (4.33)
We observe that τ¯35 does not depend on the free parameter y, whereas for the choice y = z or y = w the
transition functions τ¯36′ or τ¯56′ , respectively, reduce to Γ. We shall adopt the latter choice from now on, i.e.
setting y = w, we finally obtain
τ¯56′ = Γ, (4.34)
τ¯36′ = τ31(z) ◦ τ13(w) ◦ Γ. (4.35)
This means that the vertex V¯6′53(z, w,w) is symmetric under the simultaneous interchange of the variable z and
w and legs 5 and 6′.
The above calculation together with the diagram can be regarded as the demonstration of string duality
for it expresses the same amplitude alternatively as a sum over s-channel poles or t-channel poles. We note,
however, that the vertex V¯ [3] used to sew with on the right-hand side of the above figure is in general not the
same as the vertex V [3] we began sewing with. We will see later that there does exist a specific choice for
the transition functions of V (z) such that V¯ [3] is equal to V (z), too. Duality in the sense of Theorem 1 is a
somewhat more restrictive notion which is only satisfied by the specific vertex alluded to above. Hence the
above can be viewed as a generalisation of Theorem 1. The vertex V¯ [3] will later prove useful when we analyze
the commutator of integrated physical vertex operators.
We now consider how we might construct a general class of three-vertices V [3](z) with the above properties
starting with an arbitrary initial three-vertex V˘ [3] . One advantage of this way of proceeding is that it will
provide us with specific examples of three-vertices V [3](z) and enable us to carry out the above, and other,
calculations for them. Although the above formalism is rather elegant, to get a good feel for what is going
on it is often best to consider specific examples at least in the first instance. It will also allow us to see the
relationship between well-known examples of three-vertices, such as the old CSV vertex [9], and the vertices we
use, and to regard the sewing of vertices above in a more traditional manner namely the sewing of arbitrary
vertices and propagators.
To be more specific let us start with an arbitary three-vertex V˘ [3], which satisfies the overlap equations for
some given transition functions τ˘ij ; neither the vertex nor the transition functions are assumed to depend on the
parameter z. Next we must find a suitable V [3](z) and hence V¯ [3](z, w,w) which by the results of the previous
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section is equivalent to the determination of the conformal mappings Mi relating the vertices to one another.
From Eq. (3.28) we know that conformal transformationsMj exist such that
V [3](z) = V˘ [3]
∏
j
Mˆ(j)j . (4.36)
Demanding τ12 = Γ implies that M2 = τ˘21 ◦M1 ◦Γ. We recall that we can always choose one of the conformal
transformations at will (cf. Eq. (3.31)). We choose
M1 ≡ σz , (4.37)
with σz(ξ) := zξ; the associated transformation Mˆ1 is then just the scaling operator σˆz = zL0. This immediately
leads to
M2 = τ˘21 ◦ σz ◦ Γ. (4.38)
We also demand that τ23(0) = z, since the vertex V
[3](z) should have Koba Nielsen point z3 = z for leg 3 in ξ2
coordinates. This implies for M3
M3(0) = τ˘31(1). (4.39)
This condition determines only the translation part of M3, and the remaining part is left arbitrary. For some
of the specific vertices we consider later this condition is already met and so no conformal mapping is required
on leg 3.
Having constructed V [3](z), we can derive the vertex V¯ [3](z, w,w) and work out the conformal mappings
relating it to the initial V˘ [3] as above. Let us take Nj (j = 1, 2, 3) to be the conformal transformations between
V [3](z) and V¯ [3](z, w,w), i.e.
V¯ [3](z, w,w) = V [3](z)
∏
j
Nˆ (j)j . (4.40)
From Eqs. (3.28), (4.34) and (4.35) we deduce the relations
Γ = (N1)−1 ◦ Γ ◦ N2 (4.41)
Γ ◦ τ¯31(w; ) ◦ τ¯13(z; ) = (N1)−1 ◦ τ13(z; ) ◦ N3. (4.42)
We can choose N3 ≡ id and then
N1 = τ¯13(w; ) ◦ Γ, N2 = Γ ◦ τ¯13(w; ). (4.43)
In view of Eq. (3.32) we see that Nˆ †1 corresponds to (N2)−1.
From the general formula
R1
[
V [3](z)Nˆ (1)1 Nˆ (2)2 |ϕ〉3
]
= Nˆ †1V(ϕ, z)Nˆ2, (4.44)
we obtain the associated one-string vertex operator, using N ≡ N2, Nˆ †1 ∼= N−1,
V¯(ϕ; z, w) = R1
[
V [3](z, w,w)|ϕ〉
3
]
= R1
[
V [3](z)Nˆ (1)Nˆ (2)|ϕ〉3
]
= Nˆ †V(ϕ, z)Nˆ
=
[
dN−1(z)
dz
]h
V(ϕ,N−1(z)). (4.45)
This relation tells us that when we put a state on their third leg then V [3](z) and V¯ [3](z, w,w) lead to one-string
vertex operators that are related by the conformal transformation N−1. Note that it is the transformation N−1
which feeds the w-dependence into the vertex operator V¯ [3](z, w,w).
Sewing of vertices in string theory was traditionally performed by sewing vertices together with a propagator
that involved a Feynman like parameter z (see e.g. [1]). In contrast, we have sewn the vertices V [3](z) directly, i.e.
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with no propagator factor. However, we can reconcile these two approaches, since the conformal transformation
between V˘ [3] and V [3](z) can be interpreted as a propagator and in this way of calculating we sew vertices
V˘ [3] with propagator Mˆ2(z)Mˆ♯1(w) which, by Eqs. (3.32), (4.37) and (4.38), corresponds to the conformal
transformation τ˘21 ◦ σ z
w
◦ Γ.
Finally, we can extend our calculation of the transition functions to the N -vertex
♠z
N
✛ ✲
❄
1
N
q q q ♠z
4
✲ ✲
❄
4
♠z
3
✲
❄
2
3
.
It is not difficult to arrive at the following results:
τ12 = Γ,
τ1i = τ13(zi) for 3 ≤ i ≤ N,
from which we deduce that
τi1 = τ31(zi) for 3 ≤ i ≤ N,
τi2 = τ31(zi) ◦ Γ for 3 ≤ i ≤ N,
τij = τ31(zi) ◦ τ13(zj) for 3 ≤ i, j ≤ N,
expressed in terms of the transition function τ13 for the basic three-vertex. Thus we can write down a general-
ization of locality for the N -vertex:
τij(zi, zj) = τji(zj , zi) for 3 ≤ i, j ≤ N , (4.46)
i.e. the N -vertex is symmetric (in the sense of analytic continuation of matrix elements) under simultaneous
interchange of legs i and j and the variables zi and zj :
V
[N ]
1...N (z1, . . . , zN) = V
[N ]
12k3...kN
(z1, z2, zk3 , . . . , zkN ) (4.47)
for any permutation
(
3
k3
...
...
N
kN
)
.
We now wish to demonstrate an analogue of duality for the N -string vertex and construct the multistring
analogue of V¯ [3](z, w,w). The sewing procedure is shown in the following figure:
♠z
N
✛ ✲
❄
1
N
q q q ♠z
4
✲ ✲
❄
4
♠z
3
✲
❄
2
3
=
♠z3✛ ✲
❄
1 2
P ′⊂
⑥
P
PPq
✲
❄
❄
4
3
N
P
q q q
The transition functions are calculated using the same techniques as before. Consequently, they must agree
with the ones above, i.e. the vertex
⑥
P
PPq
✛ ✲
❄
4
P 3
N
q q q
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has transition functions
τ¯P3 = Γ, (4.48)
τ¯Pi = τ13(zi) ◦ τ31(z3) ◦ Γ for 4 ≤ i ≤ N, (4.49)
τ¯ij = τ31(zi) ◦ τ13(zj) for 3 ≤ i, j ≤ N. (4.50)
4.3 Explicit construction of three-vertices
We will now demonstrate how easily the formalism works by studying two specific three-vertices, namely the
CSV vertex V CSV [9] and the special vertex V [3](z) corresponding directly to the one-string vertices V(ψ, z)
(for all choices of ψ) used in section 2. Studying different vertices and working out their properties is useful
even though all vertices yield the same scattering amplitudes when sandwiched between physical states (when
applying the formalism to hyperbolic Kac Moody algebras such as E10, we will be concerned exclusively with
physical states). The traditional example of a three-vertex is the CSV -vertex [9]; it is completely characterized
by the overlap functions
τ21 = τ32 = τ13 =
1
1− ξ , τ31 = τ23 = τ12 = 1−
1
ξ
, (4.51)
and therefore manifestly cyclic invariant (i.e. V CSV123 = V
CSV
231 = V
CSV
312 ) with Koba Nielsen points ∞, 0 and 1.
For the matrices Cijmn occurring in (3.18), we obtain
C12mn = C
23
mn = C
31
mn = (−1)m
√
m
n
(
n
m
)
,
C21mn = C
32
mn = C
13
mn = (−1)n
√
n
m
(
m
n
)
, (4.52)
and
(Γ ◦ τ12)(0) = (Γ ◦ τ23)(0) = (Γ ◦ τ31)(0) = 0,
(Γ ◦ τ21)(0) = (Γ ◦ τ32)(0) = (Γ ◦ τ13)(0) = 1, (4.53)
so that the overlaps are given by
V CSV
{
α
(1)
−m +
∞∑
n=1
(−1)m
(
n− 1
m− 1
)
α(2)n +
m∑
n=0
(−1)n
(
m
n
)
α(3)n
}
= 0, (4.54)
and cyclic permutations of this formula. With the above choice of transition functions the overlaps for the
Virasoro generators become
V CSV
{
L
(1)
−m −
∞∑
n=0
(−1)m+n
(
1−m
n
)
L
(2)
m+n +
m+1∑
n=0
(−1)n
(
m+ 1
n
)
L
(3)
n−1
}
= 0, (4.55)
again with their cyclically permuted analogues.
If we adopt V CSV as our “initial” vertex, V˘ [3], then the vertex V [3](z) obtained by the procedure described
in the foregoing section has the transition functions
τ12 = Γ,
τ13 = σz−1 ◦ τ˘13 = ξ − 1zξ ,
τ23 = Γ ◦ σz−1 ◦ τ˘13 = zξξ − 1 , (4.56)
where we made use of Eqs. (3.28), (4.37) and (4.38). In the above we have taken M3 = id as the condition
M3(0) = τ˘31(1) = 0 is then satisfied. We can also find the corresponding vertex V¯ [3](z, w,w) which has the
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transition functions
τ¯12 = Γ,
τ¯31 = τ˘31 ◦ σ z
w
◦ τ˘13 ◦ Γ,
τ¯32 = τ˘31 ◦ σ z
w
◦ τ˘13, (4.57)
by Eq. (4.30).
As our second example we would like to identify the particular three-vertex which makes complete contact
with the one-string vertex operators of Sect. 2, i.e. that three-vertex V [3](z) whose associated one-string vertex
operators V(ψ, z) (defined by means of (4.3)) satisfy all the axioms of Sect. 2 and not just those required in
Sect. 4.1. For this special vertex and the choice y = w the vertex V¯6′53 will be the same as the original one
with the new argument z −w; this is just duality (cf. Theorem 2). Let us remind the reader that although the
particular three-vertex we are about to construct has especially simple properties and permits us to recover all
the properties given in Sect. 2, it is just one of an infinite number of three-vertices that are equivalent once we
sandwich them or their associated N -vertices against physical states.
As before we need only work out the transition functions τ12, τ23 and τ31 = (τ13)
−1, from which the associated
three-vertex follows directly as explained in the preceding section. The task can thus be reduced to translating
the following relations (see (2.8), (2.12), (2.13))
d
dz
V(ϕ, z) = V(L−1ϕ, z),[
L0,V(ϕ, z)
]
=
(
z
d
dz
+ h
)
V(ϕ, z),
[
L−1,V(ϕ, z)
]
=
d
dz
V(ϕ, z), (4.58)
into the corresponding ones for the associated three-vertex V [3], which read
d
dz
V [3](z)− V [3](z)L(3)−1 = 0,
V [3](z)
{
− L(2)0 + L(1)0 − L(3)0 − zL(3)−1
}
= 0,
V [3](z)
{
− L(2)−1 + L(1)1 − L(3)−1
}
= 0, (4.59)
and matching them with the overlap conditions for the Virasoro generators. It is important that in contrast
to the assumptions previously made we here do not require the state ϕ to be physical; otherwise all equations
would only hold up to terms involving L
(3)
m for m ≥ 1 which would remain undetermined. Demanding the
vertices to agree off-shell is clearly a much more stringent requirement, and it is therefore not surprising that
we will arrive at a unique answer for V [3](z) in this case. It is also remarkable that the conditions for m = −1, 0
are sufficient to fix all the higher order identities.
Equation (4.59) can now be matched with (3.23) for f(ξ) = ξ and f(ξ) = ξ2, respectively. In this way, we
deduce the conditions
ξ1
dξ2
dξ1
= −ξ2 , ξ1 dξ3
dξ1
= −ξ3 − z,
(ξ1)
2 dξ2
dξ1
= −1 , (ξ1)2 dξ3
dξ1
= −1. (4.60)
These differential equations are solved by ξi = τij(ξj) with
τ12(ξ) = τ21(ξ) =
1
ξ
≡ Γ(ξ),
τ13(ξ) =
1
ξ + z
⇐⇒ τ31(ξ) = 1
ξ
− z,
τ23(ξ) = ξ + z. (4.61)
Identifying the coordinate ξ2 with the global coordinate ζ, we get z2 = 0 for the second Koba Nielsen point;
the other two follow from zi = τ2i(0) and come out to be z1 =∞ and z3 = z.
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As an illustration let us explicitly derive the tachyon emission vertex operator (cf. (2.74)). We put the
tachyonic state |v〉 on the third leg. Consequently, in formula (3.18) all terms involving annihilation operators
α
(3)
n vanish, viz.
V [3](z)|v〉
3
= 〈0˜| exp
{
−
∑
m,n≥1
α
(1)
m√
m
C12mn
α
(2)
n√
n
−
∑
i=1,2
∑
m≥1
v·α(i)m
m
[
(Γ ◦ τi3)(0)
]m}N ({α(i)0 })|v〉3 ,
where we have also taken into account that (Γ◦τ12)(0) = (Γ◦τ21)(0) = 0 for our choice of τ12. If we furthermore
insert (Γ ◦ τ13)(0) = z, (Γ ◦ τ23)(0) = z−1, C12mn = δmn and turn around the first leg we get
R1V [3](z)|v〉3 =
∑
r1,r2,r3∈Λ
r1+r2+r3=0
2
〈r2|3〈r3| exp
{∑
m≥1
1
m
α
(1)
−m ·α(2)m + iv·X(1)< (z) + iv·X(2)> (z)
}
zv·r2| − r1〉1 |v〉3 ,
also invoking formula (3.13) for the zero mode term N (and discarding some phase factor). We can now use
〈r3 |v〉 = δv,r3 and perform the summation over r1 and r3 to arrive at
R1V [3](z)|v〉3 =
∑
r2∈Λ
2
〈r2| exp
{∑
m≥1
1
m
α
(1)
−m ·α(2)m + iv·X(1)< (z) + iv·X(2)> (z)
}
zv·r2|r2 + v〉1 .
Finally, we consider the action of this expression on an arbitrary state ψ on leg 2. The role of the bilinear term
in the exponent is easily exhibited by noticing that it is nothing but the natural isomorpism Π12 (cf. (4.15))
between the Fock spaces F2 and F1:
Π12 := R1V [3](z)|0〉3 =
∑
r2∈Λ
2
〈r2| exp
(∑
m≥1
1
m
α
(1)
−m ·α(2)m
)
|r2〉1 . (4.62)
One can explicitly verify that
Π12α
(2)
n1 · · ·α(2)nN |r〉2 = α(1)n1 · · ·α(1)nN |r〉1 . (4.63)
Then, by linearity, one concludes that the operator Π12 indeed identifies F2 with F1. The inverse of Π12 is
obviously given by Π21 and we also have 1〈ψ|Π12 = 2〈ψ|. The above expression we are interested in can now be
written as
eiv·X
(1)
< (z)eiv·q
(1)
c(1)v z
v·α
(1)
0 Π12e
iv·X
(2)
> (z), (4.64)
where we have extracted from |r2 + v〉1 the factor ev = eiv·qcv. Using the properties of Π12 we infer that we
indeed recover the desired formula (2.74). Note that the map Π12 is also responsible for the correct normal-
ordering of the final vertex operator.
The reader may be curious about the conformal transformationsMj which relate the above three-vertex to
the CSV vertex, i.e.
V [3] = V CSVMˆ1Mˆ2Mˆ3. (4.65)
Applying the general prescription explained after Eq. (4.37) we arrive at
M1(ξ) = zξ , M2(ξ) = ξ
ξ − z , M3(ξ) = −z
−1ξ, (4.66)
or, as operators,
Mˆ1 = zL0 , Mˆ2 = z−L0(−1)L0ez−1L1 , Mˆ3 = z−L0(−1)L0 . (4.67)
Thus, sewing together V [3](z) and V [3](w) is equivalent to sewing two V CSV’s with propagator
Mˆ2(z)Mˆ♯1(w) = z−L0(−1)L0ez
−1L1wL0 = (−1)L0eL1
(w
z
)L0
. (4.68)
The first two factors on the right-hand side combine into what was called twist-factor in the old days (see e.g.
[1]).
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If we insert our special choice of transition functions into the general formulas (4.31)–(4.33) for the transition
functions of the four-vertex we find
τ¯56′(ξ6′ ) =
1
ξ6′
+ y − w, (4.69)
τ¯36′(ξ6′ ) =
1
ξ6′
+ y − z, (4.70)
τ¯53(ξ3) ≡ τ53(ξ3) = ξ3 + z − w. (4.71)
Setting y = w, we finally obtain
τ¯56′(ξ6′ ) =
1
ξ6′
i.e. τ¯6′5 = Γ = τ12,
τ¯36′(ξ6′ ) =
1
ξ6′
+ w − z i.e. τ¯6′3 = τ13(z − w; ),
τ¯53(ξ3) = ξ3 + z − w i.e. τ¯53 = τ23(z − w; ), (4.72)
so that indeed V¯6′53(z, w,w) ≡ V6′53(z − w) and we have established duality, viz.
♠z✛ ✲
❄
1 2
3
∪ ♠w✲ ✲
❄
2′ 4
5
=
♠w✛ ✲
❄
1 4
6
⊂
✖✕
✗✔
z−w✛ ✲
❄
3 5
6′
The symmetry of the new vertex under simultaneous interchanges of z and w and legs 3 and 5 is now manifest
because τ53(z−w) = τ35(w−z). The above identity is nothing but (2.10) for vertex algebras, but now expressed
in terms of three-vertices. In view of Theorem 2 we have therefore established the Jacobi identity (2.10) for the
vertex operators defined by Eq. (4.3). Note that in order to get the required off-shell behaviour, we had to fix
all transition functions. We hope that readers will appreciate the simplicity of our proof of this identity which
is substantially shorter, involving only simple manipulations with overlaps and transition functions, and at the
same time more easily visualized than the one which can be found in the textbook [21].
The transition functions for the N -vertex are given by
τ12 = Γ,
τ1i =
1
ξi + zi
for 3 ≤ i ≤ N.
If we put formally z2 ≡ 0 then these relations can be elegantly summarized as
τ1i =
1
ξi + zi
for 2 ≤ i ≤ N,
from which we deduce that
τi1 =
1
ξ1
− zi for 2 ≤ i ≤ N,
τij = τi1 ◦ τ1j = ξj + zj − zi for 2 ≤ i, j ≤ N.
Recall that it was this choice of transition functions which led to the especially simple result µ = 1 for the
measure. Identifying the coordinate ξ2 with the global coordinate ζ, we find that τ2j(0) = zj for 2 ≤ j ≤ N so
that the Koba Nielsen points indeed agree with the above formal variables zj for 2 ≤ j ≤ N ; whereas for z1 we
obtain the previous result ∞. The symmetry of the N -vertex under simultaneous interchange of legs i and j
and the variables zi and zj is now explicit: τij(zi − zj) = τji(zj − zi) for 2 ≤ i, j ≤ N .
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We may also repeatedly apply the duality property to the N -vertex to rewrite it as follows:
♠z
N
✛ ✲
❄
1
N
q q q ♠z
4
✲ ✲
❄
4
♠z
3
✲
❄
2
3
=
♠z
3
✲✛ 21
✖✕
✗✔
z4−z3 ✲
❄
3
✖✕
✗✔
z5−z4 ✲
❄
4
❄
qqq
✖✕
✗✔
zN−
zN−1
✛ ✲
❄
N N − 1
.
Now we can write down the overlap equations for the oscillators for this particular choice of V [N ], as we will
need them in Sect. 5. We find
C12mn = δmn, (Γ ◦ τ12)(0) = 0,
C1imn =
√
n
m
(
m
n
)
zm−ni , (Γ ◦ τ1i)(0) = zi for 3 ≤ i ≤ N. (4.73)
Thus
V [N ](z3, . . . , zN )
{
α
(1)
−m +α
(2)
m +
N∑
i=3
m∑
n=0
(
m
n
)
zm−ni α
(i)
n
}
= 0. (4.74)
The Virasoro overlaps are given by
V [N ](z3, . . . , zN)
{
L
(1)
−m − L(2)m −
N∑
j=3
m∑
n=−1
(
m+ 1
m− n
)
zm−nj L
(j)
n
}
= 0. (4.75)
We also record the generalization of (4.59) for arbitrary N -vertices:
∂
∂zj
V [N ](z3, . . . , zN)− V [N ](z3, . . . , zN )L(j)−1 = 0 (j ≥ 3),
V [N ](z3, . . . , zN )
{
L
(1)
0 −
N∑
j=2
(
L
(j)
0 + zjL
(j)
−1
)}
= 0,
V [N ](z3, . . . , zN)
{
L
(1)
1 −
N∑
j=2
L
(j)
−1
}
= 0, (4.76)
where, of course, z2 = 0. With the help of the above overlap equations we can now explicitly verify that null
states decouple when all legs of the vertex except leg 1 are saturated with physical states ψ2, . . . , ψN . A short
calculation shows that
V [N ](z3, . . . , zN)|ψ2〉2 . . . |ψN 〉N L(1)−m =
N∑
j=3
∂
∂zj
(
zm+1j V
[N ](z3, . . . , zN )
)
|ψ2〉2 . . . |ψN 〉N , (4.77)
which vanishes upon integration over the variables z3, . . . , zN . Note that this relation is stronger than (4.4)
since leg 1 is not contracted with a state.
We now come back to our claim at the beginning of this section that the three-vertex my be regarded as an
intertwining operator. To see this let us recall the definition of such operators as given in [19] but with suitably
modified notation.
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Definition 4
Let (F ,V ,1,ω) be a vertex algebra and let (Fi,V(i)), i = 1, 2, 3, be three modules for the vertex algebra. An
intertwining operator of type
(
F1
F3 F2
)
is a linear map I : F3 →
(
Hom(F2,F1)
){z}, |ψ〉
3
7→ I(z)|ψ〉
3
,
satisfying the following properties: For every |ξ〉
1
∈ F1, |ϕ〉2 ∈ F2, |ψ〉3 ∈ F3,
1. (Regularity)
Resz [z
nI(z)|ψ〉
3
|ϕ〉
2
] = 0 for n sufficiently large; (4.78)
2. (Translation)
d
dz
I(z)|ψ〉
3
= I(z)L(3)−1|ψ〉3 ; (4.79)
3. (Jacobi identity)
y−1δ
(
z − w
y
)
V(1)(ξ, z)I(w)|ψ〉
3
|ϕ〉
2
− y−1δ
(−w + z
y
)
I(w)|ψ〉
3
V(2)(ξ, z)|ϕ〉
2
= w−1δ
(
z − y
w
)
I(w)V(3)(ξ, y)|ψ〉3 |ϕ〉2 , (4.80)
where binomial expressions have to be expanded in nonnegative integral powers of the second variable.
We are here interested in the case where F1,F2,F3 are isomorphic copies of F and represent modules for
the vertex algebra via the adjoint action. Consequently, the intertwiner I leads to the rather trivial fusion
rules N132 = 1. The interesting point, however, is that the overlap equations for V
[3] are very reminiscent to
the Jacobi identity for the intertwining operator I. In fact, we can show that the two properties are equivalent
to each other in the same way as the Jacobi identity for vertex operators (2.10) is related to the principles of
locality and duality in Theorem 1. To see this, we take matrix elements of the Jacobi identity for interwiners,
i.e. we pair (4.80) with an arbitrary state
1
〈χ| from the left, and then apply Resy [. . .]. Using the identity
w−1δ
(
z − y
w
)
= y−1δ
(
z − w
y
)
− y−1δ
(−w + z
y
)
, (4.81)
we can mimic the proof of Theorem 1 as presented in [19] and finally arrive at the following result.
Theorem 4
1. For χ, ψ, ϕ, ξ ∈ F , the formal series
1
〈χ|V(1)(ξ, z)I(w)|ψ〉
3
|ϕ〉
2
which involves only finitely many negative
powers of w and only finitely many positive powers of z, lies in the image of the map ιzw:
1
〈χ|V(1)(ξ, z)I(w)|ψ〉
3
|ϕ〉
2
= ιzwf(z, w), (4.82)
where the (uniquely determined) element f ∈ C[z, w]S is of the form
f(z, w) =
g(z, w)
zrws(z − w)t
for some polynomial g(z, w) ∈ C[z, w] and r, s, t ∈ Z. We also have
1〈χ|I(w)|ψ〉3V(2)(ξ, z)|ϕ〉2 = ιwzf(z, w), (4.83)
i.e. V(1)(ξ, z)I(w)|ψ〉
3
agrees with I(w)|ψ〉
3
V(2)(ξ, z) as operator-valued rational functions.
2. For χ, ψ, ϕ, ξ ∈ F , the formal series
1
〈χ|I(w)V(3)(ξ, y)|ψ〉
3
|ϕ〉
2
which involves only finitely many negative
powers of y and only finitely many positive powers of w, lies in the image of the map ιwy:
1
〈χ|I(w)V(3)(ξ, y)|ψ〉
3
|ϕ〉
2
= ιwyf(y + w,w), (4.84)
with the same f as above, and
1〈χ|V(1)(ξ, y + w)I(w)|ψ〉3 |ϕ〉2 = ιywf(y + w,w), (4.85)
i.e. V(1)(ξ, z)I(w)|ψ〉
3
agrees with I(w)V(3)(ξ, z −w)|ψ〉
3
as operator-valued rational functions, where the
right-hand expression is to be expanded as a Laurent series in z − w.
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If we now put I(z) ≡ R1V [3](z) then the above theorem is just a rigorous statement about the unintegrated
overlap identities for the three-vertex V [3](z) with transition functions (4.61). We note, however, that the
intertwiner Jacobi identity refers to a special choice of transition functions whereas the unintegrated overlap
equations are valid in general. Hence it is reasonable to expect that there is an extension of (4.80) which does not
require a specification of the transition functions. This would be the rigorous (in the sense of formal calculus)
analog of the overlap identities. Besides from that point, the overlap identities are apparently much more
profound than the Jacobi identity for intertwiners since they also hold for N -vertices. Finally, we emphasize
that (4.80) is stated as a postulate for the three-vertex in the mathematical literature whereas it is proved here
on the basis of an explicit realization.
5 N-string vertices and E10
We now come to the heart of this paper, applying the multistring formalism developed in the foregoing sections
to the study of hyperbolic Kac Moody algebras. For definiteness, we will only consider E10 in the remainder,
although some of our results are actually more general, especially those concerning longitudinal states. Recall
that for a given Cartan matrix A the associated Kac Moody algebra g(A) is recursively defined in terms of
multiple commutators of the basic Chevalley generators as explained in Sect. 2 after (2.88). Hyperbolic Cartan
matrices are indefinite and constrained by the requirement that the deletion of any node from the Dynkin
diagram leaves a diagram which is either of finite or affine type. It can then be shown that they possess one and
only one negative eigenvalue; the corresponding “over-extended” root will always be denoted as r−1 (the affine
root is denoted by r0). Furthermore, the root lattice is Minkowskian in this case. By an important result of [7]
the rank of a hyperbolic Kac Moody algebra cannot exceed d = 10. Among the rank d = 10 algebras the most
interesting is E10 with the even self-dual Lorentzian lattice Λ = II9,1 as its root lattice. The central unsolved
problem in the theory of hyperbolic Kac Moody algebras is to find a manageable representation for the multiple
commutators of the Chevalley generators analogous to the explicit realizations of the finite and affine algebras;
specifically, this requires to identify and discard all those multiple commutators containing the Serre relations
(2.88) somewhere inside.
From Sect. 2 we know already that for any given lattice Λ (and in particular, any root lattice) one can
construct a Lie algebra of physical string states denoted by gΛ. For indefinite lattices, this Lie algebra, which is
relatively easy to characterize, is not the same as the Kac Moody algebra g(A) generated by the Chevalley states
(2.84), but contains it as a proper subalgebra according to (2.90). The problem then becomes one of identifying
the decoupled states which are in gΛ but not in g(A), i.e. those physical states which cannot be reached via
multiple commutators. The multistring formalism developed in the foregoing sections furnishes a new method
to analyze and compute multiple commutators. This is achieved by rewriting any N -fold multiple commutator
in terms of an (N + 2)-string vertex by attaching the Lie algebra elements appearing in the commutator to
the legs of this vertex. This method permits an efficient and reasonably “easy” determination of the decoupled
states by means of overlap identities. Thus, instead of constructing the root space elements directly we will
search for the physical states which are in the complement of the root space. An essential tool for this purpose
is the DDF construction, suitably adapted to the present context. For “subcritical” Kac Moody algebras such
as E10, both transversal and longitudinal DDF operators can be shown to appear. To demonstrate the utility
of the new approach, we will show how to recover the results of Sect. 4.4 of [26] by explicitly determining
which states in the root space E
(Λ7)
10 decouple from the three-vertex. As for the longitudinal states, our results
go considerably beyond those of [26] and quite some way towards a more systematic understanding. The
decoupling of transversal states is even more remarkable, as it depends on the lattice in a crucial manner and
has no analog for continuous momenta unlike the longitudinal decoupling; for the time being it remains a
mysterious phenomenon. Nonetheless, we hope that the results presented here convincingly support our claim
that the entire information about hyperbolic algebras such as E10 is encapsulated in the N -vertices of the
compactified string!
5.1 The Lie algebra of physical states in terms of N-vertices
Before turning to the hyperbolic Kac Moody algebra E10, we consider the Lie algebra of physical states gΛ
discussed in detail in Sect. 2. We recall that the commutator of two physical states is given by Eq. (2.38). Using
(4.2) we can reexpress it by means of the special three-vertex V [3](z) corresponding to the transition functions
(4.61). Specifically, the commutator of two physical states ψ, ϕ in the Lie algebra of physical states gΛ is
[ψ, ϕ] = Resz [V(ψ, z)ϕ]
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= Resz
{
R1
[
V
[3]
123(z)|ϕ〉2 |ψ〉3
]}
. (5.1)
We use the following pictorial representation of the commutator:
[ψ, ϕ] ←→ Resz

♠z✲ ✲
❄
|ϕ〉
2
|ψ〉3

We have thus a new and convenient way to calculate the commutator by contracting two of the three legs of
V [3] with the physical states ϕ and ψ. Although the state 〈0˜| is not normalizable, the N -vertex does give rise
to a normalizable Fock space state upon contraction with N − 1 states. The resulting element of gΛ can be
visualized as the final state of a scattering process of the states ϕ and ψ. As already pointed out before (cf. Eq.
(2.42)), the result makes sense as a Lie algebra commutator only on the factor space P1/L−1P0. This means
that the final state should be orthogonal to all states of the form L−1χ with χ ∈ P0; this decoupling is, however,
a consequence of (4.4). For more general N -vertices, it can be established by means of Virasoro overlaps along
the lines of (4.77).
We next work out some simple consequences of Eq. (5.1). Let ψ, ϕ, χ ∈ gΛ. Then
Resz
[
V [3](z)|χ〉
1
|ϕ〉
2
|ψ〉
3
]
= (χ|[ψ, ϕ])
= (ϕ|[χ, ψ])
= Resz
[
V [3](z)|ϕ〉1 |ψ〉2 |χ〉3
]
, (5.2)
Consequently, invariance and symmetry of of the bilinear form ( | ) are equivalent to the on-shell cyclicity of the
three-vertex V [3]. Note that although only the CSV vertex is manifestly cyclic, upon contraction with physical
states all three-vertices are cyclic.
The structure constants of gΛ are defined by
fψϕ
χ := 〈[ψ, ϕ] |χ〉
= −(θ(χ)|[ψ, ϕ])
= −Resz
[
V [3](z)|θ(χ)〉
1
|ϕ〉
2
|ψ〉
3
]
=
1
〈χ|Resz
[
R1V [3](z)
]
|ϕ〉
2
|ψ〉
3
. (5.3)
Note that the vertex with one leg turned around gives the usual string scalar product whereas the bare vertex
leads to the invariant form for gΛ. We can “pull down” the index χ by writing
fψϕχ := (χ|[ψ, ϕ]). (5.4)
The corresponding metric is just the Cartan Killing metric on gΛ. Since all the states used in (5.3) are physical
and therefore inert under the conformal transformations (3.26), the structure constants (5.3) are insensitive to
the off-shell properties of V [3].
Pictorially, we have
f|3〉|2〉
|1〉 ←→ Resz

♠z✲ ✲
❄
〈1| |2〉
|3〉
 .
Evidently all the information about the structure constants and hence the Lie algebra gΛ is encoded into the
vertex Resz
[R1V [3](z)] in this manner. Note that in the above formulas for the structure constants we may
drop the residue and put z3 ≡ z = 1 since we still have the freedom to fix a third (besides z1 =∞ and z2 = 0)
Koba Nielsen point due to global Mo¨bius invariance.
Next we iterate (5.1) to obtain a formula for the multiple commutator. Evaluating the product of three-
vertices amounts to sewing them as we explained, which yields the formula
[ψN , [ψN−1, . . . , [ψ3, ψ2] . . .]] = ReszN . . .Resz4 Resz3
[
R1V [N ](z3, . . . , zN)
]
|ψ2〉2 . . . |ψN 〉N (5.5)
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generalizing (5.1) and (2.38). It is then natural to extend the above definition (5.3) and to introduce structure
constants for (N − 2)-fold commutators for N ≥ 4. These are perhaps less familiar objects but nonetheless very
convenient. More specifically, the generalized structure constants are associated with ReszN ...z4z3
[R1V [N ]({zi})],
where z3, . . . , zN denote the formal variables with respect to which the residues are to be computed:
fψN ...ψ2
ψ1 := 〈[ψN , [ψN−1, . . . [ψ3, ψ2]] . . .] |ψ1〉
=
1
〈ψ1|ReszN . . .Resz4 Resz3
[
R1V [N ](z3, z4, . . . , zN)
]
|ψ2〉2 . . . |ψN 〉N . (5.6)
Symbolically,
f|N〉...|2〉
|1〉 ←→ ReszN ,...,z4,z3

♠z
N
✲ ✲
❄
〈1|
|N〉
q q q ♠z
4
✲ ✲
❄
|4〉
♠z
3
✲
❄
|2〉
|3〉
 .
We stress that the special vertex characterized by (4.61) is just such that, for any N -vertex obtained from it by
sewing, the relevant factors in (3.1) combine to give unity upon fixing the first three Koba Nielsen points to∞, 0
and 1, respectively, so we need no longer worry about them. In other words, the generalized structure constants
for an (N − 2)-fold commutator of physical string states are obtained by simply integrating the saturated N -
vertex over the Koba Nielsen variables z4, . . . , zN without any extra factors. We have already pointed out that
since all attached states are physical, we would obtain the same result with any other N -vertex; however, we
then would have to keep track of the extra measure factors in (3.1), which would no longer equal unity.
For completeness and to establish the link with the more traditional vertex operator construction based on
(2.44), we rephrase the above results in terms of (ordinary) commutators of multistring vertices. We stress that
the latter are a priori different from the prescription (2.38), which maps two physical states to another physical
state in a way compatible with the properties of a Lie bracket. As already mentioned the integrated vertex
operators defined via (4.3) realize the adjoint representation of the Lie algebra of physical states. Carrying out
the commutation of two such operators corresponds to sewing R1V123(z)|ψ〉3
2 2′∪ R2′V2′45(w)|ϕ〉5 and integrating
their antisymmetrized combination with respect to the attached states |ψ〉
3
and |ϕ〉
5
over z and w. Observe
that the relative factor of (−1)p3·p5 between these two terms, which would normally be present, has already
been taken care of by our definition (3.5) of the bra-vacuum, which includes the cocycle factors. The symmetry
z ↔ w, 3↔ 5, of the vertex, implies that we may apply Cauchy’s theorem to find∮
|z|>|w|
dz
2πi
∮
0
dw
2πi
{
R1V123(z)|ψ〉3
2 2′∪ R2′V2′45(w)|ϕ〉5
}
−
(z ↔ w
3↔ 5
)
=
∮
0
dw
2πi
∮
w
dz
2πi
{
R1V123(z)|ψ〉3
2 2′∪ R2′V2′45(w)|ϕ〉5
}
=
∮
0
dw
2πi
{
R1V146(w)
6 6′∪
∮
w
dz
2πi
R6′ V¯6′53(z, w,w)|ψ〉3 |ϕ〉5
}
, (5.7)
where we have used duality of Eq. (4.30) (with the choice y = w) in the last step to reexpress the four-vertex;
this derivation is the multistring analog of the calculation leading from (2.44) to (2.46). We repeat, however,
that (5.7) is an operator on string Fock space (with two unsaturated legs, i.e. a “matrix”) rather than a state.
As such we can now identify the four-vertex on the right with the contour integrals as the commutator of the
integrated physical vertex operators associated with ψ and ϕ, repectively. Examining the transition functions
τ¯ij for the vertex V¯
[3](z, w,w) of Eqs. (4.34) and (4.35), we see that when z = w they become independent
of w. It follows that the residue of V¯ [3](z, w,w) as z → w is independent of w. Consequently, the expression∮
w
dz
2πi V¯6′53(z, w,w)|ψ〉3 |ϕ〉5 is independent of w and hence the w integral sees only the first factor. This factor∮
0
dw
2πiR1V146(w) is the integrated vertex operator corresponding to the state on leg 6. We have in the above
calculation considered the commutator of linear operators, but we have learnt that given the physical states ψ
on leg 3 and ϕ on leg 5, we can assign to them the new state
[ψ, ϕ] =
∮
w
dz
2πi
R6′ V¯6′53(z, w,w)|ψ〉3 |ϕ〉5 , (5.8)
39
which is nothing but Eq. (2.38) of Sect. 2.1 by virtue of the relation between V¯ [3](z, w,w) and V [3](z) of Eq.
(4.43) and the fact that V [3](z) has conformal weight one. In this way of viewing things, we calculate directly
the commutator of two integrated vertex operators by sewing. The resulting vertex operator is associated with
the state of Eq. (5.8). So we may equivalently think of the commutator in terms of a commutator of states and
recover the viewpoint of Sect. 2. We conclude that (5.7) can be reexpressed as∮
|z|>|w|
dz
2πi
∮
0
dw
2πi
{
R1V123(z)|ψ〉3
2 2′∪ R2′V2′45(w)|ϕ〉5
}
−
(z ↔ w
3↔ 5
)
=
∮
0
dw
2πi
R1V146(w)|[ψ, ϕ]〉6 , (5.9)
which corresponds to the last line of (2.46). We repeat that these arguments are valid only on-shell. Since the
reader may be puzzled by the fact that we employed the three-vertex in (5.1) to define the commutator of states
whereas in the discussion above we used four-vertices to introduce the commutator, we will now clarify this
point. Suppose we put a (physical) state ξ on leg 2 in (5.9). Then we find the state [[ψ, ϕ], ξ] on leg 1. This seems
to contradict our definition (5.5) which would give the state [ψ, [ϕ, ξ]] on leg 1 as the result of the scattering
process. This superficial inconsistency is resolved by noticing that the left-hand side of (5.9) contains two terms
both of which are of the form (5.5). Hence the identity (5.9) would lead to [ψ, [ϕ, ξ]] − [ϕ, [ψ, ξ]] = [[ψ, ϕ], ξ]
which is just the Jacobi identity! This means that applying the commutator of two integrated vertex operators
to a state is the same as acting on the state with the integrated vertex operator associated with the commutator
of states. Hence we are again (cf. the discussion after (2.39)) led to conclude that the integrated vertex operators
realize the adjoint representation of the Lie algebra of states.
Just as before we can now iterate the above calculation to obtain a formula for the multiple commutator.
We wish to evaluate∮
0
dz3
2πi
∮
|z4|>|z3|
dz4
2πi
. . .
∮
|zN+1|>|zN |
dzN+1
2πi
R1V [N+1](z3, z4, . . . , zN+1)|ψ3〉3 |ψ4〉4 . . . |ψN+1〉N+1 ± . . . , (5.10)
where the dots stand for the remaining terms appearing in the multiple commutator with appropriate signs
and reorderings of the contours. In analogy with the arguments leading from (2.44) to (2.45) we employ the
generalization of locality (4.47) to arrive at the nested contour integral∮
0
dz3
2πi
∮
z3
dz4
2πi
. . .
∮
zN
dzN+1
2πi
R1V [N+1](z3, z4, . . . , zN+1)|ψ3〉3 |ψ4〉4 . . . |ψN+1〉N+1, (5.11)
which again has two unsaturated legs. As before, we interpret the (N +1)-vertex sandwiched with |ψ3〉3 |ψ4〉4 . . .
|ψN+1〉N+1 as the multiple commutator of the associated integrated physical vertex operators. Employing duality
as discussed at the end of Sect. 4.2 we thus obtain
(5.10) =
∮
0
dz3
2πi
R1V12P ′ (z3)
P ′ P∪
∮
z3
dz4
2πi
. . .
∮
zN
dzN+1
2πi
RP V¯ [N ]P34...N+1(z3, z4, . . . , zN+1)|ψ3〉3 |ψ4〉4 . . . |ψN+1〉N+1
=
∮
0
dz3
2πi
R1V123(z3) |[ψN+1, [ψN , . . . , [ψ4, ψ3]] . . .]〉3 , (5.12)
where we have defined
[ψN+1, [ψN , . . . , [ψ4, ψ3]] . . .]
:=
∮
z3
dz4
2πi
. . .
∮
zN
dzN+1
2πi
RP V¯ [N ]P34...N+1(z3, z4, . . . , zN+1)|ψ3〉3 |ψ4〉4 . . . |ψN+1〉N+1 . (5.13)
This shows that the multiple commutator of integrated vertex operators yields a vertex operator which is
associated with the above state on leg 3. Hence we may think of the multiple commutator of the states
ψ3, . . . , ψN+1 as given by this state and so recover the viewpoint of Sect. 2. Note that the two definitions (5.5)
and (5.13) are completely equivalent. To see this we recall that V and V¯ agree on-shell so that we may insert for
V¯
[N ]
P34...N+1(z3, z4, . . . , zN+1) the expression V
[N ]
P34...N+1(z4 − z3, . . . , zN+1 − zN ) (cf. the diagram before (4.73)).
Upon performing the shift of variables zi → z′i = zi − zi−1 (for 4 ≤ i ≤ N + 1) the integrals become residues
around zero and thus we indeed recover (5.5).
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5.2 E10: a brief review
Most of the information about the hyperbolic Kac Moody algebra E10 available in the mathematical literature
can be gleaned from [38]; for more general information about hyperbolic (and indefinite) Kac Moody algebras,
readers are advised to consult [37] as well as [46, 15, 18, 38, 55, 16, 45]. We will here briefly summarize [26, 25],
whose notation and conventions we will adhere to, and where readers can find more details about the specific
results needed here.
The simple roots of E10 are given by the lattice vectors
r−1 = ( 0, 0, 0, 0, 0, 0, 0, 1,−1 |0),
r0 = ( 0, 0, 0, 0, 0, 0, 1,−1, 0 | 0),
r1 = ( 0, 0, 0, 0, 0, 1,−1, 0, 0 | 0),
r2 = ( 0, 0, 0, 0, 1,−1, 0, 0, 0 | 0),
r3 = ( 0, 0, 0, 1,−1, 0, 0, 0, 0 | 0),
r4 = ( 0, 0, 1,−1, 0, 0, 0, 0, 0 | 0),
r5 = ( 0, 1,−1, 0, 0, 0, 0, 0, 0 | 0),
r6 = (−1,−1, 0, 0, 0, 0, 0, 0, 0 | 0),
r7 = (
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 | 12 ),
r8 = ( 1,−1, 0, 0, 0, 0, 0, 0, 0 | 0),
and correspond to the Dynkin diagram
✉ ✉ ✉ ✉ ✉ ✉ ✉ ✉ ✉
✉
(5.14)
The Cartan matrix is Aij = ri·rj (−1 ≤ i, j ≤ 8), where the scalar product is to be computed with the Minkowski
metric (+... + |−) on the lattice. The root lattice of E10 generated by these simple roots is the unique even
self-dual Lorentzian lattice II9,1 in ten dimensions (see [10] for details). In the following, the E9 null root δ will
play an important role; it is
δ =
8∑
i=0
niri = (0, 0, 0, 0, 0, 0, 0, 0, 1 | 1), (5.15)
where the coefficients ni (called marks of E9) can be read off from[
3
0 1 2 3 4 5 6 4 2
]
. (5.16)
The fundamental Weyl chamber C of E10 is the convex cone generated by the fundamental weights Λi which
obey Λi ·rj = −δij and are explicitly given by
Λi = −
8∑
j=−1
(A−1)ijrj for i = −1, 0, 1, . . .8 (5.17)
in terms of the inverse Cartan matrix. Thus,
Λ ∈ C ⇐⇒ Λ =
8∑
i=−1
kiΛi (5.18)
for ki ∈ Z+. A special feature of E10 is that its root and weight lattices coincide as the lattice is self-dual. Since
Weyl transformations preserve multiplicities and since every root can be brought into C by means of a Weyl
transformation, it is sufficient to consider only roots belonging to C. Note also that the null root is just the first
fundamental weight Λ−1 = δ and that all other fundamental roots are timelike. Hence the fundamental Weyl
chamber lies entirely within the lightcone, touching it at precisely one edge. This is a very special feature of
E10, and also important for the DDF construction of [26], as otherwise one would have to deal with two or even
more null directions at the same time.
A useful notion in the theory of hyperbolic Kac Moody algebras is the level ℓ of a given root Λ, which is
defined as the number of times the over-extended root r−1 occurs in it (counted negatively for negative roots);
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equivalently, it is the number of e−1 generators (for positive roots) or minus the number of f−1 generators (for
negative roots) in the multiple commutator corresponding to the root Λ. A convenient formula for ℓ is
ℓ ≡ ℓ(Λ) := −δ ·Λ (5.19)
where δ is given in (5.15). Obviously, ℓ is not invariant under the full Weyl group W(E10) but only under
its affine Weyl subgroup W(E9). The level derives its importance from the fact that it grades the hyperbolic
algebra with respect to its affine subalgebra. This is the content of the following important theorem [15, 16].
Theorem 5
Suppose that x is an element of E10 at level ℓ. Then it can be represented as a linear combination of (ℓ− 1)-fold
commutators of level-one elements, viz.
x = [x1, [x2, . . . [xℓ−1, xℓ] . . .]] (5.20)
where each xi contains exactly one generator e−1 in the right-most position, i.e.
x1 = [ei1 , [ei2 , . . . [eik , e−1] . . .]] (5.21)
with iν ∈ {0, 1, . . . , 8}, and similarly for the other xi.
Specializing to E10, we can thus write
E10 =
∞⊕
ℓ=−∞
E
[ℓ]
10 (5.22)
with
E
[ℓ]
10 =
[
E
[1]
10 ,
[
E
[1]
10 , . . . ,
[
E
[1]
10 ,︸ ︷︷ ︸
(ℓ−1) times
E
[1]
10
]]
. . .
]
(5.23)
for positive ℓ where E
[ℓ]
10 is the level-ℓ sector of the full algebra (for negative ℓ, one must take the contragredient
representation generated by multiply commuting E
[−1]
10 ; this amounts to a simple replacement of all ei’s by
fi’s). The level-zero sector E
[0]
10 = E9 is just the affine subalgebra, and the level-one elements E
[1]
10 are known
to constitute the so-called basic representation [37, 38]. In terms of the graded decomposition (5.22) one can
now in principle study the hyperbolic algebra level by level. All higher level sectors form (in general reducible)
representations of the affine subalgebra, and since they can be generated through multiple commutators of level-
one elements, it should be possible to understand them in terms of the irreducible representations obtained by
taking multiple products of level-one representations. This idea has been successfully applied so far only to the
level-two states, where it was possible to derive a general multiplicity formula [38, 15], but (to the best of our
knowledge) not to level three and beyond. The problem here is that not all the representations appearing in
the product occur in the Kac Moody algebra, because some of them drop out on account of the Serre relation
[e−1, [e−1, e0]] = 0. To identify the ones which are not present would require complete knowledge of the theory
of irreducible representations of Kac Moody algebras of arbitrary level.
In [26] an attempt was made to tackle the problem from a different and at the same time more “physical”
point of view by exploiting the vertex operator construction of affine Kac Moody algebras [32, 20], which
associates the elements of the affine algebra with the physical string vertex operators for the emission of tachyons
and photons. The modern formalism of vertex algebras [21, 5] relates the elements of a given indefinite (or
generalized) Kac Moody algebra to the higher (massive) excitations of a string. A major advantage of this
construction is that it not only affords a concrete realization of the abstract algebra but also that the L0
physical state condition (2.18) immediately implies the Serre relations, so the corresponding elements of the
(free) Lie algebra are eliminated from the outset. However, this does not mean that there is an “easy” realization
of the hyperbolic algebra as we must now identify the states which are elements of the Lie algebra of physical
states gII9,1 associated with the E10 root lattice, but not in E10. Although the problem of isolating decoupled
states bears some resemblance to the problem of discarding multiple commutators involving the Serre relations,
one should realize that the decoupled states have nothing to do with the Lie algebra elements that must be
discarded because of the Serre relations, as the latter never appear in the vertex algebra construction.
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As explained in [26] all states in gΛ can be represented in terms of DDF operators. The new, although
not completely unexpected, feature is the relevance of longitudinal DDF for subcritical (i.e. rank d < 26) Kac
Moody algebras. The longitudinal states decouple only for d = 26, in which case one is led to the “fake
monster” gII25,1 of [6] (taking into account extra lightlike simple roots). In the DDF framework, the level-zero
and level-one states are still relatively easy to understand: the affine subalgebra corresponds to the tachyon and
photon states, and the level-one states can be reinterpreted as purely transversal states built on the tachyon
state |r−1〉 (remember that r−1 is the over-extended root) and its orbit under the action of the Weyl group
W(E9). Beyond level one it was shown in [26] by explicit computation that longitudinal states appear while
at the same time certain transversal states decouple. The root spaces can then be understood rather explicitly
in terms of polarization states for the corresponding root by analyzing which physical states cannot be reached
via multiple commutators.
Let us now recall some basic features of the DDF construction. As is well known (see e.g. [56]), the DDF
operators require for their definition a tachyon momentum v (thus v2 = 2) and a lightlike vector k = k(v)
(thus k2 = 0) obeying k·v = 1. For continuous momenta, such vectors can always be found and rotated into
a convenient frame, but on the lattice this is in general not possible. For this reason we must extend the root
lattice by rational points in order to apply the DDF construction in the present setting. To see this let us define
the DDF decomposition of a given level ℓ root Λ by [26]
Λ = v − nk (5.24)
where k ≡ k(v) := − 1ℓδ, and n := 1− 12Λ2 is the number of steps required to reach the root by starting from v
and decreasing the momentum by k at each step. Consequently, we have a factor ℓ−1 in the definition of k for
level ℓ, so clearly neither v nor k will in general be elements of lattice any more. To analyze the full algebra at
arbitrary level we have to make use of the rational extension of the lattice (which is again self-dual, unlike the
“intermediate” lattices for finite ℓ). In addition, we need a set of transversal polarization vectors ξc = ξc(v,k)
subject to ξc ·v = ξc ·k = 0, which for convenience we assume to be orthonormalized. We here use letters
c, ... = 1, ..., 8 from the beginning of the alphabet for the transversal indices as we reserve the letters i, j, ... for
the labeling of the one-string Fock spaces. Given these data, we can define the transversal DDF operators
by (cf. [12])
Acm(v) := Resz
[
ξc ·P(z)eimk(v)·X(z)
]
. (5.25)
These operators describe the emission of a photon with momentum mk and polarization ξc for the string.
Note that no normal-ordering is required here. It is, however, required in the definition of longitudinal DDF
operators, which we will also need and which are given by (cf. [8])
A−m(v) := Lm(v)− 12
8∑
a=1
∑
n∈Z
×
×A
a
n(v)A
a
m−n(v)
×
× (5.26)
with
Lm(v) := Resz
[
:
(
− v·P(z) + 12m
d
dz
log
(
k·P(z)))eimk(v)·X(z):] (5.27)
and
×
×A
a
m(v)A
b
n(v)
×
× :=
{
Aam(v)A
b
n(v) if m ≤ n,
Abn(v)A
a
m(v) if m > n,
(5.28)
where we used v·k = 1. Unlike in [26] we will work with the operators A−m instead of Lm, because they commute
with the transversal DDF operators. In the sequel we will be careful to indicate the dependence of the DDF
operators on their associated DDF momenta as we did above. In string theory these labels are usually omitted
as one considers only a single set of DDF operators for a fixed pair (v,k) of DDF momenta, but here we will
be required to simultaneously use different sets of DDF operators. Strictly speaking, we should even include
the lightlike moment and write Aam(v,k). Here we can suppress the second label because for E10 all k(v)
in the fundamental Weyl chamber are proportional to the null root δ, with the proportionality factor being
unambiguously determined by v.
In the remainder of this subsection, we shall provide some more details about the specific example studied
in [26]. The particular root space analyzed there is associated with the level-two root Λ = Λ7 which is dual to
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the simple root r7, and this will also be our principal example here. Explicitly, Λ7 is given by
Λ7 =
[
7
2 4 6 8 10 12 14 9 4
]
= (0, 0, 0, 0, 0, 0, 0, 0, 0 | 2), (5.29)
so Λ27 = −4. Its decomposition into two level-one tachyonic roots is Λ7 = r+ s+ 2δ, where
r := r−1 =
[
0
1 0 0 0 0 0 0 0 0
]
= (0, 0, 0, 0, 0, 0, 0, 1,−1 | 0),
s :=
[
1
1 2 2 2 2 2 2 1 0
]
= (0, 0, 0, 0, 0, 0, 0,−1,−1 | 0).
Since n = 1− 12Λ27 = 3 we have Λ7 = v − 3k(v) with k(v) := − 12δ and
v := r+ s− k = (0, 0, 0, 0, 0, 0, 0, 0,− 32 | 12 ).
Observe the extra factor of 12 in k(v) as appropriate for level two, whereas we have k(r) = k(s) = −δ. As
anticipated neither k nor v are elements of II9,1. Nevertheless, since v·k = 1, the action of the DDF operators
on the tachyonic ground-state |v〉 is well defined. The three sets of transversal polarization vectors associated
with the tachyon states |r〉, |s〉 and |v〉 will be denoted by ξc ≡ ξc(v), ζa ≡ ζa(r) and ηb ≡ ηb(s), respectively.
Explicitly,
ξ1 = ζ1 = η1 := (1, 0, 0, 0, 0, 0, 0, 0, 0 | 0),
...
ξ7 = ζ7 = η7 := (0, 0, 0, 0, 0, 0, 1, 0, 0 | 0);
ζ8 := (0, 0, 0, 0, 0, 0, 0, 1, 1 | 1),
η8 := (0, 0, 0, 0, 0, 0, 0,−1, 1 | 1),
ξ8 := (0, 0, 0, 0, 0, 0, 0, 1, 0 | 0).
(the notation here is slightly different from [26]). In accordance with definitions (5.25) and (5.27), the associated
DDF operators are designated by Acm(v), A
a
m(r) and A
b
m(s), and A
−
m(v), A
−
m(r) and A
−
m(s), respectively.
Beyond ℓ = 2 longitudinal states appear, while certain transversal states decouple. All elements of E
(Λ7)
10
can be reached via the following commutators of level-one states and their W(E9) rotated versions [26]:
[Aa−1(r)|r〉 , Ab−1(s)|s〉],
[Aa−1(r)A
b
−1(r)|r〉 , |s〉],
[Aa−2(r)|r〉 , |s〉]. (5.30)
The resulting states can be expressed in terms of DDF operators appropriate to the new groundstate |v〉 as
follows (no summation on repeated indices):
Aa−2(v)A
b
−1(v)|v〉 for a, b arbitrary;
Aa−1(v)A
b
−1(v)A
c
−1(v)|v〉 for a 6= b, c ; b 6= c;(
Aa−3(v) −Aa−1(v)Ab−1(v)Ab−1(v)
)
|v〉 for a 6= b;(
5Aa−3(v)
i +Aa−1(v)A
a
−1(v)A
a
−1(v)
)
|v〉 for a arbitrary;
Aa−1(v)A
−
−2(v)|v〉 for a arbitrary; (5.31)
Altogether, we get 64 + 2 ·56 + 2 ·8 = 192 states in agreement with the formula in [38]. Despite the fact that
this number coincides with the number of transversal states, we explicitly see the appearance of longitudinal as
well as the disappearance of some transversal states. The orthogonal complement of E
(Λ7)
10 in g
(Λ7)
II9,1
w.r.t. the
usual string scalar product (2.98) (for which (Aa−m)
† = Aam) is spanned by the nine missing states
A−−3(v)|v〉,(
2Aa−3(v) − 8Aa−1(v)Aa−1(v)Aa−1(v) + 3Aa−1(v)
8∑
b=1
Ab−1(v)A
b
−1(v)
)
|v〉. (5.32)
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These states cannot be reached by multiple commutation of the E10 Chevalley generators. Observe that neither
(5.31) nor (5.32) are SO(8) covariant.
Our main point in the remaining sections will be to demonstrate that these decoupled states can be directly
and rather efficiently determined by means of the multistring vertices introduced in the foregoing sections. Thus,
we here take the opposite approach to the one followed in [26]: instead of computing the root space elements
(5.31) directly, we seek to identify the states (5.32) which are not in the root space by showing that they decouple
from the string vertex. As we will see the overlap identities discussed before furnish the requisite tools for this
task. In accordance with the representation (5.23), we represent the general level-ℓ element as an (ℓ − 1)-fold
commutator of level-one elements. By formula (5.6) above, the corresponding string state can be alternatively
viewed as the outcome of a string scattering process with ℓ incoming level-one states on the external legs of the
string vertex, i.e. as the “out-state” emerging on the unsaturated leg (so this process involves a vertex with
N = ℓ+ 1 external legs). The scattering process is depicted in the diagram below.
ReszN ,...,z4,z3

♠z
N
✲ ✲
❄
〈ϕ|
|TN〉
q q q ♠z
4
✲ ✲
❄
|T4〉
♠z
3
✲
❄
|T2〉
|T3〉
 .
The crux of the matter is now that not every physical state at level ℓ can be produced by scattering level-one
states (remember that these are just the transversal states associated with the tachyonic groundstate |r−1〉).
Whether a given level-ℓ state ϕ decouples or not can be tested by attaching it to the above vertex: if ϕ decouples,
this contraction must vanish for all possible choices of level-one states on the other legs. That is, ϕ must then
obey the condition
V [ℓ+1]|ϕ〉
1
|T2〉2 |T3〉3 · · · |Tℓ+1〉ℓ+1 = 0, (5.33)
where we have schematically denoted the transversal level-one states by |Ti〉i , so Ti ∈ E[1]10 for all i. Although
the relation (5.33) must be verified for all such states Ti, the task is substantially facilitated by momentum
conservation which reduces the calculation to a finite number of checks for any given state ϕ at level ℓ. Note
also that the total “level number” is conserved by the vertex; this is a consequence of momentum conservation
along the axis defined by the null root δ.
In the remaining section we will exhibit the basic decoupling mechanism in specific examples. For this
purpose we distinguish between longitudinal decoupling (for states ϕ involving longitudinal DDF operators)
and transversal decoupling (for states ϕ involving only transversal DDF operators). As it turns out, the
decoupling of longitudinal states is still relatively straightforward to analyze, and in particular does not depend
on special properties of the lattice, though on its dimension (or rank) d; in fact, decoupling remains valid in
the continuum (with possible consequences for Liouville theory for 1 < d < 25.) Transversal decoupling, on
the other hand, is far more subtle, depending on the properties of the lattice in a crucial way, and having no
continuum analog.
5.3 Decoupling of longitudinal states
Recall that in the course of the DDF construction we switched from the usual oscillator basis {αµm} to the DDF
basis {Aam(v), A−m(v), Lm} which nicely separates the Fock space into physical and unphysical states. For the
discussion of decoupling of longitudinal states it turns out, however, that it is more useful to go over to the
“non-diagonal” basis {Aam(v),Km(v), Lm} used in the proof of the no-ghost theorem (see [34]). Given DDF
momenta v and k(v) we take the usual set of transversal DDF oscillators, Aam(v), and define
Km(v) := k·αm ≡ kµαµm, (5.34)
so that we have the commutation relations
[Km(v),Kn(v)] = 0, [A
a
m(v),Kn(v)] = 0, [Lm,Kn(v)] = −nKm+n(v). (5.35)
Thus both sets {A−m(v), Lm} and {Km(v), Lm} commute with the transversal DDF operators, and the only
difference is that the second set is not diagonal. Consequently, the Kn operators do not generate physical states.
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The general form of a longitudinal DDF state in terms of the LK basis is
A−−n1(v) . . . A
−
−nN (v)|v〉 =
[ ∑
i1≥...≥iI ; j1≥...≥jJ
i1+...+jJ=n
yi1,...,iI ;j1,...,jJL−i1 . . . L−iIK−j1(v) . . . K−jJ (v)
+
∑
j1≥...≥jJ
j1+...+jJ=n
xj1,...,jJK−j1(v) . . . K−jJ (v)
]
|v − nk〉, (5.36)
where n := n1 + . . . + nN . The coefficients y and x are uniquely determined by the physical state conditions,
i.e. by the requirement that the state is annihilated by the positive Ln’s. Note that each term involving only
Kn’s (i.e. the second sum) is expected to vanish for d = 26 since we know from the no-ghost theorem that in
the critical dimension the longitudinal states become null and hence no terms without Virasoro generators can
occur.
Expressed in terms of the LK basis we find for the lowest longitudinal DDF states:
A−−1|v〉 = −L−1|v − k〉,
A−−2|v〉 =
{−L−2 + 3L−1K−1 + 26−d4 [−K−2 +K2−1]} |v − 2k〉,
A−−3|v〉 =
{− L−3 + 4L−2K−1 + 52L−1K−2 − 172 L−1K2−1
+ 2(26−d)3 [−K−3 + 3K−2K−1 − 2K3−1]
}|v − 3k〉,
A−−4|v〉 =
{− L−4 + 5L−3K−1 + 3L−2K−2 − 13L−2K2−1 + 73L−1K−3 − 16L−1K−2K−1 + 713 L−1K3−1
+ 26−d8 [−10K−4 + 40K−3K−1 + 13K2−2 − 86K−2K2−1 + 43K4−1]
}|v − 4k〉,
A−−2A
−
−2|v〉 =
{
L2−2 − 3L−3K−1 − 6L−2L−1K−1 + 34−d2 L−2K−2 + 46−d2 L−2K2−1
+ 9L2−1K
2
−1 + 5L−1K−3 +
3(44−d)
2 L−1K−2K−1 +
146−3d
2 L−1K
3
−1
+ 26−d16 [−12K−4 + 48K−3K−1 + (46− d)K2−2 − 2(82− d)K−2K2−1 + (82− d)K4−1]
}|v − 4k〉,
where we suppressed the v dependence for notational convenience. We notice that A−−1 leads to physical null
states and should not be used for building physical states. Rewriting the A−m’s in terms of the LK basis quickly
becomes rather cumbersome for higher excitations but we shall see below that we can circumvent most of this
calculation because we need only the information about the x coefficients for decoupling.
We now consider the three-vertex with a longitudinal DDF state of the form (5.36) on leg 1 and arbitrary
physical states on legs 2 and 3, respectively:
♠1✛ ✲
❄
θ
(
A
(1)−
−n1 (v) . . . A
(1)−
−nN (v)|v〉1
)
|phys〉
2
|phys′〉
3
. (5.37)
Note that in accordance with Eq. (5.3) we have not turned around leg 1 but have instead put in the Chevalley
involution θ. Our aim is to derive by means of the overlap equations some simple criteria for the longitudinal
DDF state to decouple. Since the A−−m’s are integrated physical vertex operators we could invoke Eq. (3.21) to
feed them straight through the vertex:
V [N ]
N∑
j=1
A
(j)−
−m (v) = 0. (5.38)
This identity, however, gives no insight into the decoupling mechanism. On the other hand, if we rewrite the lon-
gitudinal DDF in terms of the LK basis and move those through the vertex step by step then we do get powerful
statements about the decoupling. First, we observe that all terms of the form L−i1 . . . L−ikK−ik+1 . . .K−iI |v−
nk〉 vanish when fed through the vertex with physical states on the other legs. This follows from the discussion
in Sect. 5.1 and the fact that the Chevalley involution commutes with the Virasoro generators. Thus only the
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K terms contribute on-shell. As regards these terms we will next exploit the DDF construction and assume
that the physical states on the other legs are transversal DDF states with lightlike vectors k′,k′′ which are
proportional to the vector k needed for A−m(v,k):
♠1✛ ✲
❄
θ
(
A
(1)−
−n1 (v,k) . . . A
(1)−
−nN (v,k)|v〉1
)
A
(2)a1
−l1
(r,k′′) . . . A
(2)aL
−lL
(r,k′′)|r〉
2
A
(3)b1
−m1 (s,k
′) . . . A
(3)bM
−mM (s,k
′)|s〉
3
. (5.39)
Before applying the overlap equation for the K−j’s we note that
Kn(v)A
a1
−l1
(r,k′′) . . . AaL−lL(r,k
′′)|r〉 = 0,
Kn(v)A
b1
−m1 (s,k
′) . . . AbM−mM (s,k
′)|s〉 = 0, (5.40)
for n > 0 because of k·k′′ = k·ζai = 0 and k·k′ = k·ηbj = 0, respectively7. In view of the overlap Eq. (4.54)
we therefore conclude that any K
(1)
−j , when fed through the vertex, becomes K
(3)
0 (v) ≡ k ·α(3)0 acting on |s〉3
(note that we pick up one minus sign from the Chevalley involution and one from the overlaps giving the stated
result). Thus it is just a number κ := k·s (or k′ = κk) and the net result of feeding a product of longitudinal
DDF operators through the vertex is a polynomial P (κ) which we will refer to as (longitudinal) decoupling
polynomial. We will write P
[3]
n1,...,nN (κ) for the polynomial encoding the decoupling of the longitudinal DDF
state A−−n1 . . . A
−
−nN |v〉 from the three-vertex. Using the decomposition in Eq. (5.36) it has the general form
P [3]n1,...,nN (κ) :=
∑
j1≥...≥jJ
j1+...+jJ=n
xj1,...,jJκ
J . (5.41)
This allows us to rewrite the result of the above diagram as
P [3]n1,...,nN (κ)·

♠1✛ ✲
❄
| − v + nk〉
1 A
(2)a1
−l1
(r,k′′) . . . A
(2)aL
−lL
(r,k′′)|r〉
2
A
(3)b1
−m1 (s,k
′) . . . A
(3)bM
−mM (s,k
′)|s〉
3
 . (5.42)
After some algebra, we arrive at the following list of decoupling polynomials for
∑
i ni ≤ 7:
P
[3]
2 (κ) =
26−d
4 κ(κ− 1), (5.43)
P
[3]
3 (κ) = − 2(26−d)3 κ(κ− 1)(2κ− 1), (5.44)
P
[3]
4 (κ) =
26−d
8 κ(κ− 1)(43κ2 − 43κ+ 10), (5.45)
P
[3]
2,2(κ) =
26−d
16 κ(κ− 1)[(82− d)κ2 − (82− d)κ+ 12], (5.46)
P
[3]
5 (κ) = − 26−d3 κ(κ− 1)(2κ− 1)(29κ2 − 29κ+ 6), (5.47)
P
[3]
3,2(κ) = − 26−d30 κ(κ− 1)(2κ− 1)[(558− 5d)κ2 − (558− 5d)κ+ 84], (5.48)
P
[3]
6 (κ) =
26−d
24 κ(κ− 1)[1568κ4 − 3136κ3 + 2237κ2 − 669κ+ 70], (5.49)
P
[3]
4,2(κ) =
26−d
288 κ(κ− 1)[(54686− 387d)κ4 − (109372− 774d)κ3
+ (75754− 477d)κ2 − (21068− 90d)κ+ 1920], (5.50)
P
[3]
3,3(κ) =
26−d
72 κ(κ− 1)[(8773− 128d)κ4 − (17546− 256d)κ3
7This is a point where the construction could go wrong if the fundamental Weyl chamber contained more than one null direction,
because the products of the null vectors and the polarization vectors would then no longer vanish in general.
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+ (11819− 160d)κ2 − (3046− 32d)κ+ 216], (5.51)
P
[3]
2,2,2(κ) = − 26−d192 κ(κ− 1)[(34460− 660d+ 3d2)κ4 − (68920− 1320d+ 6d2)κ3
+ (45076− 768d+ 3d2)κ2 − (10616− 108d)κ+ 768], (5.52)
P
[3]
7 (κ) = − 26−d60 κ(κ− 1)(2κ− 1)[6367κ4 − 12734κ3 + 8873κ2 − 2506κ+ 240], (5.53)
P
[3]
5,2(κ) = − 26−d420 κ(κ− 1)(2κ− 1)[(173602− 1015d)κ4 − (347204− 2030d)κ3
+ (236278− 1225d)κ2 − (62676− 210d)κ+ 5400], (5.54)
P
[3]
4,3(κ) = − 26−d420 κ(κ− 1)(2κ− 1)[(125851− 1505d)κ4 − (251702− 3010d)κ3
+ (167909− 1855d)κ2 − (42058− 350d)κ+ 3000], (5.55)
P
[3]
3,2,2(κ) = − 26−d120 κ(κ− 1)(2κ− 1)[(94916− 1396d+ 5d2)κ4 − (189832− 2792d+ 10d2)κ3
+ (124364− 1624d+ 5d2)κ2 − (29448− 228d)κ+ 2160]. (5.56)
We make the following important observations.
All decoupling polynomials vanish identically in the critical dimension d = 26 reflecting the decoupling of
all longitudinal states there, in accord with the no-ghost theorem.
In general, decoupling takes only place at certain values of κ, namely at those zeros of the polynomials which
are of the form κ = 1ℓ for ℓ ∈ N. In view of diagram (5.42) one might argue that this only constitutes a sufficient
criterion for decoupling and in general the remaining diagram could also account for decoupling. But this is
not the case since the oscillator part of the longitudinal state, which is the relevant piece of information for
decoupling, has been completely absorbed into the decoupling polynomial and this is independent of the choice
of transversal level-one states on the other legs. Of course, the remaining diagram could vanish for a special
choice of transversal states, but for decoupling it had to vanish for arbitrary transversal level-one states on legs
2 and 3.
Once a “purely” longitudinal DDF state (i.e. involving only A−−m’s) decouples then also the whole transversal
Heisenberg module built on it will also decouple because the transversal DDF oscillators commute with the LK
basis. This shows that the question of missing longitudinal states can be completely solved in terms of the
decoupling polynomials.
By construction, the decoupling polynomials have vanishing constant term, i.e. have a zero at κ = 0. But
k ·s = 0 means that the state on leg 3 is an element of the E9 subalgebra. Since, by level conservation, we
then must have a level-one element on leg 2 we can interpret the zero at κ = 0 as the fact that the transversal
level-one DDF states form a representation of E9. In view of the antisymmetry of the Lie bracket, interchanging
legs 2 and 3 should make no difference for the decoupling, so that we also expect a zero at κ = 1. Indeed, the
above examples show this feature and we will give a general proof below.
Inspection of the list of examples tempts us to conjecture a generic zero at κ = 12 for odd total mode number,
i.e.
P [3]n1,...,nN (
1
2 ) = 0 for n1 + . . .+ nN odd. (5.57)
In other words, no (purely) longitudinal DDF states with total odd mode number can occur as level-two elements
of E10. This is in agreement with our example Λ7 described in the last section where we found A
−
−3(v)|v〉 not
to be an element of E10. Below, we will indicate how to prove the conjecture in general.
So far, we have always referred to E10 in our discussion of decoupling. But in the derivation of the decoupling
polynomials we actually did not use the fact that the momenta lie on a lattice but merely exploited features of
the old DDF construction which are of course also valid for the continuum case. Thus the pattern of longitudinal
decoupling as presented above also applies to any bosonic string model. In particular, we can now analyze other
hyperbolic Kac Moody algebras if we take the corresponding root lattice as momentum lattice for the string.
It is clear that the decoupling polynomial in (5.41) has degree n at most. Taking further into account the
universal factor κ(κ− 1), there can be at most n− 1 linearly independent decoupling polynomials. For fixed n,
on the other hand, we know that there are p1(n) − p1(n − 1) physical longitudinal DDF states and hence the
same number of decoupling polynomials. In other words, whereas the number of longitudinal DDF states grows
exponentially the number of independent decoupling polynomials increases linearly. This means that there is a
wealth of decoupling of longitudinal states. In fact, for large n (which corresponds to highly excitated massive
states) almost all longitudinal states decouple and only a small fraction leads to E10 elements. This feature
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explains, for example, why the level-two multiplicity formula for E10 found in [38] stays close to the number of
transversal states with slowly increasing deviation. But this argument will also apply in a more general context
to all hyperbolic Kac Moody algebras. There, the common feature of all explicitly known root multiplicities
is that they agree with or lie very near to the number of transversal states (see e.g. [37] for a table of root
multiplicities of the hyperbolic extension of A
(1)
1 ). Longitudinal decoupling thus gives a qualitative explanation
of this phenomenon.
It is possible to extract some information about the general structure of decoupling polynomials from the
physical state conditions. More specifically, let us consider the implications of the condition that a longitudinal
DDF state of the form (5.36) is annihilated by L1:
0
!
=
{ ∑
i1,...,iI
i1+...+iI=n
yi1,...,iI
[
(1 + i1)L1−i1L−i2 . . . L−ikK−ik+1 . . .K−iI + . . .
+ (1 + ik)L−i1 . . . L−ik−1L1−ikK−ik+1 . . .K−iI
+ ik+1L−i1 . . . L−ikK1−ik+1K−ik+2 . . .K−iI + . . .
+ iIL−i1 . . . L−ikK−ik+1 . . .K−iI−1K1−iI
]
+
∑
j1≥...≥jJ
j1+...+jJ=n
xj1,...,jJ
[
j1K1−j1K−j2 . . .K−jJ + . . .+ jJK−j1 . . .K−jJ−1K1−jJ
]}
|v − nk〉.
In order to fulfill this condition the coefficients of all linearly independent combinations of LK basis elements
have to vanish. Let us concentrate on terms which involve only K’s. We claim that they can only come from
the second sum. Indeed, terms of the form L−1K−i2 . . .K−iI |v−nk〉 with i2 ≥ . . . ≥ iI and i2+ . . .+ iI = n−1
do not give rise to pure K monomials since [L1, L−1] = 2L0 and L0K−i2 . . .K−iI |v − nk〉 = 0. Thus we arrive
at the following necessary condition:
0
!
=
∑
j1≥...≥jJ
j1+...+jJ=n
xj1,...,jJ
[
j1K1−j1K−j2 . . .K−jJ + . . .+ jJK−j1 . . .K−jJ−1K1−jJ
]
, (5.58)
where we put K0 ≡ 1 due to k ·(v − nk) = 1. This already severely constrains the L independent part of a
longitudinal physical state for it yields p1(n−1) linear equations for the p1(n) coefficients xj1,...,jJ . Consequently
it also determines a major part of the decoupling polynomials. For example, if we add up all linear equations
we obtain
0 =
∑
j1≥...≥jJ
j1+...+jJ=n
xj1,...,jJ [j1 + . . .+ jJ ]
= n
∑
j1≥...≥jJ
j1+...+jJ=n
xj1,...,jJ , (5.59)
but, in view of Eq. (5.41), this is nothing but the statement that the decoupling polynomial vanishes at κ = 1,
i.e. we can indeed always pull out the factor (κ − 1). We have also checked for the above list of decoupling
polynomials that, for odd n, the zeros at κ = 12 also follow from the information encoded in Eq. (5.58), but we
have not yet succeeded in finding a general proof. Note that the condition (5.58) is “universal” in the sense
that (apart from the factor (26− d) inside) it is independent of d and thus the same for all subcritical strings.
If we want to probe higher-level decoupling we encounter a new subtlety: the decoupling polynomials will
depend on the Koba Nielsen variables as parameters. The reason for this is that we can always only fix three
Koba Nielsen points whereas there are N of them for the N -vertex. Using the overlap equations (4.74) we
conclude that any K
(1)
−m, when fed through the vertex, becomes
∑N
i=3 z
m
i K
(i)
0 so that the decoupling polynomial
for the process
♠zi
P
✛
PPq
✲
❄
θ
(
A
(1)−
−n1 (v,k) . . . A
(1)−
−nN (v,k)|v〉1
)
|T3〉3
|T2〉2
|TN 〉N
q q q (5.60)
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is given by
P [N ]n1,...,nN (κ) :=
∑
m1≥...≥mJ
m1+...+mJ=n
N∑
i1,...,iJ=3
xm1,...,mJ (zi1)
m1 · · · (ziJ )mJκJ , (5.61)
with n := n1 + . . .+ nN .
5.4 On the decoupling of transversal states
We now turn to the decoupling of transversal states, which is our most striking result. It is here that the special
properties of the lattice enter in a crucial and still mysterious way, as there is no analogous decoupling in the
continuum, unlike for the longitudinal states discussed in the preceding section. Due to our lack of general
understanding we will in this section limit ourselves to the discussion of the specific example corresponding
to the root space E
(Λ7)
10 . For the explicit calculations we will mostly work with the vertex V
CSV whose cyclic
symmetry implies the cyclic symmetry of the associated overlap equations, which were given in Sect. 4.3. We
will also need the expressions of the DDF states entering (5.30) in terms of oscillators. Beside the obvious
formulas
Aa−1(r)|r〉 = (ζa ·α−1)|r+ δ〉, Ab−1(s)|s〉 = (ηb ·α−1)|s+ δ〉, (5.62)
we shall need
Aa−2(r)|r〉 =
{
(ζa ·α−2) + 2(ζa ·α−1)(δ ·α−1)
}
|r+ 2δ〉 (5.63)
as well as
Ac−3(v)|v〉 =
{
(ξc ·α−3) + 32 (ξc ·α−2)(δ ·α−1) + 34 (ξc ·α−1)(δ ·α−2)
+ 98 (ξ
c ·α−1)(δ ·α−1)(δ ·α−1)
}
|v + 32δ〉 (5.64)
and
Ac−1(v)A
d
−1(v)A
e
−1(v)|v〉 =
{
(ξc ·α−1)(ξd ·α−1)(ξe ·α−1)
+ 32δ
(cd(ξe) ·α−1)
[
1
4 (δ ·α−1)(δ ·α−1) + 12 (δ ·α−2)
]}|v + 32δ〉, (5.65)
where (cde) means symmetrization in the indices c, d, e with strength one. These formulas can be read off from
the appendix of [26]; the only point to remember is that because k(r) = k(s) = −δ and k(v) = − 12δ, we must
replace δ by 12δ everywhere in the appropriate formulas of [26] to get (5.64) and (5.65). Furthermore, we will
need to make use of the Chevalley involuted states obtained by replacing αµm and |v〉 by −αµm and | − v〉,
respectively, in the above expressions, cf. Eq. (2.96).
To prove that a given state ψ decouples, we will have to show that expressions like
V [3]
{
|ψ〉
1
⊗A(2)a−1 (r)|r〉2 ⊗A(3)b−1 (s)|s〉3
}
, (5.66)
V [3]
{
|ψ〉1 ⊗A(2)a−2 (r)|r〉2 ⊗ |s〉3
}
, (5.67)
V [3]
{
|ψ〉
1
⊗A(2)a−1 (r)A(2)b−1 (r)|r〉2 ⊗ |s〉3
}
, (5.68)
vanish for all possible choices of the transversal indices8. Since we will only attach physical states to the legs, any
three-vertex could be used. However, for all practical calculations, and in particular those involving oscillator
overlaps, we will make use of the CSV vertex V CSV. Before proceeding with the calculation, however, we note
8We here write out the tensor product symbol ⊗ unlike in previous formulas in order to render the expressions more transparent.
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an important simplification due to the following identity which is a special case of (3.21) and the transversal
analog of (5.38):
V [3]
3∑
j=1
A(j)am (r) = 0. (5.69)
It is crucial here that the DDF operators refer to the same DDF momenta although they act on states in different
Fock spaces which in general are constructed on other tachyonic grounstates with different DDF momenta, and
we therefore must exercise some care to indicate precisely which DDF operators are meant. As an example let
us apply the above identity to the two-string state A
(2)a
−1 (r)|r〉2 ⊗ A(3)b−1 (s)|s〉3 , so the first leg is not saturated.
We get
V [3]
{
A
(2)a
−1 (r)|r〉2 ⊗A(3)b−1 (s)|s〉3
}
= V [3]
{
|r〉
2
⊗A(3)a−1 (r)A(3)b−1 (s)|s〉3 + |r〉2 ⊗A(3)b−1 (s)|s〉3 A(1)a−1 (r)
}
. (5.70)
The first term on the right-hand side tells us that the expressions (5.66) and (5.68) are related. The last term
on the right-hand side of (5.70) contains a DDF operator acting on the first leg; when this operator acts on the
Chevalley involuted state | − v〉, we obtain
Aa−m(r)| − v〉 = Resz
[
ζa ·P(z)ei2mk(−v)·X(z)
]
| − v〉 ≡ ζaµAµ2m(−v)| − v〉, (5.71)
because k(−v) = + 12δ = − 12k(r) (note the contraction with the polarization vector ζaµ on the right-hand side
whereas the operator Aa2m(−v) is defined with ξaµ, which differs from ζaµ for a = 8). Thus the creation operator
is converted into an annihilation operator whose index is multiplied by two (for higher levels, the index will be
similarly multiplied by ℓ). Below we will apply this identity to a state built with odd-moded DDF operators
on the tachyonic groundstate, and so A
(1)a
−m (r) will commute through to annihilate the state. Consequently, the
second term on the right-hand side of (5.70) vanishes in this case, and the expressions (5.66) and (5.68) are, in
fact, equivalent.
To evaluate (5.66) and (5.67) in practice, we first express the states on legs 2 and 3 in terms of oscillators
according to (5.62) and (5.63), and then feed through the creation operators α−n (with n > 0) to the other
legs where they become annihilation or momentum operators acting on the state ψ by the oscillator overlap
equations (4.54). Next we commute these αn’s (with n ≥ 0) through the creation operators defining the state
ψ until they hit the oscillator vacuum. If any creation operators are still left on any of the legs, we repeat
this process until all creation operators have been eliminated. The result of the calculation is some polynomial
involving products of the polarization vectors and DDF momenta in various combinations multiplying
V [3] |t1〉1 ⊗ |t2〉2 ⊗ |t3〉3 = δt1+t2+t3,0, (5.72)
where t1, t2, t3 are the momenta of the three states attached to the three legs (in the example to be discussed,
we have t1 = −r− δ, t2 = −s− δ and t3 = v+ 32δ). Clearly, this result just expresses momentum conservation.
It also shows why we have to apply the Chevalley involution to some of the states, since the scalar product
evidently vanishes if all three momenta correspond to positive roots. In other words we have to arrange for
the momenta (i.e. the roots) to respect momentum conservation, which leaves only a finite number of states to
be checked. To establish the decoupling it then remains to show that the prefactor of (5.72) vanishes for all
possible choices of polarizations.
We will now show how this works for the above example with the vertex V CSV, using the Chevalley involuted
version of (5.62) on legs 2 and 3. Leaving the state ψ on the first leg arbitrary for the moment (it will be specified
below), we get
V CSV
{
|ψ〉
1
⊗ (ζa ·α(2)−1)| − r− δ〉2 ⊗ (ηb ·α(3)−1)| − s− δ〉3
}
= V CSV
{
(ζa ·ηb)|ψ〉
1
⊗ | − r− δ〉
2
⊗ | − s − δ〉
3
+
(
ζa ·α(1)1 − ζa ·α(1)0
)|ψ〉1 ⊗ | − r− δ〉2 ⊗ (ηb ·α(3)−1)| − s − δ〉3}
= V CSV
{[
(ζa ·ηb) +
(
ηb ·r+
∞∑
n=1
ηb ·α(1)n
)(
ζa ·α(1)1 − ζa ·α(1)0
)]|ψ〉
1
⊗ | − r− δ〉
2
⊗ | − s − δ〉
3
}
, (5.73)
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where we have used the overlaps (4.54) for α
(2)
−1 and α
(3)
−1, respectively. We now take ψ to be either A
c
−3(v)|v〉
or Ac−1(v)A
d
−1(v)A
e
−1(v)|v〉 whose form in terms of oscillators is given in (5.64) and (5.65), respectively. After
some oscillator algebra we obtain[
(ζa ·ηb) +
(
ηb ·r+
∞∑
n=1
ηb ·αn
)(
ζa ·α1 − ζa ·α0
)]
Ac−3(v)|v〉
=
{[
(ζa ·ηb)− (ηb ·r)(ζa ·v)][(ξc ·α−3) + 32 (ξc ·α−2)(δ ·α−1) + 34 (ξc ·α−1)(δ ·α−2)
+ 98 (ξ
c ·α−1)(δ ·α−1)(δ ·α−1)
]
+
[
(ζa ·ξc)(ηb ·r)− (ζa ·v)(ηb ·ξc)][34 (δ ·α−2) + 98 (δ ·α−1)(δ ·α−1)]
− 3(ζa ·v)(ηb ·ξc)[(δ ·α−1) + 1]}|v + 32δ〉 (5.74)
for (5.64) and [
(ζa ·ηb) +
(
ηb ·r+
∞∑
n=1
ηb ·αn
)(
ζa ·α1 − ζa ·α0
)]
Ac−1(v)A
d
−1(v)A
e
−1(v)|v〉
=
{[
(ζa ·ηb)− (ηb ·r)(ζa ·v)][(ξc ·α−1)(ξd ·α−1)(ξe ·α−1)
+ 32δ
(cd(ξe) ·α−1)[ 14 (δ ·α−1)(δ ·α−1) + 12 (δ ·α−2)]
]
+ 3
[
(ηb ·r)(ζa ·ξ(c)− (ζa ·v)(ηb ·ξ(c)](ξd ·α−1)(ξe) ·α−1)
+ 32δ
(cd
[
(ξe) ·ζa)(ηb ·r)− (ξe) ·ηb)(ζa ·v)][ 14 (δ ·α−1)(δ ·α−1) + 12 (δ ·α−2)]
+ 6(ζa ·ξ(c)(η|b| ·ξd)(ξe) ·α−1)
}
|v + 32δ〉 (5.75)
for (5.65). When we insert the above two expressions into formula (5.73) the remaining oscillators on leg 1 can
be removed by feeding them back again onto the other two legs. A glimpse at the overlaps shows that the result
is very simple because we only have groundstates on the other two legs. This means that α
(1)
−m just becomes
−α(3)0 . Consequently, we can replace δ·α(1)−m by −1 and ξc ·α−m by ξc ·s, respectively. Let us now consider the
following linear combination of the above states:
ψ :=
(
FAc−3(v) +GA
c
−1(v)A
c
−1(v)A
c
−1(v) +HA
c
−1(v)
8∑
d=1
Ad−1(v)A
d
−1(v)
)
|v〉. (5.76)
If we put this on leg 1 in (5.73) and take into account the preceding calculations we finally get
V CSV
{
|ψ〉1 ⊗ (ζa ·α(2)−1)| − r− δ〉2 ⊗ (ηb ·α(3)−1)| − s− δ〉3
}
= (ξc ·s)[(ζa ·ηb)− (ηb ·r)(ζa ·v)]{− 18F +G[(ξc ·s)2 − 38]+H( 8∑
d=1
(ξd ·s)2 − 54
)}
+
[
(ζa ·ξc)(ηb ·r)− (ζa ·v)(ηb ·ξc)]{38F + 3G[(ξc ·s)2 − 18]+H( 8∑
d=1
(ξd ·s)2 − 54
)}
+ 6G(ζa ·ξc)(ηb ·ξc)(ξc ·s) + 2H(ξc ·s)
8∑
d=1
(ξd ·s)[(ζa ·ξd)(ηb ·r)− (ζa ·v)(ηb ·ξd)]
+ 2H
8∑
d=1
[
(ζa ·ξc)(ηb ·ξd)(ξd ·s) + (ζa ·ξd)(ηb ·ξc)(ξd ·s) + (ζa ·ξd)(ηb ·ξd)(ξc ·s)]. (5.77)
Note that the momenta were just right for (5.72) to give 1 on the right-hand side. For decoupling the above
expression has to vanish for any choice of ζa and ηb. This analysis has to be performed case by case.
(1) Let ξc ·s = 0, i.e. c = 1, . . . , 7. Then the right-hand side reduces to[
(ζa ·ξc)(ηb ·r)− (ζa ·v)(ηb ·ξc)][38F − 38G− 14H]+ 2H 8∑
d=1
(ξd ·s)[(ζa ·ξc)(ηb ·ξd) + (ζa ·ξd)(ηb ·ξc)].
52
(i) If a = b = 8 or both a 6= 8 and b 6= 8 then this expression identically vanishes.
(ii) If either a = 8 or b = 8 then we are left with the relation
F −G− 103 H = 0. (5.78)
(2) Let ξc ·s = −1, i.e. c = 8. Then the right-hand side simplifies to[
(ζa ·ηb)− (ηb ·r)(ζa ·v)][ 18F − 58G+ 14H]
+
[
(ζa ·ξc)(ηb ·r)− (ζa ·v)(ηb ·ξc)][ 38F + 218 G− 14H]
+ 2H
8∑
d=1
(ξd ·s)[− (ζa ·ξd)(ηb ·r) + (ζa ·v)(ηb ·ξd) + (ζa ·ξc)(ηb ·ξd) + (ζa ·ξd)(ηb ·ξc)]
− 6G(ζa ·ξc)(ηb ·ξc)− 2H
8∑
d=1
(ζa ·ξd)(ηb ·ξd), (5.79)
where we have also used
∑8
d=1(ξ
d ·s) = −1 and ∑8d=1(ξd ·s)2 = 1.
(i) If both a 6= 8 and b 6= 8 then only the first term and the last term contribute and we get the condition
F − 5G− 14H = 0. (5.80)
(ii) If either a = 8 or b = 8 then the expression identically vanishes.
(iii) If a = b = 8 then all terms are nonzero and we find after insertion of the various scalar products
17F + 11G+ 18H = 0. (5.81)
Note that the last condition is just 24×(5.78)−7×(5.80), i.e. the three equations are linearly dependent and
only two of three parameters F,G,H are determined. If we put F = 2 then it is easy to check that we get
G = −8 and H = 3. Hence we have verified that the linear combinations appearing in (5.32) indeed decouple
in the expression (5.66).
It remains to show that this linear combination also decouples in (5.67). The calculation is completely
analogous to the one above. Putting the Chevalley involuted version of (5.63) on leg 2 and using the oscillator
overlaps we get
V CSV
{
|ψ〉
1
⊗ [− (ζa ·α(2)−2) + 2(ζa ·α(2)−1)(δ ·α(2)−1)]| − r− 2δ〉2 ⊗ | − s〉3}
= V CSV
{[
ζa ·α(1)0 − 2ζa ·α(1)1 + ζa ·α(1)2
+ 2
(
ζa ·α(1)1 − ζa ·α(1)0
)(
δ ·α(1)1 − δ ·α(1)0
)]|ψ〉
1
⊗ | − r− 2δ〉
2
⊗ | − s〉
3
}
. (5.82)
Explicitly, we obtain[
ζa ·α(1)0 − 2ζa ·α(1)1 + ζa ·α(1)2 + 2
(
ζa ·α(1)1 − ζa ·α(1)0
)(
δ ·α(1)1 − δ ·α(1)0
)]
Ac−3(v)|v〉
=
[− 3ζa ·α(1)0 + 2ζa ·α(1)1 + ζa ·α(1)2 ]Ac−3(v)|v〉
=
{
− 3(ζa ·v)[(ξc ·α−3) + 32 (ξc ·α−2)(δ ·α−1) + (ξc ·α−1)[ 34 (δ ·α−2) + 98 (δ ·α−1)(δ ·α−1)]]
+ (ζa ·ξc)[ 32 (δ ·α−2) + 94 (δ ·α−1)(δ ·α−1) + 3(δ ·α−1)]}|v + 32δ〉 (5.83)
for (5.64) and[
ζa ·α(1)0 − 2ζa ·α(1)1 + ζa ·α(1)2 + 2
(
ζa ·α(1)1 − ζa ·α(1)0
)(
δ ·α(1)1 − δ ·α(1)0
)]
Ac−1(v)A
d
−1(v)A
e
−1(v)|v〉
=
[− 3ζa ·α(1)0 + 2ζa ·α(1)1 + ζa ·α(1)2 ]Ac−1(v)Ad−1(v)Ae−1(v)|v〉
=
{
− 3(ζa ·v)[(ξc ·α−1)(ξd ·α−1)(ξe ·α−1) + 32δ(cd(ξe) ·α−1)[ 14 (δ ·α−1)(δ ·α−1) + 12 (δ ·α−2)]]
+ 6(ζa ·ξ(c)(ξd ·α−1)(ξe) ·α−1) + 3δ(cd(ξe) ·ζa)
[
1
4 (δ ·α−1)(δ ·α−1) + 12 (δ ·α−2)
]}|v + 32δ〉 (5.84)
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for (5.65). When we insert the above two expressions into formula (5.82) the remaining oscillators on leg 1 can
be removed by feeding them back again onto the other two legs. This amounts to replacing δ ·α−m by −1 and
ξc ·α−m by ξc ·s, respectively. If we put the linear combination (5.76) on leg 1 in (5.82) and take into account
the preceding calculations we finally get
V CSV
{
|ψ〉
1
⊗ [− (ζa ·α(2)−2) + 2(ζa ·α(2)−1)(δ ·α(2)−1)]| − r− 2δ〉2 ⊗ | − s〉3}
= −3(ξc ·s)(ζa ·v)
{
− 18F +G
[
(ξc ·s)2 − 38
]
+H
( 8∑
d=1
(ξd ·s)2 − 54
)}
+ 2(ζa ·ξc)
{
− 98F + 3G
[
(ξc ·s)2 − 18
]
+H
( 8∑
d=1
(ξd ·s)2 − 54
)}
+ 4H(ξc ·s)
8∑
d=1
(ξd ·s)(ζa ·ξd). (5.85)
This decoupling analysis again has to be performed case by case.
(1) Let ξc ·s = 0, i.e. c = 1, . . . , 7. Then the right-hand side reduces to
2(ζa ·ξc)[− 98F − 38G− 14H].
(i) If a = 8 then this expression identically vanishes.
(ii) If a 6= 8 then we are left with the relation
3F +G+ 23H = 0. (5.86)
(2) Let ξc ·s = −1, i.e. c = 8. Then the right-hand side simplifies to
3(ζa ·v)[ − 18F + 58G− 14H]+ 2(ζa ·ξc)[− 98F + 218 G− 14H]− 4H 8∑
d=1
(ξd ·s)(ζa ·ξd). (5.87)
(i) If a = 8 we get the condition
F −G− 103 H = 0. (5.88)
(ii) If a 6= 8 then the expression identically vanishes.
We observe that Eq. (5.78) and Eq. (5.88) are identical and that Eq. (5.86) can be written as 4×(5.78)−(5.80).
This means that the last two equations are compatible with the previous ones and hence we have verified that
the linear combinations appearing in (5.32) are indeed not elements of the root space E
(Λ7)
10 .
This result is remarkable in several ways. Firstly, it exemplifies an as yet ill understood mechanism by which
certain transversal physical states decouple from other transversal ones. Secondly, the calculation crucially
depends on properties of the root lattice; this means that the result will be completely different when we
perform the analysis for another lattice. Finally, we should stress again that, by this method, we have found
eight states orthogonal to the root space E
(Λ7)
10 without explicitly computing a single commutator! All this
makes transversal decoupling even more miraculous a phenomenon than longitudinal decoupling.
A The measure
We consider an infinitesimal shift of a fixed single Koba Nielsen point, zi, say:
z˜j := zj + δijǫ ∀j. (A.1)
If this shift is implemented by conformal transformations Mj acting on the N -vertex it then follows that
− ∂
∂zi
V [N ]({zj}) = lim
ǫ→0
1
ǫ
[
V [N ]({zj})− V˜ [N ]({z˜j})
]
= V [N ]({zj}) lim
ǫ→0
1
ǫ
[
1−
N∏
j=1
Mˆ(j)j
]
. (A.2)
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For the scattering amplitudes Eq. (3.1) this implies∮
dz1
2πi
. . .
∮
dzN
2πi
∆(z1, z2, z3)
∂
∂zi
µ¯({zj})V [N ]({zj})|ψ1〉1 . . . |ψN 〉N
= −
∮
dz1
2πi
. . .
∮
dzN
2πi
∆(z1, z2, z3) µ¯({zj}) ∂
∂zi
V [N ]({zj})|ψ1〉1 . . . |ψN 〉N
=
∮
dz1
2πi
. . .
∮
dzN
2πi
∆(z1, z2, z3) µ¯({zj})V [N ]({zj}) lim
ǫ→0
1
ǫ
[
1−
N∏
j=1
Mˆ(j)j
]
|ψ1〉1 . . . |ψN 〉N , (A.3)
where
∆(z1, z2, z3) :=
(z1 − z2)(z2 − z3)(z1 − z3)(
z1 − z(0)1
)(
z2 − z(0)2
)(
z3 − z(0)3
) . (A.4)
This means that, once we know the operators Mˆj , we can determine the function µ¯ by solving the differential
equation
∂
∂zi
µ¯({zj}) = µ¯({zj}) lim
ǫ→0
1
ǫ
[
1−
N∏
j=1
Mˆ(j)j
]
, (A.5)
which is to be understood as a relation between operators acting on arbitrary states.
Let us now determine the conformal transformations implementing the above shift of the Koba Nielsen point
zi. We have
ξ˜j(ζ) = [M−1j ◦ ξj ](ζ), (A.6)
i.e.,
Mj = ξj ξ˜−1j . (A.7)
Since we are only interested in infinitesimal changes of the Koba Nielsen points we consider the expansion of ξj
and ξ˜j around zj and z˜j , respectively:
ξj(ζ) = ξ
′
j(ζ − zj) +O
[
(ζ − zj)2
]
, (A.8)
ξ˜j(ζ) = ξ˜
′
j(ζ − z˜j) +O
[
(ζ − z˜j)2
]
, (A.9)
where
ξ′j ≡
dξj
dζ
∣∣∣∣
ζ=zj
, ξ˜′j ≡
dξ˜j
dζ
∣∣∣∣∣
ζ=z˜j
. (A.10)
Inverting the above expansion for ξ˜j(ζ) we get
ξ˜−1j (ζ) ≈ z˜j +
1
ξ˜′j
ζ. (A.11)
Hence the conformal transformations associated with the infinitesimal shift of the Koba Nielsen point zi have
the form
Mj ≈ ξ′j
(
z˜j − zj + 1
ξ˜′j
ζ
)
= ǫδijξ
′
j +
ξ′j
ξ˜′j
ζ, (A.12)
or, as operators,
Mˆj ≈ eǫδijξ′jL−1
(
ξ′j
ξ˜′j
)L0
≈ [1+ ǫδijξ′jL−1]
(
ξ′j
ξ˜′j
)L0
. (A.13)
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Suppose now that the states ψj for j 6= i occurring in (A.3) are all physical and that ψi ≡ Ω ∈ P0, i.e. LnΩ = 0
∀n ≥ 0. It then follows that
N∏
j=1
Mˆ(j)j |ψ1〉1 . . . |ψi−1〉i−1 |Ω〉i |ψi+1〉i+1 . . . |ψN 〉N
=
N∏
j=1
j 6=i
(
ξ′j
ξ˜′j
)[
1+ ǫξ′iL
(i)
−1
]
|ψ1〉1 . . . |ψi−1〉i−1 |Ω〉i |ψi+1〉i+1 . . . |ψN 〉N . (A.14)
Obviously L
(i)
−1|Ω〉i is a null physical state and will not contribute to a physical string scattering amplitude (cf.
Def. 3): ∮
dz1
2πi
. . .
∮
dzN
2πi
∆(z1, z2, z3)µ({zj})V [N ]({zj})L(i)−1|Ω〉i
N∏
j=1
j 6=i
|ψj〉j = 0, (A.15)
where µ ≡ ξ′iµ¯ denotes the true measure determined by decoupling. Consequently, we are left with the following
differential equation for the measure:
∂
∂zi
(
µ
ξ′i
)
=
µ
ξ′i
lim
ǫ→0
1
ǫ
[
1−
N∏
j=1
j 6=i
ξ′j
ξ˜′j
]
=
µ
ξ′i
∂
∂zi
log
[ N∏
j=1
j 6=i
ξ′j
]
, (A.16)
which has the solution (up to multiplication by a constant)
µ =
N∏
j=1
ξ′j =
N∏
j=1
∂ξj
∂ζ
∣∣∣∣
ζ=zj
. (A.17)
If we choose ξk, say, as the coordinate ζ, then the measure takes the form
µ =
N∏
j=1
∂τjk
∂ξk
∣∣∣∣
ξj=0
. (A.18)
Let us work out some examples.
(i) For the choice [41]
ξj :=
(ζ − zj)(zj+1 − zj−1)
(ζ − zj−1)(zj+1 − zj) , (A.19)
or,
τji(ξi) :=
[
(zi+1 − zi)(zi−1 − zj)ξi + (zi+1 − zi−1)(zj − zi)
]
(zj+1 − zj−1)[
(zi+1 − zi)(zi−1 − zj−1)ξi + (zi+1 − zi−1)(zj−1 − zi)
]
(zj+1 − zj)
, (A.20)
we find the measure to be
µ =
N∏
j=1
zj+1 − zj−1
(zj+1 − zj)(zj − zj−1) , (A.21)
while the zero mode term (3.13) after some algebra is given by
N =
∏
i<j
[
− (zj+1 − zj)(zj − zj−1)(zi+1 − zi)(zi − zi−1)
(zj+1 − zj−1)(zi+1 − zi−1)(zj − zi)2
]− 12pi·pj
. (A.22)
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When we rearrange this product and use momentum conservation we arrive at the formula
N =
N∏
j=1
[
(zj+1 − zj)(zj − zj−1)
zj+1 − zj−1
] 1
2p
2
j ∏
i<j
(zi − zj)pi·pj . (A.23)
Note that for tachyon scattering, i.e. p2j = 2 ∀j, the measure is cancelled by the first product in the zero
mode term.
(ii) For the simple choice:
ξj(ζ) := ζ − zj , (A.24)
or,
τji(ξi) := ξi + zi − zj, (A.25)
the measure comes out to be a constant,
µ = 1, (A.26)
while the zero mode term (3.13) is given by
N =
∏
i<j
(zi − zj)pi·pj . (A.27)
(iii) For the “vertex operator choice”:
τ12 = Γ, τ1i =
1
ξi + zi
, τi1 =
1
ξ1
− zi, τij = ξj + zj − zi, (A.28)
we may take ξ2 ≡ ζ so that z2 = 0, z1 =∞ and the measure becomes
µ = − 1
z21
, (A.29)
which is cancelled by the Faddeev Popov determinant (for z2 = 0, z1 →∞)
(z1 − z2)(z2 − z3)(z1 − z3) = (−z21)z3, (A.30)
to give a finite result as z1 →∞. Evaluation of the zero mode term finally yields
N =
∏
2≤i<j≤N
(zi − zj)pi·pj . (A.31)
For tachyon scattering, i.e. p2j = 2 ∀j, we observe that the product µN of the measure and the zero mode term
always reproduces the well-known Koba Nielsen formula.
References
[1] Alessandrini, V., Amati, D., le Bellac, M., and Olive, D.: The operator approach to dual multiparticle
theory. Phys. Rep. C1, 269–346 (1971)
[2] Alvarez-Gaume´, L., Gomez, C., Moore, G., and Vafa, C.: Strings in the operator formalism. Nucl. Phys.
B303, 455–521 (1988)
[3] Bardakc¸i, K., and Halpern, M. B.: New dual quark models. Phys. Rev. D3, 2493–2506 (1971)
[4] Belavin, A. A., Polyakov, A. M., and Zamolodchikov, A. B.: Infinite conformal symmetry in two-
dimensional quantum field theory. Nucl. Phys. B241, 333–380 (1984)
[5] Borcherds, R. E.: Vertex algebras, Kac-Moody algebras, and the monster. Proc. Nat. Acad. Sci. U.S.A.
83, 3068–3071 (1986)
57
[6] Borcherds, R. E.: Monstrous Lie superalgebras. Invent. Math. 109, 405–444 (1992)
[7] Bourbaki, N.: Groupes et alge`bres de Lie, Ch. 7–8. Hermann, Paris (1975)
[8] Brower, R. C.: Spectrum-generating algebra and no-ghost theorem for the dual model. Phys. Rev. D6,
1655–1662 (1972)
[9] Caneschi, L., Schwimmer, A., and Veneziano, G.: Twisted propagator in the operatorial duality formalism.
Phys. Lett. 30B, 351–356 (1969)
[10] Conway, J. H.: The automorphism group of the 26-dimensional even unimodular Lorentzian lattice. J.
Algebra 80, 159–163 (1983)
[11] Cremmer, E., Julia, B., and Scherk, J.: Supergravity theory in 11 dimensions. Phys. Lett. 76B, 409–412
(1978)
[12] Del Giudice, E., Di Vecchia, P., and Fubini, S.: General properties of the dual resonance model. Ann.
Physics 70, 378–398 (1972)
[13] Di Vecchia, P., Frau, M., Lerda, A., and Sciuto, S.: A simple expression for the multiloop amplitude in
the bosonic string. Phys. Lett. 199B, 49–56 (1987)
[14] Di Vecchia, P., Hornfeck, K., Frau, M., Lerda, A., and Sciuto, S.: N-string vertex and multiloop calculations
in the bosonic string. In: P. Di Vecchia and J. L. Petersen (eds.), Perspectives in String Theory, Proceedings
NBI/Nordita Meeting, Copenhagen, 12–16 Oct. 1987, pp. 422–436, Singapore (1988). World Scientific
[15] Feingold, A. J., and Frenkel, I. B.: A hyperbolic Kac-Moody algebra and the theory of Siegel modular
forms of genus 2. Math. Ann. 263, 87–144 (1983)
[16] Feingold, A. J., Frenkel, I. B., and Ries, J. F. X.: Representations of hyperbolic Kac-Moody algebras. J.
Algebra 156, 433–453 (1993)
[17] Freeman, M. D., and West, P.: Ghost vertices for the bosonic string using the group theoretic approach to
string theory. Phys. Lett. 205B, 30–37 (1988)
[18] Frenkel, I. B.: Representations of Kac-Moody algebras and dual resonance models. In: Applications of
Group Theory in Theoretical Physics, pp. 325–353, Providence, RI (1985). American Mathematical Society.
Lect. Appl. Math., Vol. 21
[19] Frenkel, I. B., Huang, Y.-Z., and Lepowsky, J.: On axiomatic approaches to vertex operator algebras and
modules. Mem. Amer. Math. Soc. 104(594) (1993)
[20] Frenkel, I. B., and Kac, V. G.: Basic representations of affine Lie algebras and dual models. Invent. Math.
62, 23–66 (1980)
[21] Frenkel, I. B., Lepowsky, J., and Meurman, A.: Vertex Operator Algebras and the Monster. Pure and
Applied Mathematics Volume 134. Academic Press, San Diego (1988)
[22] Fubini, S., and Veneziano, G.: Duality in operator formalism. Nuovo Cim. 67A, 29–47 (1970)
[23] Gebert, R. W.: Introduction to vertex algebras, Borcherds algebras, and the monster Lie algebra. Int. J.
Mod. Phys. A8, 5441–5503 (1993)
[24] Gebert, R. W.: Beyond affine Kac-Moody algebras in string theory. Ph.D. thesis, Hamburg University,
Hamburg (1994). Preprint DESY 94–209
[25] Gebert, R. W., and Nicolai, H.: E10 for beginners. In: Proceedings Feza Gu¨ersey Memorial Conference,
Istanbul, June 1994, New York. Springer. To appear. Preprint hep-th/9411188
[26] Gebert, R. W., and Nicolai, H.: On E10 and the DDF construction. Commun. Math. Phys. (1995). In
press
[27] Gepner, D., and Witten, E.: String theory on group manifolds. Nucl. Phys. B278, 493–549 (1986)
58
[28] Giddings, S. B., and Wolpert, S. A.: A triangulation of moduli space from light cone string theory.
Commun. Math. Phys. 109, 177–190 (1987)
[29] Ginsparg, P.: Applied conformal field theory. In: E. Bre´zin and J. Zinn-Justin (eds.), Les Houches Session
XLIX, 1988, Fields, Strings and Critical Phenomena, pp. 1–168. Elsevier (1989)
[30] Goddard, P.: Vertex operators and algebras. In: G. Furlan, R. Jengo, J. C. Pati, D. W. Sciama, and
Q. Shafi (eds.), Superstrings, Supergravity and Unified Theories, pp. 255–291, Singapore (1986). World
Scientific. The ICTP Series in Theoretical Physics – Vol.2
[31] Goddard, P.: Meromorphic conformal field theory. In: V. G. Kac (ed.), Infinite Dimensional Lie Algebras
and Groups – Proceedings of the Conference held at CIRM, Luminy, July 4-8, 1988, pp. 556–587, Singapore
(1989). World Scientific. Advanced Series in Mathematical Physics Vol.7
[32] Goddard, P., and Olive, D.: Algebras, lattices and strings. In: J. Lepowsky, S. Mandelstam, and I. M.
Singer (eds.), Vertex Operators in Mathematics and Physics – Proceedings of a Conference November 10-17,
1983, pp. 51–96, New York (1985). Springer. Publications of the Mathematical Sciences Research Institute
#3
[33] Goddard, P., and Olive, D.: Kac-Moody and Virasoro algebras in relation to quantum physics. Int. J.
Mod. Phys. A1, 303–414 (1986)
[34] Goddard, P., and Thorne, C. B.: Compatibility of the dual Pomeron with unitarity and the absence of
ghosts in the dual resonance model. Phys. Lett. 40B, 235–238 (1972)
[35] Green, M. B., Schwarz, J. H., and Witten, E.: Superstring Theory Vol. 1&2. Cambridge University Press
(1988)
[36] Kac, V. G.: Lie superalgebras. Adv. in Math. 26, 8–96 (1977)
[37] Kac, V. G.: Infinite dimensional Lie algebras. Cambridge University Press, Cambridge, third edn. (1990)
[38] Kac, V. G., Moody, R. V., and Wakimoto, M.: On E10. In: K. Bleuler and M. Werner (eds.), Differ-
ential geometrical methods in theoretical physics. Proceedings, NATO advanced research workshop, 16th
international conference, Como, pp. 109–128. Kluwer (1988)
[39] Koba, Z., and Nielsen, H. B.: Reaction amplitude for n-mesons, a generalization of the Veneziano–
Bardakc¸i–Ruegg–Virasoro model. Nucl. Phys. B10, 633–655 (1969)
[40] Lerche, W., Schellekens, A. N., and Warner, N. P.: Lattices and strings. Phys. Rep. 177, 1–140 (1989)
[41] Lovelace, C.: Simple N -Reggeon vertex. Phys. Lett. 32B, 490–494 (1970)
[42] Lu¨scher, M., and Mack, G.: The energy momentum tensor of a critical quantum field theory in 1+1
dimensions. Unpublished
[43] Lu¨st, D., and Theisen, S.: Lectures on String Theory. Lecture Notes in Physics 346. Springer, New York
(1989)
[44] Mandelstam, S.: Interacting string picture of dual resonance models. Nucl. Phys. B64, 205–235 (1973)
[45] Marotta, V., and Sciarrino, A.: Vertex operator realization and representations of hyperbolic Kac-Moody
algebra Aˆ
(1)
1 . J. Phys. A: Math. and Gen. 26, 1161–1177 (1993)
[46] Moody, R. V.: Root systems of hyperbolic type. Adv. in Math. 33, 144–160 (1979)
[47] Neveu, A., and West, P.: Conformal mappings and the three-string bosonic vertex. Phys. Lett. 179B,
235–240 (1986)
[48] Neveu, A., and West, P.: Symmetries of the interacting gauge-covariant bosonic string. Nucl. Phys. B278,
601–631 (1986)
[49] Neveu, A., and West, P.: Group theoretic approach to the perturbative string S-matrix. Phys. Lett. 193B,
187–194 (1987)
59
[50] Neveu, A., and West, P.: Cycling, twisting, and sewing in the group theoretic approach to strings. Commun.
Math. Phys. 119, 585–607 (1988)
[51] Neveu, A., and West, P.: Group theoretic approach to the open bosonic string multi-loop S-matrix.
Commun. Math. Phys. 114, 613–643 (1988)
[52] Nicolai, H.: New linear systems for 2d Poincare´ supergravities. Nucl. Phys. B414, 299–328 (1994)
[53] Nicolai, H., and Warner, N. P.: The structure of N=16 supergravity in two dimensions. Commun. Math.
Phys. 125, 369–384 (1989)
[54] Olive, D.: Operator vertices and propagators in dual theories. Nuovo Cim. 3A, 399–411 (1971)
[55] Sac¸liogˇlu, C.: Dynkin diagrams for hyperbolic Kac-Moody algebras. J. Phys. A: Math. and Gen. 22,
3753–3769 (1989)
[56] Scherk, J.: An introduction to the theory of dual models and strings. Rev. Mod. Phys. 47, 123–164 (1975)
[57] Sciuto, S.: The general vertex function in dual resonance models. Lett. Nuovo Cim. 2, 411–418 (1969)
[58] Segal, G.: Unitary representations of some infinite dimensional groups. Commun. Math. Phys. 80, 301–342
(1981)
[59] Sidenius, J. R.: Reggeons and the string path integral. In: P. Di Vecchia and J. L. Petersen (eds.),
Perspectives in String Theory, Proceedings NBI/Nordita Meeting, Copenhagen, 12–16 Oct. 1987, pp. 403–
421, Singapore (1988). World Scientific
[60] Tits, J.: Groupes associe´s aux alge`bres de Kac-Moody. Se´minaire Bourbaki 700, 1–24 (41e`me anne´e,
1988-89)
[61] Veneziano, G.: Construction of a crossing-symmetric, Regge-behaved amplitude for linearly rising trajec-
tories. Nuovo Cim. 57A, 190–197 (1968)
[62] West, P.: Physical states and string symmetries. Preprint hep-th/9411029, KCL-TH-94-19, King’s College
London (1994)
[63] West, P. C.: String vertices and induced representations. Nucl. Phys. B320, 103–134 (1989)
[64] Witten, E.: Topological tools in ten-dimensional physics. Int. J. Mod. Phys. A1, 39–64 (1986)
60
