The purpose of this article is to derive a superposition formula for the pseudounitary matrix Riccati equation of dimension N 2. The superposition formula will be written in closed form in terms of ve particular solutions satisfying certain well speci ed conditions de ning a fundamental set. Examples will be studied in order to show how the superposition formula works and how it can be used in numerical calculations.
Introduction
Let us consider a system of n rst order (real or complex) ordinary di erential equations _ y = (y 1 ; : : :; y n ; t) ; 1 n: (1) If the system is linear, then we can write the general solution as a linear combination of n particular solutions.
A generalisation of the concept of linear superposition is that of a fundamental set of solutions. Thus, the system (1) has a fundamental set of solutions if its general solution can be written as a function of m particular solutions and n signi cant constants. Using vector notation, we writeỹ (t) =F(ỹ 1 (t); : : :;ỹ m (t); c 1 ; : : :; c n ): (2) If the system (1) is nonlinear and formula (2) exists, we shall call it a \nonlinear superposition formula".
Necessary and su cient conditions for a fundamental set of solutions to exist for a system of nonlinear ordinary di erential equations (NLODE) were presented by Sophus Lie (see e.g. Ref 
The number of solutions m in a fundamental set then satis es n m r: (6) For n = 1 only one nonlinear equation satis es Lie's criterion, namely the Riccati equation _ y = Z 1 (t) + Z 2 (t)y + Z 3 (t)y 2 : (7) The SF in this case (well known long before Lie's work) is y = cy 2 (y 1 ? y 3 ) ? y 1 (y 2 ? y 3 ) c(y 1 ? y 3 ) ? (y 2 ? y 3 ) : (8) For n 2 the situation is incomparably richer and a clasi cation of systems of NLODE's with SF's is equivalent to a classi cation of Lie algebras that can be realized by vector elds in n dimensions (see eq. (4)).
Such a classi cation, without further restrictions, is an unmanagable task. What has been performed is a classi cation of all indecomposable systems of NLODE's with SF's. These are systems from which it is not possible to split o a subsystem that itself has a SF. The classi cation of indecomposable systems of NLODE's with SF's was related 2] (10) where U is a constant matrix (representing the initial conditions). Eq.(10) represents the nonlinear action of the group G on the space M. When M is realized as a grasmannian of k-planes, the components of W(t) are identi ed as a ne coordinates on M.
In particular, for MRE's (9), the formula (10) reduces to W(t) = (g 11 (t)U + g 12 (t))(g 21 (t)U + g 22 (t)) ?1 ; (11) where g are matrices of the appropriate dimensions.
The above considerations bring out the physical interest of NLODE's with SF's. Lie's original result essentially states that the right hand side of eq.(1) must lie in a nite dimensional Lie algebra (see eq. (4)). This condition is imposed 12] on B acklund transformations in the theory of completely integrable in nite dimensional Hamiltonian systems 13] . For equations in the AKNS hierarchy 14] , the algebra is sl(2; <) or sl(2; C) and indeed the corresponding B acklund transformations have the form of Riccati equations (in each independent variable).
MRE's occur as B acklund transformations for multi eld equations, such as those occuring in the -model 15;16] or n-dimensional generalisations of the sine-Gordon equations 17] . The particular type of MRE that occurs depends on which -model is considered. In the case under consideration, the matrices W, subject to the MRE (9) will be pseudohermitian (see eq.(15) below), certainly a case of interest in the context of unitary -model. MRE's related to the Lie groups SL(N; <) and SP(2N; <) were studied in earlier publications 7;8;9] .
The purpose of this article is to obtain SF's for the pseudounitary MRE, i.e. the case when we take G as the group SU(N; N). (12) respectively, where the cross denotes hermitian conjugation.
Let us consider the maximal parabolic subgroup G p SU(N; N) of matrices g p satisfying (12) and having the form g p = g 11 0 g 21 g 22 ! ; (13) and construct the homogeneous space M G=G p : (14) We can do this in terms of a grassmanian of isotropic planes with a ne coordinates given by the matrix W, satisfying
The action of SU(N; N) on M is then given by W 0 = (g 11 W + g 12 )(g 21 W + g 22 ) ?1 (16) and is both transitive and primitive. The origin in M is the point W = 0 and its isotropy group is indeed G p of eq. (13). We can also use redundant \homogeneous"
X; Y 2 C N N ; G 0 2 GL(N; C); (18) in which the action of SU(N,N) is linear 
The Fundamental Set of Solutions
Lie's lower bound (6) on the number m of solutions in a fundamental set in the present case boils down to the following. We can view eq.(23) for given solutions W i and the corresponding initial conditions U i as algebraic equations for the unknowns g ik (t). Their number is r = 4N 2 ? 1 = dim SU(N; N)]. Each solution provides n = N 2 real equations for these unknowns. Thus, eq.(6) implies m 4 for N 2 and m 3 for N = 1. The case N = 1 corresponds to a scalar Riccati equation for which the condition m 3 is saturated (we have m = 3). For N 2 this is not so, i.e. the 4N 2 equations given by 4 solutions are not linearly independent and hence do not determine g(t) unambiguously.
In general, m is the minimal number of initial conditions U i (and hence of solutions W i ) for which the joint stabilizer in the group G is the identity transformation. In the case under consideration, we require that the equations U i = (g 11 U i + g 12 )(g 21 U i + g 22 ) ?1 ; i = 1; : : : ; m (25) should imply g 11 = g 22 = I; g 12 = g 21 = 0: (26) Let us note that the SU(N; N) matrix g(t) can be replaced by g 0 (t) = g(t)h ?1 ; h 2 SU(N; N); (27) where h is a constant matrix. We can use h to standardize the initial data matrices U i into some convenient form. (21) is given by the superposition formula (34) in terms of ve particular solutions, satisfying the initial conditions speci ed in Theorem 1. The matrix g 11 is given by eq.(36) and the constant matrix U is related to the inital condition matrix W(0) by matrix linear fractional transformation with constant coe cients. One possible application of the superposition formula (34) is to use it for numerical calculations. Thus, the needed 5 particular solutions can be generated numerically for well chosen initial solutions for a given pseudounitary matrix Riccati equation. The matrix g 11 (t) can then be calculated once and for all and stored in a data bank. Then, we can calculate as many di erent solutions as we wish, using eq.(34). The input solutions can be chosen to be smooth functions of t for 0 t t M , where t M is some chosen nite time. For other values of U solutions may have poles in the same region. The superposition formula will provide these singularities and make it possible to pinpoint them with great precision.
This procedure was adapted earlier 18;19] for matrix Riccati equations based on SL(2N; <) and SP(2N; <). The ve solutions corresponding to these initial conditions will be found using a fourthorder Runge-Kutta (R-K) algorithm. The MRE is rewritten in vector form: _ W k = f k (t; W) ; k = 1; : : : ; N(N + 1)=2 : Fig.1a shows the graph of the independent elements of one of the solutions of the fundamental set obtained using the R-K method with an increment of t = 0:1 sec. The initial condition is W(0) = iI. We note that the real part of the non-diagonal element is zero for all t. This is because we have, in our particular case, the proprieties that A = ?A, D = ?D, B = B, C = C and W (0) = ?W(0). The MRE then gives _ W (t) = ? _ W(t) so that W(t) is a purely imaginary matrix if its initial condition is one. We have also done the calculations for the initial condition
using both methods: R-K and superposition. The agreement was found to be of 4 to 8 signi cant digits. Fig.1b shows a solution obtained using the superposition formula. The initial condition is W(0) = ?3iI and the increment is t = 0:025 sec. We note the singular point between t = 0 sec. and t = 1 sec. In order to obtain the R-K solution after the singularity, we used the dual equation (38) with initial condition V (0) = (?3iI) ?1 = i 3 I whose solution doesn't show a singularity before t = 1. We were then able to calculate the inverse of the R-K solution at a time t past the singularity. The agreement with R-K is 2 to 5 signi cant digits for points before the singularity (t 0:4 sec.) and 1 to 5 signi cant digits after (t 0:6sec.). Finally, g.1c shows a closer look at the singularity. Here the calculations were done using t = 0:00025. This graph makes it possible to locate the singularity around t = 0:485 sec.
The next example, a 3 3 case, involves the following coe cients 
using both methods: R-K and superposition. The agreement between the two methods was found to be 5 to 8 signi cant digits. Figure 2b shows some of the independent elements of the solution W(t) found using the superposition method with initial condition W(0) = ?iI ( t = 0:01). We note the singularity occuring between t = 0 sec. and t = 1 sec. The same method as previously was used to compare our results from both methods. The agreement before the singularity (t 0:6 sec.) is 3 to 9 signi cant digits compared to 3 to 7 signi cant digits after (t 0:65 sec.). Finally, g.2c shows a closer look at the singularity. Here the calculations were done using t = 0:001. This graph makes it possible to locate the singularity around t = 0:624 sec.
CONCLUSIONS
The main result of this paper is the SF (34) with g 11 (t) evaluated using eq.(35)-(37). The SF can be used to investigate properties of the solution space of a given pseudounitary MRE.
In Section 4 we have shown that the SF can also be used as a method for calculating solutions numerically. One of the purposes of including these examples is to show that a set of ve smooth solutions, with no singularities on the considered interval of the real time axis, can be superposed to produce singular solutions (see the poles on g. 1,2). The SF makes it very easy to pinpoint singularities of solutions occuring in real time. Indeed, we can use our data bank of smooth solutions to approach a singularity from both sides with arbitrary precision.
We mention that earlier studies of other types of matrix Riccati equations have shown that the SF becomes particularly e cient for large matrices (N 10), but this is not the place to illustrate the computer science aspects of superposition formulas. Here, we have chosen the lowest meaningful dimensions (N = 2; 3) and one case with constant coe cients, the other with variable periodic ones.
We mention that MRE with constant coe cients (constant matrices A,B,D in eq. This is also demonstrated by our numerical calculation (see g.1). 
