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a b s t r a c t
The real-world inventory control problems are normally imprecisely defined and human
interventions are often required in solving these decision-making problems. In this paper,
a realistic inventory problemwith an infinite rate of replenishment over a prescribed finite
but imprecise time horizon is formulated considering time dependent ramp type demand,
which increases with time. Lead time is also assumed as fuzzy in nature. Shortages are
allowed and backlogged partially. Twomodels are considered depending upon the ordering
policies of the decision maker (DM). The imprecise parameters are first transformed to
corresponding nearest interval numbers depending upon some distance metric on fuzzy
numbers and then following the interval mathematics, the objective function for total
profit from the planning horizon is obtained (which is an interval function). Then interval
objective decision making problem is reduced to multi-objective problems using different
approaches. Finally a fast and elitist multi-objective genetic algorithm (FEMOGA) is used
for solving these multi-objective models to find pareto-optimal decisions for the DM. The
models are illustrated numerically. As a particular case, the results due to linear trended
and constant demands have been presented.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In the existing literature, inventorymodels are generally developed under the assumption of constant or stochastic lead-
time. A number of research papers have already been published in this direction (cf. [1–3] etc.). Recently Hayya et al. [4]
studied the impact of stochastic lead time reduction on inventory cost under order crossover. Yu et al. [5] developed a
deteriorating repairable systemwith stochastic lead time and replaceable repair facility. Abginehchi and Farahani [6] studied
the determination of optimal suppliers under stochastic lead times. But in real life situations, the lead-time is normally vague
and imprecise, i.e. uncertain in the non-stochastic sense. It will bemore realistic to consider the lead-time as fuzzy in nature.
Very few research papers have been produced in this direction [7,8].
Normally, the duration of seasonal products is constant and these are available in the market every year during a fixed
interval of time. Hence the time period for the business of seasonal goods is assumed to be finite. Several researchers
([9–11] etc.) have developed this type of inventorymodels. The shortcoming of these researchworks is the assumption of the
duration of the season of such products as deterministic having a finite crisp value. Although the duration of the season for
an item is approximately finite, it fluctuates from year to year due to environmental changes. So it is worthwhile to assume
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this duration as a fuzzy/random parameter. Some research papers have already been published in this direction [12–14].
The aim of this research work is twofold:
• Firstly model with lead-time of a product as an imprecise parameter.
• Secondly model with time horizon of the product as a fuzzy number.
In a fuzzy programming problem, the parameters are normally defined by fuzzy numbers. These fuzzy numbers describe
the imprecise coefficients of a fuzzy model. These imprecise coefficients may then be approximated to a crisp set of interval
numbers. Grzegorzewski [15] suggested a method to substitute a fuzzy number by a crisp interval number. Chanas and
Kutchta [16] defined a transportation problemwith fuzzy cost coefficients and developed an algorithm to solve the problem
replacing the fuzzy parameters by crisp interval numbers. Maiti and Maiti [17] developed a fuzzy inventory model where
fuzzy parameters are replaced by equivalent interval numbers (following Grzegorzewski [15]) and an objective function
is transformed to an equivalent multi-objective problem and solved using a Multi-objective Genetic Algorithm (MOGA).
Several other papers use MOGA to solve different inventory control problems [18–20]. Gupta et al. [21] use a rank based
selection process in a real coded GA for solving an inventory model with interval valued inventory costs.
This paper develops an inventory problem with time dependent ramp type demand rate for a prescribed finite but
imprecise time horizon allowing imprecise lead-time. The lead-time and planning horizon are represented by fuzzy
numbers. The fuzzy numbers are expressed with the help of triangular membership functions and then converted to
appropriate interval numbers following Grzegorzewski [15]. (See Appendix A.1.) Two models (model-1, 2) are considered
depending upon the nature of ordering policy. In model-1 business starts with an initial inventory level and order is placed
when the inventory level is non-negative and in model-2 cycle starts with back-ordering. For each problem, using the
concept of interval arithmetic, (see Appendix A.2), we have constructed different equivalent multi-objective deterministic
problems corresponding to the original problem. (See Appendix A.3.) These equivalent problems have been solved using
MOGA procedure. Finally, the models are illustrated numerically and the results are presented in tabular forms. Results for
linearly trended demand and constant demand are presented as particular cases.
2. Assumptions and notation
The following notations and assumptions are used in developing the models. The symbol ˜ is used on the top of some
notations to indicate fuzzy numbers.
(i) Inventory system involves only one item and one stocking point.
(ii) Shortages are allowed but backlogged partially.
(iii) f (t) = a.t2+b.t+ c, a, b, c > 0, be the deterministic ramp type demand per unit time, which increases quadratically
with time.
(iv) c1 = The inventory carrying cost per unit per unit time for each cycle.
(v) c2 = Shortage cost per unit per unit time for each cycle.
(vi) c3 = The replenishment (ordering) cost per order.
(vii) H˜ = Prescribed time horizon, which is a triangular fuzzy number(TFN), i.e.,
H˜ = (h1, h2, h3) ≡ [H1,H2], (0 < H1 < H2)
where [H1,H2] is the nearest interval to H˜ . (See Appendix A.1.)
(viii) N + 1= Total number of replenishment to be made during the prescribed time horizon H˜ and total cycle length must
be less than or equal to H˜ .
(ix) L˜= Lead-time, which is a TFN, i.e.,
L˜ = (a1, a2, a3) ≡ [L1, L2], (0 < L1 < L2)
where [L1, L2] is the nearest interval to L˜. (See Appendix A.1.)
For jth cycle (j = 1, 2, 3, . . . ,N + 1):
(x) cj = purchasing cost per unit quantity and is dependent upon the lead time L˜ such that cj = cp + c ′p/L˜, c ′p > 0 andm
is the mark-up of selling price, i.e., selling price per unit quantity ismcj.
(xi) q(t)= inventory level at time t .
(xii) Duration of the cycle is [T˜j, T˜j+1], where T˜j is the starting time of j-th cycle.
(xiii) T˜j + t1 = Time when order is placed.
(xiv) T˜j + t2 = Time when inventory level reaches zero.
(xv) Q˜j = inventory level at t = T˜j.
(xvi) R˜j = shortage level.
(xvii) t˜3 = Length of the cycle =

t1 + L˜ for model-1
t1 + L˜+ t2 for model-2.
(xviii) T˜j = (j− 1)t˜3, which is the starting time of j-th cycle.
(xix) Demand during shortage period is partially backlogged and is of the form δf (T˜j + t2) for Model-1 and δf (T˜j) for
Model-2, where 0 < δ < 1, is so chosen to best fit the demand function.
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Fig. 1. Pictorial representation of Model-1.
Fig. 2. Pictorial representation of Model-2.
3. Mathematical formulation
In an inventory situation, for a fixed but imprecise time horizon with a finite number of cycles, a retailer or manufacturer
may have different options during the starting and closing of his/her business. At the beginning of the cycle, one may start
with (i) some replenishment/procurement (model-1, cf. Fig. 1) or (ii) allowing the shortages for the items which are later
partially backlogged (model-2, cf. Fig. 2). Shortages are allowed and it is assumed that towards the end of the last cycle, the
business ended up with the exhaust of the stock not allowing further shortages. Let there be (N+1) cycles during the time
horizon, H˜ , i.e., T˜N+1 + t2 ⊆ H˜ .
Model-1: In thismodel, the shortages are allowed at the end of each cycle except in the last one. The last cycle endswhen the
inventory level reaches zero (cf. Fig. 1). The jth cycle (for j = 1, 2, . . . ,N + 1) starts with inventory Q˜j units at t = T˜j and is
sufficient tomeet the demand of the item for a time length t2. As demand of the jth cycle depends on T˜j and it is imprecise so
Q˜j is imprecise. Then shortages are allowed to be accumulated up to R˜j units at t = T˜j+1. At t = T˜j+ t1 an order for next cycle
is placed and the order quantity is Q˜j+1 + R˜j. As order is supplied after a time L˜, which is imprecise so R˜j is also imprecise.
But at the time of receiving the item such an amount is received which makes the inventory level Q˜j+1 after meeting the
shortage amount and depending upon the value of T˜j+1 such an Q˜j+1 is received so that the inventory level vanishes after
time t2. It is clear that the length of each cycle t˜3 = t1 + L˜ and the length of the last cycle is t2. Here t1 and t2 are decision
variables.
Model-2: In this model, the shortages occur at the beginning of each cycle and the stock is built-up at each cycle after
backlogging the shortages. The jth cycle (for j = 1, 2, . . . ,N + 1) starts with zero inventory and shortages are allowed
to be accumulated up to R˜j units at t = T˜j + t1 + L˜. After time t1 of the beginning of each cycle an order Q˜j + R˜j is made.
The order is met after a time L˜. So in each cycle shortages are accumulated for a period t1 + L˜which is imprecise in nature.
So the backlogged amount R˜j is also imprecise in nature. As a result order quantity Q˜j + R˜j is also imprecise. But at the time
of procurement such an amount is received which makes the inventory level Q˜j after meeting the shortage amount and
depending upon the value of T˜j such an Q˜j is received so the inventory level vanishes after time t2. Here, the length of each
cycle is t˜3 = t1 + L˜+ t2 and t1, t2 are decision variables.
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3.1. Mathematical formulation of model-1
Instantaneous state of inventory level q(t) of the item at any time t is given by
dq(t)
dt
=
−f (t) for T˜j ≤ t ≤ T˜j + t2, j = 1, 2, . . . ,N + 1
−δf (T˜j + t2) for T˜j + t2 ≤ t ≤ T˜j+1, j = 1, 2, . . . ,N (1)
with boundary conditions
q(t) =
Q˜j for t = T˜j, j = 1, 2, . . . ,N + 10 for t = T˜j + t2, j = 1, 2, . . . ,N + 1−R˜j for t = T˜j+1, j = 1, 2, . . . ,N. (2)
Solving (1) with the help of (2) we get
q(t) = a
3
{(T˜j + t2)3 − t3} + b2 {(T˜j + t2)
2 − t2} + c{T˜j + t2 − t}, T˜j ≤ t ≤ T˜j + t2 for j = 1, 2, . . . ,N + 1 (3)
q(t) = δf (T˜j + t2){T˜j + t2 − t}, T˜j + t2 ≤ t ≤ T˜j+1 for j = 1, 2, . . . ,N (4)
Q˜j = at2T˜ 2j + (at22 + bt2)T˜j +

a
3
t32 +
b
2
t22 + ct2

for j = 1, 2, . . . ,N + 1 (5)
R˜j = δf (T˜j + t2){t3 − t2} for j = 1, 2, . . . ,N. (6)
Order quantity at t = T˜j, Q˜oj = Q˜j + R˜j−1 for j = 1, 2, . . . ,N + 1 and R˜0 = 0.
The inventory carrying cost for the jth cycle (during T˜j ≤ t ≤ T˜j + t2), for j = 1, 2, . . . ,N + 1, C˜Hj, is given by
C˜Hj =
 T˜j+t2
T˜j
c1q(t)dt
=
 T˜j+t2
T˜j
c1

a
3
{(T˜j + t2)3 − t3} + b2 {(T˜j + t2)
2 − t2} + c{T˜j + t2 − t}

dt
= c1

a
2
t22 T˜
2
j +

2a
3
t32 +
b
2
t22

T˜j +

a
4
t42 +
b
3
t32 +
c
2
t22

. (7)
The shortage cost for jth cycle (during T˜j + t2 ≤ t ≤ T˜j+1),for j = 1, 2, . . . ,N, C˜Sj, is given by
C˜sj = −
 T˜j+1
T˜j+2
c2q(t)dt
= −
 T˜j+t2
T˜j
c2

δf (T˜j + t2)(T˜j + t2 − t)

dt
= c2

δf (T˜j + t2) (t3 − t2)
2
2

. (8)
The total shortage cost during the planning horizon is given by
C˜S =
N
j=1

c2

δf (T˜j + t2) (t3 − t2)
2
2

= c2δ (t3 − t2)
2
2

a
N
j=1
T˜ 2j + (2at2 + b)
N
j=1
Tj + N(at22 + bt2 + c)

. (9)
Now using interval arithmetic, (see Appendix A.2) we have
N
j=1
T˜ 2j = t˜23
N
j=1
(j− 1)2 = (N − 1)N(2N − 1)
6
(t1 + L˜)2
≡ (N − 1)N(2N − 1)
6
(t1 + [L1, L2])2
≡

(N − 1)N(2N − 1)
6
(t1 + L1)2, (N − 1)N(2N − 1)6 (t1 + L2)
2

. (10)
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Similarly
N
j=1
T˜j ≡

(N − 1)N
2
(t1 + L1), (N − 1)N2 (t1 + L2)

(11)
(t˜3 − t2)2 ≡ [(t1 − t2 + L1)2, (t1 − t2 + L2)2]. (12)
So C˜S ≡ [CSL, CSR]where
CSL = c2δ(t1 − t2 + L1)
2
2

a

(N − 1)N(2N − 1)
6

(t1 + L1)2
+ (2at2 + b)

(N − 1)N
2

(t1 + L1)+ N(at22 + bt2 + c)

(13)
CSR = c2δ(t1 − t2 + L2)
2
2

a

(N − 1)N(2N − 1)
6

(t1 + L2)2
+ (2at2 + b)

(N − 1)N
2

(t1 + L2)+ N(at22 + bt2 + c)

. (14)
Similarly the total holding cost during the planning horizon is given by
C˜H =
N+1
j=1
C˜Hj ≡ [CHL, CHR] (15)
where
CHL = c1

at22
2

N(N + 1)(2N + 1)
6

(t1 + L1)2 +

2at32
3
+ bt
2
2
2

N(N + 1)
2

× (t1 + L1)+ (N + 1)

a
4
t42 +
b
3
t32 +
c
2
t22

(16)
CHR = c1

at22
2

N(N + 1)(2N + 1)
6

(t1 + L2)2 +

2at32
3
+ bt
2
2
2

N(N + 1)
2

× (t1 + L2)+ (N + 1)

a
4
t42 +
b
3
t32 +
c
2
t22

. (17)
The total order quantity O˜Q in the planning horizon is given by
O˜Q =
N+1
j=1
(Q˜j + R˜j−1)
=
N+1
j=1

at2T˜ 2j + (at22 + bt2)T˜j +

a
3
t32 +
b
2
t22 + ct2

+
N
j=1
{δf (T˜j + t2)(t3 − t2)} ≡ [OQL,OQR] (say) (18)
where
OQL =

at2

N(N + 1)(2N + 1)
6

+ δa(t1 + L1 − t2)

(N − 1)N(2N − 1)
6

× (t1 + L1)2 +

(at22 + bt2)

N(N + 1)
2

+ δ(2at2 + b)(t1 + L1 − t2)
×

(N − 1)N(2N − 1)
6

(t1 + L1)+

a
3
t32 +
b
2
t22 + ct2

(N + 1)
+ δ(t1 + L1 − t2)N(at22 + bt2 + c)

(19)
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OQR =

at2

N(N + 1)(2N + 1)
6

+ δa(t1 + L2 − t2)

(N − 1)N(2N − 1)
6

× (t1 + L2)2 +

(at22 + bt2)

N(N + 1)
2

+ δ(2at2 + b)(t1 + L2 − t2)
×

(N − 1)N(2N − 1)
6

(t1 + L2)+

a
3
t32 +
b
2
t22 + ct2

(N + 1)
+ δ(t1 + L2 − t2)N(at22 + bt2 + c)

. (20)
So the total profit over the planning horizon, F(t1, t2), is given by
F(t1, t2) ≡

cp +
c ′p
[L1, L2]

(m− 1)[OQL,OQR] − [CHL, CHR] − [CSL, CSR] − (N + 1)c3
= [FL(t1, t2), FR(t1, t2)] (21)
where
FL(t1, t2) =

cp +
c ′p
L2

(1−m)OQL− CHR− CSR− (N + 1)c3 (22)
FR(t1, t2) =

cp +
c ′p
L1

(1−m)OQR− CHL− CSL− (N + 1)c3. (23)
So the problem reduces to (See Appendix A.3.) following two forms:
Model-1A:
Maximize {FL(t1, t2), FC (t1, t2), FR(t1, t2)}
Subject to (N + 1)(t1 + t2 + L1) ≥ H1
and (N + 1)(t1 + t2 + L2) ≤ H2

(24)
where FC (t1, t2) = (FL(t1, t2)+ FR(t1, t2))/2.
Model-1B:
Maximize FC (t1, t2)
Minimize FW (t1, t2)
Subject to (N + 1)(t1 + t2 + L1) ≥ H1
and (N + 1)(t1 + t2 + L2) ≤ H2
 (25)
where FW (t1, t2) = FR(t1, t2)− FL(t1, t2).
3.2. Mathematical formulation of model-2
Instantaneous state of inventory level q(t) of the item in the jth cycle, T˜j ≤ t ≤ T˜j+1, j = 1, 2, . . . ,N + 1, at any time t
is given by
dq(t)
dt
=
−δf (T˜j) for T˜j ≤ t ≤ T˜j + t1 + L˜
−f (t) for T˜j + t1 + L˜ ≤ t ≤ T˜j+1 = T˜j + t1 + L˜+ t2 (26)
with boundary conditions
q(t) =
0 at t = T˜j−R˜j at t = T˜j + t1 + L˜ (before the order is received)
Q˜j at t = T˜j + t1 + L˜ (after the order is received).
(27)
Solving (26) with the help of (27) we get for jth cycle T˜j ≤ t ≤ T˜j+1, j = 1, 2, . . . ,N + 1, at any time t
q(t) =
δf (T˜j)(T˜j − t), T˜j ≤ t ≤ T˜j + t1 + L˜a
3
{T˜ 3j+1 − t3} +
b
2
(T˜ 2j+1 − t2)+ c(T˜j+1 − t), T˜j + t1 + L˜ ≤ t ≤ T˜j+1
(28)
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Q˜j = at2T˜ 2j + {2a(t1 + L˜)t2 + at22 + bt2}T˜j
+ a

(t1 + L˜)2t2 + (t1 + L˜)t22 +
t23
3

+ b

(t1 + L˜)t2 + t
2
2
2

+ ct2
R˜j = δf (T˜j)(t˜1 + L˜)
Q˜oj = Q˜j + R˜j
The inventory carrying cost for the jth cycle (during T˜j ≤ t ≤ T˜j + t2), for j = 1, 2, . . . ,N + 1, C˜Hj, is given by
C˜Hj =
 T˜j+t1+L˜+t2
T˜j+t1+L˜
c1q(t)dt
= c1 a2 T˜
2
j + c1

a

(t1 + L˜)t22 +
2
3
t32

+ b
2
t22

T˜j
+ c1

a

(t1 + L˜)2 t
2
2
2
+ 2
3
(t1 + L˜)t32 +
t42
4

+ b

(t1 + L˜) t
2
2
2
+ t
3
2
3

+ c
2
t22

(29)
The shortage cost for the jth cycle (during T˜j ≤ t ≤ T˜j + t1 + L˜),for j = 1, 2, . . . ,N + 1, C˜Sj, is given by
Csj = −
 T˜j+t1+L˜
T˜j
c2q(t)dt
= c2δ(aT˜ 2j + bT˜j + c)
(t1 + L˜)2
2
. (30)
Total shortage cost during the planning horizon is given by
C˜S =
N+1
j=1

c2δ(aT˜ 2j + bT˜j + c)
(t1 + L˜)2
2

≡ [CSL, CSR] (31)
where
CSL = c2δ(t1 + L1)
2
2

a

N(N + 1)(2N + 1)
6

(t1 + L1 + t2)2 + b

N(N + 1)
2

(t1 + L1 + t2)+ (N + 1)c

(32)
CSR = c2δ(t1 + L2)
2
2

a

N(N + 1)(2N + 1)
6

(t1 + L2 + t2)2 + b

N(N + 1)
2

(t1 + L2 + t2)+ (N + 1)c

(33)
Similarly total holding cost during the planning horizon is given by
CH =
N+1
j=1
CHj ≡ [CHL, CHR] (34)
where
CHL = c1 a2

N(N + 1)(2N + 1)
6

(t1 + L1 + t2)2
+ c1

a

(t1 + L1)t22 +
2
3
t32

+ b
2
t22

N(N + 1)
2

(t1 + L1 + t2)+ c1(N + 1)
×

a

(t1 + L1)2 t
2
2
2
+ 2
3
(t1 + L1)t32 +
t42
4

+ b

(t1 + L1) t
2
2
2
+ t
3
2
3

+ c
2
t22

(35)
CHR = c1 a2

N(N + 1)(2N + 1)
6

(t1 + L2 + t2)2
+ c1

a

(t1 + L2)t22 +
2
3
t32

+ b
2
t22

N(N + 1)
2

(t1 + L2 + t2)+ c1(N + 1)
×

a

(t1 + L2)2 t
2
2
2
+ 2
3
(t1 + L2)t32 +
t42
4

+ b

(t1 + L2) t
2
2
2
+ t
3
2
3

+ c
2
t22

. (36)
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Total order quantity OQ in the planning horizon is given by
OQ =
N+1
j=1
(Q˜j + R˜j)
≡ [OQL,OQR] (say) (37)
where
OQL = at2

N(N + 1)(2N + 1)
6

(t1 + L1 + t2)2 + {2a(t1 + L1)t2 + at22 + bt2}
×

N(N + 1)
2

(t1 + L1 + t2)+ (N + 1)

a

(t1 + L1)2t2 + (t1 + L1)t22 +
t23
3

+ b

(t1 + L1)t2 + t
2
2
2

+ ct2

+ δ(t1 + L1)

a

N(N + 1)(2N + 1)
6

× (t1 + L1 + t2)2 + b

N(N + 1)
2

(t1 + L1 + t2)+ (N + 1)c

(38)
OQR = at2

N(N + 1)(2N + 1)
6

(t1 + L2 + t2)2 + {2a(t1 + L2)t2 + at22 + bt2}
×

N(N + 1)
2

(t1 + L2 + t2)+ (N + 1)

a

(t1 + L2)2t2 + (t1 + L2)t22 +
t23
3

+ b

(t1 + L2)t2 + t
2
2
2

+ ct2

+ δ(t1 + L2)

a

N(N + 1)(2N + 1)
6

× (t1 + L2 + t2)2 + b

N(N + 1)
2

(t1 + L2 + t2)+ (N + 1)c

. (39)
So total profit over planning horizon, F(t1, t2), is given by
F(t1, t2) ≡

cp +
c ′p
[L1, L2]

(m− 1)[OQL,OQR] − [CHL, CHR] − [CSL, CSR] − (N + 1)c3
≡ [FL(t1, t2), FR(t1, t2)] (40)
where
FL(t1, t2) =

cp +
c ′p
L2

(m− 1)OQL− CHR− CSR− (N + 1)c3 (41)
FR(t1, t2) =

cp +
c ′p
L1

(m− 1)OQR− CHL− CSL− (N + 1)c3. (42)
So the problem reduces to (see Appendix A.3) following two forms:
Model-2A:
Maximize {FL(t1, t2), FC (t1, t2), FR(t1, t2)}
Subject to (N + 1)(t1 + t2 + L1) ≥ H1
and (N + 1)(t1 + t2 + L2) ≤ H2

(43)
where FC (t1, t2) = (FL(t1, t2)+ FR(t1, t2))/2.
Model-2B:
Maximize FC (t1, t2)
Minimize FW (t1, t2)
Subject to (N + 1)(t1 + t2 + L1) ≥ H1
and (N + 1)(t1 + t2 + L2) ≤ H2
 (44)
where FW (t1, t2) = FR(t1, t2)− FL(t1, t2).
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Problems (24), (25), (43) and (44) are solved using FEMOGA. In the next section (Section 4) FEMOGA is discussed
elaborately and its representation for the proposed models is given in Section 4.1.
4. Multi-objective genetic algorithm
Genetic Algorithms are heuristic search algorithms based on the mechanics of natural selection and genesis (crossover,
mutation etc.) and have been developed by Holland, his colleagues and students at the University of Michigan (cf. [22]).
Because of its generality and other advantages over conventional optimization methods it has been successfully applied to
different decision making problems.
There are several approaches using genetic algorithms to dealwith themulti-objective optimization problems. The better
known ones include the plain aggregation approach, the population-based non-pareto approach, the pareto-based approach
and Niche induction approach [23,24]. The proposed multi-objective genetic algorithm has been developed following
Deb [23] where at the time of generation of a child constraints of the problem are checked using a separate subfunction
named check_constrined(). If a child satisfies the constraint of the problem then it is included in the child set/ population
otherwise it is discarded. In this algorithm at first a set of initial population P(1) of size N1 of solutions are randomly
generated from the search space such that each solution satisfies the constraints of the problem. Then randomly some
solutions are selected from the population for crossover and mutation. After crossover and mutation valid children (i.e.,
solutions which satisfied the constraints of the problem) set C(1) is included with the parent set. From this resultant set
F = P(1)UC(1),N1 solutions are selected for the next iteration. For this purpose at first F is divided into non-dominated
subsets F1, F2, . . . , Fk, such that every subset contains non-dominated solutions, but every solution of Fi is not dominated by
any solution of Fi+1, for i = 1, 2, ..k− 1. Then best N1 solutions are taken as solutions of new population P(2)(to introduce
elitism in the algorithm) for the next iteration. When some solutions from a non-dominated set Fj (i.e., a subset of Fj) are
selected for new population, those are accepted whose distances compared to others (which are not selected) are great, i.e.
isolated solutions are accepted (to introduce diversity among the solutions in the algorithm). For this purpose a distance
metric is defined. For the partition of a set into non-dominated subsets and to define the distance metric, the following two
important components are used in the algorithm.
(a) Divide a population of solutions into subsets having non-dominated solutions: Consider a problem havingM objectives and
take a population P of feasible solutions of the problem of size N1. We like to partition P into subsets F1, F2, . . . , Fk, such
that every subset contains non-dominated solutions, but every solution of Fi is not dominated by any solution of Fi+1,
for i = 1, 2, ..k− 1. To do this for each solution, x, of P , calculate the following two entities.
(i) Number of solutions of P which dominate x, let it be nx.
(ii) Set of solutions of P that are dominated by x, let it be Sx
where a solution x dominates another solution y if all the objective values of x are better than or equal to the
corresponding objective values of y and at least one of the objective values of x is better than the corresponding objective
value of y. The above two steps require O(MN21 ) computations. Clearly F1 contains every solution x having nx = 0. Now
for each solution x ∈ F1, visit every member y of Sx and decrease ny by 1. In doing so if for any member y, ny = 0, then
y ∈ F2. In this way F2 is constructed. The above process is continued to every member of F2 and thus F3 is obtained. This
process is continued until all subsets are identified. For each solution x in the second or higher level of non-dominated
subsets, nx can be at most N1 − 1. So each solution xwill be visited at most N1 − 1 times before nx becomes zero. At this
point, the solution is assigned a subset and will never be visited again. Since there are at most N1− 1 such solutions, the
total complexity is O(N21 ). So overall complexity of this component is O(MN
2
1 ).
(b) Determine the distance of a solution from other solutions of a subset: To determine the distance of a solution from other
solutions of a subset the following steps are taken:
(i) First sort the subset according to values of each objective function in ascending order of magnitude.
(ii) For each objective function, the boundary solutions are assigned an infinite distance value (a large value).
(iii) All other intermediate solutions are assigned a distance value for the objective, equal to the absolute normalized
difference in the objective values of two adjacent solutions.
(iv) This calculation is continued with other objective functions.
(v) The overall distance of a solution from others is calculated as the sum of individual distance values corresponding
to each objective.
SinceM independent sorting of at most N1 solutions (in case the subset contains all the solutions of the population) are
involved, the above algorithm has O(MN1 logN1) computational complexity.
Using the above two operations the proposed multi-objective genetic algorithm takes the following form:
1. Set probability of crossover pc , probability of mutation pm and maximum number of generations Maxgen.
2. Set iteration counter T = 1.
3. Generate initial population set of solution P(T ) of size N1.
4. Select solution from P(T ) for crossover and mutation.
5. Make crossover and mutation on selected solution and get the child set C(T ).
6. Set P1 = P(T )UC(T ) // Here U stands for union operation.
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7. Divide P1 into disjoint subsets having non-dominated solutions. Let these sets be F1, F2, ..Fk.
8. Select maximum integer n such that the order of P2(=F1UF2U . . .UFn) ≤ N1.
9. if O(P2) < N1 sort solutions of Fn+1 in descending order of their distance from other solutions of the subset. Then select
first N1 − O(P2) solutions from Fn+1 and add with P2, where O(P2) represents order of P2.
10. Set T = T + 1 and P(T ) = P2.
11. If (T ≤Maxgen) go to step-4.
12. Output: P(T)
13. End algorithm.
MOGAs that use non-dominated sorting and sharing are mainly criticized for their
• O(MN31 ) computational complexity• non-elitism approach
• the need for specifying a sharing parameter to maintain diversity of solutions in the population.
In the above algorithm, these drawbacks are overcome. Since in the above algorithm the computational complexity
of step-7 is O(MN21 ), step-9 is O(MN1 logN1) and other steps are ≤O(N1), the overall time complexity of the algorithm
is O(MN21 ). Here the selection of new population after crossover and mutation on the population is done by creating a
mating pool by combining the parent and offspring population and among them, the bestN1 solutions are taken as solutions
of the new population. In this way, elitism is introduced in the algorithm. When some solutions from a non-dominated
set Fj (i.e., a subset of Fj) are selected for a new population, those are accepted whose distances are compared to others
(which are not selected) are great, i.e., isolated solutions are accepted. In this way taking some isolated solutions in the
new population, diversity among the solutions is introduced in the algorithm. Since the computational complexity of this
algorithm<O(MN31 ) and elitismwere introduced, this algorithmhas been called FEMOGA. Different procedures of the above
FEMOGA are discussed in the following section.
4.1. Procedures of the FEMOGA for the proposed models
(a) Representation: A ‘two dimensional real vector’ X = (x1, x2) is used to represent a solution, where x1, x2 represent two
decision variables of the problem.
(b) Initialization: N1 such solutions X1, X2, X3, . . . , XN1 are randomly generated by a random number generator from the
search space such that each solution satisfies the constraints of the problem. rand() function in C-programming language can
be used for random generation of the initial solution. A separate sub-function check_constraint() is used to check whether
a randomly generated solution in the search space satisfied the constraints of the problem or not. This solution set is taken
as the initial population P (1). Also appropriate values of pc, pm,N1, T have to be selected.
(c) Crossover:
(i) Selection for crossover: For each solution of P(T ) generate a random number r from the range [0..1]. If r < pc then the
solution is taken for crossover.
(ii) Crossover process: Crossover takes place on the selected solutions. For each pair of coupled solutions Y1, Y2 a random
number c is generated from the range [0..1] and offsprings Y11 and Y21 are calculated by Y11 = cY1 + (1 − c)Y2, Y21 =
cY2 + (1− c)Y1.
If a child does not satisfy the constraints of the problem it will not be included in the child set.
(d)Mutation:
(i) Selection for mutation: For each solution of P(T) generate a random number r from the range [0..1]. If r < pm then the
solution is taken for mutation.
(ii) Mutation process: To mutate a solution X = (x1, x2) select a random integer r from the set {1, 2}. Then replace xr by
randomly generated values within the boundaries of the rth component of X .
A muted solution will be included in the child set if it satisfies the constraint of the problem.
(e) Division of P(T ) into disjoint subsets having non-dominated solutions: Following the discussions of the previous section
the following algorithm is developed for this purpose-
Set F1 = Φ , whereΦ represents null set.
For every x ∈ P(T ) do
Set Sx = Φ
nx = 0
For every y ∈ P(T )− {x} do
If x dominates y then
Sx = SxU{y}
Else
If y dominates x then
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nx = nx + 1
End if
End if
End For
If nx = 0 then
F1 = F1U{x}
End if
End For
Set i=1
While Fi ≠ Φ do
Fi+1 = Φ
For every x ∈ Fi do
For every y ∈ Sx do
ny = ny − 1
If ny = 0 then
Fi+1 = Fi+1U{y}
End if
End For
End For
i = i+ 1
End While
Output: F1, F2, ..Fi−1.
(f) Determine the distance of a solution of subset F from other solutions: The following algorithm is used for this purpose-
Set N1 = number of solutions in F
For every x ∈ F do
xdistance = 0
End For
For every objectivem do
Sort F , in ascending order of magnitude ofmth objective.
F [1] = F [N1] = M , whereM is a big quantity.
For i = 2 to n− 1 do
F [i]distance = F [i]distance + (F [i+ 1].objm− F [i− 1].objm)/(f maxm − f minm )
End For
End For
In the algorithm F [i] represents ith solution of F , F [i].objm representsmth objective value of F [i]. f maxm and f minm represent
the maximum and minimum values of themth objective function.
(g) Termination condition: The algorithm terminates after a finite number of iterations (Maxgen). After that any suitable
solutions from font F1 can be taken by the DM.
(h) Implementation: The algorithm is implemented using c-programming language and is run on a PC with Pentium-4 (3.07
GHz) CPU with Microsoft Windows XP operating system and 448 MB RAM.
5. Numerical illustration
To illustrate the proposed inventory models, the following input data are considered.
c1 = 0.4, c2 = 6.25, c3 = 420, δ = 0.93, a = 0.25, b = 1, c = 100, cp = 15, c ′p = 0.15, h1 = 11, h2 =
13, h3 = 15, a1 = 0.45, a2 = 0.65, a3 = 0.85 in proper units. Using the nearest interval approximation we get
H1 = 12,H2 = 14, L1 = 0.55, L2 = 0.75.
The performance of a stochastic search process depends on the proper tuning of its parameters whose values may
depend on the problem for which it is used. For present models the algorithm FEMOGA gives better performance for
pc = 0.5, pm = 0.2,N1 = 20. Results are taken after 1000 iterations of the algorithm, i.e., for Maxgen = 1000.
For the assumed parametric values the problems (24), (25), (43) and (44) are solved using FEMOGA and obtained results
are presented in Table 1a. To compare both the approaches values of FL, FC , FR and FW are tabulated for all the models. It is
found that solutions ofModel-1A andModel-1B are non-dominated. Similarly solutions ofModel-2A andModel-2B are non-
dominated. So DMs can use any one approach suitable for their firm. For the assumed data set, respective ordered quantities
in different cycles (for the solutions presented in Table 1a) are presented in Table 1b and Table 1c. As order quantities are
fuzzy in nature their nearest approximate intervals are presented. It is observed that order quantities increases in each cycle.
It happens because demand increases with time as a result to meet the demand, order quantities increase.
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Table 1a
Result for different models.
Model t1 t2 N FL FC FR FW
1A 4.0192 4.4592 2 12298.88 12650.14 13001.40 702.52
1B 4.0051 4.4868 2 12301.58 12647.99 12994.39 692.81
2A 0.0007 3.9160 2 11649.01 12238.08 12827.16 1178.14
2B 0.0006 3.9160 2 11648.93 12238.00 12827.06 1178.12
Table 1b
Order quantities for Model-1A and Model-1B.
Model Q˜1 Q˜2 + R˜1 Q˜3 + R˜2
1A [463.33,463.33] [529.73,533.70]+ [11.19, 31.55] [642.70,654.81]+ [13.30, 37.63]
1B [466.27,466.27] [532.91,536.90]+ [6.96,27.33] [646.10,658.26]+ [8.22,32.59]
Table 1c
Order quantities for Model-2A and Model-2B.
Model Q˜1 + R˜1 Q˜2 + R˜2 Q˜3 + R˜3
2A [409.27,411.08]+ [51.15, 69.75] [468.36,475.56]+ [55.99,76.81] [566.62,582.79]+ [65.94,91.48]
2B [408.84,410.64]+ [51.21,69.81] [467.80,474.98]+ [56.05,76.86] [565.82,581.97]+ [66.00,91.52]
Table 2
Result for different models when f (t) = bt + c .
Model t1 t2 N FL FC FR FW
1A 3.9921 4.5156 2 10632.81 10875.99 11119.18 486.37
1B 4.0148 4.4699 2 10627.45 10879.01 11130.56 503.11
2A 0.0007 3.9160 2 9932.88 10380.00 10827.12 894.24
2B 0.0006 3.9160 2 9932.83 10379.95 10827.06 894.23
Table 3
Result for different models when f (t) = c.
Model t1 t2 N FL FC FR FW
1A 4.0325 4.4338 2 9873.38 10102.16 10330.94 457.56
1B 4.0035 4.4894 2 9881.96 10101.13 10320.29 438.33
2A 0.0007 3.9160 2 9219.74 9622.65 10025.56 805.83
2B 0.0006 3.9160 2 9219.70 9622.61 10025.51 805.81
5.1. Particular scenario (when a = 0)
f (t) = at2 + bt + c represents the ramp type demand, i.e., demand increases sharply with time. This type of demand is
observed normally in the case of fashionable goods. When a = 0, f (t) = bt + c. In this case, the rate of increase of demand
with time is much slower than the earlier one as it increases linearly with time. This type of variation is observed in most of
the common goods, i.e., food grains, pulses, etc. For the above parametric values results are obtained when a = 0, i.e., when
f (t) = bt+ c for both themodels and results are presented in Table 2. As expected, the total profit for the model with linear
trended demand is much less than that of the model with ramp type demand.
5.2. Particular scenario (when a = 0 = b)
When a = 0 = b, f (t) = c , i.e., demand is constant with time. This type of demand is observed for the commodities
controlled by the Government such that artificial demand/crisis is not created in themarket. For the above parametric values
results are obtained with a = 0 = b, for both models and presented in Table 3. As expected, the total profit for the model
with constant demand is much less than those of the models with ramp type and linearly trended demand.
5.3. Sensitivity analysis
For the assumed parametric values, results are obtained for both the models due to different a, b, δ and presented
in Tables 4–6 respectively. It is observed from Table 4 that profit increases with ‘a’. An increase of ‘a’ increases the
demand of the item which in turn increases the total profit from the system. The same trend is observed in the results
due to change of the parameters b and δ (see Table 5 and Table 6 respectively). All these observations agree with
reality.
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Table 4
Result for different models due to different a.
a Model t1 t2 N FL FC FR FW
0.26
1A 4.0250 4.4500 2 12365.45 12723.13 13080.81 715.36
1B 4.0110 4.4777 2 12370.44 12722.75 13075.07 704.63
2A 0.0007 3.9160 2 11717.66 12312.40 12907.15 1189.50
2B 0.0006 3.9160 2 11717.58 12312.32 12907.06 1189.48
0.27
1A 4.0250 4.4500 2 12432.44 12794.06 13155.69 723.24
1B 4.0240 4.4511 2 12431.73 12793.06 13154.38 722.65
2A 0.0007 3.9160 2 11786.30 12386.73 12987.16 1200.86
2B 0.0006 3.9160 2 11786.22 12386.64 12987.06 1200.84
0.28
1A 4.0250 4.4500 2 12499.43 12865.00 13230.56 731.12
1B 4.0078 4.4808 2 12501.05 12860.33 13219.61 718.57
2A 0.0007 3.9160 2 11854.95 12461.05 13067.16 1212.21
2B 0.0006 3.9160 2 11854.87 12460.96 13067.06 1212.19
Table 5
Result for different models due to different b.
b Model t1 t2 N FL FC FR FW
1.1
1A 4.0030 4.4935 2 12379.81 12727.99 13076.16 696.36
1B 4.0020 4.4949 2 12379.29 12727.14 13074.99 695.70
2A 0.0007 3.9160 2 11720.33 12313.82 12907.31 1186.98
2B 0.0006 3.9160 2 11720.25 12313.73 12907.21 1186.97
1.2
1A 4.0030 4.4935 2 12454.43 12805.47 13156.51 702.08
1B 3.9940 4.5115 2 12455.54 12803.08 13150.62 695.08
2A 0.0007 3.9160 2 11791.64 12389.55 12987.47 1195.83
2B 0.0006 3.9160 2 11791.56 12389.46 12987.37 1195.80
1.3
1A 4.0250 4.4500 2 12522.27 12884.71 13247.14 724.87
1B 4.0137 4.4697 2 12522.99 12881.32 13239.66 716.67
2A 0.0007 3.9160 2 11862.95 12465.29 13067.62 1204.67
2B 0.0006 3.9160 2 11862.87 12465.2 13067.52 1204.65
Table 6
Result for different models due to different δ.
δ Model t1 t2 N FL FC FR FW
0.94
1A 4.0250 4.4500 2 12300.40 12656.68 13012.97 712.58
1B 4.0119 4.4706 2 12297.73 12649.52 13001.32 703.59
2A 0.0007 3.9160 2 11659.99 12253.71 12847.42 1187.43
2B 0.0006 3.9160 2 11659.92 12253.62 12847.33 1187.41
0.95
1A 4.0250 4.4500 2 12302.33 12661.16 13020.00 717.67
1B 3.9979 4.5040 2 12307.40 12655.57 13003.74 696.33
2A 0.0007 3.9160 2 11670.98 12269.33 12867.69 1196.71
2B 0.0006 3.9160 2 11670.90 12269.25 12867.59 1196.69
0.96
1A 4.0030 4.4935 2 12307.57 12660.21 13012.87 705.31
1B 4.0240 4.4516 2 12304.03 12665.06 13026.10 722.07
2A 0.0007 3.9160 2 11681.96 12284.96 12887.95 1205.99
2B 0.0006 3.9160 2 11681.88 12284.87 12887.86 1205.97
6. Practical implications
The demand for winter garments in tropical countries is for a particular period. After the commencement of the winter
season, demand of a particular winter garment- ‘‘rag’’ or ‘‘blanket’’ (say) goes up sharply as time passes, i.e., it is ramp type
with respect to time, t , i.e., it of the type at2 + bt + c . Again, in tropical countries, the duration of the winter season is
uncertain. The end of this season is also very uncertain. It may happen (usually happens in many years) that quite a cold
wave prevails for certain months/weeks (and hence the demand continuously increases) and suddenly, one finds during the
morning/day, that the temperature shoots up andwinter suddenly disappears. In that case the businessman stops producing
winter garments. So the planning horizon of the business ofwinter garments in these regions is normally imprecise in nature.
Let a businessman produce winter garments- ‘‘rag’’, ‘‘blanket’’, etc. In tropical countries like India, Bangladesh, etc., for
this type of goods, after receiving the orders from different businessmen for a particular area, on a particular day, the big
merchant sends a truck load of materials, i.e., ‘‘rag’’, ‘‘blanket’’, etc., for the area, under the supervision of a salesman and the
exact amount of items are delivered to each businessman as per the exact requirement of the concerned shop.
Once an order from a businessman is placed, it takes about 12 days, i.e., 8–16 days to receive thematerial. Here lead time
is a TFN (8, 12, 16), which can be approximated as an interval [10, 14] days. Against this lead-time let the order quantities
be about 2500 units, i.e., 2100–2900 units. Here the order quantity can be taken as a TFN (2100, 2500, 2900), which can be
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approximated as an interval number [2300, 2700]. Now for a particular cycle, say for the 5th cycle of business, let the lead
time be exactly 13 days (it lies in the interval [10, 14]). Now, against this lead time of 13 days, the corresponding derived
order quantity is 2600 units (say) which lies within the interval [2300, 2700]. Hence, when the question of the exact amount
of order to be received comes, the company takes the quantity depending upon the exact value of lead-time just before the
dispatch/receipt of goods.
Though demand of such a type of commodity increases with time t , when a shop runs out of stock, the demand with
respect to that shop normally becomes constant. Let the demand for that commodity at a particular shop at the beginning
of the shortage be K units. Observing/knowing that the particular shop is out of stock, no customers will come to this shop
and out of whoever comes to this shop, some of them will wait (i.e., will be backlogged) for the next lot. Obviously, during
the shortage period, the demand with respect to the shop that will wait for backlogging can be assumed to be constant, a
fraction of K .
The present model can be applied to inventory control problems having the above mentioned features.
7. Conclusion
The present paper proposes a solution procedure for inventorymodels with time dependent demand ratewhere demand
increaseswith timeunder imprecise lead-time in an imprecise planninghorizon.Here, shortages are allowed andbacklogged
partially. The lead time and planning horizon are described by a triangular typemembership function and are approximated
to equivalent interval numbers. Finally the problemshave been converted intomulti-objective inventory problems following
two approaches. In the first approach the objective functions are represented by left limit, right limit and center of the
interval objective function which are to be maximized. In the second approach center of the interval profit function is
maximized andwidth of the interval profit function isminimized. To obtain the solution of the deterministicmulti-objective
inventory problems, a multi-objective genetic algorithm has been used. Though two approaches give different results, these
are non-dominated with respect to each other. So DM can choose the decision that is suitable for their enterprize.
For inventory practitioners, Section 6 ‘Practical Implications’ will be useful. They will be able to take appropriate
managerial decisions in the business of fashionable goods, seasonal clothes, etc. with ramp type demand under an imprecise
business period and lead time. From the present investigation, inventory managers can take the decision that the business
‘starting with shortages’ is not desirable as in all cases, profits of Model-2 are less than those of Model-1. ‘Higher demand
fetches more profit’ is again confirmed for the managers from the results of both models.
The formulation of the models and the solution procedure presented here are quite general. Here, the results have been
presented with imprecise lead-time represented by a Triangular Fuzzy Number only. Similarly, the results can be derived
for a Parabolic Fuzzy Number and other non-linear fuzzy numbers. Though the problem has been presented in a crisp and
fuzzy environment, it can be also formulated in a fuzzy-stochastic environment.
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Appendix
A.1. The nearest interval approximation of a fuzzy number
Here, we like to approximate a fuzzy number by a crisp interval. Let A˜ and B˜ be two fuzzy numbers, with respectiveα-cuts
as [AL(α), AR(α)] and [BL(α), BR(α)]. Then according to Grzegorzewski [15] the distance between A˜ and B˜ can be defined as:
d(A˜, B˜) =
 1
0
{AL(α)− BL(α)}2dα +
 1
0
{AR(α)− BR(α)}2dα.
Let Cd(A˜) = [CL, CR] be the nearest crisp interval of the fuzzy number A˜ with respect to the above distance metric d. Since
each interval is also a fuzzy number with constant α-cut, (Cd(A˜))α = [CL, CR], for all α ∈ [0, 1]. Now according to above
distance metric d, the distance of A˜ from Cd(A˜), d(A˜, Cd(A˜)), is given by:
d(A˜, Cd(A˜)) =
 1
0
{AL(α)− CL}2dα +
 1
0
{AR(α)− CR}2dα.
So Cd(A˜) is optimumwhen d(A˜, Cd(A˜)) is minimumwith respect to CL and CR. In order tominimize d(A˜, Cd(A˜)), it is sufficient
to minimize the function D(CL, CR)(=d2(A˜, Cd(A˜))). The first partial derivatives are
δD(CL, CR)
δCL
= −2
 1
0
AL(α)dα + 2CL
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and
δD(CL, CR)
δCR
= −2
 1
0
AR(α)dα + 2CR
Therefore, solutions of
δD(CL, CR)
δCL
= 0 and δD(CL, CR)
δCR
= 0
are given by C∗L =
 1
0 AL(α)dα and C
∗
R =
 1
0 AR(α)dα. Again since
δ2D(C∗L , C
∗
R )
δC2L
= 2 > 0, δ
2D(C∗L , C
∗
R )
δC2R
= 2 > 0, δ
2D(C∗L , C
∗
R )
δCLδCR
= 0
and
H(C∗L , C
∗
R ) =
δ2D(C∗L , C
∗
R )
δC2L
.
δ2D(C∗L , C
∗
R )
δC2R
−

δ2D(C∗L , C
∗
R )
δCL.δCR
2
= 4 > 0.
So D(CL, CR) i.e., d(A˜, Cd(A˜)) is a global minimum. Therefore the interval
Cd(A˜) =
 1
0
AL(α)dα,
 1
0
AR(α)dα

is nearest interval approximation of fuzzy number A˜with respect to metric d.
A.2. Arithmetic of interval number
Throughout this section lower case letters denote real numbers and upper case letters denote closed intervals. An order
pair of brackets defines an interval A = [aL, aR] = {a : aL ≤ a ≤ aR}where aL and aR are respectively left and right limits of
A.
Let ∗ ∈ {+,−, ., /} be a binary operation on the set of positive real numbers. If A and B are closed intervals then
A ∗ B = {a ∗ b : a ∈ A, b ∈ B} defines a binary operation on the set of closed intervals (cf. [25,26]). In the case of division, it
is assumed that 0 ∉ B. The operations on intervals used here may be explicitly calculated from the above definition as
A+ B = [aL, aR] + [bL, bR] = [aL + bL, aR + bR]
A− B = [aL, aR] − [bL, bR] = [aL − bR, aR − bL]
A.B = [aL, aR].[bL, bR] = [min{aLbL, aLbR, aRbL, aRbR},max{aLbL, aLbR, aRbL, aRbR}]
A
B
= [aL, aR][bL, bR] = [aL, aR].

1
bR
,
1
aR

, where 0 ∉ B
kA =
[kaL, kaR], for k ≥ 0
(kaR, kaL), for k < 0where k is a real number.
A.3. Formulation of the multi-objective problem
A general non-linear objective function with some parameters as interval valued numbers is as follows:
Find x = (x1, x2, . . . ., xn)T
which maximizes Z(x) =
k
i=1
Ci
n
j=1
x
aij
j
subject to x ∈ X
where X =
x :
n
i=1
Aijxi ⊆ Bj, j = 1, 2, . . . ,m
xi > 0, i = 1, 2, . . . ., n

Ci = [cLi, cRi], Aij = [aLij, aRij] and Bj = [bLj, bRj].

(45)
Since the objective function Z(x) and the constraints involve some parameters represented by intervals, it is natural that
the solution set of (45) should be defined by preference relations between the intervals. Extensive research work has been
done on the comparison of interval numbers to deal with problems like (45). If two interval numbers A = [AL, AR] and
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B = [BL, BR] are not nested, Ishibuchi and Tanaka [27], define a comparison operator ≤LR between two intervals, given
by A≤LR B iff AL ≤ BL, AR ≤ BR and A<LR B iff A≤LR B, A ≠ B. If the intervals are nested they define another comparison
operator ≤cw between two intervals depending upon the center value and the width of the intervals. According to them
A≤CW B iff AC ≤ BC and AW ≥ BW , where AC = (AL + AR)/2, BC = (BL + BR)/2, AW = AR − AL, BW = BR − BL and
A<CW B iff A≤CW B, A ≠ B. The merits and demerits of different approaches on the comparison of interval numbers have
been discussed by Sengupta and Pal [28]. According to them the comparison of two interval numbers not only depends on
the width, left and right values of the interval numbers but depends on the preference of the DM also. As width represents
the inverse measure of uncertainty some DMs give more emphasis onminimizing the width of the interval objective, on the
other hand optimistic DMswill go for maximum of left and right values of the interval objective. Due to this reason here two
approaches are used to solve (45). In the first approach left, right and center values of the interval objective are optimized.
In the second approach center value and width of the interval objective are optimized.
Now from Eq. (45) the right and left limits ZR(x), ZL(x), center ZC (x) and width ZW (x) of the interval objective function
Z(x) respectively may be elicited as
ZR(x) =
k
i=1
cRi
n
j=1
x
aij
j , ZL(x) =
k
i=1
cLi
n
j=1
x
aij
j (46)
ZC (x) = [ZR(x)+ ZL(x)]/2, ZW (x) = ZR(x)− ZL(x). (47)
Then according to the above discussion the problem (45) can be transformed to following two forms:
Approach-1:
Find x = (x1, x2, . . . ., xn)T
which maximizes {ZL(x), ZC (x), ZR(x)}
subject to x ∈ X
where X =

x :
n
i=1
aLijxi ≥ bLj
n
i=1
aRijxi ≤ bRj, for j = 1, 2, . . . ,m
xi > 0, i = 1, 2, . . . ., n


(48)
Approach-2:
Find x = (x1, x2, . . . ., xn)T
which maximizes ZC (x)
and minimizes ZW (x)
subject to x ∈ X
where X =

x :
n
i=1
aLijxi ≥ bLj
n
i=1
aRijxi ≤ bRj, for j = 1, 2, . . . ,m
xi > 0, i = 1, 2, . . . ., n


(49)
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