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Abstract 
The words we consider in this paper are defined by some self-similarity conditions which in 
particular are satisfied by the well-known Fibonacci word f= 1011010110110 . . . .  We discuss 
structural as well as asymptotical properties of these words. 
1. Introduction 
We consider the set A = {0, 1} as an alphabet of symbols. Concatenated 
symbols w(1) . . . .  , w(s) form word w = w(1) ... w(s) of length s. We denote s = Iwl, 
w(j, k) = w(j)  ... w(k) and m = Iwli ifm is the number of occurrences of symbo l / in  w. 
We write A* for the set of finite words and A °' for the set of infinite words of symbols 
from A. The empty word e is also a member of A*. 
A substitution a is an endomorphism of A*, i.e., a : A* ~ A* satisfies 
 rtuw) = 
for all u, w~A*  and thus is determined by its values a(i) on symbols and by a(e) = e,. 
If there exists a symbol i', such that: 
(1) the first symbol of a(i') equals i', 
(2) the length of the nth iterate a"(i') tends to infinity, 
then the infinite word x = a~(i') is well-defined, and satisfies a (x )= x, with a 
extended to infinite words in the obvious way. Such an x is called a f ixed point of 
a substitution a. 
Perhaps the oldest example of a substitution is due to Leonardo Fibonacci, who 
proposed in his book Liber abaci (1202) the following problem: how many pairs of 
rabbits will there be after a year if: 
(a) a young pair of rabbits becomes full-grown in one month; 
(b) each full-grown pair of rabbits breeds one young pair every month; 
assuming there was one young pair at the beginning, and no rabbit die? The growth of 
the population of rabbits may be represented by the tree as in Fig. 1, where 1 and 
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Fig. 1 
0 stand for a full-grown pair and a young one, respectively. In modern language we 
have here a substitution a on the alphabet {0, 1} defined by a(0) = 1 and a(1) = 10. 
Hence, the situation after n months is encoded in the word a"(0). The infinite word 
a°~(1) is called the infinite Fibonacci word and will be denoted in the squel by f  It is 
worth noting that this historical example is at the same time one of the extensively 
studied objects in such diverse areas as combinatorics, theoretical physics, quasi- 
crystallography and number theory (see [7-10, 1, 2]). 
In order to express the self-similarity possessed by f we will need some operations 
on words. 
Definition 1.1. For given x, y~A '° and a fixed symbol i~A we write gi(x, y) for the 
word which satisfies for all n/> 1 
0 if x(n) :~ i, 
gi(x, y)(n) = y(k) if x(n) = i and k = Ix(i, n)[i. 
Note that this operation may be performed on words of A* provided ly[/> [xli. For 
example g~ (01101001, 0010) = 01000001. Note also that if t, u, v, z are finite words 
such that Itli = Iv[ and [ul i= [z[ then 
9i(tu, vz) = gi(t, v)gi(u, z). (1.1) 
This property will be used latter in some proofs. 
Definition 1.2. The shift on A ~' is a mapping T : A ~' ~ A '~ given by 
Tx(n)= x(n + l), n>~l 
for all x e A '°. 
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Definition 1.3. We denote 
(a) 0 - -1 ,  i=0 ,  
(b) v7, = w(1)..,  w(s) for weA*  and g = e (similarly for weA'°); 
(c) 91(x, Y) = g(x, y) for any words x, y, 
We are now ready to state our results. 
Proposition 1.4. The infinite Fibonacci word f satisfies 
9( f , f )  = T f  (1.2) 
The property (1.2) of the Fibonacci word f leads us to consider the class of binary 
words which satisfy similar equation 
9(x, x) = Tkx, (1.3) 
for some positive integer k. For  every k we have actually 2 k such words in A '~ which 
can be produced recursively. 
Example 1.5. Let k = 3. Thus, the initial segment x(1, 3) may be chosen arbitrarily, 
say x(1, 3) = 101. Then performing operating on 9 we get g(101,101) = 100 = 011. 
Hence, x(1, 6) = 101011. Similarly, in the second step we derive 9(101011, 101011) = 
g(101011, 1010) = 100010 = 011101, thus x(1, 9) = 101011101 and so on. 
More formally, the solution of Eq. (1.3) can be written as x = l im, .~x , ,  where 
x, = xtg(x,_ 1, x,_ 1), n > 1 with xl = x(1, k). Let F denote the set of those infinite 
binary words which satisfy (1.3) for some positive integer k. For  the members of F the 
following density result holds. 
Proposition 1.6. For every x ~ F we have 
l imN~(N-11  x(1, N)I,) = #, 
where/~ = ( -  1 + x/5)/2. 
(1.4) 
In case of the word f we have the exact formula 
If(l, n)ll -- [p(n + 1)], n/> 1 (1.5) 
where [a] is the integer part of a. The formula (1.5) may be deduced from a very nice 
result due to Rosenblatt [11] which explains the sequences of the form {[an]}, ~> o in 
terms of partial quotients q~ of the continued fraction expansion ~ -- [0; ql, q2, .-- ]- 
Another way of obtaining (1.5) is by the Hofstadter sequence h(n) defined in [5] by 
h(n)=n-h(h(n -  1)), n>l ,  (1.6) 
with h(1) = 1. To see this denote If( l ,  n)[1 = b(n). From Definitions 1.1-1.3, we have 
g l ( f , f ) ( l ,  n) = b(b(n)), gl ( f , f ) ( l ,  n) = n - b(b(n)) and Tf(1, n) =f(1 ,  n + 1) - 1 in 
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view off(1)  = 1. Now from (1.2) we get 
b(n + l) = n + l - b(b(n)), n > O, 
which means that If(1, n)[l = h(n), n > 0. On the other hand, it was proved by 
Granvil le and Rasson in [4] that h(n) = [/~(n + 1)], so, (1.5) follows. 
Another equation we consider in this paper has the form 
go(x, x) + gl(x, x) = Tkx. (1.7) 
Here (u + w)(n) = u(n) + w(n) where symbols are added like numbers. There is no 
danger of obtaining new symbols because we have go(x, x)(n) = 0 or gl(x, x)(n) = 0 
for each n > 0. The motivation comes from the following result. 
Proposition 1.7. The finite Fibonacci word f satisfies 
go(f f )  + gx( f f )  = T 2f (1.8) 
As before we denote by G the set of infinite binary words satisfying (1.7) for some 
positive integer k. This time we were unable to prove that Ix(l, n)ll/n converges for all 
x belonging to G. 
2. Proof of Proposition 1.4 
It is easy to observe that 
o"+1(1) = o"(1)a"-l(1), n > 0. (2.1) 
Indeed, for n = 1 we have 62(1) = 101 = al(1)a°(1) and by induction for n > 1 
6"+i(1) = a(a"(1)) = a(a"- l (1)a"-2(1))  
= O. (o.n - 1 (1 ) )  O.(o.n - 2 (1)) 
= a"(1)a"- 1(1). 
We will be done by showing that for all n > 0, 
g(a"(1), 6"(1)) = t.1, 
where t. is a word such that It .  = a"(l). Note that la"(1)la = Ja"-l(1)], so, actually 
g(a"(1), a"(1)) = g(a"(1), 6"-  1(1)). 
Let n = 1, 2. We have 
g(aX(1),a°(1)) = 01 and g(az(1),crl(1)) = 011. 
J. Grytczuk / Discrete Mathematics 161 (1996) 133-141 137 
Thus, t~ = 0, t 2 = 01 and we can make an inductive hypothesis for n - 1 and n. By 
(2.1) and (1.1) we can write 
g(a" + 1(1), a"(1)) = g(a"(1) a" -  ~(1), a" -  ~(1)a"- 2(1)) 
= g(a"(1), a" - l (1 ) )g (a" - '  (1), a" -  2(1)) 
= t . l t . - l l  = t.+~l, 
and 
This finishes the proof. 
lt,+~ = l t ,  l t . _a=a"(1)a" -~(1)  = a"+~(1). 
[] 
3. Proof of Proposition 1.6 
Let k be fixed and assume that x is an infinite binary word such that 
g(x, x) = Tkx.  (3.1) 
Denote Ix(l, k)ll = c, a(n) = Ix(l, n)ll, n > 0 and a(0) = 0. Hence, a(n) is a nondec- 
reasing recurrent sequence with prescribed k + 1 initial values. Moreover, from (3.1) it 
follows that 
a(n + k) = n + c - a(a(n)), n >~ O. 
Furthermore obvious properties of a(n) are: 
a(n) <<. n and a(n + k) <~ a(n) + k, 
(3.2) 
n > 0. (3.3) 
Now, let at(n) be the rth fold iteration of a. Clearly, all sequences a'(n)/a r- l(n) with 
r ~> 1 fixed are bounded and hence contain convergent subsequences. Moreover, for 
every r there exists an infinite subset Br of positive integers such that ai(m)/a i- l(m) 
converge with m~B, ,  i = 1, 2, ... ,r. This set may be constructed inductively as 
follows. 
(1) The existence of B1 is clear. Say, {a(n)/n.},~m converges. 
(2) Now, the sequence aZ(n)/a(n) with n ~ B1 is still bounded, thus contains a con- 
vergent subsequence. Say aa(m)/a(m) converge with m ~ B 2 ~ B 1. 
(3) But then {a(m)/m}m~82 as a subsequence of already convergent sequence tends 
to the same limit as before (with arguments from B0. 
(4) We can see in this way that both sequences a(m)/m and aZ(m)/a(m) converge 
with m running through B 2. 
Clearly this step may be repeted as many times as we want. 
What we are going to prove is that all convergent subsequences of {a(n)/n}. > 0 have 
the same limit. So, let such a subsequence be chosen and let r be fixed. As we just 
explained, there exists a set B,+2 such that 
lim . . . . . .  R,+2 (ai(m)/al- l(m)) = ~i, i = 1 . . . . .  r + 2 (3.4) 
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and clearly 0 ~< ~i ~< 1. Now from (3.2) we can write 
a(ai- l(m) + k) ai- l (m) c ai+l(m) 
: + - -  (3 .5 )  ai(m) ai(m) ai(m) ai(m) 
provided m is large enough. It is clear that for fixed i l imm.~ai(m) = ~.  Therefore, we 
have limm-~ (c/ai(m)) = 0 and by (3.3) limm~o (a(a i- l(m) + k)/ai(m)) = 1. Hence from 
(3.5) if follows that 
l imm~(ai- l (m)/ai(m))  = 1 + ~i+1, i=  1, 2 . . . . .  r + 1 (3.6) 
and obviously ~i = 0 or 1 is impossible for i = 1, 2 . . . . .  r. So, we have 
a i+ l=~i  1_1 ,  i=1 ,2  . . . .  ,r, (3.7) 
and finally after some manipulations 
~, = [0; 1, 1 . . . .  1 (~, ) - ' ]  (3.8) 
k ' ) y ~  
r - -1  
Remembering that r may be arbitrarily large our assertion follows immediately from 
(3.8) and the well-known fact that p = [0, 1, 1, ... ] [ ]  
4. Proof  of  Proposit ion 1.7 
Denote for convenience a"(1) =f ,  and a. = Yo(f,,fn) + g1 (f,,f,). Actually, we have 
a. = go(f.,f~-2) + gl(f. ,f~-l).  Byf~+l =f~f . - i  we also find that 
a .+ l  = a .a . -1 .  (4.1) 
In fact, relying on (1.1) we can write 
a.+ l = 90(f~+1,f.-1) + 9,(f,+ l,f~) 
= 90(f . , f~-2)go(f . - , , f . -3)  + g l ( f . , f~- l )g1( f . - l , f~-2)  
= (go(fn,f,- 2) + gl( f . , f . -1)) (go(f . -1 , f . -3)  + g l ( f . -1 , f . -2) )  
= arian- 1. 
n = 3,4,5 we can see that f3 = 10110, f4 = 10110101, f5 = 1011010110110, 
aN+ 1 = aNaN_ 1 
= t~lOtN_110 = tN+110 
For 
a3 = 11010 = t310, a4 = 11010110 = t410, a5 = 1101011011010 = ts10 and in each 
case 10ti =f .  This suggests the inductive approach. Assume that the above regularity 
holds for some N and N - 1, N > 3. Then by (4.1) we can write that 
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and 
SO, the proof  is complete. 
10tN+ 1 = 10tN lOtN- 1 =fNfN-  I =fN+ 1. 
[] 
5. Some questions and observations 
We would like to conclude with some open problems we believe are interesting and 
worth study. 
Problem 1. Is it true that for every element x of G there exists a limit 
limN~ ~ (N-  1 Ix(l, N)[ t)? 
If k = 2n and the initial segment x(1, 2n) = 1"0" or 0"1" then the answer is positive. 
Indeed, such an x is then an image o f f  under the morphism z defined by r(1) = 1" and 
r(0) = 0". For  a nontrivial example take k = 3 and x(1, 3) = 110. Then the first few 
symbols of x are: 
1101110111101101110111011110110101111110111010110.. .  
If we denote a(n) = Ix(I, n)lx for all n > 0 then the ratios a(n)/n seem to be close to 3/4 
(consult Table 1). 
Problem 2. Is it true that every element x in F is of the form x = r( f) ,  where 
z : A* ~ A* is suitably defined morphism? 
Simply by inspection we have found that this is the case of every member of F for 
k = 1, 2, 3 (see Table 2). First difficulties appear for k = 4. For  example taking 
x(1, 4) = 1001 no such regularity appears in the first 100 symbols: 
1001011111010010110101101111010011110100111100001111101101001011110 
1101001011111110000111101001111011011 . . . .  
Table 1 
n 50 100 150 200 250 300 350 400 450 500 
a(n) 37 75 113 150 184 225 260 300 335 372 
a(nl/n 0.7400 0.7500 0.7533 0.7500 0.7360 0.750(I 0.7428 0.7428 0.7500 0.7400 
n 550 600 650 700 750 800 850 900 950 1000 
a(nl 411 448 485 519 560 598 632 668 704 745 
a(n)/n 0.7472 0.7466 0.7461 0.7414 0.7466 0.7475 0.7435 0.7422 0.7410 0.7450 
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Table 2 
(here a=z(1), b=r(O)) 
k Initial a b 
segment 
1 1 10 1 
1 0 011 01 
2 11 1100 11 
2 10 100111 1001 
2 01 01110 011 
2 00 001111 0011 
3 111 111000 111 
3 110 110001111 110001 
3 101 101011 1010 
3 011 0111100 0111 
3 100 100011111 I00011 
3 010 010111 0101 
3 001 00111110 00111 
3 000 000111111 000111 
Problem 3. Let x be any element of F or G. Is it true that for every positive integer 
N there exists another positive integer j= j (N)  such that x(1, N) such that 
x(1, N)= x( j , j  + N-  1)? Such a word is called a recurrent point for dynamical 
system (A '°, T). Recurrent points are essential in some surprising applications of 
measure theory in combinatorial number theory (see e.g. [3]). Clearlyfis an example 
of a recurrent point. 
Problem 4. Which members of F or G are kth power free words? Recall that a kth 
power free word x satisifies x(m, n) = w k for no positive integers m < n and a word w. 
It is known that f is free from 4th powers (see [6]). 
Problem 5. Similar questions may be considered with alphabets of more than two 
symbols. Let r > 2 denote the number of symbols in the alphabet A. We can ask for 
example about the solutions in A ~' of the equation: 
go(X, x) + 91(x, x) + ... + 9,-1(x, x) = Tkx, (5.1) 
with 9~ defined similarly as in Definition 1.1. In particular, if we take r = k = 3 in (5.1) 
and x(1, 3) = 210 then the first 100 symbols of x are: 
2102221021120220102222112210202210120102112202212121220212012000220 
221102201222010222211211222022212 . . . .  
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