Abstract. Recommender systems evaluation is usually based on predictive accuracy metrics with better scores meaning recommendations of higher quality. However, the comparison of results is becoming increasingly difficult, since there are different recommendation frameworks and different settings in the design and implementation of the experiments. Furthermore, there might be minor differences on algorithm implementation among the different frameworks. In this paper, we compare well known recommendation algorithms, using the same dataset, metrics and overall settings, the results of which point to result differences across frameworks with the exact same settings. Hence, we propose the use of standards that should be followed as guidelines to ensure the replication of experiments and the reproducibility of the results.
Introduction
Recommender systems are decision support systems found in online web services, mainly in e-Commerce for movies, music, videos or general item recommendation. During the last few years, research in recommender systems both in academia and in industry counts numerous publications found in the literature [1] . The popularity in recommender systems research has led to the increasingly important problem of reproducibility and replication of experiments during the evaluation of such systems. The valuation of recommendation algorithms is important for measuring the quality of the results and make objective comparisons among algorithms. A positive aspect found in the literature is the availability of papers that describe in detail their proposed recommendation algorithms, the evaluation methods, the settings and datasets used [2] [3] [4] .
In the research community, there are different recommendation frameworks that can be used for the evaluation of algorithms. These include, among others, the Apache Mahout [5] , LensKit [6] , MyMediaLite [7] and Recommender101 [8] . The first one has been developed by the Apache Foundation whereas the rest have been developed by researchers in academia. All these recommendation frameworks provide essentially the same portfolio of algorithms. However, substantial differences exist in the implementation of the algorithms, data management and evaluation methods and while all frameworks provide the same basic evaluation methods, differences in algorithm implementation makes it difficult to compare results across frameworks [1] .
To assist towards the problem of reproducibility and replication of experimental results in recommender systems we:
• Provide a set of standards and best practices that can be used when performing experiments.
• Performed different experiments using a real dataset and different recommendation libraries with the results validating our approach.
The rest of the paper is organized as follows: Section 2 provides the required background, section 3 is a comparison between recommendation libraries, real data and different settings, section 4 delivers the proposed approach and section 5 contains the conclusion and future work parts.
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Background
In the literature, the progress of recommender systems algorithms can be measured using accuracy and classification evaluation methods. The most known and used accuracy methods are the Mean Absolute Error (MAE) and the Root Mean Square Error (RMSE), whereas the most known classification methods are Precision and Recall. State of the art works about the evaluation of recommender systems can be found in [3] and [9] . Research papers that propose new recommendation algorithms will typically describe the experimental setup, the dataset used and the framework used and by reproducibility is meant the replication and validation of the results by third parties [1] .
The four main problems that occur when evaluating recommender systems algorithms are [1, 10]:
1. The framework used for the generation of the recommendations and the evaluation should be mentioned and it should be publicly available. 2. The details of the algorithms should be clearly mentioned, such as the size of the neighborhood used.
3. The dataset used for the experiments, along with any possible version of it and it should be publicly available. 4. Details of how the dataset has been used. These must include training and test splits and if these have been randomly selected or if parameters have been used to select specific parts that will make the reproduction easier. Moreover, if k-folds have been used for cross-fold validation then details about the number of folds and how these have been selected should be available.
The problem of the replication of experiments and the reproducibility of the results has been an open issue in the research community with a workshop organized in 2013 [11] . The outcome of the joint community work identifies the key aspects of the reproducibility problem, although its future direction part is limited [12] since future directions are only theoretical towards the need of general guidelines to produce better results [10, [12] [13] [14] . One step further from the theoretical guidelines is RiVal [15] , a toolkit that provides four stages in the recommendation process, data splitting, item recommendation, candidate item generation and performance evaluation. RiVal is not an evaluation framework since it pertains to three different frameworks, these of Apache Mahout, LensKit and MyMediaLite. The toolkit provides a user interface where the user will input the data splitting, item generation and recommendation and will select which framework will be used for the evaluation. Furthermore, there are different approaches to the problem with one found in [16] , where the authors propose the use of a general framework for recommender systems and evaluation metric that operates over a set of sessions. Finally, another related metric available is the modified Reciprocal Hit Rand Metric (mRHR) proposed by [17] , where the use of an alternative hit rank metric is proposed. However, in this work the problem of the average reciprocal hit rank (ARHR) is only tackled in the context of the evaluation of recommender systems.
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Comparing experimental results using different libraries
In this section we present a comparison of two recommendation libraries. Apache Mahout and Recommender 101 based on the Pearson Correlation Similarity (PCC) and Jaccard similarity measurements and the Mean Absolute Error (MAE) error rating prediction metric.
Settings
The experimental evaluation took place on an Intel i7 with 8GBs of RAM running Windows 10. The dataset used is the MovieLens 1 million [18] , which contains 3952 movies, 6040 users and 1,000,209 ratings, with each user having at least 20 ratings. The dataset has been split in 80% for training and 20% for testing and the percentages have been randomly selected once for each library.
Recommendation methods
For the experiments we have used PCC and Jaccard. PCC is defined in equation 1. In PCC the sum of ratings between two users is compared. Sim (a, b) is the similarity between users a and b, also r a,p is the rating of user a for product p, r b,p is the rating of user b for product p and and represent the user's average ratings. P is the set ´a r ´b r of all products. Moreover, in PCC the similarity value between users ranges from -1 to 1 and higher values represent a closer similarity between users. Additionally, Jaccard similarity which is defined in equation 2 and in this approach only the number of co-rated items is taken into consideration. In Jaccard a represents a user and b a second user. Then, Jaccard provides a similarity value between -1 and 1 by measuring the co-rated items and dividing the size of the intersection by the size of the union of the sets. Once again higher values represent better similarity. For measuring the prediction accuracy, we have used MAE which is defined in equation 3 where pi is the predicted rating and ri is the actual rating in the summation. This method is used for the computation of the deviation between the predicted ratings and the actual ratings. It should also be noted that lower values are better. MAE has been widely used in previous research for predicting the accuracy of recommender systems [3, 19, 20] .
Results
The following tables describe the experimental results. 
Proposed approach
In recommender systems evaluation to reproduce experiments it is recommended to follow a set of guidelines [1] . However, most researchers either do not follow them or do not explain in detail the settings of their research environment. Furthermore, the guidelines may vary across researchers and the need for their standardization in a form of framework is necessary. A major challenge in recommender system evaluation is that there are many different libraries for evaluating algorithms and the possibility of having one single library or making all the current libraries following a universal or standardized approach is rather impossible. Furthermore, scientists might decide they want to develop their own library for performing the evaluations. Thus, we list a set of guidelines in 4.1 that explain the differences in evaluation libraries and why the results are different and in 4.2 we propose how to replicate studies.
Guidelines
The following elements are the ones responsible for the reproducibility of results across libraries and within the same library.
Architecture. By this we mean the architecture of the recommendation library. For example, Apache Mahout has a different architecture when compared to Recommender 101. In the first library the PearsonCorrelationSimilarity class extends an AbstractSimilarity class but it implements Pearson, whereas in the second library there is a NearestNeighbors class implementing AbstractRecommender, which includes different neighborhood-based implementations including both Pearson and Cosine.
Main recommendation algorithm. The most widely used method for providing recommendations in e-Commerce and other online environments is Collaborative Filtering (CF) [4] . In CF, a user neighborhood is created based on previous common history between users based on a similarity function such as Pearson Correlation Coefficient (PCC) or Cosine similarity. However, small alterations on how CF works exist between frameworks.
Evaluation settings. Some frameworks provide different settings whereas others do not.
For example, differences between Recommender101 and Apache Mahout include:
• Recommender101 provides options about the minimum number of ratings per user or per item whereas in Apache Mahout someone will have to manually edit the source code to do that. This parameter could lead to different results.
• Recommender101 provides settings for both the minimum and maximum rating value that should be taken into consideration during the evaluation, whereas Apache Mahout does not.
Hence, it is important for each framework to provide the same settings during the evaluation process. We believe that a framework such as Recommender101 that provides more options is more suitable for research and standardization development. A standard that defines all possible parameters for recommender system evaluation is necessary for reproducibility.
Dataset settings. This is related to the evaluation settings and is necessary for users to follow them to make reproducibility easier. The standard should provide guidelines related to the percentage of training and test set. It should be clearly mentioned which part of the dataset has been used for training and which for testing and while pure random selection makes results more reliable affects the reproducibility. Furthermore, if k-folds have been used for cross-fold evaluation then details about which the folds are should be available. Furthermore, the dataset used should be explained in detail, including any possible version of it, its size and any other available parameters.
Replication
In 4.1 we discussed how the architecture, the algorithm implementation, the evaluation settings and the dataset settings are accountable for different results among different libraries or within the same library. However, the architecture of a library would be very difficult to change as well as the implementation of already established algorithms contained in libraries. Moreover, it would be dreadful to have different libraries behave the same. Thus, the main problem resides in reproducing the results of a study based on a proposed algorithm, the evaluation settings, the data used and the library the researchers have used to run the experiments.
Therefore, it is important to follow a set of guidelines or good practices to make the results reproducible. We have identified the following steps that if followed, will assist people reproducing the results using the same framework.
1. Explanation regarding the library and version you have used. If the library has been self-developed it should be available online. 2.
Step by step explanation of the evaluation settings such as the number of user neighbors used, if ratings below a threshold have been removed, if users that have not rated a certain number of items have been removed, if items with few ratings or too many ratings have been removed and if from the user base satisfying the criteria a sample of the users have been used or if all the users in the dataset have been used. Furthermore, other settings such as if there is a threshold for forming the user neighborhood or a threshold of common rated items should be mentioned. Finally, it should be noted that some of the settings available in a library might not be in another. All available settings of the library used should be mentioned. 3. In the dataset it should be made clear which dataset and version has been used, if the dataset has been split using test/train or whether a cross-fold validation has been used and how many folds have been used. In addition, it should be made clear which exact part has been used for training, which for testing and how the selection has been made to use the same training/testing parts in the reproduction of the experiments. 4. If the proposed algorithm extends a class of the library used or if it is a standalone file using the library for evaluation purposes. 
Conclusions and future work
In this paper we have performed a comparative analysis and shown that it is difficult to reproduce evaluation results both across different libraries but also when the same library is used. The use of various settings and algorithm implementations lead to producing different results. For example, the selection of which data from datasets will be used for training and which for testing leads to different results, which in turn has an impact to the overall conclusion. Furthermore, we conclude that there are many different parameters that need to be considered by researchers when performing evaluation that it is very difficult to achieve a complete reproduction. Thus, we proposed a unified approach which can facilitate a common reference baseline for recommendation experiments across different frameworks and a set of guidelines to tackle a cross-industry challenge. This work is the first step towards an extensively broad validation framework for recommender systems and it aims to educate the community while collating feedback towards robust experimentation and comparison across recommender frameworks. The results show that when comparing results using the same settings with different libraries the output is not the same and within the same library small changes affect the output. This paper proposed a set of guidelines that can be followed to solve the problem. Furthermore, the results have been validated using two different libraries and real data.
In the future we aim to work towards the following research directions: Tests for information retrieval metrics such as Precision and Recall. Further validation will be necessary based on information retrieval metrics to examine the behavior of the libraries.
A framework for the reproduction of experiments. A complete framework that will support researchers in the direction of reproducing experiments should be developed, used and possibly standardized. A universal metric. The development of a universal metric that will make results comparable across libraries is essential. Reproducibility in user centric studies. It is essential in the domain of recommender systems to have a set of guidelines in the form of a framework that will assist towards the direction of reproducing results in user centric studies. However, it will be difficult to reproduce studies when humans are involved, since it will be difficult to have the exact number of people with the same background and maintain a similar behavior.
