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Abstract. We prove a maximum principle of optimal control of stochastic delay equations on
inﬁnite horizon. We establish ﬁrst and second suﬃcient stochastic maximum principles as well as
necessary conditions for that problem. We illustrate our results with an application to the optimal
consumption rate from an economic quantity.
Key words. inﬁnite horizon, optimal control, stochastic delay equation, Le´vy processes, maxi-
mum principle, Hamiltonian, adjoint process, partial information
AMS subject classifications. 93EXX, 93E20, 60J75, 34K50, 60H10, 60H20, 49J55
DOI. 10.1137/120882809
1. Introduction. To solve the stochastic control problems, there are two ap-
proaches: the dynamic programming method (HJB equation) and the maximum
principle.
In this paper, our system is governed by the stochastic diﬀerential delay equation
(SDDE), ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
dX(t) = b (t,X(t), Y (t), A(t), u(t)) dt
+ σ (t,X(t), Y (t), A(t), u(t)) dB(t)
+
∫
R0
θ (t,X(t), Y (t), A(t), u(t), z) N˜(dt, dz), t ∈ [0,∞) ,
X(t) = X0(t), t ∈ [−δ, 0],
Y (t) = X(t− δ), t ∈ [0,∞),
A(t) =
∫ t
t−δ e
−λ(t−r)X(r)dr, t ∈ [0,∞),
(1.1)
with a corresponding performance functional,
(1.2) J(u) = E
[∫ ∞
0
f (t,X(t), Y (t), A(t), u(t)) dt
]
,
where u(t) is the control process.
The SDDE is not Markovian so we cannot use the dynamic programming method.
However, we will prove stochastic maximum principles for this problem. A suﬃcient
maximum principle in inﬁnite horizon with the trivial transversality conditions were
treated by Haadem, Øksendal, and Proske [4]. The natural transversality condition
in the inﬁnite case would be a zero limit condition, meaning in the economic sense
that one more unit of good at the limit gives no additional value. But this property
is not necessarily veriﬁed. In fact Halkin [5] provides a counterexample for a natural
∗Received by the editors June 28, 2012; accepted for publication (in revised form) June 13, 2013;
published electronically August 22, 2013.
http://www.siam.org/journals/sima/45-4/88280.html
†Laboratory of Applied Mathematics, University Med Khider, Biskra 07000, Algeria
(agramnacira@yahoo.fr).
‡Center of Mathematics for Applications (CMA), University of Oslo, Blindern, N-0316 Oslo,
Norway (svenhaadem@gmail.com, bernt.oksendal@cma.uio.no, proske@math.uio.no). The third
author received funding from the European Research Council under the European Community’s
Seventh Framework Programme (FP7/2007-2013)/ERC grant agreement [228087].
2499
D
ow
nl
oa
de
d 
11
/1
4/
14
 to
 1
29
.2
40
.1
28
.2
2.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
2500 N. AGRAM, S. HAADEM, B. ØKSENDAL, AND F. PROSKE
extension of the ﬁnite horizon transversality conditions. Thus some care is needed
in the inﬁnite horizon case. For the case of the natural transversality condition the
discounted control problem was studied by Maslowski and Veverka [7].
In real life, delay occurs everywhere in our society. For example, this is the case in
biology, where the population growth depends not only on the current population size
but also on the size some time ago. The same situation may occur in many economic
growth models.
The stochastic maximum principle with delay has been studied by many authors.
For example, Elsanosi, Øksendal, and Sulem [3] proved a veriﬁcation theorem of
variational inequality. Øksendal and Sulem [9] established the suﬃcient maximum
principle for a certain class of stochastic control systems with delay in the state
variable. In Haadem, Øksendal, and Proske [4] an iniﬁnite horizon system is studied,
but without delay. In Chen and Wu [2], a ﬁnite horizon version of a stochastic
maximum principle for a system with delay in both the state variable and the control
variable is derived. In Øksendal, Sulem, and Zhang [11] a maximum principle for
systems with delay is studied in the ﬁnite horizon case. However, to our knowledge,
no one has studied the inﬁnite horizon case for delay equations.
For backward diﬀerential equations see Situ [15] and Li and Peng [6]. For the
inﬁnite horizon backward SDE (BSDE) see Peng and Shi [13], Pardoux [12], Yin [16],
Barles, Buckdahn, and Pardoux [1] and Royer [14]. For more details about jump
diﬀusion markets see Øksendal and Sulem [10] and for background and details about
stochastic fractional delay equations see Mohammed and Scheutzow [8].
In this work, we establish two suﬃcient maximum principles and one necessary
for the stochastic delay systems on inﬁnite horizon with jumps.
Our paper is organized as follows. In the second section, we formulate the prob-
lem. The third section is devoted to the ﬁrst and second suﬃcient maximum principles
with an application to the optimal consumption rate from an economic quantity de-
scribed by a stochastic delay equation. In the fourth section, we formulate a necessary
maximum principle, and we prove an existence and uniqueness of the advanced BSDEs
on inﬁnite horizon with jumps in the last section.
2. Formulation of the problem. Let (Ω,F , P ) be a probability space with
ﬁltration (Ft)t≥0 satisfying the usual conditions, on which an R-valued standard
Brownian motion B (.) and an independent compensated Poisson random measure
N˜(dt, dz) = N(dt, dz)− ν(dz)dt are deﬁned.
We consider the following stochastic control system with delay:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
dX(t) = b (t,X(t), Y (t), A(t), u(t)) dt
+ σ (t,X(t), Y (t), A(t), u(t)) dB(t)
+
∫
R0
θ (t,X(t), Y (t), A(t), u(t), z) N˜(dt, dz), t ∈ [0,∞) ,
X(t) = X0(t), t ∈ [−δ, 0] ,
Y (t) = X(t− δ), t ∈ [0,∞) ,
A(t) =
∫ t
t−δe
−λ(t−r)X(r)dr, t ∈ [0,∞) ,
(2.1)
where X0(t) is a given continuous (deterministic) function, and
δ > 0, λ > 0 are given constants,
b : [0,∞)× R× R× R× U × Ω → R,
σ : [0,∞)× R× R× R× U × Ω → R,
θ : [0,∞)× R× R× R× U × R0 × Ω → R
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A MAXIMUM PRINCIPLE FOR INFINITE HORIZON 2501
are given continuous functions such that for all t, b(t, x, y, a, u), σ(t, x, y, a, u), and
θ(t, x, y, a, u, z) are Ft-measurable for all x ∈ R, y ∈ R, a ∈ R, u ∈ U , and z ∈
R0 := R \ {0}. We assume that b, σ, θ are C1 (i.e., continuously diﬀerentiable/Fre´chet
diﬀerentiable) with respect to x, y, a, u, and z for all t and a.a. ω. Let Et ⊂ Ft be
a given subﬁltration, representing the information available to the controller at time
t. Let U be a nonempty subset of R. We let AE denote a given family of admissible
Et-adapted control processes. An element of AE is called an admissible control. The
corresponding performance functional is
(2.2) J(u) = E
[∫ ∞
0
f (t,X(t), Y (t), A(t), u(t)) dt
]
, u ∈ AE ,
where we assume that
(2.3)
E
∫ ∞
0
{
|f (t,X(t), Y (t), A(t), u(t)) |+
∣∣∣∣ ∂f∂xi (t,X(t), Y (t), A(t), u(t))
∣∣∣∣
2
}
dt < ∞.
We also assume that f is C1 with respect to x, y, a, u for all t and a.a. ω. The value
function Φ is deﬁned as
(2.4) Φ(X0) = sup
u∈AE
J(u).
An admissible control u∗ is called an optimal control for (2.1) if it attains the maximum
of J (u) over AE . Equation (2.1) is called the state equation, and the solution X∗(t)
corresponding to u∗ is called an optimal trajectory.
3. A suﬃcient maximum principle. In this section our objective is to estab-
lish a suﬃcient maximum principle.
3.1. Hamiltonian and time-advanced BSDEs for adjoint equations. We
now introduce the adjoint equations and the Hamiltonian function for our problem.
The Hamiltonian is deﬁned by
H(t, x, y, a, u, p, q, r(·)) = f(t, x, y, a, u) + b(t, x, y, a, u)p+ σ(t, x, y, a, u)q(3.1)
+
∫
R0
θ(t, x, y, a, u, z)r(z)ν(dz),
where
H : [0,∞)× R× R× R× U × R× R× × Ω → R
and  is the set of functions r: R0 → R such that the integral term in (3.1) converges
and U is the set of possible control values.
We suppose that b, σ, and θ are C1 functions with respect to (x, y, a, u) and that
E
[∫ ∞
0
{∣∣∣∣ ∂b∂xi (t,X(t), Y (t), A(t), u(t))
∣∣∣∣
2
+
∣∣∣∣ ∂σ∂xi (t,X(t), Y (t), A(t), u(t))
∣∣∣∣
2
(3.2)
+
∫
R0
∣∣∣∣ ∂θ∂xi (t,X(t), Y (t), A(t), u(t))
∣∣∣∣
2
ν(dz)
}
dt
]
< ∞
for xi = x, y, a, and u.
D
ow
nl
oa
de
d 
11
/1
4/
14
 to
 1
29
.2
40
.1
28
.2
2.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
2502 N. AGRAM, S. HAADEM, B. ØKSENDAL, AND F. PROSKE
The adjoint processes (p(t), q(t), r(t, ·)), t ∈ [0,∞), z ∈ R0, are assumed to satisfy
the equation
(3.3) dp(t) = E [μ(t) | Ft] dt+ q(t)dB(t) +
∫
R0
r(t, z)N˜(dt, dz), t ∈ [0,∞) ,
where
μ(t) = −∂H
∂x
(t,X(t), Y (t), A(t), u(t), p(t), q(t), r(t, ·))
(3.4)
− ∂H
∂y
(t+ δ,X(t+ δ), Y (t+ δ), A(t + δ), u(t+ δ), p(t+ δ), q(t+ δ), r(t + δ, ·))
− eλt
(∫ t+δ
t
∂H
∂a
(s,X(s), Y (s), A(s), u(s), p(s), q(s), r(s, ·)) e−λsds
)
.
Remark 3.1. Note that we do not require a priori that the solution of (3.3)–(3.4)
is unique.
The following result is an inﬁnite horizon version of Theorem 3.1 in [11].
3.2. A ﬁrst suﬃcient maximum principle.
Theorem 3.2. Let uˆ ∈ AE with corresponding state processes Xˆ(t), Yˆ (t), and
Aˆ(t) and adjoint processes pˆ(t), qˆ(t), and rˆ(t, ·) assumed to satisfy the advanced BSDE
(ABSDE) (3.3)–(3.4). Suppose that the following assertions hold:
(i)
lim
T→∞
E
[
pˆ(T )(X(T )− Xˆ(T ))
]
≥ 0(3.5)
for all u ∈ AE with corresponding solution X(t).
(ii) The function
(x, y, a, u) → H(t, x, y, a, u, pˆ(t), qˆ(t), rˆ(t, ·))
is concave for each t ∈ [0,∞) a.s.
(iii)
E
[∫ T
0
{
qˆ2(t) (σ(t) − σˆ(t))2 +
∫
R
rˆ2(t, z)(θ(t, z)− θˆ(t, z))2ν(dz)
}
dt
]
< ∞
(3.6)
for all T < ∞.
(iv)
max
v∈U
E
[
H
(
t, Xˆ(t), Xˆ(t− δ), Aˆ(t), v, pˆ(t), qˆ(t), rˆ(t, ·)
) ∣∣∣Et]
= E
[
H
(
t, Xˆ(t), Xˆ(t− δ), Aˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·)
) ∣∣∣Et]
for all t ∈ [0,∞) a.s.
Then uˆ is an optimal control for the problem (2.4).
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A MAXIMUM PRINCIPLE FOR INFINITE HORIZON 2503
Proof. Choose an arbitrary u ∈ AE , and consider
(3.7) J(u)− J(uˆ) = I1,
where
(3.8) I1 = E
[∫ ∞
0
{
f
(
t,X(t), Y (t), A(t), u(t)
)− f(t, Xˆ(t), Yˆ (t), Aˆ(t), uˆ(t))} dt].
By the deﬁnition (3.1) of H and the concavity, we have
I1 ≤ E
[∫ ∞
0
{
∂H
∂x
(t)(X(t)− Xˆ(t)) + ∂H
∂y
(t)(Y (t)− Yˆ (t)) + ∂H
∂a
(t)(A(t) − Aˆ(t))
(3.9)
+
∂H
∂u
(t)(u(t)− uˆ(t)) − (b(t)− bˆ(t))pˆ(t)− (σ(t) − σˆ(t))qˆ(t)
−
∫
R0
(θ(t, z)− θˆ(t, z))rˆ(t, z)ν(dz)
}
dt
]
,
where we have used the simpliﬁed notation
∂H
∂x
(t) =
∂H
∂x
(
t, Xˆ(t), Yˆ (t), Aˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·)
)
,
and similarly for b and σ.
Applying the Itoˆ formula to pˆ(t)(X(t)− Xˆ(t)) we get, by (3.5) and (3.6),
0 ≤ lim
T→∞
E[pˆ(T )(X(T )− Xˆ(T ))](3.10)
= lim
T→∞
E
[(∫ T
0
(b(t)− bˆ(t))pˆ(t)dt+
∫ T
0
(X(t)− Xˆ(t))E [μˆ(t) | Ft] dt
+
∫ T
0
(σ(t) − σˆ(t))qˆ(t)dt+
∫ T
0
∫
R0
(θ(t, z)− θˆ(t, z))rˆ(t, z)ν(dz)dt
)]
= lim
T→∞
E
[(∫ T
0
(b(t)− bˆ(t))pˆ(t)dt+
∫ T
0
(X(t)− Xˆ(t))μˆ(t)dt
+
∫ T
0
(σ(t) − σˆ(t))qˆ(t)dt+
∫ T
0
∫
R0
(θ(t, z)− θˆ(t, z))rˆ(t, z)ν(dz)dt
)]
.
Using the deﬁnition (3.4) of μ we see that
lim
T→∞
E
[(∫ T
0
(X(t)− Xˆ(t))μˆ(t)dt
)]
(3.11)
= lim
T→∞
E
[(∫ T+δ
δ
(X(t− δ)− Xˆ(t− δ))μˆ(t− δ)dt
)]
= lim
T→∞
E
[(
−
∫ T+δ
δ
∂H
∂x
(t− δ)(X(t− δ)− Xˆ(t− δ))dt
−
∫ T+δ
δ
∂H
∂y
(t)
(
Y (t)− Yˆ (t)
)
dt
−
∫ T+δ
δ
(∫ t
t−δ
∂H
∂a
(s) e−λsds
)
eλ(t−δ)
(
X(t− δ)− Xˆ(t− δ)
))
dt
]
.
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2504 N. AGRAM, S. HAADEM, B. ØKSENDAL, AND F. PROSKE
Using Fubini and substituting r = t− δ, we obtain
∫ T
0
∂H
∂a
(s)(A(s) − Aˆ(s))ds(3.12)
=
∫ T
0
∂H
∂a
(s)
∫ s
s−δ
e−λ(s−r)(X(r)− Xˆ(r))dr ds
=
∫ T
0
(∫ r+δ
r
∂H
∂a
(s)e−λsds
)
eλr(X(r) − Xˆ(r)) dr
=
∫ T+δ
0
(∫ t
t−δ
∂H
∂a
(s) e−λsds
)
eλ(t−δ)(X(t− δ)− Xˆ(t− δ))dt.
Combining (3.10), (3.11), and (3.12) we get
0 ≤ lim
T→∞
E
[
pˆ(T )(X(T )− Xˆ(T ))
]
= E
[(∫ ∞
0
(b(t)− bˆ(t))pˆ(t)dt(3.13)
−
∫ ∞
0
∂H
∂x
(t) (X(t)− Xˆ(t))dt −
∫ ∞
δ
∂H
∂y
(t) (Y (t)− Yˆ (t))dt
−
∫ ∞
δ
∂H
∂a
(t) (A(t) − Aˆ(t))dt +
∫ ∞
0
(σ(t) − σˆ(t))qˆ(t)dt
+
∫ ∞
0
∫
R0
(θ(t, z)− θˆ(t, z))rˆ(t, z)ν(dz)dt
)]
.
Subtracting and adding
∫∞
0
∂H
∂u (t)(u(t)− uˆ(t))dt in (3.12) we conclude
0 ≤ lim
T→∞
E
[
pˆ(T )(X(T )− Xˆ(T ))
]
= E
[(∫ ∞
0
(b(t)− bˆ(t))pˆ(t)dt
−
∫ ∞
0
∂H
∂x
(t) (X(t)− Xˆ(t))dt −
∫ ∞
δ
∂H
∂y
(t) (Y (t)− Yˆ (t))dt
−
∫ ∞
δ
∂H
∂a
(t) (A(t) − Aˆ(t))dt +
∫ ∞
0
(σ(t) − σˆ(t))qˆ(t)dt
+
∫ ∞
0
∫
R0
(θ(t, z)− θˆ(t, z))rˆ(t, z)ν(dz)dt
−
∫ ∞
0
∂H
∂u
(t)(u(t)− uˆ(t))dt+
∫ ∞
0
∂H
∂u
(t)(u(t)− uˆ(t))dt
)]
≤ −I1 + E
[∫ ∞
0
E
[
∂H
∂u
(t)(u(t)− uˆ(t)) | Et
]
dt
]
.
Hence
I1 ≤ E
[∫ ∞
0
E
[
∂H
∂u
(t) | Et
]
(u(t)− uˆ(t))dt
]
≤ 0.
Since u ∈ AE was arbitrary, this proves Theorem 3.1.
3.3. A second suﬃcient maximum principle. We extend the result in
Øksendal and Sulem [9] to inﬁnite horizon with jump diﬀusions.
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Consider again the system⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
dX(t) = b (t,X(t), Y (t), A(t), u(t)) dt
+ σ (t,X(t), Y (t), A(t), u(t)) dB(t)
+
∫
R0
θ (t,X(t), Y (t), A(t), u(t), z) N˜(dt, dz), t ∈ [0,∞) ,
X(t) = X0(t), t ∈ [−δ, 0],
Y (t) = X(t− δ), t ∈ [0,∞),
A(t) =
∫ t
t−δ e
−λ(t−r)X(r)dr, t ∈ [0,∞).
We now give an Itoˆ formula which is proved in [3] without jumps. Adding the
jump parts is just an easy observation.
Lemma 3.3 (the Itoˆ formula for delayed system). Consider a function
(3.14) G(t) = F (t,X(t), A(t)),
where F is a function in C1,2,1(R3). Note that
A(t) =
∫ 0
−δ
eλsX(t+ s)ds.
Then
dG(t) = (LF )(t,X(t), Y (t), A(t), u(t))dt(3.15)
+ σ(t,X(t), Y (t), A(t), u(t))
∂F
∂x
(t,X(t), A(t))dB(t)
+
∫
R0
{
F (t,X(t−) + θ(t,X(t), Y (t), A(t), u(t), z), A(t−))
− F (t,X(t−), A(t−))
− ∂F
∂x
(t,X(t−), A(t−))θ(t,X(t), Y (t), A(t), u(t), z)
}
ν(dz)dt
+
∫
R0
{F (t,X(t−) + θ(t,X(t), Y (t), A(t), u(t), z), A(t−))
− F (t,X(t−), A(t−))}N˜(dt, dz)
+ [X(t)− λA(t) − e−λδY (t)]∂F
∂a
(t,X(t), A(t))dt,
where
LF = LF (t, x, y, a, u) =
∂F
∂t
+ b(t, x, y, a, u)
∂F
∂x
+
1
2
σ2(t, x, y, a, u)
∂2F
∂x2
.
In particular, note that
dA(t) = X(t)− λA(t) − e−λδY (t), t ≥ 0.(3.16)
Now, deﬁne the Hamiltonian, H
′
: R+ × R× R× R× U × R3 × R3 × → R, as
H
′
(t, x, y, a, u, p, q, r(·))(3.17)
= f(t, x, y, a, u) + b(t, x, y, a, u)p1 + (x − λa− e−λδy)p3
+ σ(t, x, y, a, u)q1 +
∫
R0
θ(t, x, y, a, u, z)r(z)ν(dz),
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where p = (p1, p2, p3)
T ∈ R3 and q = (q1, q2, q3) ∈ R3. For each u ∈ AE the associ-
ated adjoint equations are the following BSDEs in the unknown Ft-adapted processes
(p(t), q(t), r(t, ·)) given by
dp1(t) = −∂H
′
∂x
(t,X(t), Y (t), A(t), u(t), p(t), q(t), r(t, ·))dt + q1(t)dB(t)(3.18)
+
∫
R0
r(t, z)N˜(dt, dz),
dp2(t) = −∂H
′
∂y
(t,X(t), Y (t), A(t), u(t), p(t), q(t), r(t, ·))dt,(3.19)
dp3(t) = −∂H
′
∂a
(t,X(t), Y (t), A(t), u(t), p(t), q(t), r(t, ·))dt + q3(t)dB(t).(3.20)
Theorem 3.4 (a second inﬁnite horizon maximum principle for delay equations).
Suppose uˆ ∈ AE and let (Xˆ(t), Yˆ (t), Aˆ(t)) and (pˆ(t), qˆ(t), rˆ(t, ·)) be corresponding
solutions of (3.18)–(3.20), respectively. Suppose that
(x, y, a, u) 	→ H ′(t, x, y, a, u, pˆ(t), qˆ(t), rˆ(t, ·))
is concave for all t ≥ 0 a.s. and
E
[
H
′
(t, Xˆ(t), Yˆ (t), Aˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))|Et
]
(3.21)
= max
u∈U
E
[
H
′
(t, Xˆ(t), Yˆ (t), Aˆ(t), u, pˆ(t), qˆ(t), rˆ(t, ·))|Et
]
.
Further, assume that
lim
T→∞
E[pˆ1(T )(X(T )− Xˆ(T )) + pˆ3(T )(A(T )− Aˆ(T ))] ≥ 0.(3.22)
In addition assume that
pˆ2(t) = 0
for all t. Then uˆ is an optimal control for the control problem (2.4).
Proof. To simplify notation we put
ζ(t) = (X(t), Y (t), A(t))
and
ζˆ(t) = (Xˆ(t), Yˆ (t), Aˆ(t)).
Let
I := J(uˆ)− J(u) = E
[∫ ∞
0
(f(t, ζˆ(t), uˆ(t))− f(t, ζ(t), u(t)))dt
]
.
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Then we have that
I = lim
T→∞
E
[∫ T
0
(H
′
(t, ζˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))−H ′(t, ζ(t), u(t), pˆ(t), qˆ(t), rˆ(t, ·))dt
](3.23)
− E
[∫ T
0
(b(t, ζˆ(t), uˆ(t))− b(t, ζ(t), u(t))pˆ1(t)dt
]
− E
[∫ T
0
{(Xˆ(t)− λAˆ(t)− e−λδYˆ (t))− (X(t)− λA(t) − e−λδY (t))}pˆ3(t)dt
]
− E
[∫ T
0
{σ(t, ζˆ(t), uˆ(t))− σ(t, ζ(t), u(t))}qˆ1(t)dt
]
− E
[∫ T
0
∫
R0
(θ(t, ζˆ(t), uˆ(t), z)− θ(t, ζ, u(t), z))rˆ(t, z)ν(dz)dt
]
=: I1 + I2 + I3 + I4 + I5.
Since (ζ, u) → H ′(t, ζ, u, pˆ(t), qˆ(t), rˆ(t, ·)) is concave, we have by (3.21) that
H
′
(t, ζ, u, pˆ(t), qˆ(t), rˆ(t, ·))−H ′(t, ζˆ, uˆ, pˆ(t), qˆ(t), rˆ(t, ·))
≤ ∇ζH ′(t, ζˆ, uˆ, pˆ(t), qˆ(t), rˆ(t, ·)) · (ζ − ζˆ) + ∂H
′
∂u
(t, ζˆ, uˆ, pˆ(t), qˆ(t), rˆ(t, ·)) · (u− uˆ)
≤ ∇ζH ′(t, ζˆ, uˆ, pˆ(t), qˆ(t), rˆ(t, ·)) · (ζ − ζˆ),
where ∇ζH ′ = (∂H
′
∂x ,
∂H
′
∂y ,
∂H
′
∂a ). From this we get that
I1 ≥ lim
T→∞
E
[∫ T
0
−∇ζH ′(t, ζˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·)) · (ζ(t)− ζˆ(t))dt
]
(3.24)
= lim
T→∞
E
[∫ T
0
(ζ(t) − ζˆ(t))dpˆ(t)
]
= E
[ ∫ ∞
0
(X(t)− Xˆ(t))dpˆ1(t) +
∫ ∞
0
(A(t) − Aˆ(t))dpˆ3(t)
]
.
From (3.18), (3.19), and (3.20) we get that
0 ≥ − lim
T→∞
E[pˆ1(T )(X(T )− Xˆ(T )) + pˆ3(T )(A(T )− Aˆ(T ))](3.25)
= − lim
T→∞
E
[∫ T
0
(X(t)− Xˆ(t))dpˆ1(t) +
∫ T
0
pˆ1(t)d(X(t) − Xˆ(t))
+
∫ T
0
[
σ(t, ζ(t), u(t)) − σ(t, ζˆ(t), uˆ(t))
]
qˆ1(t)dt
+
∫ T
0
∫
R0
(θ(t, ζ(t), u(t), z) − θ(t, ζˆ, uˆ(t), z))rˆ(t, z)ν(dz)dt
+
∫ T
0
(A(t)− Aˆ(t))dpˆ3(t) +
∫ T
0
pˆ3(t)d(A(t) − Aˆ(t))
]
.
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Combining this with (3.23) and (3.24) and using (3.16), we have that
−I = I1 + I2 + I3 + I4 + I5 ≤ 0.
Hence J(uˆ)− J(u) = I ≥ 0, and uˆ is an optimal control for our problem.
Example 3.5 (a nondelay inﬁnite horizon example). Let us ﬁrst consider a non-
delay example. Assume we are given the performance functional
(3.26) J(u) = E
[∫ ∞
0
e−ρt
1
γ
uγ(t)dt
]
and the state equation
(3.27)
⎧⎨
⎩
dX(t) = [X(t)μ− u(t)] dt
+ σ(t,X(t), u(t))dB(t); t ≥ 0,
X(0) = X0 > 0,
where X0 > 0, γ ∈ (0, 1), ρ > 0, and μ ∈ R are given constants. We assume that
μγ < ρ.(3.28)
Here u(t) ≥ 0 is our control. It can be interpreted as the consumption rate from a
cash ﬂow X(t). The performance J(u) is the total expected discounted utility of the
consumption. For u to be admissible we require that E
[
X(t)
] ≥ 0 for all t ≥ 0.
In this case the Hamiltonian (3.17) takes the form
H
′
(t, x, u, p, q) = e−ρt
1
γ
uγ + [xμ− u]p(3.29)
+ σ(t, x, u)q,
so that we get the partial derivative
∂H
′
∂u
(t, u, x, p, q) = e−ρtuγ−1 − p+ ∂σ
∂u
q.
Therefore, if ∂H
′
∂u = 0 we get
p(t) = e−ρtuγ−1(t) +
∂σ
∂u
(t,X(t), u(t))q(t).(3.30)
We now see that the adjoint equation is given by
dp(t) = −
[
μp(t) +
∂σ
∂x
(t,X(t), u(t))q(t)
]
dt+ q(t)dB(t).
Now assume that
σ(t, x, u) = σ0(t)x(3.31)
for some bounded adapted process σ0(t). Let us try to choose q = 0. Then
dp(t) = −μp(t)dt,
which gives
p(t) = p(0)e−μt
for some constant p(0). Hence, by (3.30)
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(3.32) uˆ(t) = p
1
γ−1 (0)e
(μ−ρ)t
1−γ
for all t > 0. Inserting uˆ(t) into the dynamics of Xˆ(t), we get that
dXˆ(t) =
[
μXˆ(t)− p 1γ−1 (0)e 1γ−1 (ρt−μt)
]
dt+ σ0(t)Xˆ(t)dB(t).
So
(3.33) Xˆ(t) =
[
Xˆ(0)Γ(t)− p 1γ−1 (0)
∫ t
0
Γ(t)
Γ(s)
exp
(
(μ− ρ)s
1− γ
)
ds
]
,
where
(3.34) Γ(t) = exp
(∫ t
0
σ0(s)dB(s) + μt− 1
2
∫ t
0
σ20(s)ds
)
.
Hence
E
[
Xˆ(t)
]
= eμt
[
Xˆ(0)− p 1γ−1 (0)
∫ t
0
exp
(
(μγ − ρ)s
1− γ
)
ds
]
.
Therefore, to ensure that E
[
Xˆ(t)
]
is nonnegative, we get the optimal pˆ(0) as
(3.35) pˆ(0) =
⎡
⎢⎢⎣ Xˆ(0)∫ ∞
0
exp
(
(μγ − ρ)s
1− γ
)
ds
⎤
⎥⎥⎦
γ−1
.
We now see that limT→∞E[pˆ(T )Xˆ(T )] = 0, so that we have
lim
T→∞
E[pˆ(T )(X(T )− Xˆ(T ))] ≥ 0.
This tells us that uˆ with p(0) = pˆ(0) given by (3.35), the control uˆ given by (3.32) is
indeed an optimal control.
Example 3.6 (an inﬁnite horizon example with delay). Now let us consider a case
where we have delay. This is an inﬁnite horizon version of Example 1 in Øksendal
and Sulem [9]. Let
(3.36) J(u) = E
[∫ ∞
0
e−ρt
1
γ
u(t)γdt
]
,
and deﬁne
(3.37)
⎧⎪⎨
⎪⎩
dX(t) = dX(u)(t) = [X(t)μ+ Y (t)β + αA(t) − u(t)]dt
+ σ(t,X(t), Y (t), A(t), u(t))dB(t), t ≥ 0,
X(t) = X0(t) > 0, t ∈ [−δ, 0].
We want to ﬁnd a consumption rate u∗(t) such that
(3.38) J(u∗) = sup
{
J(u);E
[
X(u)(t)
] ≥ 0 for all t ≥ 0} .
Here γ ∈ (0, 1), ρ, δ ≥ 0, and β ∈ R are given constants.
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2510 N. AGRAM, S. HAADEM, B. ØKSENDAL, AND F. PROSKE
In this case the Hamiltonian (3.17) takes the form
H
′
(t, x, u, y, a, p, q) = e−ρt
1
γ
uγ + [xμ+ βy + αa− u]p1(3.39)
+ [x− λa− e−λδy]p3 + σ(t, x, y, a, u)q1,
so that we get the partial derivative
∂H
′
∂u
(t, x, u, y, a, p, q) = e−ρtuγ−1 − p1 + ∂σ
∂u
q1.
This, together with the maximality condition, gives that
p1(t) = e
−ρtu(t)γ−1 +
∂σ
∂u
q1.
We now see that the adjoint equations are given by
dp1(t) = −
[
μp1(t) + p3(t) +
∂σ
∂x
q1(t)
]
dt+ q1(t)dB(t),
dp2(t) = −
[
βp1(t)− e−λδp3(t) + ∂σ
∂y
q1(t)
]
dt,
dp3(t) = −
[
αp1(t)− λp3(t) + ∂σ
∂a
q1(t)
]
dt+ q3(t)dB(t).
Since the coeﬃcents in front of p1 and p3 are deterministic we can choose q1 = q3 = 0.
Since we want p2(t) = 0, we then get
p1(t) =
e−λδ
β
p3(t),
which gives us that
dp1(t) = −[μp1(t) + βeλδp1(t)]dt,
dp3(t) = −
[
α
β
e−λδp3(t)− λp3(t)
]
dt,
and
(3.40) u(t) = e
ρt
γ−1 p
1
γ−1
1 (t).
Hence, to ensure that
(3.41) p1(t) =
e−λδ
β
p3(t)
we need that
(3.42) α = βeλδ(μ+ λ+ βeλδ).
So
(3.43) p1(t) = p1(0)e
−(μ+βeλδ)t
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A MAXIMUM PRINCIPLE FOR INFINITE HORIZON 2511
for some constant p1(0). Hence by (3.40) we get
(3.44) u(t) = up1(0) = p1(0)
1
γ−1 exp
(
(μ+ βeλδ − ρ)t
1− γ
)
for all t > 0 and some p1(0). Now assume that
α = 0, i.e. λ+ βeλδ = −μ(3.45)
and that
σ(t,X(t), Y (t), A(t), u(t)) = κA(t) (κ constant).(3.46)
Then (3.37) gets the form{
dX(t) = [μX(t) + βY (t)− u(t)]dt+ κA(t)dB(t), t ≥ 0,
X(t) = X0(t), t ∈ [−δ, 0],
(3.47)
and
p1(t) = p1(0)e
λt.(3.48)
Let θ be the unique solution of the equation
μ+ θ + |β|eθδ = 0.(3.49)
Then by Corollary 4.1 in Mohammed and Scheutzow [8] the top a.s. Lyapunov expo-
nent λ1 of the solution X
(0)(t) of the stochastic delay equation (3.47) corresponding
to u = 0 satisﬁes the inequality
λ1 ≤ −θ + κ
2
2|β|e
|θ|δ.(3.50)
Therefore we see that
lim
T→∞
pˆ1(T )Xˆ(T ) ≤ lim
T→∞
pˆ1(T )Xˆ
(0)(T )
≤ const. lim
T→∞
exp
(
−
(
−λ+ θ − κ
2
2|β|e
|θ|δ
)
T
)
= 0
if
λ+
κ2
2|β|e
|θ|δ < θ.(3.51)
By (3.41) condition (3.51) also implies that
lim
T→∞
pˆ3(T )Aˆ(T ) = 0.(3.52)
We conclude that (3.22) holds. It remains to determine the optimal value of pˆ1(0).
To maximize the expected utility of the consumption (3.36), we choose pˆ1(0) as big
as possible under the constraint that E
[
Xˆ(t)
] ≥ 0 for all t ≥ 0. Hence we put
pˆ1(0) = sup
{
p1(0);E
[
X(uˆ)(t)
] ≥ 0 for all t ≥ 0} ,(3.53)D
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where ⎧⎪⎪⎨
⎪⎪⎩
dX(uˆ)(t) =
[
X(uˆ)(t)μ+ Y (uˆ)(t)β − p
1
γ−1
1 (0) exp
(
−(λ+ρ)t
1−γ
)]
dt
+ κA(uˆ)(t)dB(t), t ≥ 0,
X(uˆ)(t) = X0(t) > 0, t ∈ [−δ, 0].
(3.54)
In this case, however, in lack of a solution formula for E
[
X(u)(t)
]
, we are not able to
ﬁnd an explicit expression for pˆ1(0), as we could in Example 3.5. We conclude that
our candidate for the optimal control is given by
uˆ(t) = pˆ
1
γ−1
1 (0) exp
(−(λ+ ρ)t
1− γ
)
.
4. A necessary maximum principle. In addition to the assumptions in sec-
tions 2 and 3.1, we now assume the following:
(A1) For all u ∈ AE and all β ∈ AE bounded, there exists >0 such that
u+ sβ ∈ AE for all s ∈ (−, ).
(A2) For all t0, h such that 0 ≤ t0 < t0 + h ≤ T and all bounded Et0 -measurable
random variables α, the control process β(t) deﬁned by
(4.1) β(t) = α1[t0,t0+h](t)
belongs to AE .
(A3) The derivative process
(4.2) ξ(t) :=
d
ds
Xu+sβ(t) |
s=0
exists and belongs to L2(m × P ), where m denotes the Lebesgue measure
on R.
It follows from (2.1) that
dξ(t) =
{
∂b
∂x
(t)ξ(t) +
∂b
∂y
(t)ξ(t − δ) + ∂b
∂a
(t)
∫ t
t−δ
e−λ(t−r)ξ(r)dr +
∂b
∂u
(t)β(t)
}
dt
(4.3)
+
{
∂σ
∂x
(t)ξ(t) +
∂σ
∂y
(t)ξ(t− δ) + ∂σ
∂a
(t)
∫ t
t−δ
e−λ(t−r)ξ(r)dr +
∂σ
∂u
(t)β(t)
}
dB(t)
+
∫
R0
{
∂θ
∂x
(t, z)ξ(t) +
∂θ
∂y
(t, z)ξ(t− δ)
+
∂θ
∂a
(t, z)
∫ t
t−δ
e−λ(t−r)ξ(r)dr +
∂θ
∂u
(t, z)β(t)
}
N˜(dt, dz),
where, for simplicity of notation, we deﬁne
∂
∂x
b(t) :=
∂
∂x
b(t,X(t), X(t− δ), A(t), u(t))
and use that
d
ds
Y u+sβ(t) |
s=0
=
d
ds
Xu+sβ(t− δ) |
s=0
= ξ(t− δ)(4.4)
and
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A MAXIMUM PRINCIPLE FOR INFINITE HORIZON 2513
d
ds
Au+sβ(t) |
s=0
=
d
ds
(∫ t
t−δ
e−λ(t−r)Xu+sβ(r)dr
)
|
s=0
(4.5)
=
(∫ t
t−δ
e−λ(t−r)
d
ds
Xu+sβ(r)dr
)
|
s=0
=
∫ t
t−δ
e−λ(t−r)ξ(r)dr.
Note that
ξ(t) = 0 for t ∈ [−δ, 0] .(4.6)
Theorem 4.1 (necessary maximum principle). Suppose that uˆ ∈ AE with corre-
sponding solutions Xˆ(t) of (2.1)–(2.2) and pˆ(t), qˆ(t), and rˆ(t, ·) of (3.2)–(3.3), and
corresponding derivative process ξˆ(t) given by (4.2). Assume that for all u ∈ AE with
corresponding (X(t), p(t), q(t), r(t, ·)) the following hold:
E
[∫ T
0
pˆ2(t)
{(
∂σ
∂x
)2
(t)ξˆ2(t) +
(
∂σ
∂y
)2
(t)ξˆ2(t− δ)
(4.7)
+
(
∂σ
∂a
)2
(t)
(∫ t
t−δ
e−λ(t−r)ξˆ(r)dr
)2
+
(
∂σ
∂u
)2
(t) +
∫
R0
{(
∂θ
∂x
)2
(t, z)ξˆ2(t)
+
(
∂θ
∂y
)2
(t, z)ξˆ2(t− δ) +
(
∂θ
∂a
)2
(t, z)
(∫ t
t−δ
e−λ(t−r)ξˆ(r)dr
)2
+
(
∂θ
∂u
)2
(t, z)
}
ν(dz)
}
dt+
∫ T
0
ξˆ2(t)
{
qˆ2(t) +
∫
R0
rˆ2(t, z) ν(dz)
}
dt
]
< ∞ for all T < ∞
and
lim
T→∞
E
[
pˆ(T )ξˆ(T )
]
= 0.(4.8)
Then the following assertions are equivalent:
(i) For all bounded β ∈ AE ,
d
ds
J(uˆ+ sβ) |
s=0
= 0.
(ii) For all t ∈ [0,∞),
E
[
∂H
∂u
(
t, Xˆ(t), Yˆ (t), Aˆ(t), u, pˆ(t), qˆ(t), rˆ(t, ·)
) ∣∣∣Et
]
u=uˆ(t)
= 0 a.s.
Proof. Suppose that assertion (i) holds. Then
0 =
d
ds
J(uˆ+ sβ) |
s=0
=
d
ds
E
[∫ ∞
0
f(t,X uˆ+sβ(t), Y uˆ+sβ(t), Auˆ+sβ(t), uˆ(t) + sβ(t)dt
] ∣∣∣∣∣
s=0
= E
[∫ ∞
0
{
∂f
∂x
(t)ξ(t) +
∂f
∂y
(t)ξ(t − δ)
+
∂f
∂a
(t)
∫ t
t−δ
e−λ(t−r)ξ(r)dr +
∂f
∂u
(t)β(t)
}
dt
]
.
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2514 N. AGRAM, S. HAADEM, B. ØKSENDAL, AND F. PROSKE
We know by the deﬁnition of H that
∂f
∂x
(t) =
∂H
∂x
(t)− ∂b
∂x
(t)p(t)− ∂σ
∂x
(t)q(t) −
∫
R0
∂θ
∂x
(t, z)r(t, z)ν(dz)(4.9)
and the same for ∂f∂y (t),
∂f
∂a (t), and
∂f
∂u (t).
Applying the Itoˆ formula to pˆ(t)ξˆ(t), we obtain by (4.8) and (4.9)
0 = lim
T→∞
E [pˆ(T )ξ(T )]
= E
[ ∫ ∞
0
pˆ(t)
{
∂b
∂x
(t)ξ(t) +
∂b
∂y
(t)ξ(t− δ)
+
∂b
∂a
(t)
∫ t
t−δ
e−λ(t−r)ξ(r)dr +
∂b
∂u
(t)β(t)
}
dt+
∫ ∞
0
ξ(t)E (μ(t) | Ft) dt
+
∫ ∞
0
q(t)
{
∂σ
∂x
(t)ξ(t) +
∂σ
∂y
(t)ξ(t − δ) + ∂σ
∂a
(t)
∫ t
t−δ
e−λ(t−r)ξ(r)dr +
∂σ
∂u
(t)β(t)
}
dt
+
∫ ∞
0
∫
R0
r(t, z)
{
∂θ
∂x
(t, z)ξ(t) +
∂θ
∂y
(t, z)ξ(t− δ) + ∂θ
∂a
(t, z)
∫ t
t−δ
e−λ(t−r)ξ(r)dr
+
∂θ
∂u
(t, z)β(t)
}
ν(dz)dt
]
= − d
ds
J(uˆ+ sβ) |s=0 +E
(∫ ∞
0
∂H
∂u
(t)β(t)dt
)
.
Therefore
E
(∫ ∞
0
∂H
∂u
(t)β(t)dt
)
=
d
ds
J(uˆ + sβ)
∣∣∣
s=0
.(4.10)
Now apply this to
β(t) = α1[t0,t0+h](t) ,
where α is bounded and Et0-measurable, 0 ≤ t0 < to + h ≤ T . Then if (i) holds we
get
E
(∫ t0+h
t0
∂H
∂u
(t)dt α
)
= 0.
Diﬀerentiating with respect to h at 0, we have
E
(
∂H
∂u
(t0) α
)
= 0.
This holds for all Et0 -measurable α and hence we obtain that
E
(
∂H
∂u
(t0) | Et0
)
= 0.
This proves that assertion (i) implies (ii).
To complete the proof, we need to prove the converse implication, which is ob-
tained since every bounded β ∈ AE can be approximated by linear combinations of
controls β of the form (4.1).
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5. Existence and uniqueness of the time-advanced BSDEs on inﬁnite
horizon. The main result in this section refers to the existence and uniqueness for
(3.3)–(3.4) where the coeﬃcients satisfy a Lipschitz condition.
Given a positive constant δ, denote by D([0, δ],R) the space of all ca`dla`g paths
from [0, δ] into R. For a path X(·) : R+ → R, Xt will denote the function deﬁned by
Xt(s) = X(t+ s) for s ∈ [0, δ]. Let H = L2(ν) be the set of all functions r : R0 → R
such that
∫
R0
r2(z)ν(dz) < ∞. Consider the L2 space V1 := L2([0, δ] → R; ds) and
V2 := L
2([0, δ] → H; ds). Let
F : R+ × R× R× V1 × R× R× V1 ×H ×H× V2 × Ω → R
be a function satisfying the following Lipschitz condition: There exists a positive
constant C such that
|F (t, p1, p2, p, q1, q2, q, r1, r2, r, ω)− F (t, p¯1, p¯2, p¯, q¯1, q¯2, q¯, r¯1, r¯2, r¯, ω)|
≤ C(|p1 − p¯1|+ |p2 − p¯2|+ |p− p¯|V1 + |q1 − q¯1|+ |q2 − q¯2|+ |q − q¯|V1
+ |r1 − r¯1|H + |r2 − r¯2|H + |r − r¯|V2) a.s.(5.1)
Assume that (t, ω) → F (t, p1, p2, p, q1, q2, q, r1, r2, r, ω) is predictable for all p1, p2, p, q1,
q2, q, r1, r2, r. Further we assume the following:
E
∫ ∞
0
eλt|F (t, 0, 0, 0, 0, 0, 0, 0, 0, 0)|2dt < ∞(5.2)
for all λ ∈ R. We now consider the following BSDE in the unknown Ft-adapted,
R× R×H-valued process (p(t), q(t), r(t) = r(t, ·)):
dp(t) = E[F (t, p(t), p(t+ δ), pt, q(t), q(t+ δ), qt, r(t), r(t + δ), rt)|Ft]dt(5.3)
+ q(t)dB(t) +
∫
R0
r(t, z)N˜(dt, dz),
where
(5.4) E
[∫ ∞
0
eλt|p(t)|2dt
]
< ∞
for all λ ∈ R.
Theorem 5.1 (existence and uniqueness). Assume the conditions (5.1)–(5.2)
are fulfilled. Then the BSDE (5.3)–(5.4) admits a unique solution (p(t), q(t), r(t, ·))
such that
E
[∫ ∞
0
eλt
{
|p(t)|2 + |q(t)|2 +
∫
R0
|r(t, z)|2ν(dz)
}
dt
]
< ∞
for all λ > 0.
Proof.
Existence:
Step 1:
First, assume F is independent of its second, third, and fourth parameters.
Set q0(t) := 0, r0(t, ·) := 0. For n ≥ 1, deﬁne (pn(t), qn(t), rn(t, ·)) to be the unique
solution of the following BSDE:
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2516 N. AGRAM, S. HAADEM, B. ØKSENDAL, AND F. PROSKE
dpn(t) = E
[
F (t, qn−1(t), qn−1(t+ δ), qn−1t , r
n−1(t, ·), rn−1(t+ δ, ·), rn−1t (·)) | Ft
]
dt
(5.5)
+ qn(t)dB(t) +
∫
R0
rn(t, z)N˜(dt, dz)
for t ∈ [0,∞) such that
E
[∫ ∞
0
eλt|pn(t)|2dt
]
< ∞.
The triples (pn(t), qn(t), rn(t, ·)) exist by Theorem 3.1 in Haadem, Øksendal, and
Proske [4].
Our goal is to show that (pn(t), qn(t), rn(t, ·)) forms a Cauchy sequence. By the Itoˆ
formula we get that
0 = E
[
eλt|pn+1(t)− pn(t)|2 +
∫ ∞
t
λeλs|pn+1(s)− pn(s)|2ds
+
∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds
+
∫ ∞
t
eλs
∫
R0
|(rn+1(s, z)− rn(s, z))|2dsν(dz)
+ 2
∫ ∞
t
eλs
(
pn+1(s)− pn(s))E [Fn(s)− Fn−1(s) | Fs] ds
]
.
Rearranging, using that for all a, b ∈ R: 2ab ≤ a2
 + b2, we have by the Lipschitz
requirement (5.1)
E[eλt|pn+1(t)− pn(t)|2]
+ E
[∫ ∞
t
λeλs|pn+1(s)− pn(s)|2ds
]
+ E
[∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds
]
+ E
[∫ ∞
t
∫
R0
eλs|(rn+1(s, z)− rn(s, z))|2ν(dz)ds]
≤ C
E
[∫ ∞
t
eλs|pn+1(s)− pn(s)|2ds
]
+ 6E
[∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds
]
+ 6E
[∫ ∞
t
eλs|qn(s+ δ)− qn−1(s+ δ)|2ds
]
+ 6E
[∫ ∞
t
eλs
∫ s+δ
s
|qn(u)− qn−1(u)|2duds
]
+ 6E
[∫ ∞
t
eλs|rn(s)− rn−1(s)|2Hds
]
+ 6E
[∫ ∞
t
eλs|rn(s+ δ)− rn−1(s+ δ)|2Hds
]
+ 6E
[∫ ∞
t
eλs
∫ s+δ
s
|rn(u)− rn−1(u)|2Hduds
]
,
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A MAXIMUM PRINCIPLE FOR INFINITE HORIZON 2517
where C
 =
C2

 , and we used the abbreviation
Fn(t) := F (t, qn(t), qn(t+ δ), qnt , r
n(t, ·), rn(t+ δ, ·), rnt (·)).
Note that
E
[∫ ∞
t
eλs|qn(s+ δ)− qn−1(s+ δ)|2ds
]
≤ e−λδE
[∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds
]
.
Using Fubini
E
[∫ ∞
t
∫ s+δ
s
eλs|qn(u)− qn−1(u)|2duds
]
≤ E
[∫ ∞
t
∫ u
u−δ
eλs|qn(u)− qn−1(u)|2dsdu
]
≤ 1
λ
(1− e−λδ)E
[∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds
]
≤ E
[∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds
]
.
Similarly for rn − rn−1. It now follows that
E[eλt|pn+1(t)− pn(t)|2]
+ E
[∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds
]
+ E
[∫ ∞
t
∫
R0
eλs|(rn+1(s, z)− rn(s, z))|2ν(dz)ds]
≤ (C
 − λ)E
[∫ ∞
t
eλs|pn+1(s)− pn(s)|2ds
]
+ 6(2 + e−λδ)E
[∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds
]
+ 6(2 + e−λδ)E
[∫ ∞
t
eλs|rn(s)− rn−1(s)|2Hds
]
.
Choosing  = 1
12(2+e−λδ) we get
E[eλt|pn+1(t)− pn(t)|2]
(5.6)
+ E
[∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds
]
+ E
[∫ ∞
t
∫
R0
eλs|(rn+1(s, z)− rn(s, z))|2ν(dz)ds]
≤ (C
 − λ)E
[∫ ∞
t
eλs|pn+1(s)− pn(s)|2ds
]
+
1
2
E
[∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds
]
+
1
2
E
[∫ ∞
t
eλs|rn(s)− rn−1(s)|2Hds
]
.
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2518 N. AGRAM, S. HAADEM, B. ØKSENDAL, AND F. PROSKE
From this we deduce that
− d
dt
(
e(C−λ)tE
[∫ ∞
t
eλs|pn+1(s)− pn(s)|2ds
])
+ e(C−λ)tE
[∫ ∞
t
eλs|qn+1(s)− qn(s)|2
]
ds
+ e(C−λ)tE
[∫ ∞
t
∫
R0
eλs|(rn+1(s, z)− rn(s, z))|2ν(dz)ds]
≤ 1
2
e(C−λ)tE
[∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds
]
+
1
2
e(C−λ)tE
[∫ ∞
t
eλs|rn(s)− rn−1(s)|2Hds
]
.
Integrating the last inequality we get that
E
[∫ ∞
0
eλt|pn+1(t)− pn(t)|2dt
]
(5.7)
+
∫ ∞
0
e(C−λ)tE
[∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds
]
dt
+
∫ ∞
0
e(C−λ)tE
[∫ ∞
t
∫
R0
eλs|(rn+1(s, z)− rn(s, z))|2ν(dz)ds] dt
≤ 1
2
∫ ∞
0
e(C−λ)tE
[∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds
]
dt
+
1
2
∫ ∞
0
e(C−λ)tE
[∫ ∞
t
eλs|rn(s)− rn−1(s)|2Hds
]
dt.
So that∫ ∞
0
e(C−λ)tE
[∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds
]
dt
+
∫ ∞
0
e(C−λ)tE
[∫ ∞
t
∫
R0
eλs|(rn+1(s, z)− rn(s, z))|2ν(dz)ds] dt
≤ 1
2
∫ ∞
0
e(C−λ)tE
[∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds
]
dt
+
1
2
∫ ∞
0
e(C−λ)tE
[∫ ∞
t
eλs|rn(s)− rn−1(s)|2Hds
]
dt.
This gives that∫ ∞
0
e(C−λ)tE
[∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds
]
dt
+
∫ ∞
0
e(C−λ)tE
[∫ ∞
t
∫
R0
eλs|(rn+1(s, z)− rn(s, z))|2ν(dz)ds] dt
≤ 1
2n
C3
if λ > C
 . It then follows from (5.7) that
E
[∫ ∞
0
eλt|pn+1(t)− pn(t)|2dt
]
≤ 1
2n
C3.
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From (5.6) and (5.7), we now get
E
[∫ ∞
t
∫
R0
eλs|(rn+1(s, z)− rn(s, z))|2ν(dz)ds]
+ E
[∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds
]
≤ 1
2n
C3nC
.
From this we conclude that there exist progressively measurable processes (p(t),
q(t), r(t, ·)), such that
lim
n→∞E
[
eλt|pn(t)− p(t)|2dt] = 0,
lim
n→∞E
[∫ ∞
0
eλt|pn(t)− p(t)|2dt
]
= 0,
lim
n→∞E
[∫ ∞
0
eλt|qn(t)− q(t)|2dt
]
= 0,
lim
n→∞E
[∫ ∞
t
∫
R0
eλs|rn(s, z)− r(s, z)|2ν(dz)ds
]
= 0.
Letting n → ∞ in (5.5) we see that (p(t), q(t), r(t, ·)) satisﬁes
dp(t) = E
[
F (t, q(t), q(t + δ), qt, r(t, ·), r(t + δ, ·), rt(·)) | Ft
]
dt
+ q(t)dB(t) +
∫
R0
r(t, z)N˜(dt, dz)
for all t > 0.
Step 2:
General F.
Let p0(t) = 0. For n ≥ 1 deﬁne (pn(t), qn(t), rn(t, ·)) to be the unique solution to the
following ABSDE:
dpn(t) = E
[
F (t, pn−1(t), pn−1(t+ δ), pn−1t , q
n(t), qn(t+ δ),
qnt , r
n(t), rn(t+ δ), rnt )|Ft] dt
+ qn(t)dB(t) +
∫
R0
rn(t, z)N˜(dz, dt)
for t ∈ [0,∞). The existence of (pn(t), qn(t), rn(t, ·)) was proved in Step 1.
By using the same arguments as above, we deduce that
E
[
eλt|pn+1(t)− pn(t)|2]
+ E
[∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds
]
+ E
[∫ ∞
t
eλs
∫
R0
|(rn+1(s, z)− rn(s, z))|2ν(dz)ds]
≤ (C
 − λ)E
[∫ ∞
t
eλs|pn+1(s)− pn(s)|2ds
]
+
1
2
E
[∫ ∞
t
eλs|pn(s)− pn−1(s)|2ds
]
.
This implies that
− d
dt
(
e(C−λ)tE
[∫ ∞
t
eλs|pn+1(s)− pn(s)|2ds
])
≤ 1
2
e(C−λ)tE
[∫ ∞
t
eλs|pn(s)− pn−1(s)|2ds
]
.
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Integrating from 0 to ∞, we get
E
[∫ ∞
0
eλs|pn+1(s)− pn(s)|2ds
]
≤ 1
2
∫ ∞
0
e(C−λ)tE
[∫ ∞
t
eλs|pn(s)− pn−1(s)|2ds
]
dt.
So if λ ≥ C
 then by iteration we see that
E
[∫ ∞
0
eλs|pn+1(s)− pn(s)|2ds
]
≤ K
2n(λ− C
)n
for some constant K.
Uniqueness:
In order to prove the uniqueness, we assume that there are two solution triples(
p1(t), q1(s), r1(s, ·)) and (p2(t), q2(s), r2(s, ·)) to the ABSDE
dp(t) = E [F (t, p(t), p(t+ δ), pt, q(t), q(t+ δ), qt, r(t), r(t + δ), rt) | Ft] dt
+ q(t)dB(t) +
∫
R0
r(t, z)N˜(dt, dz); t ∈ [0,∞) ,
where
E
[∫ ∞
0
eλ t |p(t)|2 dt
]
< ∞
and
λ ≥ 3C
2

+
1
2
.
By the Itoˆ formula, we have
E
[
eλt
∣∣p1(t)− p2(t)∣∣2]+ E [∫ ∞
t
λ eλs
∣∣p1(s)− p2(s)∣∣ ds]
+ E
[∫ ∞
t
eλs
∣∣q1(s)− q2(s)∣∣2 ds]+ E [∫ ∞
t
eλs
∫
R0
∣∣r1(s, z)− r2(s, z)∣∣2 dsν(dz)]
= 2E
[∫ ∞
t
eλs
[ ∣∣p1(s)− p2(s)∣∣
×
(
E
[
F (s, p1(s), p1(s+ δ), p1s, q
1(s), q1(s+ δ), q1s , r
1(s), r1(s+ δ), r1s) | Fs
]
− E [F (s, p2(s), p2(s+ δ), p2s, q2(s), q2(s+ δ), q2s , r2(s), r2(s+ δ), r2s ) | Fs]
)]
ds
]
≤ 2E
[∫ ∞
t
eλs
[ ∣∣p1(s)− p2(s)∣∣
× C
(∣∣p1(s)− p2(s)∣∣+ ∣∣p1(s+ δ)− p2(s+ δ)∣∣+ ∫ s+δ
s
∣∣p1(u)− p2(u)∣∣ du]D
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+
∣∣q1(s)− q2(s)∣∣+ ∣∣q1(s+ δ)− q2(s+ δ)∣∣+ ∫ s+δ
s
∣∣q1(u)− q2(u)∣∣ du
+
∣∣r1(s)− r2(s)∣∣2H + ∣∣r1(s+ δ)− r2(s+ δ)∣∣2H +
∫ s+δ
s
∣∣r1(u)− r2(u)∣∣2H du
)]
ds
]
.
By the above inequalities for (p, q, r) and the fact that 2ab ≤ a2
 + b2 , we have that
E
[
eλt
∣∣p1(t)− p2(t)∣∣2]+ E [∫ ∞
t
eλs
∣∣q1(s)− q2(s)∣∣2 ds]
+ E
[∫ ∞
t
eλs
∫
R0
∣∣r1(s, z)− r2(s, z)∣∣2 dsν(dz)]
≤
(
3C2

− λ
)
E
[∫ ∞
t
eλs
∣∣p1(s)− p2(s)∣∣2 ds]
+ (2 + e−λ δ) E
[∫ ∞
t
eλs
∣∣p1(s)− p2(s)∣∣2 ds]
+ (2 + e−λ δ)  E
[∫ ∞
t
eλs
[∣∣q1(s)− q2(s)∣∣2 + ∣∣r1(s, z)− r2(s, z)∣∣2H
]
ds
]
.
Taking  such that (2 + e−λδ)  = 12
E
[
eλt
∣∣p1(t)− p2(t)∣∣2]+ E [∫ ∞
t
eλs
∣∣q1(s)− q2(s)∣∣2 ds]
+ E
[∫ ∞
t
eλ s
∫
R0
∣∣r1(s, z)− r2(s, z)∣∣2 dsν(dz)]
≤
(
3C2

− λ+ 1
2
)
E
[∫ ∞
t
eλs
∣∣p1(s)− p2(s)∣∣2 ds]
+
1
2
E
[∫ ∞
t
∣∣q1(s)− q2(s)∣∣2 ds]
+
1
2
E
[∫ ∞
t
∣∣r1(s, z)− r2(s, z)∣∣2H ds
]
.
We get
E
[
eλt
∣∣p1(t)− p2(t)∣∣2]+ 1
2
E
[
eλs
∣∣q1(s)− q2(s)∣∣2 ds]
+
1
2
E
[∫ ∞
t
eλs
∫
R0
∣∣r1(s, z)− r2(s, z)∣∣2 dsν(dz)]
≤
(
3C2

− λ+ 1
2
)
E
[∫ ∞
t
eλs
∣∣p1(s)− p2(s)∣∣2 ds] .
Using the fact that λ ≥ 3C2
 + 12 , we obtain for all t ∈ [0,∞),
E
[
eλt
∣∣p1(t)− p2(t)∣∣2] = 0,
which proves that p1(t) and p2(t) are indistinguishable.
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