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In this paper, we show that stationary vector ARMA processes are geometrically completely 
regular, and hence geometrically strong mixing, provided the innovations have absolutely con- 
tinuous distribution with respect to Lebesgue measure. 
ARMA process * Markov chain * geometric ergodicity * complete regularity 
1. Iutroductiou 
Let ( r(Oh be a stationary random process in R’; denote by J& the o-algebra 
generated by { Y( t); t s 0) and by ~4~ those generated by { Y(t); t a k). Following 
Davydov 13, p0 3121, we define the complete regularity coefficient, for k > 0, by 
P(k) = El SUP lP(BI~o) - W)I~. 
BEdk 
We shall say that ( Y(t)),,= is completely regular if lim&+oo fl(ic) - 3 and that 
( Y( t))tE+ is geometrically completely regular if there exists p, 0 C p C 1, such that 
P(k) = O( Pk)* 
Another mixing coefficient is the strong mixing coefficient defined by 
It is easy to see that a!(k) s p(k); so that complete regularity implies strong mixing. 
The mixing properties are very useful in asymptotic statistics. Thus, it is of interest 
to obtain conditions for a process to be completely regular or strong mixing. 
Ibragimov and Rozanov [S, Chapters 4 and 51 obtain conditions for linear Gaussian 
process to be strong mixing; the one dimensional linear process without the Gaussian 
hypothesis is studied by Gorodetskii [4] and thers [l I]. In [8] 
show that under Gorodetskii’s conditions th ultivariate linear 
pletely regular. In the present pa arkov chain method, we obtain a 
simple condition, difierent from that of [S], for a multivariate AR 
be geometrically completely regular. 
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chain methods hav 
ive process to be uniform mixing. 
used in [6] for nonlinear 
roperties of some stochastic 
itions for linear autoregress- 
e assume that the process (Y( f&h4 satisfies the .ARMA equation 
(I)Y(t-i)= z 
i=O k=O 
!r, 
where B(i) and A(k) are real matrices with respective dimensions 1 x 2 and 2 x r, 
B(O) = Id, e(t) is a sequence of independent identically distributed random vectors 
in W’, and E&(t) = 0. 
For z E @ we define the matrices 
P(z) = i B(i)%’ and Q(z) = z A(k)zk 
i=O k=O 
and assume that 
(C) the absolute values of the zeros of the polynomial det P(z) are strictly greater 
than 1. 
ith this condition, the equation (1) has an unique stationary solution 
Y(t)= f c(j)s(t-j). 
j=O 
(1’) 
Our main result is given in the following theorem. 
If the probability law of e(t) is absolutely continuous with respect 
Lebesgue measure on W, then the process Y(t) is geometrically completely regular. 
o 
an be written for AR A processes in @‘. Now we state the 
_____-  or this we use the fdlwwiug Iemma. 
+ 1); there exists a rkovian process 
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are strictly greater than 1. is assumption e(t) is the innovation of the process 
is assumption is not necessary, ho er, because in the proof of 
to take conditional expectatian w respect o the a-algebra ge 
by{&(t), c(t-I),... } in place of the a-al generated by {Y(t), U(t-I),...}. 
Clearly, using Lemma 1, we see that if (X( t)),,a is geometrically co 
regular then Theorem 1 is proved. 
l[n Lemma 1, the matrices G, H obtained from (1) and (1’) are of particular 
form. We do not need this and shall prove the following more general result. 
‘* Let (X(&Z be a stationary random process in Rk such that 
X(t)= FX(t-l)+G,&,(t)+ l l +G,E,(t) (3) 
and 
(3 G 1,. . . , C, are vectors in Rk and F is a k-dimensional real square matrix; 
(ii) E(t)=@,(t) ,..., E,(t)), tEH, is a sequmce 6f imAqxnu%is t iden tically dis- 
tributed random vectors in I@’ and e(t) and {X(t - l), X( t -2), . . .} are independent; 
(iii) the probability law of 6 ( tl) is absolutely continuous with respect to Lebesgue 
measure on R’ and there exists a positive real number s, such that I31 E (t)l” < 00; 
(iv) the absolute values of the proper values of F are strictly smaller than 1. 
men X(t),,, is a geometrically completely regular process and a geometrically 
ergodic Markov chain. 
3. I 
To prove Theorem I’, we need the following lemma. 
rkov chain in a subspace E of Rk with transition probability 
0 i 
( ) ii 
(iii) 
there exists an integer no such that, for every x in E, 
P”o(x, - ) 4 p, 
where p is a regular measure on E; 
for every co,mpact K and measurable set in E such that p( ) > 0, there exists 
an integer n, 3 no such that 
re 
312 A. Mokkadem / ARM4 190cesses 
Then the Markov chain X ( t ) is geometrically ergodic. Moreover, ifX( t ) is a stationary 
random process, then it is geometrically completely regular. 
roof. By (i) a_-, nA(ii), X( ?) is ~-irreducible and aperiodic. Let m be a subinvariant 
measure and K a compact in E, then 
&k(K)>0 * O<n(K)coo. (4) 
To prove (4) we note that 7p Z+ F and then w(K) > 0. Moreover, v and p being 
o-finite, we can find A such that 
p(A))0 and ~(A)coo; 
but by (ii) there exists n, such that 
b = x!“Kf P”l(x, A) > 0; 
so that 
w(A) 2 
I 
?r(dx)P”Q, A)2 bw(K) 
E 
and then v(K) c 00. 
Now by (4) we can take compact with nonzero ~-pnn--a l :+., AG4)a l IlI~aDLCLG in the egodic1ry bllrGrra 
of Tweedie (193, Theorem 3.1): (iii) implies that the chain X(t) is ergodic. We 
denote also by n its invariant probability. By (i) and (ii) we obtain that the chain 
X(t) is Ir-recurrent and that rr and g are equivalent: consequently the chain X(t) 
is Harris-recurrent and by (ii) the compacts K such that p(K) > 0, are small sets 
as defined by Nummelin and Tuominen [7, p. 1901. We can then use geometric 
ergodicity criteria of [7, Theorem 3.11; condition (iii) implies that the chain X(t) 
is geometrically ergodic. The first part of Lemma 2 is proved. 
Assume now that (X(t)) rEz is a stationary process; m is then the probability law 
of the random variable X(t). But by Nummelin and Tuominen [7, Theorem 2.11 
there exists i;, O<p<l, such that 
where 11 l 11 is the total variation. 
In another way, Davydov [3, p. 313, proposition 11 shows that 
P(n) = 
I 
m(dx)llP”(x, . ) - 4 
en (X( t)),Em is a geometrically completely regular random process. Cl 
Now, we study the space of values of the process X(t) defined by (3) and its 
by E the real vector space 
e smal., r integer such that { 
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a 3. X(t) E E almost surely and if P(x, l ) is the transition probability of the 
chain (X(t)) in E then, for m 3 m,, Pm+l(x, l ) is absolutely continuous with respect 
to Lebesgue measure on E. 
Proof. Let ~i,j=l,...,u,i=l,..., ‘yi, be a Jordan basis; that is to say a basis of 
Ck such that 
where p1 , . . . , pu are the propel values of F (not necessarily distinct). 
Let a={&,..., uu) be a real basis of E; we complete 9 in C”, by using the 
Q ordered in the following way: 
we obtain then a basis of Ck, { U, ,, . . . , U,,, Uv+*, . . . ) Uk} with the following property: 
forksq FU&E, 
fork>v, FUk=pkWk+W, 
(9 
where & is some proper value of F and WE (u,, . . . , &+)rn Assume now that 
with p>O and CY,+~ (t) # 0 (the ok(t) are random variables). Clearly (Y,+P( t) is a 
stationary process. But by (3 j and (5 j: 
1) = pv+pa”+p( t) 
and, because 1 pv+pl < 1, we have necessarily 
%+,(O = 0 almost surely; 
so the first part of Lemma 3 is proved. 
Now the equation (3) gives 
r 
X(t+m)=F”+’ X(t-I)+ c (&k(t)FmGk+= l l +&k(f+m)Gk). 
k=l 
Let L, : F!Fm+‘) + E defined by 
r 
Lm(E(f)9 l 0 l 9 &(t+m))= c &(t)FmGki-* = +=Ek(t+m)Gk). 
k--l 
Clearly Lm is linear and onto for m 2 m0 and then the probability law of Lm( E ( t), l . l , 
E(t+ m)) is equivalent o Lebesgue measure E. Now, 
Lm(E(t),...,&(t+m))+J+ Ym+‘~ and hence is ebesgue measure on E- 
Note that Pm+‘(x, - ) is obtained by a translation and then it is a continuous 
function of x. Cl 
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Now we go to: 
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‘. We apply Lemma 2. Cleaily, using Lemma 3, (i j and (iij of 
Lemma 2 are satisfied. For (iii) we take the function g(x) defined as follows. 
For XEE, X=~~=I~~~ CyiiCl;.i, put 
where /3 is such that lpil’ + 1 pjl: 5 < 1 for every j. NOW write 
l l l +Gr~,(fj=C &vii 
ij 
(the 6ji are fixed linear functions of E~( tj, . . . , e,(f)). We have 
E(g(X(t+ lww) = 4 
Pjaji + aj,i+*l + I Pjl Iaj,I))’ 
lajil + IEi,l))’ 
6 e”g(x) + A. 
Now clearly 
and then, for 8 c 1, 8 > [‘, there exists A4 > 0 such that far 1x1~ AI 
Mxj + A < @(xj. 
Theorem 1’ is then proved. Cl 
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