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ON SOME LOWER BOUNDS ON THE NUMBER OF BICLIQUES NEEDED TO
COVER A BIPARTITE GRAPH
DIRK OLIVER THEIS
ABSTRACT. The biclique covering number of a bipartite graph G is the minimum number
of complete bipartite subgraphs (bicliques) whose union contains every edge of G. In
this little note we compare three lower bounds on the biclique covering number: A bound
jk(G) proposed by Jukna & Kulikov (Discrete Math. 2009); the well-known fooling set
bound fool(G); the “tensor-power” fooling set bound fool∞(G). We show
jk ≤ fool ≤ fool∞ ≤ minQ(rkQ)
2
,
where the minimum is taken over all matrices with a certain zero/nonzero-pattern. Only
the first inequality is really novel, the third one generalizes a result of Dietzfelbinger,
Hromkovicˇ, Schnitger (1994).
We also give examples for which fool ≥ (rk)log4 6 improving on Dietzfelbinger et al.
Keywords: biclique covering, nondeterministic communication complexity, Boolean rank.
1. INTRODUCTION
For a bipartite graph G, the minimum number of complete bipartite subgraphs (bicliques)
whose union contains every edge of G, is called the biclique covering number bc(G) of G.
For a 01-matrix M , the minimum number of all-1s submatrices covering all 1s in M is
called the rectangle covering number of M ; the nondeterministic communication complex-
ity [7] of M is the base-2 logarithm of the rectangle covering number. If M is considered as
a matrix over the Boolean semiring (i.e., the semiring with two elements 0 and 1, with the
usual multiplication and the maximum as addition), then the minimum number q for which
there exist a matrix B with q columns and a matrix C with q rows such that M = BC (over
the Boolean semiring) is the Boolean rank [1] of M .
These three concepts all define the same quantity, where one passes between a bipartite
graph G and its bipartite adjacency matrix M(G). By abuse of notation, we will identify
between 01-matrices and bipartite graphs. For example, we will write bc(M) for a 01-
matrix M .
Determining the biclique covering number of a bipartite graph is an NP-hard problem [8].
To make use of it in its many applications, one usually requires lower bounds. The probably
best-known lower bound is the so-called fooling set bound: if F is a set of edges of G such
that no two of them induce a complete bipartite graph, then bc(G) ≥ |F |. (For two edges,
to not induce a complete bipartite graph is equivalent to (a) not being incident and (b) not
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being contained in a cycle of length four.) The set F is called a fooling set. The maximum
cardinality of a fooling set in G is denoted by fool(G) and known as the fooling set bound.
Recently, Jukna & Kulikov [5] proved a new lower bound on the biclique covering num-
ber. Their construction is as follows. Let H be an induced subgraph of G with the property
that H has a perfect matching. Then
bc(G) ≥ |H|
2
4‖H‖ , (1)
where |H| stands for the number of vertices of H and ‖H‖ for the number of edges in H .
(Here, and throughout, we follow Diestel’s [2] notation.) We denote the minimum of the
right hand side of (1) over all H by jk(G). In some situations, Jukna & Kulikov’s bound
improves on another well-known lower bound: If E is a matching in G, and s is the largest
number of cardinality of a subset of edges of E which is contained in a biclique of G,
then bc(G) ≥ |E|/s. (This is a special case of the so-called “generalized fooling sets” of
Dietzfelbinger, Hromkovicˇ, and Schnitger [3].) Jukna & Kulikov’s bound is better, if H has
few edges.
A known property of the Boolean rank of a matrix is that bc(M⊗j) ≤ bc(M)j [4, 10],
where “⊗j” stands for the kth tensor power. This immediately gives the inequality
fool∞(M) := lim supj fool(M
⊗j)
1/j ≤ bc(M).
In this tiny little short communication, we prove the following.
Theorem. Let G be a bipartite graph with bipartition U ⊎ V . Then
jk(G) ≤ fool(G) ≤ fool∞(G) ≤ minQ(rkQ)
2,
where the minimum extends over all fields k and all (U × V )-matrices Q over k with
Quv 6= 0 iff uv ∈ E(G). (2)
Remark 1. If H is an induced subgraph of G having a perfect matching, then a fooling
set of cardinality at least the right hand side of (1) can be found as a subset of any perfect
matching of H .
Remark 2. In terms of matrices, the condition on the support of Q reads as follows:
Qk,ℓ 6= 0 iff Mk,ℓ 6= 0.
The inequality fool(G) ≤
(
rkM(G)
)2 is due to Dietzfelbinger et al. [3], where an
infinite family of graphs/matrices (Gk)k is given for which fool(Gk) ≥ rk(M(Gk))log3 4.
Here we propose a family of examples which improves the exponent.
Proposition 3. There exists an infinite family of bipartite graphs (Gk)k for which
fool(Gk) ≥ rk(M(Gk))
log4 6.
The improvement is modest: log3 4 < 1.262 whereas log4 6 > 1.2924.
We conjecture the following.
BICLIQUE COVERING 3
Conjecture. For all bipartite graphs, we have
bc(G) ≤ maxQ(rkQ)
2 log |G|
where the maximum extends over all real matrices satisfying (2).
2. PROOF OF THE THEOREM
For a bipartite graph G, define the following graph X(G). The vertex set ofX(G) equals
the edge set of G; two vertices of X(G) are adjacent, iff they do not induce a complete
bipartite subgraph of G.
The following very simple fact certainly must be known, but we have not found it any-
where in the literature. We give a proof here for the sake of completeness. The symbols χ
and ω stand for the chromatic and clique numbers, respectively, of a graph, and Θ is the
Shannon Capacity of a graph.
Lemma 4. For every bipartite graph G,
(a) bc(G) = χ(X(G))
(b) fool(G) = ω(X(G))
(c) fool∞(G) = Θ(X(G))
Moreover, if F is a fooling set in G, then F is a clique in X(G).
Proof. Let U, V be a bipartition for G.
(a) If U ′ ⊂ U and V ′ ⊂ V are such that the graph G[U ′ ∪ V ′] induced by U ′ ∪ V ′, is a
biclique, then, clearly, U ′ × V ′ is an independent set in X(G). Thus, a covering of the
edges of G by bicliques gives rise to a covering of the vertices of X(G) by independent
sets. On the other hand, if A is an independent set in X(G), then the subgraph of G
induced by the edge set A is a biclique. Hence, if A1, . . . , Ak is a covering of the
vertices of X(G) by independent sets, then there is a biclique covering of G consisting
of at most k bicliques.
(b) Immediately from the definitions.
(c) Recall the definition of the Shannon Capacity of a graph X via the strong graph prod-
uct ⊠:
Θ(X¯) = limj
(
ω
((
X¯
)
⊠j
))1/j
,
where ·¯ denotes the complement of a graph, and ⊠j refers to the j-fold strong product:
The graph Y ⊠j has vertex set V (Y )j , and u, v ∈ V (Y )j are adjacent if, for all i,
ui = vi or ui ∼ vi. The claim (c) now follows from (b) and the fact
X(M⊗j) =
(
X(M)
)⊠j
,
whose verification is straight forward.

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The following facts are worth noting, too.
• The generalized fooling set bound of Dietzfelbinger et al. [3] is the same as the hereditary
independence ratio bound on the chromatic number
bc(G) ≥ ı(X(G)) := min
{ |U |
α(U)
∣∣∣ U ⊂ V (X(G))},
where α(U) stands for the independence number of the subgraph of X(G) induced by
the vertex set U .
• The fractional covering number bc∗(G) of G (e.g., [6]) corresponds to the fractional
chromatic number of X(G). Surprisingly, this observation yields the following slight
improvement over Corollary 2.3 in [6]: By standard facts on the fractional chromatic
number (e.g., Theorem 64.13 in [9]), we have bc(G) ≤ (1 + ln s) bc∗(G), with s the
number of edges in the largest biclique in G. The improvement is from a factor of O(|G|)
to a factor of 1 + ln s, which is useful if s≪ |G|.
• Applying known tools from graph coloring gives the following “new” (cf. [?]) lower
bound on the biclique covering number. With n := |G|, let d ∈ Rn \ (0) and for every
edge e of G, let xe ∈ Rn \ (0). If two edges e and f do not induce a biclique, then we
require that xe and xf are orthogonal. Then we have
bc(G) ≥
∑
e∈E(G)
1
‖d‖‖xe‖
d⊤xe, (3)
where ‖·‖ stands for the usual Euclidean norm. The maximum of the right hand side of (3)
over all choices of d and (xe)e with said properties, can be computed in polynomial time,
and is always at least as large as the fooling set bound.
For the proof of the theorem, we also need the following fact, which is a very slight gener-
alization of Lemma 2.9 in [3].
Lemma 5 (Dietzfelbinger et al. [3]). Let Q be as in the theorem. Then
fool(G) ≤ (rkQ)2.
The proof in [3] can be copied almost word for word. For the sake of completeness, we
give a here a self-contained version.
Proof. Let F be a fooling set in G, and Q as described. W.l.o.g., we may assume that F
spans G. (Otherwise take the corresponding subgraph of G, which corresponds to taking a
sub-matrix of Q.) We may also assume that U = V = {1, . . . , n}, so that Q is an (n× n)-
matrix. Let Q = XY be a rank factorization of Q, i.e., with r := rkQ, X is an (n × r)-
matrix and Y is an (r×n)-matrix. Let x1, . . . , xn ∈ kr be the rows of X, and y1, . . . , yn ∈
k
r the columns of Y , so that Qk,ℓ = (xk, yℓ), where (·, ·) denotes the inner product. The
tensor product kr⊗kr has an inner product satisfying (ξ1 ⊗ ξ2, η1 ⊗ η2) = (ξ1, η2) (ξ2, η1).
In this inner product space of dimension r2, the tensors xk ⊗ yk, k = 1, . . . , n, form an
orthogonal system (i.e., the inner product of an element with itself is non-zero, but the inner
product of any two distinct elements is zero), implying n ≤ r2. 
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Now we complete the proof of the theorem.
(1) jk(G) ≤ fool(G).
Let H be as in the theorem, and r := |H|/2. Choose an arbitrary perfect matching
of G. We may assume that, for every edge uv of the perfect matching, we have for the
number of neighbors duv := deg(u) + deg(v) − 2 of u and v,
r2
‖H‖
≤
2r − 1
duv + 1
<
2r
duv
,
because, if the left inequality did not hold, then deleting u and v and their incident
edges would improve the bound. In particular, we have duv ≤ 2‖H‖/r.
Consider now the subgraph X ′ ofX(H) induced by a the edges of a perfect matching
in H . The graph X ′ has r vertices, and every vertex of X ′ has at least duv/2 = r− ‖H‖r
neighbors (in X ′), so that ‖X ′‖ ≥ 12(r2 − ‖H‖). By Tura´n’s theorem, X ′ contains a
clique of size at least
r2
r2 − 2‖X ′‖
≥
r2
‖H‖
.
The statement of the theorem now follows from Lemma 4(b).
(2) fool(G) ≤ fool∞(G). Obvious from ω(·) ≤ Θ(¯·) and Lemma 4(b,c).
(3) fool∞(G) ≤ minQ(rkQ)2.
LetQ be a matrix as described. Then Q⊗j has the property that for u ∈ U j and v ∈ V j ,
we have (
Q⊗j
)
uv
=
∏j
i=1Qujvj 6= 0
iff
(
M⊗j
)
uv
=
∏j
i=1Mujvj = 6= 0.
Put differently, Q⊗j satisfies the conditions for Lemma 5. Hence, since rk(Q⊗j) =
(rkQ)j , we conclude that
fool(M⊗j) ≤
(
rk(Q⊗j)
)2
= (rkQ)2j
which implies fool∞(G) ≤ minQ(rkQ)2, as claimed. 
3. PROOF OF THE PROPOSITION
Consider the following matrix.
M :=


1 1 1 0 0 0
0 1 1 1 0 0
0 0 1 1 1 0
0 0 0 1 1 1
1 0 0 0 1 1
1 1 0 0 0 1


.
Obviously, we have fool(M) = 6. Since x1 := (2,−1,−1, 2,−1,−1)⊤ and x2 :=
(−1, 2,−1,−1, 2,−1)⊤ are two linearly independent vectors with Mxi = 0, i = 1, 2,
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we have that rkM ≤ 4. Using the arguments from the previous section, we obtain
foolM⊗k ≥ 6k and rkM⊗k ≤ 4k,
and conclude that foolM⊗k ≥
(
rkM⊗k
)log4 6
. The proposition follows when we let Gk
be the bipartite graph whose bipartite adjacency matrix equals M⊗k. (We note that the
tensor power construction is the same as in [3]; only the initial matrix M differs.)
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