A Markov random field (MRF) model with a new implementation scheme is proposed for unsupervised image segmentation based on image features. The traditional two-component MRF model for segmentation requires training data to estimate necessary model parameters and is thus unsuitable for unsupervised segmentation. The new MRF model overcomes this problem by introducing a function-based weighting parameter between the two components. This new MRF model is able to automatically estimate model parameters and is demonstrated to produce more accurate image segmentations than the traditional model using a variety of imagery.
Introduction
A Markov random field (MRF) models the joint probability distribution of image pixels in terms of local spatial interactions [3] [5] . Using MRF models for image segmentation has a number of advantages. First, the spatial relationship can be directly integrated. Second, the MRF-based segmentation model can be inferred in the Bayesian framework which is able to utilize various features. Third, the label distribution can be obtained when maximizing the probability of the MRF model. There are various MRF based segmentation models that have been developed [5] . The segmentation performance of MRF segmentation models is highly dependent on the representability of the MRF parameters estimated from textures. Due to the non-stationarity property in many textures, a practical MRF model should be able to use different types of image features for segmentation.
A standard MRF model consists of two components: a region labelling component and a feature modelling component. The region labelling component imposes a homogeneity constraint on the image segmentation process, while the feature modelling component functions to fit the feature data. In the traditional approach, a constant weighting parameter is generally used to combine the two components. This model works appropriately in a supervised environment; however, in an unsupervised environment, the above model does not work consistently. The new implementation scheme combines the two components using a variable weighting between them to allow the MRF model to work properly unsupervised (Section 3). This approach is demonstrated to consistently generate more accurate segmentation results than the model with a constant weighting (Section 4).
Traditional Segmentation Model
The segmentation problem can be expressed in a Bayesian framework. Denote the feature vector extracted from a random image (X = x) by F = f , where F denotes a random variable and f is an instance of F . Y = y stands for a segmented result based on the feature vector F = f . According to Bayes rule, the segmentation problem is formulated as
where
is the a priori probability of Y = y, and p(F = f ) is the probability distribution of 
where p(f k |Y = y) stands for the probability distribution of the extracted feature component f k conditioned on the segmented result Y = y.
The p(F = f ) can be disregarded since only the relative probability is of concern when maximizing P (Y = y|F = f ). P (Y = y) describes the label distribution of a segmented result only and is referred to as the region labelling component. Generally, for segmentation, the second order pairwise MLL (multi-level logistic) model is chosen and the potentials of all non-pairwise cliques are defined to be zeros [5] . The energy of the pairwise MLL model is:
where δ(y s , y t ) = −1 if y s = y t , δ(y s , y t ) = 1 if y s = y t , and β is a constant which can be specified a priori [3] . E R (y) denotes the energy regarding image regions and N s denotes the number of neighbors in the neighborhood.
The only unknown is p(f k |Y = y). Although feature extraction is hoped to extract a consistent response for all pixels in the class, these features can be assumed to be based on a Gaussian distribution. Here, the second assumption in this paper is to assume the distribution of all feature data to be a Gaussian function with different means µ 
where α is a weighting parameter to determine how much E R and E F individually contribute to the entire energy E.
New MRF Model
Implementation of the segmentation model requires estimation of four parameters: β (from Eq. (3)), α (from Eq. (6)), µ, and σ. Estimation of µ and σ for each class requires training data. However, training data is not permitted given that an unsupervised solutions is required. The expectation-maximization (EM) algorithm [2] can be used to estimate µ and σ and meanwhile produce a segmentation map. Steps for the EM algorithm given the traditional MRF model (Eq. (6)) follows. 1. A random segmentation image is initialized.
2. E-step: Estimate µ and σ from the feature data F = f based on the segmented image:
3. M-step: Refine segmentation result based on the estimated µ and σ by minimizing Eq. (6) using the Metropolis sampling with a simulated annealing scheme [3] .
4. Repeat the above two steps until a stopping criterion is satisfied.
The difficulty is that there is no closed-form solution for determining β and α in the EM algorithm. A commonly used strategy [3] is to assign values a priori. Since both parameters β and α function in the same manner by assigning weights to their corresponding energy components, β is fixed to be 1 and only α is required to be adjusted. Since the weighting parameter α has always been set to be constant, the segmentation result often falls into three cases. First, if the constant parameter makes the region labelling component dominant, the values of estimated parameters µ and σ may deviate considerably from the feature data and the segmented result is not consistent. Second, if the constant parameter makes the feature modelling component dominant, spatial relationship information would be ignored in the final segmented result. Third, if a balance can be achieved between both components by choosing a proper constant parameter, the estimated parameters are normally not globally but locally optimal.
A novel implementation scheme is proposed here to allow the weighting parameter α to vary. The introduction of the variable weighting parameter not only enables the segmentation procedure to learn the global parameters of the feature modelling component but simultaneously imposes a spatial homogeneity constraint on the label distribution (through the region labelling component). As a result, the parameter should vary with respect to the annealing procedure. The following function is used here to represent a variable weighting for the parameter α:
where γ, c 1 and c 2 are constants and t represents the t th iteration. Experimentally, we have determined that setting γ = 0.9, c 1 = 80 and c 2 = 1/K (where K is the dimension of the feature space) are appropriate values for a variety of imagery and these values are used for all results presented in this paper. Using this function, the feature modelling component will first (when α(t) is larger) dominate the MRF model in order to learn its global parameters and then (when α(t) is close to c 2 ) interact with the region labelling component to refine the segmented result. Thus, the energy of the simple MRF model can be rewritten as:
Experimental Results

Testing Methodology
Two methods were used for segmentation: (1) the traditional MRF model with a variable weighting parameter and (2) the MRF model with a constant weighting parameter. The two MRF segmentation methods are implemented by the EM algorithm (Section 3). Since segmentations do not change appreciably after 150 iterations, the result at the 150-th iteration is considered final. For examples using the traditional model, fixed values of α that generated the visibly best results are used. 
Image Testing
SAR Sea Ice Image:
The image shown in Fig. 1 (topleft) is part of the scene of a C-band HH Radarsat ScanSAR (synthetic aperture radar) data (100m pixel spacing) covering Baffin Bay and Davis Strait captured on February 24, 1998. The image was obtained from operational data of the Canadian Ice Services (CIS), an organization that produces daily navigational charts of ice-infested waters. The objective is to segment each pixel into one of the three sea ice types: multi-year ice (white areas), rough first-year ice (light gray areas), and smooth first-year ice (dark gray areas), a task that is very difficult and time-consuming for the human operator. Note that for this reason, CIS operators, in preparing ice charts, always segment based on regions instead of pixels. The histogram of this image is unimodal Fig. 1  (top-right) . The segmentation by the traditional MRF model ( Fig. 1 (bottom-left) ) with a constant weighting parameter generates a poor segmentation. Using variable weighting, the MRF model generates an accurate segmentation ( Fig. 1 (bottom-right) ).
Color Images: The HSV (Hue/Satuation/Value) space is used to extract three color features to segment color images. In Fig. 2 , the images in the left column are the two originals. In the middle column are the segmentations using the traditional MRF model (α = 2) and the right column displays the segmentations for the new MRF model (α(t) = 80 * 0.9 t + 1/3). The first image has three objects to be segmented: car, road and grass. The traditional MRF model (middle column) is unable to separate the grass from the road. This is caused by the large variation of intensities in the same-class pixels. By using variable weighting, the new MRF model can successfully differentiate the grass and land (right column). The second image has three classes to be separated: sky, trees on island, and water with inverted sky. Again, the traditional MRF model is incapable of properly segmenting this image (middle column), but the new MRF model is quite adept (right column).
Brodatz Texture Mosaics: A Gabor filter set is used as texture features [1] . Two Brodatz mosaics [6] , [4] appear in Fig. 3 . In both cases, the traditional MRF model (middle column) segments poorly (65% and 58%) and the new MRF model (right column) generates accurate segmentations (97% and 91%). The traditional MRF model using the constant α is trapped in local minima and can not properly identify the true class means.
Conclusions
By introducing a variable weighting parameter to combine the region labelling component and the feature modelling component in a MRF based segmentation model, an unsupervised segmentation can be achieved. Experiments demonstrate that the new implementation is more effective than the traditional method and can be efficiently applied to SAR sea ice imagery, additive noise images, color image segmentation, and textured images.
