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ABSTRACT
Throughout the study of various theories of algorithms much work has been done in the area of
traversal and solving optimization problems on graphs. Some of this work includes studies of
finding the Minimal-Cost Spanning Trees (MST) in directed and undirected connected graphs.
Several algorithms have been developed for such task. These algorithms tend to differ in
performance based on various factors, such as graph density, size of problem spaces, range of
weights that can be assigned to the edges of the graphs, edge weight distributions, etc. The data
structures used by an algorithm can have a significant impact on algorithm's performance, for
each of the aforementioned factors. This thesis presents the results of the experimental study of
the impact the data structures have on performances of Kruskal's and Prim's algorithms for
findingMinimum-Cost Spanning Trees in connected undirected graphs.
The goal of this study is to compare performance of the practical implementations of Kruskal's
and Prim's algorithms to their theoretical counterparts, as well as to measure and compare the
differences in performances for various implementations of one algorithm, with respect to
different implementation of the essential data structures. Performances of different algorithms are
studied with respect to each-other for several variations of the types of data. As a result, a table
depicting a schedule for use of the various implementations of either of the algorithms, as related
to the type of graph used, is presented.
The algorithms are implemented and executed on a single Sun UltraSparc workstation, in order to
eliminate the discrepancies, which may result from the differences in the processor speeds and
variable CPU loads on multiple test machines. The following implementations are studied:
Kruskal's Algorithm with heapsort, and disjoint-sets using union-by-rank and path-
compression heuristic
Kruskal's Algorithm with counting sort and disjoint-sets using union-by-rank and path-
compression heuristic
Prim'
s Algorithm with brute force implementation of priority queues
Prim's Algorithm with priority queue implemented using a proper implementation of
binary heap with
"bubble-up"
performed each time a decrease-key operation is performed
for a vertex





performed after all decrease-key operations are performed
for a vertex
Prim's Algorithm with priority queue implemented using a binomial heap
Prim's Algorithm with priority queue implemented using a Fibonacci heap
Upon the conclusion of the experiment, the best results were obtained from the
implementation of Prim's algorithm using the
"lazy"
heap implementation of a priority
queue. For sparse graphs, Kruskal's algorithm with counting sort performed very well, while
for higher density graphs, Prim's algorithm with binomial heap performed very well.
1. Introduction
The problem of finding minimum spanning trees in connected graphs has a wide
range of applications. These include the design of computer and communication
networks, power and leased-line telephone networks, wiring connections, links in
transportation network, piping in a flow network, network reliability, surface
homogeneity tests, image processing, speech recognition, clustering,
classification, etc. [1]. The challenge has always been to find the minimum
spanning tree (MST) as efficiently as possible in the graphs with a large number
of vertices. This thesis studies and compares various methods of accomplishing
this task, using variations of the algorithms developed by J.B. Kruskal [2] and
R.C. Prim [3] to find the most practical method for solving the minimum
spanning tree problem. The graphs vary in densities, sizes, and ranges of the edge
weights. Most theoretical implementations of these algorithms disregard some
issues that are inherent in the use of a digital computer. Issues such as various
overheads associated with memory allocation/deallocation, use of disks, processor
speeds, bus speeds, etc. may have significant impact on the expected performance
of the theoretical implementation of the algorithm. The goal is to develop a table,
which depicts a schedule of various implementations of Kruskal's and Prim's
algorithms for diverse types of data.
1.1 Basics of Trees
A tree is a non-linear structure that is frequently used in the implementation of
computer algorithms. Such structure implies a
"branching"
relationship between
the nodes, much like the branching found in the trees in nature [4]. Donald E.
Knuth defines a tree formally as a finite set T of one or more nodes, such that
a) There is one especially designated node called a root of the tree, root{T) [4].
b) The remaining nodes (excluding the root) are partitioned into m > 0 disjoint-sets
T],...,Tm,and each of these sets in turn is a tree. The trees riv..,Tm,are called
subtrees of the root [4].
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A tree can be viewed as an acyclic, connected, undirected graph, or likewise
defined as an undirected graph in which there exists exactly one path between any
two nodes [5]. The three most important properties of trees are:
1. A tree with n nodes has exactly n-\ edges [5].
2. When a single edge is added to a tree, the resulting graph contains exactly one
cycle [5], which is a violation of the property 1. Because the graph with n
vertices now contains n edges, according to the basic property of a tree, that it is
an acyclic, connected, undirected graph, introducing a cycle results in the graph
no longer holding the tree property.
3. Removal of a single edge from a tree results in a graph that is no longer
connected [5], thus resulting in the violation of the property 1, since the graph
with n 1 edges now contains n 1 vertices. According to the basic properties
of a tree, that it is an acyclic, connected, undirected graph, detaching one of the
vertices from the graph, eliminates the path between that vertex and any other
vertex in the graph, resulting in two separate trees.
Figure 1 illustrates several examples of trees of 5 nodes.
Figure 1 - Rooted trees with 5 nodes (vertices)
1.2 Spanning Trees
Seymour Lipschutz and Marc Lipson define a spanning tree of a graph G as a
subgraph T, if T is a tree and T includes all the vertices of G [6]. Thus, every
connected graph contains at least one spanning tree. If a graph with n vertices
contains E > n - 1 edges, then it is possible to remove E - (n - 1) edges in a
manner, such that the connectivity of the graph is preserved, thus eliminating all
cycles and resulting in a spanning tree. According to the definition provided by
Brassard and Bratley [5], a tree has a property that exactly one unique path exists
between any two vertices. If the two adjacent vertices v and u are a part of a
subgraph, where there exist p paths from v to u and p > 1 , removing the
edge {v, u) will result in p




and V, in the path from v to u , if more than one path is
available from u to v', until exactly one path from v to u remains.
1.3 Minimum Spanning Trees
We can see that at least one spanning tree can be found in a connected, undirected
graph. If the graph is weighted, i.e. a weight w(u,v) is assigned to every
edge{w,v} , we then state that the total weight of the spanning tree T within the





The problem of finding a spanning tree in a connected graph with lowest
possible w(T) is known as aminimum spanning tree problem [7].
1.4 Historical Perspective
1.4.1 O. Boruvka
The study of minimum spanning tree problem can be dated back as far as 1926,
relating to the work ofOtakar Boruvka, who became aware of the problem during
the rural electrification of Southern Moravia [1]. He has formulated the statement
of minimum spanning tree problem as follows [1]:
Given a matrix M of numbers r(x, y) (x, y = 1,2,...,n;n>2), all positive and
pairwise different, with the exception of r(x,x) = Oand r{x, y) = r(y,x) , find
a subset of entries, pairwise different and nonzero, such that
1 . for any px,p2, different natural numbers
< n , the subset contains some
r(/?,,c2), r(c2,c3), r(c3,c4),..., r(cq_2,cq_x) , r{cq_x,p2)
2. the sum of its members is smaller than the sum of members of any other set
of numbers pairwise different and nonzero satisfying condition 1 [8].
Boruvka then proceeds with a solution, the summary ofwhich is presented in [1]
in modern terms:
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1 . Choose a vertex v and the shortest incident edge vwx . If there exist edges
wxx shorter than vwx , choose the shortest such edge w, vv2 . Continue in this
way, as long as possible, constructing a simple path vwx , w, w2 , ... ,
wk-iwk' where eacn w,w,+i is the shortest edge incident with w; and is
shorter than wi_xwi [8].
2. Begin at a new vertex p and construct as in 1 another simple path pqx ,
qxq2 ,..., qi_xqt , with / as large as possible, under the constraint that pqx ,
qxq2 ,..., ql_xql are disjoint from the previous path or paths (as well as the
constraint that each qtqi+x is the shortest edge incident with ql and shorter
than?/4,.+1)[8].
Repeat until all vertices have been included on some such path [8].
These paths form fragments, and it is easy to see that an edge ab is in the
resulting forest G if and only if it is the shortest edge at a or b . Hence the
forest G is the same as the one obtained by joining each vertex to its nearest
neighbor [1].
Graham and Hell [1] summarize
Boruvka'
s method by providing a description of
the process. There it is stated, that one forms the distance matrix for the set of
fragments of G and repeats the process, producing another forest G, , then G2 ,
and so on, until the forest is just one treeGu_, , the solution. An implementation
of
Boruvka'
s algorithm would run in time O(ElgV) , where E is the number of
edges and V is the number of vertices [1]. Each time the rule, which defines the
algorithm is applied, the number of fragments decreases by at least one half [1].
1.4.2 J. B. Kruskal
Kruskal attributes the formulation of the problem to Boruvka. In his paper [2] he
considers distinct and positive sets of edge lengths. The primary interest is in
establishing uniqueness under these conditions [3]. He provides three different
constructions, or algorithms, for finding the minimum spanning trees, which we
will discuss further. To summarize Kruskal's algorithm: [1]
1 . Sort the edges by weight.
2. Examine each edge in the order of increasing weight.
3. If the edge inclusion does not create a cycle with the edges in the current
forest, it is added to the forest; otherwise, it is discarded.
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Kruskal provides this in the form of a construction: [2]
Construction A - Perform the following step as many times as possible:
Among the edges of G not yet chosen, choose the shortest edge which does
not form any loops [cycles] with those edges already chosen [2].
The efficient implementation of Kruskal's algorithm can be attributed to the
efficiency in sorting of edges by weight, and in finding the fragment containing a
given vertex (find-set), and in the merge of two fragments into one(find-union)
[1], which is studied in this paper by experimentation. The best implementation
of Kruskal's algorithm is known to run in G('lgV') time [1]. 0(E) time can be
achieved if the edge weights are small integers and the radix sorting can be used,
or if the edges are in sorted order [9].
In [2], he viewed his construction A as a special case of a more general
construction [1]. Kruskal wrote as follows:
Construction B - Let V be an arbitrary but fixed (nonempty) subset of the
vertices of G . Then perform the following step as many times as possible:
Among the edges of G which are not yet chosen, but which are connected
either to the vertex of V or to an edge already chosen, pick the shortest edge
which does not form any loops with the edges already chosen [2].
Kruskal states that when V is a set of all vertices of G , construction B reduces to
construction A [1]. When V consists of a single vertex v construction B reduces
to the algorithm which was later attributed to Prim [3]. Graham and Hell describe
Kruskal's algorithm as follows:
Sort the edges by weight. Given a fragment F containing v , examine the unused
edges in order of increasing weight until an edge is found joining a vertex in
F to the vertex outside of F . Add that edge. At the same time, edges that are
found to join two vertices of F may be discarded [1].
1.4.3 R. C. Prim
In 1957 R. C. Prim submitted a manuscript on "Shortest Connection Networks
and Some
Generalization"
for publication in Bell System Technical Journal.
Prim's main concern was that problem of inherent interest in the planning of
large-scale communication, distribution, and transportation networks also arises in
connection with the current rate structure for Bell System leased-line service [3].
Prim gave the following problem statement:
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Given a set of (point) terminals, connect them by a network of direct
terminal-to-terminal links having the smallest possible total length (sum of
the link length). (A set of terminals is "connected", of course, if and only
if there is an unbroken chain of links between every two terminals in the
set.) [3]
Prim provides two construction principles for the shortest connection networks:
Principle 1 - Any isolated
terminal1
can be connected to a nearest neighbor [3].
Principle 2 - Any isolated
fragment"
can be connected to a nearest available
neighbor by a shortest available link [3].
Prim states that since each application of either PI or P2 reduces the total number
of isolated terminals and fragments by one, it is evident that an N
- terminal
network is connected by N
- 1 applications [3]. Prim later provides the validation
of principles PI and P2. He states that the validity of these principles depends on
the establishment of two necessary conditions (NCI and NC2) for a shortest
connection network (SCN):
Necessary Condition 1 - Every terminal in an SCN is directly connected to at
least one nearest neighbor [3].
Necessary Condition 2
- Every fragment in an SCN is connected to at least one
nearest neighbor by a shortest available path [3].
In [3] Prim provides the justification of these conditions. He later goes on to
generalize the problem statement. Since the initial discussion has been in terms of
the points on a distance-true map, the principles PI and P2 could be based on
visual judgements of relative distances [3]. Prim exchanges the visual distances
for numerical values. The application of PI and P2 goes through as before, where
the relevant nearest neighbor is determined by a comparison of numerical labels
[3]. Prim provides more conventional terminology of the Graph Theory:
Terminal <-> vertex
Possible Link <-> edge
Length ofLink <- length or weight of edge
Connection Network <-> spanning subgraph
(Without closed loops) <-> (spanning subtree)
Shortest connection network <-> shortest spanning subtree
Prim refers to the terminal to which at a given stage of the construction, no connections have
been made as an isolated terminal.
Prim refers to the fragment to which, at a given stage of the construction, no external
connection has been made as an isolated fragment. According to Prim's definition, a
fragment is a terminal subset connected by direct links, between members of the subset.
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Prim then goes on to generalize the original problem by seeking shortest spanning
subtrees for arbitrarily connected labeled graphs, thus providing a computational




In order to proceed with the experiment and detailed analysis of the resutls, we first
analyze the Kruskal's [2] and Prims's [3] algorithms, in order to predict the possible
outcomes and to be able to interpret results. To understand and predict a performance of
a particular algorithm, we must not only account for the complexities associated with the
flow of the algorithm itself; we must account for potential complexities of each step, that
may appear less obvious initially. For example, as was mentioned earlier [9], sorting has
a significant impact on the performance of Kruskal's algorithm, in some instances. If the
implementation of the algorithm is to be targeted for a specific computing platform, we
can even take into consideration complexities associated with the implementation of
basic operations (steps) on that platform. In this thesis, we examine the complexities
associated with the issues that are more abstract than those involved when using a
specific computing platform, and thus common among the general majority of the
computing environments.
2.1 Greedy Algorithms
The implementations of Kruskal's and Prim's algorithm studied in this thesis are
presented by Thomas H. Cormen, Charles E. Leiserson, and Ronald L. Rivest, in their
book Introduction to Algorithms [7]. They introduce a notion of a generic algorithm for
solving the minimum spanning tree problem, which is a generalization of both, Kruskal's
and Prim's methods. Both methods are considered to use a
"greedy"
strategy, which
advocates the best possible choice at the time the choice is to be made [7]. One can say
that a greedy algorithm does not have an overall strategy, but rather picks the best option
possible at any given time.
2.2 Matroids
Cormen, Leiserson, and Rivest (to be referred to as CLR) state that the greedy algorithms
yield optimal solutions when a combinatorial structure known as
"matroid"
is used [7].
The definition presented in [7] is as follows:
A matroid is an ordered pair M =(S,I) such that
1 . S is a finite nonempty set [7].
2. / is nonempty family of subsets of S , called the independent subsets of S , such that
if Be I and AczB, then A e I . I is said to be hereditary if it satisfies this
property. The empty set 0 is necessarily a member of / [7].
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3. H As I , B& I , and |A| < B , then there exists some element x e B
- A such that
AY {x} e / . Thus, M satisfies the exchange property [7].
CLR illustrate a graphic matroid MG =(SG,IG), which they define in terms of an
undirected graph G = (V,E) as follows:
The set SG is defined to be E , the set of edges of G [7].
If A is a subset of E , then Ae IG if and only if A is acyclic. A set of edges is
independent if and only if it forms a forest [7] .
Thus, we can see that a graphical matroid is closely related to a minimum spanning tree
[7].
CLR present the following theorem, which they prove by contradiction [7]:
Theorem 1:
All maximal independent subsets in a matroid have the same size.
Proof: Suppose to the contrary that A is a maximal independent subset of M and there
exists another larger maximal independent subset B of M . Then, the exchange
property implies that A is extendible to a larger independent subset A Y{x}for
some x 6 B A , contradicting the assumption that A is maximal [7].
Let MG be a
free1
tree with exactly V
- 1 edges that connect all vertices of G . If Mc is a
graphic matroid for a connected, undirected graph G , MG is a spanning tree of G . If the
M
G
is weighted, where there is a weight function w(x) that assigns a positive weight to
each element xe S , the weight function w(x) can be extended to subsets of S by:
<A) = 5>(*)
xeA
for any A cz S [7], which is essential weight function for a spanning tree:
w(T)= ^w(u,v)
(,v)sr
where (, v) is the edge that connects vertices u and v .
1
A free tree is a connected graph G, which has no cycles, with no vertex designated as a root of G.
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2.2.1 Use ofGreedy Approach for Graph Optimization Problems
Studying the optimization problem in a weighted matroid, as defined below, one can see how the
greedy approach can be applied to produce optimal results. As demonstrated by V. K.
Balakrishnan [10], the greedy approach to solve the matroid optimization problem is reminiscent
of the Kruskal's and Prim's algorithms to be discussed in the next two sections [10].
Let w be a nonnegative weight function defined on the ground set E of an independent
system. If A is a subset of E , the weight of A , denoted byw(A) , is the sum of weights
of all elements in A . An optimization problem associated with the independent system
is the problem of finding the independent set with the maximum weight [10]:
1. Choose x(k) distinct from x(l), x(2), ... , x(k-l) such that
a) the set {x(\),x(2),...,x(k \),x(k)} is an independent set
b) if {x(l),x(2),...,x(fc-l),x}is an independent set, the weight of x does not
exceed the weight of x(k) .
2. Stop if no such x exists.
This can be demonstrated by the following theorem [10]:
Theorem 2:
A solution of the problem of finding a maximum weight independent set in an
independent system can be obtained by using the greedy algorithm for every
nonnegative weight function defined on its ground set if and only if the
independent system is a matroid [10].
Proof:
1 . If / an J are two independent sets in an independent system, with p and
(p + Y) elements, respectively, let w(e) = (p + 2) for all e in / ,
w(e)
= (p + Y) for all e in (J
-
1) , and w(e) = 0 for all other nodes e in
the ground set. Then w(J)
> (p + l)(p + \) > p(p + 2) = w(I)\ hence,
I is not a solution. By the greedy procedure, / and then an element is taken
from (J -I) . Thus, there exists an element ein the set (J -I) such that
I + e is an independent set. Therefore the independent system is a matroid
[10].
2. Suppose that by applying the greedy algorithm, an independent set
I ={ex,e2,...,er}is obtained (in a matroid) in which the elements are
arranged in nondecreasing order by weight. If 7 = {/,,/2,...,/r}is an
independent set in a matroid, it can be proved by induction that
w(fj ) < w(et ) for every i . It is true for i = 1 . Assumption: the condition
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holds for i = 1,2,..., (m - 1) . Thus, the proof is required for i = m. Suppose
>K/m)>w(<?m). Let D = {ex,e2,...,em_x) and A = {e : w(e) > w(fm)}.
Then D is an independent set and, by induction hypothesis, is subset of A .
If D is not maximal in A , there exists e in A such that D + e is
independent. But if e is in A , w(e) > w(/m ) > w(em ) , which implies that
after picking em_, , the greedy algorithm would have selected e and not em .
Thus, D is maximal in A . Since D has (m
-
1) elements, any independent
subset of A cannot have more than (m-1) elements. But {fvf2,---,fm}
is an independent subset of A . The contradiction shows that
HfJ<w(em) [10].
Hence, the greedy approach is the optimal approach for solving the
minimal-spanning-
tree-problem, since the spanning trees are closely related to matroids, and the greedy
approach proves to be the optimal approach for matroid optimization problem.
2.2.2 Greedy Approach for the Minimum spanning tree problem
Cormen, Leiserson, and Rivest present a generalization of Kruskal's and Prim's
Algorithms, which clearly illustrates the greedy approach. The generalization presented
is as follows [7]:
Generic-MST(G,w)
1 A<-0
2 while A does not form a spanning tree
3 do find an edge (w,v) that is safe for A
4 A<-AY{(w,v)}
5 returnA
Algorithm 1 - Generalization ofKruskal's and Prim's Algorithms
This algorithm grows the minimum spanning tree one edge at a time. The set A is
always a subset of some minimum spanning tree. With each step a test is performed to
ensure that it is
"safe"
to add an edge (u, v) , ensuring that AY{(m,v)} is a subset of the
minimum spanning tree [7].
The invariant is
"trivially"
satisfied in line 1 of the algorithm. It is maintained in lines 2
through 4. The challenge is to find the edge that is safe for A , as done in line 3 [7]. The
existence of such edge is dictated by the invariant that there is a spanning tree T such
that A c T ; if there exists an edge (u, v) e T such that (u, v) g A , then it is safe to add
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(w,v) to A [7]. CLR provide a rule, in the form of a theorem, for recognizing safe






A cut (S,V-S) of an undirected graph G = (V,E) is a
partition of V [7], as shown in Figure 2.
It is said that an edge (u,v)e E crosses the cut (S,V - S) if
one of its endpoints is in 5 and the other is in S V [7].
A cut respects the set A of edges if no edge in A crosses the
cut [7].
An edge that crosses the cut with the weight minimum of any
edge crossing the cut [7]. More than one light edge can exist.
i V -S
Figure 2- Cut (S, V-S) [7]
Theorem 3:
Let G = (V,E)be a connected, undirected graph with a real-valued weight
function w defined in E . Let A be the subset of E that is included in some
minimum spanning tree for G , and let (S,V S) be any cut of G that respects
A
,
and let (u, v) be a light edge crossing (S,V S) . Then, edge (u, v) is safe
for A [7].
Proof:
Let T be a minimum spanning tree that includes A , and assume that T does not
contain the light edge (u, v) . If it does, the proof is complete. Another minimum
spanning tree T that includes AY{(w.v)}is constructed by using the cut-and-
paste technique, thus showing that (u,v) is a safe edge for A [7]. The edge
(u,v) forms a cycle with the edges on the path pfrom u to v in T as shown
below [7].
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Figure 3 - Proof of Theorem 3
Because u and v are on the opposite sides of the cut (5, S V) , there is at least
one edge in T on the path p that also crosses the cut. Let (x, y) be such edge.
The edge (x, y) is not in A , because the cut respects A . Since (x, y) is on the
unique path from to v in 7, removing (x, y) breaks T into two components.
Adding (u, v) reconnects them to form a new spanning tree
T'=T-{(x,y)}Y {(w,v)}[7].
It can now be shown that T'is a minimum spanning tree. Since (u, v) is a light
edge, crossing (S,S-V) and (x, y), also crosses this cut, w(u.v) < w(x, y) .
Therefore, w(7") = w(T)
-
w(x, y) + w(u, v) < w(T). Since 7/ is a minimum
spanning tree, so that w(T)
< w(T\ r'must be a minimum spanning tree also.
AczT', since AczT and (x, y) < A ; thus, AY{(w,v)} c
7"
. Consequently,
since V is a minimum spanning tree, (w,v) is safe for A [7].
Because each of the V - 1 edges is successfully determined, the loop in lines 2 - 4 of the
GENERIC-MST is executed V - 1 times. Initially A = 0 . There are V trees in GA . This
number is reduced by 1 during each iteration. The algorithm terminates when the forest contains
a single tree [7].
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2.3 Kruskal's Algorithm
Kruskal's algorithm falls perfectly into the greedy paradigm. Since Kruskal's algorithm
is essentially a specialization of the Generic-MST [7] presented by CLR, it proceeds
with the same approach. The approach taken by Kruskal is to pick the edge with the
smallest weight value such that both vertices of the edge are not present in the set T and
add that edge to the set T . The process of picking the edge with the smallest weight
value is characteristic of the greedy approach taken by the algorithm. The following
implementation is provided by CLR [7]:
MST-Kruskal(G,w)
1 A^0
2 for each vertex v e V[G]
3 do Make-Set(v)
4 sort the edges ofE by nondecreasing weight w
5 for each edge (u, v) e E , in order by nondecreasing weight




Algorithm 2 - Implementation ofKruskal's Algorithm
CLR [7] claim that this implementation is the asymptotically fastest implementation
known today. They attribute this to the use of the disjoint-set data structures to maintain
several disjoint-sets of elements (trees in the forest), which results in the running time
0(Ea(E,V)) , excluding the sorting time, where a is the functional inverse of the
Ackerman's function [7]. We will study this implementation in more detail. By simple
examination of the algorithm, we can easily see that the complexity of the algorithm
itself, excluding theMake-Set, Find-Set, Union, and sorting operations is 0(E) where
E is the number of edges in the graph G . The implementation of these operations may
have a significant impact on the performance of the algorithm. We will study the results
produced by variations of implementation of sorting. The two implementations to be
studied here are the heapsort and the counting sort. To observe the effect of sorting on the
performance, we can observe the change in the performance by eliminating the sorting
entirely. This can be achieved by measuring the performance of the algorithm minus the
time required for sorting the edges. Hence, one can observe the performance of the
algorithm based strictly on the implementation of the disjoint-set data structure. We will
present the experiment setup and the results in the next chapter. Since the use of the
disjoint-set data structure yields the most efficient implementation of Kruskal's algorithm




Prim's algorithm is a specialization of the Generic-MST [7], similarly to Kruskal's
algorithm. Unlike Kruskal, where multiple trees in the forest are joined until a single
spanning tree is formed, Prim maintains a single tree in the set A . The tree starts from an
arbitrary root vertex r and grows until it spans all vertices in the set V . With each
iteration, a light edge connecting a vertex in A to a vertex in V
- A is added to the tree;
adding only the edges that are safe for A . When the algorithm terminates, the edges in
A form a minimum spanning tree [7]. The augmentation of the tree with each step with
the edge that has a minimum weight renders this strategy "greedy". The efficiency of the
algorithm depends on the strategy used for selecting a new edge to be added to the tree.
CLR provide the implementation of the algorithm which uses the priority queue Q which




2 for each u e Q
3 do key[u] <




7 do U <r- EXTRACT-MlN(Q)
8 for each v e Adj[u]




11 key[v] < w(u,v)
Algorithm 3 - Implementation of Prim's Algorithm
For each vertex v , key[v] is the minimum weight of any edge connecting v to a vertex
in the tree. If no such edge exists, key[v] = . The field n[v] specifies the parent of v in
the tree [7]. While the algorithm is running, the set of edges A is:
A = {(v,n[v]):veV-{r}-Q}
Upon termination, when the priority queue is empty, the set of edges A is [7]:
A = {(v,n[v]):veV-{r}}.
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To reiterate, the performance of Prim's algorithm depends on the implementation of the
priority queue. Next chapter describes the study of the performance obtained as the result
of experimentation with various implementations of the priority queue Q .
2.5 Areas of
"Weakness"
The main goal of the thesis is to test the performance of the Kruskal's and Prim's
algorithms using various implementations of the data structures that can have a
significant effect on the algorithm's performance. The basic analysis of the algorithms





Examining the implementation of Kruskal's Algorithm shown in Algorithm 2 one can
easily identify the complexity of the overall algorithm, excluding the complexities
inherent in some of the basic steps. One can easily see that the lines 1, 4, and 9 are
executed once; the lines 2 and 3 are executed Q(V) times; and the lines 5 - 8 are
executed 0(E) times. Thus, ignoring the time complexities, which might be inherent in
some of the basic steps, the initial observation suggests that the algorithm runs in 0(E)
time. However, lines 3, 4, and 6-8 involve calls to other procedures. Hence, the
implementation of these procedures may significantly affect the overall performance of
the algorithm. Since the implementation of the Kruskal's algorithm in this experiment
uses the disjoint-set data structure with path-compression heuristic, it shall remain a
constant factor, and thus will not be considered an area of "weakness". It is, however
necessary to examine the running time of the Kruskal's Algorithm with disjoint-sets and
path-compression heuristic in order to understand their contribution to the overall
complexity of the algorithm. The disjoint-set data structure used in this implementation
of the Kruskal's Algorithm supports the following operations: Make-Set(x), UNlON(x.y)
and FrND-SET(x), where x and y denote the objects that are the members of the sets. The
Make-Set(x) operation creates a set where x is the only object. Find-Set(x) returns a
pointer to some representative of the set which contains x. Union(x,)0 merges two sets,
each containing x and y objects into one set containing both x and y objects. The
implementation used in this experiment is provided by CLR [7], which uses the union by
rank with path compression. The union by rank yields the 0(m\gn) running time, where
Q.(n) lower bound us denoted by m [11]. The path compression heuristic yields the
worst-case running time of @(f log0+//n) n) if / > n and Q(n + / lgn) if f <n, where/
is the number of Find-Set operations [11]. The worst case running time when both,
union by rank and path compression are used is 0(ma(m,n)) . The a(m,n) is the inverse





A(/,1) = A(j-1,2) for i>2
A(i,j) = A(i-l,A(i,j-\)) for i,j>2
According to CLR [7] in any conceivable application of the disjoint-set data structure, the
running time can be viewed as m in most practical situations, since a(m,n)<4 for
(m,n) . CLR introduce a slightly weaker upper bound on the running time,
0(m\g*
n) .
They use the aggregate method of amortized analysis to prove the
0(m\g*
n) time bound
[7]. CLR present and prove the following theorem:
A sequence of m Make-Set, Link1, and Find-Set operations, n of which are MAKE-
Set operations, can be performed on a disjoint-set forest with union by rank and path
compression in worst-case time 0(m lg n) [7] .
The proof is provided in [7] on pp. 455 - 457.
The concern still lies with sorting. Since the disjoint-set operations with path
compression heuristics allow the algorithm to run in practically linear time, it appears that





Examining the implementation of Prim's Algorithm shown in Algorithm 3 following
complexities of basic operations become obvious. Line 1 is executed in 0(V)time, since
every vertex in the graph has to be enqueued. Lines 2 and 3 are executed in @(V) time
as well. Lines 4 and 5 are executed once. The lines 6 and 7 are executed V times; the
lines 8 and 9 are executed -V) times"; and lines 10 and 11 are executed
-V) times. This yields the 0(E) running time. The area of concern is the
implementation of the priority queue Q. It is therefore anticipated that it is a major factor
in the overall performance of the algorithm. Thus, the implementation of the priority
queue to be used in Prim's algorithm is studied in a great detail through experimentation.
The LINK procedure is called by Union procedure. It takes to two roots as inputs, and links them such
that the root with the higher rank becomes a parent of the root with the lower rank. If both ranks are
equal, then the rank of the parent is incremented by 1 .
The adjacent edges are sought in the adjacency matrix, which was provided as input data to the function.
The edges are located by iterating from the edge e(x, y) of the matrix, until x = y, for each row.
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2.6 Expected Results
Prior to performing the experiment, we conduct a detailed analysis of all implementations
used, in order to be able to predict the performance of each. The complexities associated
with the "areas of
weakness"
of each implementation are expected to be the major
contributors to the running time of the algorithms, and therefore are candidates for
optimization. To predict the performance of each implementation studied in this thesis,
we proceed with thorough analysis of the implementation of each algorithm.
2.6.1 Analysis ofKruskal's Algorithm
Both implementations of Kruskal's algorithm used in this experiment consist of two
phases, sorting and growing a forest. Each phase can be potentially a dominating factor
in the total running time of the algorithm. We therefore need to identify and predict the




We first determine the contribution that the operations associated with disjoint-set data
structure make to the total running time of the algorithm. Looking at the implementation
of the algorithm below, we note the number of times each line is expected to execute:
MST-KRUSKAL(G,w)
1 A <- 0 1 time
2 for each vertex v V[G] V times
3 do MAKE-SET(v) V times
4 sort the edges ofE by nondecreasing weight w 1 time
5 for each edge (u, v) e E , in order by nondecreasing weight E times
6 do if FlND-SET(w) * FlND-SET(v) E times
7 then A^AY{(,v)} V- 1 times
8 UNION(w,v) V- 1 times
9 return A
Since all disjoint-set operations with union by rank and path compression run in
0(m\g*
n) time, we first determine the values of n and m. Since m is the total of all
Make-Set, Find-Set, and Union operations, m = TM +TF+TV. Thus,
'
TM - total time of allMake-Set operations,
7>- total time of all FIND-SET operations, Tv - total time of
all UNION operations, Ts - total time spent sorting edges
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m = V + 2E +V-l = 2V + 2E-\
V2
-V
Given that E = xe , where e = p is the density of the graph G ,








for fixed density . We therefore state that the total running time of ether
implementation is
0(V2) + 0(Ts)
The implementations of Kruskal's algorithm used in this experiment differ only in the
method used to sort the edges of the graph. We therefore look at the time required by
each sorting method, and use that to determine which is the dominating factor in the
algorithm's total running time.
Counting Sort (kcs).
The counting sort runs in linear time 0(n) [7]. The sort determines for each input
element x, the number of elements less than x. Then each element is placed directly into
its position in the output array. The input is an array A[l..n], of length n. Two other
arrays are used, B[\..ri\ to store the sorted output, and C[l..fc] to be used as working
storage, where k is the value of the largest element x in A. All values in C are initially 0.
The values of each input element are then inspected. If the value of the input element is /,
the C[i] is incremented, resulting in C[i] containing the number of input elements equal to
i for each integer value of i = 1,2, ...,k. Then the number of elements less than or equal
to i is determined, by keeping a running sum of the array C. Finally, each element ofA is
placed in its correct sorted position in the output array B [12]. We can therefore see that
the counting sort runs in 0(E)





for fixed density . From this we cannot conclude which phase of the implementation
dominates the total running time. Thus, we make an assumption that both phases
contribute equally. This is to be verified through experimentation.
Heapsort (khp).
The running time of the heapsort is 0(n\gn) steps. The sort requires one call to the
procedure to build the heap, which is done on 0(n) time, and n \ calls to procedure to
restore the heap property, each taking G(lgn) . We therefore say that the heapsort runs in
O(nlgn) time. Given that we are sorting the edges of the graph, using the heapsort the
sorting time is
Ts=0(ElgE) = 0(V2\gV)
The total running time of the algorithm is then,
0(V2) + 0(V2\gV)
= 0(V2lgV)
Hence, for the implementation of Kruskal's algorithm using the heapsort, sorting is the
dominating factor in the total running time. We can therefore anticipate the
implementation of Kruskal's algorithm that uses the heapsort to perform worse than the
implementation ofKruskal's algorithm that uses the counting sort.
Kruskal's algorithm is performed in two phases. In the first phase the edges are sorted in
a nondecreasing order. In the second phase, a forest is grown until V vertices are
connected to form a minimum spanning tree. The "areas of
weakness"
are self-
contained, which renders the analysis of the running times attributed to the
implementations of various sections of the algorithm simple.
2.6.2 Analysis of Prim's Algorithm
In Prim's algorithm, the "area of
weakness"
is in the implementation of the priority
queue, which is tightly integrated into several steps of the algorithm. We therefore
concentrate on the overall running time of the algorithm, rather than looking at it in
phases, as was done in Kruskal's algorithm. This algorithm uses total of three operations,
Build-Queue, Extract-Min, and Decrease-Key, times for which we will denote as
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2 for each e Q
3 do fcey[] < oo
4 key[r] <- 0
5 4r] <- NIL
6 while Q * 0
7 do u <- Extract-Min(0
8 for each v e Adj[u]

















We can see that the performance of the algorithm is affected by the running time of the
priority queue operations. We now look at each of the implementations of Prim's
algorithm studied in this thesis.
Brute Force (pbf).
This implementation does not have a build cost associated with the use of priority queue.
The edges and their keys are stored in an array. To perform an Extract-Min operation,
the array is searched for the element with minimum key, which is then returned. The
location where the element with the minimum key is stored, is set to oo. Extract-Min
operation will always be done in 0(V) time. Since no heap is used in this
implementation, we do not need to worry about maintaining any heap properties. The
Decrease-Key operation will therefore be always done in 0(1) time. The total running
time of the "brute
force"
implementation of Prim's algorithm is
TB - time to build the heap; TE
- time to perform Extract-Min operation; TD - time to perform
Decrease-Key operation.
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T = e(V) + Q(V2) + 0(E)
= V +V2+-2-V2+V
=(l + l)V2+(l + l)V
= Q(V2)
Thus, the complexity of the implementation of Prim's algorithm using "brute
force"
for
priority queues appears to be very tightly bound. This tight bound is attributed to the
asymptotic complexity of the Extract-Min operation. Since precisely V Extract-Min
operations are to be performed, and given that each operation takes Q(V) time, we can
expect a very consistent performance of this algorithm. In general, the performance is
expected to be worse than that of other implementation, however for dense graphs, it may
perform as well as the other implementations studied in this experiment.
Binary Heap - "Proper
Implementation"
(php_a).
When analyzing the performance of algorithms that make use of heaps, we consider the
cost of maintaining a heap property in Extract-Min and Decrease-Key operations.
Each time a minimum element is extracted the last element on the heap is moved in the
place of the minimum element. The element that was placed in the place of the minimum




the maximum length of [_lgnj vertices, since the height of a binary
heap of n elements is |_lg_|. We then conclude that the Extract-Min operation is
performed in 0(lgV) time. The Decrease-Key operation (Algorithm 3, line 11, page
15) requires that heap invariant is maintained. When a key is decreased, the new value is
"percolated
up"
until the heap invariant is satisfied. In the worst case, this percolation is
done in |_lgnj swaps, for the heap of n elements. The Decrease-Key operation is
therefore performed in G(lgV) time. Another factor that we need to consider is the cost
to build the heap upon initialization. In this implementation of Prim's algorithm, the
heap is build with all elements having the key value, which is equal to . This eliminates
the requirement of satisfying the heap invariant upon Build. Nevertheless, the key value
of each element must be set to , thus requiring the iteration over the entire array on
which the heap is implemented. The running time of the build operation is therefore
Q(V) for the graph with V vertices. We can therefore say that TB = (V) , TE = 0(\gn) ,
and TD = 0(lgn) . The total running time of the implementation of Kruskal's algorithm
with priority queue
implemented on a binary heap is
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T = Q(V) + 0(V IgV) +O(ElgV)
= 0(V) + 0(vigV) + o(y2igV)
= 0(ElgV)
for fixed density .
For dense graphs, where approaches 1, we can expect the asymptotic bound to approach
0(V2
IgV) , given that E =
\e(V2
-V) .
From this we can expect performance better than that of the implementation that uses the
"brute
force"
implementation of the priority queue.
Binomial Heap (pbinh).
Binomial heap is a collection of binomial trees. The i-th binomial tree5 i > 0 is defined
recursively. It consists of a root node and i children. The j-th child, 1 < j < i, is the root
of the binomial tree 5;_i [5].
Figure 4 - Binomial Heap consisting of binomial trees B0 through 2?4.
Figure 4 illustrates the binomial heap consisting of five binomial trees, Bq through 54.
CLR provide the following lemma:
Lemma:
1. The binomial tree 5* contains 2 nodes.
2. Bk has a height k.
3. There are exactly (f ) nodes of depth / = 0,1,K , k .
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4. The root has a degree k, which is greater than that of any other node. If
the children of that root are numbered from left to right, by
k-\,k- 2,K ,0
,
child i is the root of the subtree Bt [7].
Proof:
The basis of the proof is B0; the inductive step is Bk_\ .
1. Binomial tree Bk consists of two trees Bk_\. Bk, therefore, has
2*"1+2*-1 =2*
nodes [7].
2. Because of the way two Bk^ trees are linked to form Bk, the maximum depth
of a node in Bk is one greater than the maximum depth of a node in Bk_\ . By
inductive hypothesis, the maximum depth is (k 1) + 1 = k [7] .
3. Let D(k, i) be the number of nodes at depth i of a binomial tree Bk. Because
Bk is two linked Bk_u a node at the depth i in Bk_\ appears in Bk. once at depth
i, and once at depth i + \. Thus, the number of nodes at depth i in Bk is the
number of nodes at the depth / in Bk_\ plus the number of nodes at depth / - 1
infill [7]. Then,
D(k, i) = D(k







4. The only node with greater degree in Bk than 5t_i is the root, which has one
more child than Bk_] . Because the root of Bk_\ has a degree k - 1 , the root of
Bk has a degree k. By inductive hypothesis, the children of Bk_\ are





The maximum degree of any node in an rc-node binomial tree is lgn . [7].
Proof:
Properties 1 and 4 of lemma.
A binomial heap is a collection of binomial trees, where each tree must be different in
size. Each tree must also satisfy the heap invariant, thus ensuring that the element with
the minimum key value is stored in one of the roots of the trees. The trees are stored in
the order of increasing size. The trees may be organized as a linked list, however in the
implementation used in this experiment, the trees were stored in an array of pointers.
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Given that the size of a binomial tree Bk is the sum of sizes of all trees BQBX,K ,Bk_x
plus 1, thus \Bk\ =
2k




. Since there is at most one binomial tree with a given root in a binomial heap, we
;=o
can see that there is at most [_lgnj+ 1 binomial trees in any binomial heap.
Thus, from these properties we see that the minimum element can be located in the worst
casein 0(lgn) time. The Decrease-Key operation would also be performed in 0(lgn)
time, since only the tree in which the key has been decreased needs to have the heap
invariant restored. The Extract-Min operation is not as straight-forward as in the
binary heap. When an Extract-Min is performed, one of the roots is detached.
Detaching a root from a binomial tree Bk results in a formation of a set of binomial trees
{B'0,B'X,K B'k_x}. Since the trees of the degrees 0,1,K ,k-l are already present in the
binomial heap, the newly formed trees must be linked with the existing trees.
{B'0,BX,K Bk_x} can be viewed as forming a binomial heap as well. Hence, performing
an Extract-Min operation on a binomial heap H, results in the formation of two
binomial heaps, H and H', which must be merged to form a single heap. Prior to merging
the two heaps, the trees of
H'
must be joined to form the binomial heap, which is done in
0(}gn) time. Once we have two heaps, we link the trees of equal degrees with one
another. The link is done in 0(1) by making the root of Bk_x the child of B'k_x , thus
resulting in Bk . However, this may result in the formation of more than one tree of the
same degree. The trees with the same degrees are linked again, to form the tree with a
degree one higher. This is repeated for all pairs of trees in both heaps. Since this process
is analogous to the bitwise addition with carry, the process of merging two binomial
heaps is done in 0(\gn) time. We can therefore conclude that the Extract-Min
operation takes 0(\gn) time. We also need to consider the time to build the binomial
heap. This is done in once. However, when used in Prim's algorithm we need to start
with the binomial heap containing V elements. The insert operation involves merging of
two heaps, thus taking 0(\gn) . Thus, insertion of n elements is done in 0(n\gn) , which




The total running time of Prim's algorithm with the priority queue implemented as a
binomial heap is
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T = 0(V\gV) + 0(V\gV) + 0(ElgV)
= 0(E\gV)
We then expect performance similar to that of binary heap with proper implementation.
For the dense graphs, as with proper heap implementation, we can expect the asymptotic
upper bound approach
0(V2
lgV) . However, given the nature of the data structure used
to implement the binomial heap, an array of multiple trees, we can expect higher
overhead, hence worse performance.
Fibonacci Heap (pfibh).
Like binomial heap, Fibonacci heap is a collection of heap-ordered trees. The sizes of
these trees grow according to the Fibonacci sequence defined by the recurrence:
fO if k = 0
1 if k = 1Fk =
F^+FM if k>2
The trees in the Fibonacci heap are not constrained like the trees with binomial heap.
They are rooted, but not ordered by size.
min[H]
-
Figure 5 - Fibonacci Heap
The Fibonacci heap is implemented as a circular doubly linked list of roots. Each root
points to only one child. The children of each root are also linked in a circular doubly
linked list. Each child has a pointer to its parent. The advantages of using the circular
doubly linked lists is that a node can be removed in G(l) time, and two such lists can be
concatenated
"spliced"
together in 0(1) time. Each node has two attributes, a degree,
and amarked flag. The degree indicates the number of children the node has; the marked
flag indicate whether a given node has lost a child, since the last time that node was made
a child of another node. The node becomes unmarked whenever it is made a child of
another node, or it is newly created. The pointer min[H] indicates the tree whose root has
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the minimum key value of all other roots in the heap. When the Fibonacci heap is
created, like binomial heap it is created empty. To store all vertices on the heap, they
must be inserted one at a time. When a node is inserted into the heap, it is added to the
root list of the heap. Since this is a concatenation operation, it is done in 0(1) . Find-
Min is performed in 0(1) as well, since there is a pointer to the root node with the
minimum key value. Decrease-Key operation results in assignment of a new key value
to a node. If the new key value of the node is not less than that of its parent, no changes
are made to the heap. If the new value is less than the parent, a Cut is performed,
followed by a Cascading-Cut. The Cut operation
"cuts"
the node from its parent and
adds it to the root list. The parent's degree is decremented, and the node that has been cut
is "unmarked". The Cascading-Cut checks if the parent of the node cut is marked. If it
is not, the parent is marked. If the parent is marked, a Cut is performed on the parent,
followed by a Cascading-Cut. This process is performed recursively, moving the nodes
out into the root list, until an unmarked node or a root is reached. When all Cascading-
Cuts are completed, the min[H] pointer is updated, if necessary. The time to perform
Decrease-Key operation is amortized to 0(1) [13]. The actual cost to perform the
Decrease-Key operation is 0(1) plus the time to perform the Cascading-Cuts. If
Cascading-Cut is recursively called c times, given that the cost of decreasing the key is
0(1) , the actual cost of performing the Decrease-Key plus the cost of cascading cuts is
0(c) . Decrease-Key operation does not result in the ordered list of trees. The ordered
list property is restored when the Extract-Min operation is performed. The cost of the
Decrease-Key operation is therefore amortized. To determine the amortized cost of the
Decrease-Key operation, we perform the amortized analysis. We first compute the
change in potential. H denotes the Fibonacci heap prior to the Decrease-Key operation.
Each recursive call to the Cascading-Cut, except for the last one, cuts a marked node
and clears its mark flag. This results in c more trees in the root list than there was
initially. If t(H) denotes the number of trees in the root list prior to Decrease-Min
operation, then upon completion there are t(H) + c trees in the root list upon completion.
There are at most m(H)
- c + 2 marked nodes, c - 1 nodes are unmarked by cascading
cuts, and the last call to Cascading-Cut may have marked a node. The change in
potential, is then,
((t(H) + c) + 2(m(H)
-
c + 2)) - (t(H) + 2m(H))
= 4-c
The amortized cost ofDecrease-Key is at most
0(c) +4-c = O(l)
Extract-Min operation is more complicated. This is where the trees of the root list are
consolidated, the work that was delayed when INSERT and Extract-Min operations were
performed. When the root with the minimum key value is extracted, each one of its
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children is made a root. The minimum node is removed from the root list. The
Consolidate operation links the roots of equal degrees until at most, one root of each
degree remains. The Link operation removes a root from the list of roots, and then
making it a child of another node, unmarking the node removed. The amortized time for
extracting a node with the minimum key value from the Fibonacci heap is 0(D(n)) . The
minimum node has at most D(n) children. When Consolidate is called, the size of the
root list is at most D(n) + t(H) - 1 . t(H) denotes the original root list of H. Since one
node is extracted, we subtract 1. We also consider D(n) children of the extracted node.
Thus, the total actual work is 0(D(n) + t(H)) . The potential before extracting the
minimum node is t(H) + 2m(H) , and the potential afterwards is at most
(D(n) + 1) + 2m(H) . The amortized cost is at most
0(D(n) + t(H)) + ((D(n) + 1) + 2m(H))
-
(t(H) + 2m(H))
= 0(D(n)) + 0(t(H))-t(H)
= 0(D(n))
The cost of performing each link is defrayed by reduction in potential when the link
reduces the number of roots by one. These operations do not preserve the property that all
trees in the Fibonacci heap are unordered binomial trees. But these trees are close
enough that the maximum degree D(n) can be bound by 0(lg) . Thus, Extract-Min
operation is performed in 0(lg) amortized time.
We therefore conclude the time to build the heap to be used in the implementation of
Prim's algorithm with priority queue implemented as a Fibonacci heap is
TB=0(V),
which accounts for the time to build the heap, which is 0(1), and the time to insert V
elements onto the heap, each dome in 0(1). The time toDecrease-Key is
rD=0(l)
amortized time, and the time to Extract-Min is
TE=0(\gV)
amortized time. We can therefore expect the total running time of the implementation of
Prim's algorithm that uses the Fibonacci heap, to be
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7: = 0(V) + 0(lgV) +0()
= 0(E)
amortized time, which for dense graphs can approach 0(V2). The Fibonacci heap
implementation promises a very good performance because the priority queue operations
execute in the amortized time.
Binary Heap - "lazy
implementation"
(php).
This implementation of the binary heap is somewhat similar to the implementation of
Fibonacci heap in the sense that the maintenance of the heap invariant is delayed until
absolutely necessary. In the proper implementation of the binary heap, the heap property
is restored immediately after the Decrease-Key operation has been performed on one of
the nodes. In
"lazy"






heap can only be used in the implementation of Prim's algorithm used in this experiment.
For more general purpose, the
"lazy"
implementation may not be suitable. We have
taken the advantage that between two Extract-Min operations, a key of any node will
be decreased at most once. Hence, no keys are percolated until the Extract-Min is to be
performed. Prior to performing Extract-Min, all nodes whose keys have been
decreased are "percolated
up"
if necessary. We now use this information to determine
the running time of the implementation of Prim's algorithm with priority queue
implemented using the
"lazy"
heap. Like in the proper implementation, the time to build
the heap is TB = 0(V) . The time to perform Extract-Min now requires the heap
property to be restored, prior to performing the operation. We also restore the heap
immediately after the Extract-Min is performed. We then say that Extract-Min is
performed in 21gV time, hence TE =0(lgV). The time to perform Decrease-Key
operation is then done in 0(1) time. The running time of this implementation is:
T = Q(V) + 0(V\gV) + 0(Vx-V2)
= 0(E)
where V\ is the number of operations required to perform Extract-Min operation, and
V2 is the number of operations required to rebuild the heap to restore its property after the
Decrease-Key operation has been performed.




The main goal of the experiment is test the performance of the Kruskal's and Prim's
algorithms using various implementations of the data structures that can have a
significant effect on the algorithm's performance. Seven implementations were tested:
Kruskal's Algorithm with heapsort, and with Path-Compression algorithms
Kruskal's Algorithm with counting sort and with Path-Compression algorithms
Prim'
s Algorithm with bmte force implementation of priority queues
Prim's Algorithm with priority queue implemented using a proper
implementation of binary heap with
"bubble-up"
performed each time a
decrease-key operation is performed for a vertex
Prim's Algorithm with priority queue implemented using a
"lazy"
implementation of binary heap with
"bubble-up"
performed after all decrease-
key operations are performed for a vertex
Prim'
s Algorithm with priority queue implemented using a binomial heap
Prim'
s Algorithm with priority queue implemented using a Fibonacci heap
The experiment was conducted on a Sun Ultra 1 SBus (UltraSPARC 143 MHz)
workstation. Each implementation was tested on nine different types of graphs. The
graphs used for the experiment ranged from 100 to 1700 vertices and were generated at
random. Hence nine graphs of each size were used. The graphs types varied in density,








where p is the probability of an
edge being found between any two vertices. For each density p three ranges of the edge
weight w were used, 1
- 10, 1 - 100, and 1020 - 1022, with all weights w having positive
integer values.
3.1 Graph Representation
The graphs used in the experiment are stored in compressed text files. Each file contains
an adjacency matrix representation of the graph, preceded by an integer, which specifies
the number of vertices in the input graph. Each row and each column position represent a
vertex of the graph. The values in the adjacency matrix represent the weights of the edges
joining the two vertices represented by the row and the column of each value; 0 indicates
no edge. Since the graphs used in this experiment are bi-directional, the adjacency
matrices used to represent these graphs have a reflexive and symmetric property with
respect to the (0,0). ..(n,n) diagonal, where n is the number of vertices of the graph.
Figure 6 illustrates such representation. No edges originating from, and ending at the
same vertex are to be present in the input graphs, therefore the diagonal is always
contains zero values. The grayed area of the input matrix is a reflection of the white area.
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Hence, only one half of the matrix is needed to represent the connected graph to be used
in the experiment.
The adjacency matrix is represented by an array of arrays of integers. An array of integers
is allocated to store the values of each row of the matrix with pointers to these arrays
stored in a pointer array. Thus, the array indexes of the integer arrays represent the




Figure 6 - Data File Format: AdjacencyMatrix Representation ofGraphs
Upon the startup of the program that implements the algorithm being tested, the first
integer in the data file, which indicates the number of vertices in the graph, is
immediately read. This value is used to determine the size of memory to be allocated to
accommodate the adjacency matrix to be read. Once the memory is allocated the rest of
the data file is read. The values are stored in the corresponding locations in the matrix
representation described above. When the entire adjacency matrix is read, a function that
implements the minimum spanning tree algorithm is invoked, with the adjacency matrix
as one of its input arguments. Upon exit, one of the output arguments from the function
is a similar adjacency matrix, which contains the representation of the minimum spanning
tree. The output matrix is written to a specified output file, the memory is released, and
the program is terminated.
The data files used in the experiment were generated using the gengraph program,
written specifically for this purpose. The gengraph program accepts as command line
arguments the number of vertices, graph density, minimum edge weight, maximum edge
weight, and the name offile in which the graph is to be stored. The gengraph program
was used to generate the random graphs that were used in the experiment. Each graph
generated, was used with all, seven, algorithm implementations studied, in order to
compare the performances of the algorithms in one set of data. Table 1 summarizes the
types of data used in this experiment. The column that contains the values for the number
of vertices indicates a range. A separate data file was generated for every 100 vertices in
that range, with the total of 153 data files.
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Number ofVertices





100-1700 0.2 0 10
100 - 1700 0.2 0 100
100 - 1700 0.2 1020 1022
100-1700 0.5 0 10
100 - 1700 0.5 0 100
100 - 1700 0.5 1020 1022
100-1700 0.8 0 10
100-1700 0.8 0 100
100-1700 0.8 1020 1022
Table 1 - Summary of data files used in the experiment.
3.2 Program
The program was written in C and ran on the UltraSPARC with a 143 MHz processor.
Eight algorithms are implemented, although only seven are used in this experiment. The
algorithms implemented. The one algorithm that is not used, is one of the worst
implementations of Kruskal's algorithm, which uses the insertion sort and a recursive
heuristic to determine if adding an edge will result in a cycle. This implementation was
used to demonstrate the severity of the effect of using an inefficient data structure in the
areas of "weakness". The references to the algorithm implementations used in the
experiment are summarized in the Table 2. Hence, the khs reference indicates the
Kruskal's with heap sort.
Reference Algorithm Implementation
khs Kruskal with Heap Sort
kcs Kruskal with Counting Sort
pbf Prim Using Brute Force for Queue Implementation
php_a Prim with Queue Implemented on Heap (proper)
php Prim with Queue Implemented on Heap (lazy)
pbinh Prim with Queue Implemented on Binomial Heap
pfibh Prim with Queue Implemented on Fibonacci Heap
Table 2 - References to Algorithms Used in the Experiment
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Each algorithm is implemented as an individual function, which is invoked by the main
program. The main program reads the data file, sets up the input and the output matrices,
and runs the algorithms based on the parameters specified by the user. The user of the
program specifies the algorithm to use for obtaining a minimum spanning tree and the
number of iterations of the algorithm. The multiple iterations of the algorithm allow for
more accurate timing results, and thus, for higher precision of measurements. Five
iterations were used for each algorithm. The average of the times produced was used as
the final running time of the algorithm.
3.2.1 Time Measurements
The time measurements were taken using the getrusage ( ) system call. This system
call returns a structure struct ruse, from the members of which the time in seconds
is assembled. The running time was measured prior to the beginning of the algorithm's
execution, and immediately upon termination. The timings were taken in the algorithm
function. Only the execution of the code, which implements the algorithm, was timed.
I/O, allocation of data structures, and matrix manipulations were ignored. Hence, the
running time of the algorithm tested that was obtained using this method represents the
actual algorithm execution time as accurately as possible. When the function, which
implements the algorithm exits, the time is returned to the main program.
3.2.2 Data Representation
One of the goals in implementing the algorithms studied in this experiment is to use the
most efficient, yet
"fair"
representation of data. The use of pointers and dynamic
memory allocation was avoided as much as possible, unless the actual data structure used
by the algorithm dictated such. Much effort was placed into maintaining a high degree of
consistency when implementing the data structures for all algorithms, in order to prevent
the results from being obscured by various overheads that might be associated with
maintaining the data structures. Much use was made of the arrays, however, the
implementation of the binomial heap and Fibonacci heap does require the use of pointers
and dynamic allocation. To defray the cost of the overhead that might be associated with
dynamic allocation, all heap nodes are allocated at once, prior to start of the algorithm's
execution, and thus prior to initial timing. The pointers to the nodes allocated are stored
on the stack, which is implemented as an array. The pointers to the nodes are dispensed
upon request, thus reducing the memory allocation overhead to a minimum. The
disjoint-
sets and binary heaps are implemented as arrays of records, eliminating the use of
pointers entirely.
For Kruskal's algorithm, the set of edges is representing using an array of structures,
each containing the vertex u, the vertex v, and the weight w of the edge. The following
















The sets of the disjoint-set structure are implemented as arrays of integers, where each
integer represents a vertex. The sorting is performed on the array of edges represented by
the struct
The priority queue used in Prim's algorithm is implemented as a structure which
contains an array to store the vertices, a member for a head of the queue, a member for a












Array of vertices */
/* Head of the queue */
/* Tail of the queue */
/*
Capacity of the queue */
/*
Number of elements */
}
The key and the parent of the vertex are each stored in the array of integers, where each
cell stores a vertex. Each vertex stored on the priority queue can locate reference its
parent n or its key using the index reference. For example, the entry for the parent n of
vertex 6, is located in the Pi [ 6 ] , where Pi is the variable that contains the array of n .
The implementation of the priority queue using "brute force", the Extract-Min
operation is performed by iterating over the entire, thus finding the vertex with the
minimum key value. Once such vertex is found, a NIL value is inserted in its place, and
the vertex is returned. Hence, the vertex is extracted in 0(1 V I) time.
The binary heap operations, used with Prim's algorithm, are performed on the array field
vertices of the struct_t gPriQueue_.The parent, left, and right references
are implemented using macros, thus reducing the overhead associated with the function
calls.
The vertex representation for the implementation of the priority queue using the binomial
and Fibonacci heaps has been altered. Since both implementations require the
representation of vertices in multiple ordered trees, much of the vertex information was
moved from arrays into the nodes. Binomial heap is a collection of binomial trees, each
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*** Binomial Tree attributes
* * * /
struct pParent;
/*









To allow direct access to any of the nodes in the binomial heap, an array of pointers is
used, where the index of each array cell represents the vertex. In addition an array of
Boolean values is used to indicate if the vertex is in the queue. These attributes are stored







Number of trees */
int nCurrentSize;
/* Vertex count */
struct aTrees ;
/*




Array of flags */
to indicate if */








All nodes are allocated ahead of time, and are stored in an array. The pointers to the
nodes are dispensed upon request. This process replaces the dynamic allocation to reduce
the overhead, as mentioned earlier. The following structure implements the store





Array of Nodes */
struct apNodes;
/*
















/* Stack Pointer */
}
Similar representation is used for the priority queue implementation using the Fibonacci
heap. The memory management and the collection are implemented in the same manner.
The information about each vertex is stored in a node. The key for the vertex is stored in
the node, as well. In addition, nodes contain the attributes of the Fibonacci heap. The
following structure defines a single node of the Fibonacci heap:
struct tagFibNode
{
/ * * *
***
Tree attributes
* * * /
struct tagFibNode * pParent;
/*










struct tagFibNode * pRight;
/* Right sibling */
int nDegree ;
/* Degree of the node */
int bMark ;
/*
Marks the node if */
/*
node loses a child */
/ * * *
*** Vertex attributes




Key of the vertex */
/* Vertex */













/* Pointer to node */
/*





Array of flags */
/* to indicate if */
/*











struct tagFibNode * A;
/* Consolidation array*/
int Dn;
/* Number of trees */
}
The memory management for the Fibonacci heap is implemented in the manner identical





Array of Nodes */
struct apNodes;
/*







/* Stack Pointer */
}
The memory required to implement the data structure for all implementations is allocated
ahead of time and is not considered in the time measurements. Since the memory
allocation may contribute significantly to the amount of time required to run the
algorithm, the entire process is performed in one step, thus yielding the run time of 0(1) ,
which is eliminated from the test entirely.
3.3 Running the Experiment
The experiment was run using the computing facilities of the Computer Science
department of Rochester Institute of Technology. Nine UltraSPARCs were used
simultaneously. The graphs were generated on the local disks in order not to use space
on the file server. A shell script was used to launch the program multiple times in order
to test each algorithm with all variations of the data. The resulting timings were captured
and written to a file using Unix's standard I/O redirection. Upon completion, shell scripts
were used to remove the graphs from the local disks.
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4. Results
To reiterate, the experiment was conducted using three sets of graphs; each set is of
different graph density. The densities of graphs used are defined in terms of the




= 0.5 , and p
= 0.8 . Each set of graphs consists of three subsets.
Each subset contains 17 graphs, which range in the number of vertices from 100 to 1700.
The subsets are categorized by the range of weights w that are assigned to an existing
edge (u,v) at random. The weight ranges used are 1 through 10, 1 through 100, and 1020
through 1022. Hence, total of 153 graphs was used in the experiment. The data set can
be represented graphically as shown in Figure 7.
sparse graphs 1< w<10
p-0.2 1 < w < 100
17 graphs in each
r
weight range
1020 < w < 1022




17 graphs in each
p
= 0.5 1 < w < 100 r
weight range




17 graphs in each
/7 = 0.8 1 < w < 100 r
weight range
1020 < w < 1022
Figure 7 - Categorization of the data sets used in the experiment
After the results have been tabulated, it became apparent that the implementation of
Prim's algorithm with priority queue implemented on a heap, using the
"lazy"
implementation of the heap (khs), has outperformed all other implementations in all tests
with consistent results with respect to the range of weights w . A slight degradation in
performance was observed with the increase of graph density. Relatively consistent
performance, with respect to range of the edge weights, was also observed for Prim 's
algorithm with priority queue implemented on a heap with the
"proper"
heap
implementation (php_a), with slight degradation in performance observed with the
increase of graph density. Prim's algorithm with priority queue implemented on a
binomial heap (pbinh), displayed similar consistency to the other two implementations
php and php_a, although its overall performance was relatively poor. Prim's algorithm
with priority queue implemented using bruteforce (pbf), which was originally intended to
be used as an example of a pathological case, provided the same consistency as the other
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implementations of the Prim's algorithm, although it has outperformed the pbinh
implementation in every case, as well as the implementation of Kruskal's algorithm,
where the heapsort is used to sort the edges (khs). For the higher density graphs, pbf has
even outperformed the implementation ofKruskal's algorithm that uses the counting sort
(kcs). Hence, the observations reveal that the range of values for the range of weights has
little or no impact on the performance of the implementations of Prim's algorithm used in
this experiment. The slight degradation in performance that was observed with the
increase in graph density, has shown a high degree of consistency for all implementations
of Prim's algorithm.
The implementations of Kruskal's algorithm have shown far less consistency than the
implementations of Prim's algorithm. Kruskal's algorithm with heapsort (khs) had the
worst performance in every case. Some degree of degradation was observed with the
increase in the range of weights w . Severe degradation was observed with the increase of
density of the graphs. Kruskal's algorithm with counting sort (kcs) displayed a level of
consistency similar to that of khs. Although higher than that of Prim's algorithm's
implementation's, the degradation with respect to the graph density appears to be far less
severe than that of the khs implementation.
Overall, the best performance in all cases was observed in php. kcs produced the results
close to those of php for sparse graphs. In the medium to high density graphs, pfibh
produced the results that are close to the results produced by php. php_a in all cases ran
slower than pfibh, however the difference in performance of the two appears to be
consistent, pbf performed worse than php_a, but likewise, maintained the same
consistency in the difference in run times, pbinh maintained the same consistency in
performance, although its runtime is substantially slower that that of the rest of the
implementations of Prim's algorithm, khs had the worst performance of all, in every
case. For dense graphs with w = 0.8 , kcs ran slightly faster than khs. For the sparse
graphs with w = 0.2 , kcs ran slightly slower than php.
These results are summarized in the Table 3 through Table 1 1 and accompanying charts
in
Figure 8 through Figure 16 on the following pages:
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5. Analysis ofResults
Three sets of graphs were used in the experiment. The densities of graphs used are












= 0.8 . Each set of graphs consists of three subsets. Each subset
contains 17 graphs, which range in the number of vertices from 100 to 1700, within one
of the tree ranges of edge weights, 0
- 10, 0 - 100, and 1020 - 1022. The weights are
randomly assigned to any existing edge (u,v) . The total of 153 graphs with uniform
distribution in these intervals was used in the experiment. The data set can be
represented graphically as shown in Figure 7.
5.1 Kruskal's Algorithm
As we showed earlier, sorting edges by weight can be the most contributing factor to the
run time of implementation of Kruskal's algorithm used in this experiment. To confirm
that, a performance measurement of Kruskal's algorithm was made on seven graphs with
100 - 700 vertices and density p = 0.2, for which the algorithm performed well. The
results are displayed Table 12.
Figure 17 displays the comparison of the Kruskal's algorithm with sorting not timed
versus the khs ad kcs implementations with sorting timed.
Graph Density: 0.2








100 0.0525 0.0562 0.0026
200 0.2452 0.2170 0.0094
300 0.6237 0.4881 0.0210
400 1.1482 0.8768 0.0350
500 1 .9403 1 .3727 0.0570
600 2.7999 1.9819 0.0818
700 3.9653 2.7812 0.1124
Table 12 - Performance ofKruskal's Algorithm excluding the sorting time
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- Kruska's Algorithm w ith sort not
measured
- Kruskal's Algorithm w ith
counting sort
Kruskal's Algorithm w ith
heapsort
2 3 4 5 6 7
Number of vertices x 100 (IVI)
Figure 17 - Performance ofKruskal's Algorithm excluding the sorting time (see Table 12)
We can see the differences in growth rates of each implementation by finding the ratios
of performance for several graphs with a number of vertices V . Table 13 contains the
ratios of time spent by Kruskl's algorithm performing the disjoint-set operations and the
time spent sorting. We arrive at the results by dividing time spent soring by the time
T -T




Range of Edge Weights: 1020 - 1022








Table 13 - Growth ratio of two implementations ofKruskal's algorithm
We can see that the rate of growth of the ratio for the implementation of Kruskal's
algorithm using the heapsort is higher than that of the implementation using the counting
sort. Figure 18 illustrates the same graphically. The ratio obtained from the heapsort
Page 60
xiw^xwwiw^uv-.i ^^m* ^ be logarithmic, while the ratio obtained from the counting sort
implementation appears to be linear.
implementation appears to l ;





12 3 4 5 6 7
Number of vertices X 100 (IVI)
Figure 18 - Growth ratio of two implementations ofKruskal's algorithm
Hence, the complexity of khs is determined by the heapsort. The complexity of kcs is
determined by both, the counting sort and the disjoint-set operations. Since the counting
sort runs in linear time, the kcs outperformed the khs, which uses the heapsort that runs in
logarithmic time.
Looking at the results, we observe that the performance of Kruskal's algorithm is
strongly affected by the density of the graph.
Figure 19 through Figure 21 illustrate the differences in growth, of the running time as a
function of number of vertices. Heapsort appears to be affected the most by the increase
in density. This is due to the complexity of the implementation of Kruskal's algorithm,
which uses the heapsort. Since the time spent sorting edges is 0(E\gE) , given the
implication of higher density meaning a larger number of edges, a drop in performance is
a result. The performance of the implementation of Kruskal's algorithm that uses a
counting sort does not appear to be affected too severely by the increase in graph density.
However, it appears that the magnitude of the edge weights had a strong impact on the
performance of the implementation that uses the counting sort. The counting sort
determines the size of the array that stores the intermediate information (Page 19) to be
the magnitude of the largest value to be sorted. Given that the counting sort runs in linear
time, the performance of the sort is determined by the largest of the values to be sorted.
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We observe that when 1020 < w < 1022 . In this weight range, the implementation that
uses the heapsort even outperforms the implementation that uses the counting sort for the
sparse graphs.
We can therefore conclude that in the cases when the highest edge weight value is in the
low numbers, we can expect a very good performance from the implementation of
Kruskal's algorithm where the counting sort is used.
Comparison of performances of implementations of Kruskal's algorithm for

























1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Number of vertices X 100 (IVI)
-? Heapsort (p = 0.2)
- Counting Sort (p = 0.2)
-AHeapsort (p = 0.5)
-K Counting Sort (p = 0.5)
-H Heapsort (p = 0.8)
- Counting Sort (p = 0.8)
Figure 19 - Effect of density on performance ofKruskal's algorithm for graphs with 1 < w < 10.
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Comparison of performances of implementations of Kruskal's algorithm for


























-? Heapsort (p = 0.2)
- Counting Sort (p = 0.2)
-k Heapsort (p = 0.5)
-* Counting Sort (p = 0.5)
H Heapsort (p = 0.8)
- Counting Sort (p = 0.8)
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Number of vertices X 100 (IVI)
Figure 20 - Effect of density on performance ofKruskal's algorithm for graphs with 1 < w < 100.
Comparison of performances of implementations of Kruskal's algorithm for
graphs of various densities with a weight range w = 1020 - 1022
30.0000
-? Heapsort (p = 0.2)
Counting Sort (p = 0.2)
- Heapsort (p = 0.5)
*
Counting Sort (p = 0.5)
H Heapsort (p = 0.8)
Counting Sort (p = 0.8)
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Number of vertices X 100 (IVI)
Figure 21- Effect of density on performance ofKruskal's algorithm for graphs with 1020 < w < 1022.
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5.2 Prim's Algorithm
When analyzing the implementations of Prim's algorithm, we obtained three different
asymptotic run-time bounds. The implementation with priority queue implemented using
"brute
force"
was estimated to run in O(EV) = 0(V3) time. The implementation that
uses a proper implementation of binary heap for the priority queue and the
implementation that uses a binomial heap to implement the priority queue were estimated
to run in 0(E\gV) =
0(V2
IgV) time. The implementation that uses the
"lazy"
binary
heap and the implementation that uses the Fibonacci heap were estimated to run in
0(E) = 0(V2) time for the fixed density .
The first step is to verify that the ratio of the performance curves of the implementations
that are within the same time bound is constant. We will use the implementation of
Prim's algorithm where the priority queue is implemented using the proper binary heap





where / is the implementation whose ratio is measured against the php_a implementation.







Rpbf Rphp Kpbinh Rpfibh Rpbf Rphp Kpbinh Rpfibh Rpbf Rphp K-pbinh Rpfibh
100 1.1379 0.6552 2.4310 1.1379 1.1897 0.6552 2.3966 1.1552 1.1864 0.7500 2.2813 1.1875
200 1.2585 0.5707 2.1073 1.0341 1.3043 0.5749 2.0821 0.9662 1.3190 0.6594 2.0306 0.9869
300 1.3106 0.5308 1.9648 0.8546 1.3333 0.5449 1.9295 0.8675 1.3396 0.6134 1.8679 0.8895
400 1.2365 0.5498 1.7815 0.7875 1.3518 0.5435 1.8827 0.8613 1.3297 0.8625 2.8166 0.8964
500 1.3501 0.5117 1.8543 0.8065 1.3593 0.5328 1.8345 0.8264 1.3459 0.5750 1.8136 0.8659
600 1.3555 0.5061 1.8506 0.7811 1.3570 0.5242 1.8255 0.8097 1.3529 0.5639 1.8466 0.8568
700 1.3673 0.4989 1.7998 0.7595 1.3715 0.5202 1.7957 0.7924 1.3606 0.5578 1.7734 0.8445
800 1.3668 0.4955 1.7784 0.7572 1.3665 0.5198 1.7658 0.7936 1.3542 0.5508 1.8047 0.8365
900 1.3704 0.4930 1.7611 0.7490 1.3668 0.5175 1.8629 0.7846 1.3536 0.5465 1.7526 0.8256
1000 1.3723 0.4919 1.7962 0.7496 1.3654 0.5167 1.7363 0.7935 1.3546 0.5421 1.7267 0.8284
1100 1.3738 0.4898 1.7364 0.7377 1.3640 0.5148 1.7307 0.7770 1.2477 0.5421 1.7396 0.8231
1200 1.3669 0.4857 1.7141 0.7304 1.3596 0.5113 1.7074 0.7705 1.3496 0.5389 1.7379 0.8314
1300 1.3768 0.4882 1.7110 0.7301 1.3454 0.5050 1.6776 0.7595 1.3529 0.5396 1.7378 0.8106
1400 1.3767 0.4855 1.7057 0.7209 1.3726 0.5145 1.6954 0.7649 1.3557 0.5369 1.6970 0.8048
1500 1.3740 0.4791 1.6617 0.7072 1.3563 0.5104 1.6722 0.7585 1.3457 0.5340 1.6735 0.8037
1600 1.3594 0.4787 1.6786 0.7070 1.3568 0.5094 1.6621 0.7515 1.3434 0.5362 1.6850 07934
1700 1.3708 0.4818 1.6744 0.6866 1.3566 0.5098 1.6872 0.7514 1.3431 0.5333 1.7139 0.8238
Table 14 - Ratios obtained for all implementations of Prim's algorithm and the implementation that







Rpbf Rphp K-obinh Rpfibh Rpbf Rphp Kpbinh Rpfibh Rpbf Rphp Kpbinh Rpfibh
100 1.0656 0.7049 2.2951 1.1148 1.0794 0.7460 2.6190 1.3651 1.0781 0.7500 2.2813 1.1875
200 1.1514 0.6284 2.0046 0.9312 1.1600 0.6533 1.9956 0.9644 1.1616 0.6594 2.0306 0.9869
300 1.1959 0.5835 1.8742 0.8392 1.2084 0.6032 1.8637 0.8737 1.2249 0.6134 1.8679 0.8895
400 1.2328 0.5711 1.8578 0.8223 1.2437 0.5866 1.8590 0.8734 1.2515 0.5914 1.9313 0.8964
500 1.2472 0.5618 1.8130 0.7948 1.2489 0.5720 1.8361 0.9204 1.2758 0.5750 1.8136 0.8659
600 1.2640 0.5476 1.8302 0.7870 1.2766 0.5554 1.8147 0.8228 1.2961 0.5639 1.8466 0.8568
700 1.2753 0.5383 1.7790 0.7654 1.2935 0.5483 1.7720 0.8035 1.3043 0.5578 1.7734 0.8445
800 1.2864 0.5307 1.7763 0.7666 1.3012 0.5425 1.7649 0.8012 1.3115 0.5508 1.8047 0.8365
900 1.2879 0.5255 1.8870 0.7564 1.3058 0.5348 1.7419 0.8143 1.3138 0.5465 1.7526 0.8256
1000 1.2986 0.5202 1.7551 0.7670 1.3149 0.5317 1.7375 0.7950 1.3165 0.5421 1.7267 0.8284
1100 1.3017 0.5133 1.7401 0.7444 1.3220 0.5285 1.7304 0.7857 1.3239 0.5421 1.7396 0.8231
1200 1.3062 0.5083 1.7278 0.7419 1.3137 0.5221 1.7071 0.7781 1.3177 0.5389 1.7379 0.8314
1300 1.3166 0.5095 1.7616 0.7411 1.3279 0.5237 1.7424 0.7783 1.3291 0.5396 1.7378 0.8106
1400 1.3295 0.5072 1.7275 0.7369 1.3321 0.5229 1.7001 0.7728 1.3299 0.5369 1.6970 0.8048
1500 1.3199 0.5019 1.7050 0.7276 1.3244 0.5202 1.6708 0.7651 1.3212 0.5340 1.6735 0.8037
1600 1.3227 0.4987 1.6950 0.7242 1.3268 0.5173 1.6628 0.7627 1.4052 0.5362 1.6850 0.7934
1700 1.3270 0.4978 1.7004 0.7265 1.3263 0.5199 1.6964 0.8042 1.3213 0.5333 1.7139 0.8238
Table 15 - Ratios obtained for all implementations of Prim's algorithm and the implementation that






Rpbf Rphp Kpbinh Rpfibh Rpbf Rphp Kpbinh Rpfibh Rpbf Rphp K-obinh Rpfibh
100 1.2830 0.6038 2.5849 1.1887 1.3208 0.6038 2.5472 1.1887 1.3148 0.5926 2.5556 1.2037
200 1.3436 0.5231 2.1692 0.9385 1.3532 0.5423 2.1194 0.9502 1.3254 0.5407 2.0861 0.9474
300 1.3643 0.5068 1.9796 0.8281 1.5553 0.5206 1.9848 0.8460 1.3510 0.5328 1.9323 0.8520
400 1.3611 0.4980 1.8892 0.8083 1.3543 0.5163 1.8618 0.8254 1.3509 0.5350 1.8626 0.8515
500 1.3713 0.4962 1.8515 0.7882 1.3614 0.5162 1.8306 0.8104 1.3538 0.5311 1.8314 0.8298
600 1.3778 0.4941 1.8678 0.7733 1.3690 0.5147 1.8271 0.7959 1.3569 0.5280 1.8536 0.8087
700 1.3888 0.4905 1.8854 07513 1.3757 0.5124 1.7809 0.7800 1.3609 0.5277 1.7811 0.8083
800 1.3874 0.4888 1.7835 0.7508 1.3809 0.5118 1.8049 0.7778 1.3544 0.5255 1.7561 0.8012
900 1.3802 0.4846 1.7728 0.7349 1.4168 0.5090 1.7413 0.7687 1.3536 0.5252 1.7445 0.7979
1000 1.3808 0.4841 1.7489 0.7350 1.3664 0.5087 1.7275 0.7648 1.3538 0.5240 1.7274 0.7958
1100 1.3857 0.4841 1.7367 0.7318 1.3648 0.5078 1.7272 0.7770 1.3536 0.5231 1.7286 0.7855
1200 1.3799 0.4815 1.7166 0.7225 1.3598 0.5061 1.7219 0.7930 1.3450 0.5210 1.7045 0.7796
1300 1.3852 0.4827 1.8010 0.7234 1.3640 0.5068 1.7406 0.7531 1.3510 0.5229 1.6985 0.7782
1400 1.3899 0.4832 1.7099 0.7159 1.3668 0.5078 1.6834 0.7501 1.3537 0.5233 1.7114 0.7795
1500 1.3303 0.4674 1.6199 0.6874 1.3603 0.5057 1.6714 0.7549 1.3454 0.5227 1.6749 0.7672
1600 1.3757 0.4786 1.6684 0.7059 1.3550 0.5044 1.6670 0.7475 1.3425 0.5204 1.6641 0.7635
1700 1.3779 0.4796 1.6983 0.7107 1.3560 0.5064 1.6725 0.7468 1.3911 0.5241 1.6755 0.7669
Table 16 - Ratios obtained for all implementations of Prim's algorithm and the implementation that
uses a proper implementation of binary heap (php_a) for 1020 < w < 1022
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Running Time ratios of implementations of Prim's algorithm and implementation

















heap (p = 0.2)
-A Binomial heap (p = 0.2)






heap (p = 0.5)
I Binorrial heap (p = 0.5)




1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Number of vertices x 100 (IVI)
-E3
"Lazy"
heap (p = 0.8)
-Q Binorrial heap (p = 0.8)
D Fibonacci heap (p = 0.8)
Figure 22 - Ratios obtained for all implementations of Prim's algorithm and the implementation
that uses a proper implementation of binary heap (php_a) for 1 < w < 10
Running Time ratios of implementations of Prim's algorithm and implementation
that uses proper implementation of binary heap for weights 1 - 100
5 6 7 8 9 10 11 12 13 14 15 16 17





heap (p = 0.2)
* Binomial heap (p = 0.2)






heap (p = 0.5)
I Binomial heap (p = 0.5)





heap (p = 0.8)
H Binomial heap (p = 0.8)
Fibonacci heap (p = 0.8)
Figure 23 - Ratios obtained for all implementations of Prim's algorithm and the implementation
that uses a proper implementation of binary heap (php_a) for 1 < w < 100
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Running Time ratios of implementations of Prim's algorithm and implementation
that uses proper implementation of binary heap for weights 1020 - 1022
<0
cr
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heap (p = 0.2)
Binomial heap (p = 0.2)






heap (p = 0.5)
I Binomial heap (p = 0.5)




E3 "Lazy" heap (p = 0.8)
Q Binomial heap (p = 0.8)
H Fibonacci heap (p = 0.8)
Figure 24 - Ratios obtained for all implementations of Prim's algorithm and the implementation
that uses a proper implementation of binary heap (php_a) for 1020 < w < 1022
Brute Force Implementation (pbf)
Figure 22 through Figure 24 show that the ratios obtained for the graphs of different
densities for all ranges of edge weights are fairly consistent. The ratio for the "brute
force"
implementation displays a slight growth in magnitude for all graphs used.
Looking at the numbers we can see that the ratio is fairly constant, although it displays a
fairly small growth. The asymptotic upper bound for the "brute
force"
implementation of
Prim's algorithm is estimated to remain consistent regardless of the value of . The
running time of the algorithm is dominated by the Extract-Min operation, which
iterates over the entire array of vertices precisely V times for very iteration of the
algorithm. Each implementation has a potential to perform
V2
iterations over all vertices





complexity is assured, in order to perform all Extract-Min
operations necessary to complete the task.
Figure 25 shows that regardless of the density of the graph, or the range of weights w, the
"brute
force"
implementation of Prim's algorithm will provide very consistent
performance. According to Figure 14, Figure 15, and Figure 16, the implementation of
Prim's algorithm with priority queue implemented using "brute
force"
has outperformed
the implementation with priority queue implemented using binomial heap. This can be
attributed to the results of the analysis of the binomial heap, which revealed that as the
density of the graph approaches 1, the asymptotic complexity of the implementation of
Page 67
Prim's algorithm that uses the binomial heap approaches 0(V2), the asymptotic bound
of the "brute
force"
implementation of the algorithm.
Change in performance of Prim's algorithm which uses "brute
force"
implementation of priority queue
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-
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- 1022
Figure 25 - Change in performance of "brute
force"
implementation of Prim's algorithm for
different data sets.
ProperBinary Heap Implementation (php_a)
Because we use the performance of the implementation of Prim's algorithm that uses a
proper binary heap as the value against which performances of other implementations are
measured, we examine the change density and change in the range of weights w, that
affect the performance of that implementation.
Figure 26 displays a change in performance similar to that shown in
Figure 25. The curves in
Figure 26 display a higher degree of divergence with respect to graph density, as the
number of vertices increases. Thus, the performance appeared to drop slightly for the
more dense graphs. This suggests that for the graphs with number of vertices larger than
1700 the change in performance will be more visible for more dense graphs. We can also
speculate that if very sparse graphs, 0 < p
< 0.2
,
had been used in the experiment, we
would have been able to see a more significant change in performance with the change in
graph density. Nevertheless, according the performance ratio obtained, we see that the
implementation of Prim's algorithm, which uses a binary heap implementation of priority
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queue outperforms the implementation of where the priority queue is implemented using
"brute force".
Change in performance of Prim's algorithm which uses proper
"binary
heap"
implementation of priority queue
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Figure 26 - Change in performance of "binary
heap"
implementation of Prim's algorithm for
different data sets.
BinomialHeap Implementation (pbinh)
The implementation where the priority queue is implemented as a binomial heap had the
worst performance of all implementations of Prim's algorithm. Although its asymptotic
upper bound is the same as the binary heap implementation, the poor performance can be
attributed to the implementation of the binomial heap data structure. The binomial heap
is a list of binomial trees, where every tree is implemented as a list of individually
allocated nodes linked using pointers. Extract-Min, which results in a large number of
Merge and Union operations, performs a significantly more work than do other
implementations used in this experiment. The overhead associated with the use of
binomial heap results in a constant value large enough to result in a performance that is
worse than some of the implementations with higher upper bound produced in this
experiment. We speculate that if the number of vertices is large enough, the
implementation that uses the binomial heap will eventually perform as well as the other
implementations with the same asymptotic upper bound. Looking at Figure 27 we see
that for the most part the performance of the algorithm appears to be fairly consistent,
regardless of the graph density or the range of edge weights. As with other
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implementation, the curves begin to diverge as the number of vertices becomes large.
We observe a slight drop in performance as he number of vertices increases. As with the
implementation, where the binary heap is used for the priority queue implementations, we
can speculate here that at some large V the drop in performance will be very significant.
We can also speculate that we can observe drastic shifts in performance for very sparse
graphs, where 0 < p < 0.2 .
Change in performance of Prim's algorithm which uses proper
"binomial
heap"
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Figure 27 - Change in performance of "binomial
heap"
implementation of Prim's algorithm for
different data sets.
Fibonacci Heap Implementation (pfibh).
The implementation where the priority queue is implemented as a Fibonacci heap, has
shown a performance better than other implementations, with the exception of the
implementation where a
"lazy"
version of binary heap was used. The ratio of the
performance of Fibonacci heap implementation and that of the implementation where the
proper binary heap is used is fairly constant, although we can still observe the slight
decrease in the curve. As with the other implementations, we speculate that more visible
results can be seen with graphs with larger number of vertices and lower graph densities.
According to Figure 28 we see that the performance curves begin to diverge much earlier
than the performance curves produced by other implementations. This is attributed to the
density of the graph. Since the estimated asymptotic complexity of the implementation is
O(E) in amortized time, becomes a significant factor in algorithm's performance.
Hence, for low values of , the performance of the algorithm that uses a Fibonacci heap
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as a priority queue is significantly better. We also note that the graphs with a narrower
range of edge weights yield slightly better performance than the graphs with the wider
range of weights. We can attribute this to the fact that the running time is amortized. If
the range of weights is small, the potential for spending time to restore the heap invariant
of the trees within the Fibonacci heap is lower than it would be if the range of weights is
wide. We can therefore conclude, that this implementation provides a very good
performance for the sparse graphs with small range of edge weights. For very dense
graphs, the performance of this implementation becomes almost quadratic, with respect
to the number of edges. Unlike other implementations, the implementation of Prim's
algorithm that uses a Fibonacci heap produces visible results for a relatively small
number of vertices. We can therefore speculate that for sparse graphs with a very large
number of vertices the implementation of Prim's algorithm that uses the Fibonacci heap
implementation of the priority queue will be one of the best performers.
Change in performance of Prim's algorithm which uses proper
"Fibonacci
heap"
implementation of priority queue
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Figure 28 - Change in performance of "Fibonacci
heap"
implementation of Prim's algorithm for
different data sets.
"Lazy"
Binary Heap Implementation (php)
The ratio of the
"lazy"
implementation of binary heap and the proper implementation of
the binary heap, appears fairly constant as shown in Figure 22, Figure 23, and Figure 24.
Looking at the corresponding tables, we can see a slight decrease in the ratio with respect
to the number of vertices, for every graph density and the range of edge weights w. Thus,




proper heap implementations of Prim's algorithm. Since the
"lazy"
heap implementation
runs in 0(E), we can expect to see better performance for sparse graphs. The
performance divergence based on the graph density can be seen in Figure 29. We can
also note that the performance tends to drop slightly for the graphs with wider range of
edge weights. This behavior is analogous to that of the Fibonacci heap. By delaying the
process of restoring the heap invariant until the Extract-Min operation is to be
performed, we are amortizing the running time of the algorithm. Thus, we obtain the
results similar to those of the Fibonacci heap. However, the
"lazy"
heap implementation
outperforms the Fibonacci heap implementation. We will attribute this to the lower
overhead involved in implementing a binary heap. Like binomial heap, Fibonacci heap is
a collection of trees. Each three is implemented as individually allocated nodes linked
together using pointers. Hence the run-time constant is expected to be higher for the
Fibonacci heap implementation than that of the
"lazy"
heap implementation.
Change in performance of Prim's algorithm which uses lazy
"binary
heap"
implementation of priority queue
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Figure 29 - Change in performance of "lazy
heap"
implementation of Prim's algorithm for different
data sets.
Given the obtained results, we can state that the implementation of Prim's algorithm that
uses the
"lazy"
heap as a priority queue demonstrated the best performance in all cases.
Although its performance tends to fluctuate slightly with the graph density and the range
of edge weights, this fluctuation is not significant enough for the graph sizes used in this




From the results we obtained we can conclude that the best performance is obtained from
the use of Prim's algorithm with priority queue implemented as a
"lazy"
heap. This
version of Prim's algorithm outperformed all other algorithms used in this experiment
because the operations that maintain the heap invariant were delayed until the Extract-
Min operation. Thus, the cost associated with maintaining the heap invariant was
reduced from 0(E IgV) to 0(VlgV). This resulted in the lower amortized run time with
respect to its counterpart, where the heap is implemented properly. In the case of lazy
heap, the dominating term in the equation is E , hence the running time of the algorithm
is 0(E) . The good performance is also attributed to the simplicity of the data structure
used to implement the
"lazy"
heap. Since it was implemented as an array, there was very
little overhead associated with the implementation. For that reason the Prim's algorithm
with priority queue implemented as a
"lazy"
heap has outperformed its counterpart where
the priority queue is implemented as a Fibonacci heap.
One word of caution, however. Although the implementation of Prim's algorithm has
outperformed all other implementations of Prim's algorithm and all implementations of
Kruskal's algorithm,
"lazy"
heap implementation violates the heap data type abstraction.
It is only useful as a priority queue used in Prim's algorithm or in other areas where the
Decrease-Key operation is performed more frequently than other operations. In some
instance the
"lazy"
heap can even be expected to offer worse performance than its proper
counterpart. For example, if the application that uses the binary heap performs many
Peek (look at the minimum value, but don't extract it) operations, the time to perform
such operation will be increased from 0(1) to 0(lgn) , since the heap invariant must be
ensured. We can therefore look at the priority queue being tightly integrated into the
algorithm implementation where the
"lazy"
heap is used.
Overall, we can conclude that the implementations of algorithms perform differently on
different sets of data. Kruskal's algorithm that sorts the edges using the counting sort
performs exceptionally well on sparse graphs. It showed very good performance, second
to the implementation of Prim's algorithm using the
"lazy"
heap, on all graphs where
p
= 0.2 . In some of the real world applications such as the telephone line routing
problems, where p is expected to be much lower than 0.2, Kruskal's algorithm with the
counting sort will be more
than adequate. For the graphs with p > 0.2 Prim's algorithm
with priority queue implemented as
a Fibonacci heap, performed second to the
implementation of
Prim"
algorithm that uses the
"lazy"
heap implementation of priority
queue.
Page 73
We can therefore conclude making the following recommendation of the best algorithm
implementations for various types of data, see Table 17.
0< p<0.2 p = 0.5
0.8< /? < 1
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2. Prim with Fibonacci
heap
1 . Prim with
"lazy"
heap
2. Prim with Fibonacci
heap
Table 17 - Recommended algorithms for finding minimum spanning trees in different types of
graphs.
Although these recommendations have been made, the results are not as conclusive as
were intended. It appears that using graphs with 1700 vertices are not large enough to
see a significant shift in performance for various implementations of Prim's algorithm.
Also the density of 0.2 appeared to be too high to show its impact on the performance of
the implementations of Prim's algorithm used in this experiment. However, we can easily
eliminate the poor performers, Kruskal's algorithm with heap sort and Prim's algorithm
with "brute
force"
implementation of the priority queue. The implementation of Prim's
algorithm using the binomial heap, displayed very poor performance, however we will
not discard it until we test on graphs with the number of vertices far larger than 1700.
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7. FurtherWork
The further work of will involve repeating the tests on graphs with much lager number of
vertices and much lower density. Thus we will be able to tell better if the performance of
the algorithms reflects their asymptotic bounds, since number of speculations was made,
and several questions, such as where will binomial heap implementation of Prim's
algorithm converge with the proper binary heap implementation, are unanswered.
The implementation of the binomial heap is to be reevaluated. Some overhead might be
reduced with elimination of some use of pointers.
We believe that performance of the implementation of Prim's algorithm that uses the
"lazy"
implementation of binary heap can be improved even further with the use of flag
to indicate whether any keys have been decreased, and whether the heap invariant was
broken. The further work will involve the implementation of this algorithm and tested
against the data obtained in this experiment.
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