Interferometric methods are well established in optics and radio astronomy. In recent years, interferometric concepts have been applied successfully to synthetic aperture radar (SAR) and have opened up new possibilities in the area of earth remote sensing. However interferometric SAR applications require thorough phase control through the imaging process. The phase accuracy of SAR images is affected by decorrelation effects between the individual surveys. We analyze quantitatively the influence of decorrelation on the phase statistics of SAR interferograms. In particular, phase aberrations as they occur in typical SAR processors are studied in detail. The dependence of the resulting phase bias and variance on processor parameters is presented in several diagrams.
Introduction
Interferometry has a long history in optics with applications ranging from nondestructive testing to stellar imaging. These techniques have been adopted in the microwave regime by radioastronomers. During recent years strong interest in advanced methods of earth remote sensing has stimulated various investigations on interferometric synthetic aperture radar (SAR).14 This development has been promoted by the availability of a wealth of high-quality SAR data acquired by modern spaceborne sensors.
SAR is a two-step imaging process that requires coherent radar echo acquisition and coherent processing of raw data. The intended results are highresolution complex images that carry not only intensity (pictorial) information but also exhibit a phase structure that can be used for interferometry. Two or more complex images of the same ground area, acquired at different times and/or from different (nominally parallel) orbits, can be used for various purposes, e.g. interferograms, samples of the scene coherence function, 5 and superresolved images. 6 Interferograms are usually further processed to yield terrain height models of the imaged areas. For these applications of the SAR image is a delicate feature and should be thoroughly controlled through the imaging process. This is the background for recent discussions on phase-preserving SAR processing algorithms. 7 The achievable phase accuracy of SAR images is affected by decorrelation caused by temporal scene decorrelation (e.g., changes of water surface or vegetation), radar receiver noise, phase aberrations introduced during data acquisition or processing, and spectral misalignment of transfer functions caused by different aspect angles.
We investigate the phase statistics of interferograms suffering from the latter three effects. We restrict ourselves to Rayleigh scattering scenes of homogeneous (spatially constant) backscatter coefficients whose reflectivity can be modeled as a complex, circular, stationary Gaussian process.
The organization of the paper is as follows: in Section 2 we describe data acquisition and processing by use of linear transfer functions that include possible aberration effects; thermal noise is added for each of the observations taken. The interferogram is defined as the complex conjugate product of two complex images. In Section 3 we discuss the probability density function of the interferometric phase for arbitrary transfer functions. It turns out that the phase statistics are completely determined by the complex correlation coefficient y, which is a function of the transfer functions and signal-to-noise ratios (SNR's) of the interferometric channels. We discuss the effect of specific SAR transfer functions on the achievable phase estimate accuracy in Section 4.
System Model
In this paper we adopt the common two-step linear filter model to describe the SAR imaging system [see Fig. 1(a) ]: transfer function Hi, represents data acquisition, H1 2 models the processing system. The input signal process x represents the scene reflectivity. Thermal noise n is added at the raw data stage. Both the signal and the noise are modeled by complex, stationary, white, circular Gaussian processes with power spectral densities of 2o 2 and 2U, 2 , respectively. The real and imaginary parts of x and n are denoted by xr, xi, n, and n. They are assumed to be statistically independent, zero-mean random processes. The autocorrelation functions of x and n are then given by R_,r) = 20r28(T) (1) Rnn(T) = 2o' 2 (Qr).
(2)
For simplicity we restrict ourselves to one-dimensional signals and transfer functions throughout Sections 2 and 3. Generalization to multidimensional signals is straightforward. Without loss of generality we can combine the two transfer functions into a single end-to-end filter function H 1 and add thermal noise after signal x has passed the filter [see Fig. 1(b) ]. In this case we must replace the white-noise process n by ni with
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Fig. 1. System models of (a) the two-step SAR imaging process, (b) an equivalent description of the same process, (c) the formation of a SAR interferogram.
Now we consider an interferometric system with a general layout as shown in Fig. 1(c Clearly, n and n 2 are statistically independent of each other and ofy, andy 2 .
The interferometric phase is composed of two parts: a geometric-induced phase that bears useful information and a disturbance (bias, variance). In this paper we are interested only in a quantitive estimate of the disturbance. Hence we assume that the geometric part of the interferometric phase has been removed by an appropriate factor. Therefore in the model of Fig. 1 (c) the white input process x is the same for both channels.
Note an interesting difference between SAR interferometry on extended scatterers in the Rayleigh regime as described in this paper and certain other applications in classical, optical interferometry or holography 9 : in the first case, the signal itself exhibits speckle and is appropriately modeled by a random process. In addition, there is random thermal noise. The latter case deals with the sum of a constant, coherent background, which is regarded as the signal, and a speckle pattern.' 0 Both, cases have distinctly different phase statistics. For SAR the statistics of the latter case is applicable only for deterministic, pointlike scatterers.
Interferometric Phase Statistics
It is not difficult to show that the joint probability density function (pdf), pdf(zi, Z 2 ), of processes z, = y, + n1 andz 2 =Y2 + n 2 is again Gaussian," i.e.,
where W is the covariance matrix of processes Zr, Zli 2r, Z2i and IWI, W-1 are the determinant and the inverse of ', respectively. Vector u is defined as
The elements of -' are given by
and I W I is given by
It is easy to show that y is identical to the complex correlation coefficient of Z1, z 2 :
where E{. . denotes the expectation value. The pdf of Eq. (15) has been derived before in the more general context of second-order speckle statis-(7) tics.1 3 Also, the statistics of the copolarized phase difference in polarimetric measurements 4 implies the same pdf as that presented here. Note that pdf(+) is periodic with 2wT and has to be referenced to a base interval of the phase. An el-(8) egant choice is the interval (o -r, Po + r) since pdf(4) is symmetric around its maximum at +O. In (9) this case the phase variance becomes independent of 4+O. This choice applies to the phase of a properly unwrapped interferogram. Then we obtain (assum- (10) ing ergodicity)
Now we consider the interferogram phase process
Its probability density function pfd(+) is obtained from Eq. (4). It follows from Eq. (15) that pdf(4 + +O) is independent of +O. The latter integral has been numerically evaluated for the examples below. 
Quantitative Examples
In this section we evaluate quantitatively the effects of specific transfer functions and thermal noise on the interferogram statistics. In particular we discuss the pure noise case, phase aberrations that are typical of SAR, and the effect of spectral misalignment on the transfer functions. As was shown in Section 3, it is sufficient to determine y in magnitude and phase. For illustration and ease of interpretation, plots are given for phase bias and standard deviation. whereas the high coherence approximation is adequate only for deterministic, pointlike scatterers.
We summarize our results as follows: The mean value +o of the interferometric phase is equal to the phase of the complex correlation coefficient y, which p =
IH(f)
+ 2df, (21) and, hence, which is a well-known expression.' 5 "1 6 Figure 4 shows the standard deviation of + as a function of SNR.
B. Phase Aberrations
So far we have not made any assumption about the transfer functions H 1 , H 2 . Now we focus on the effects of particular two-dimensional SAR processor aberrations. We assume that the spectral envelopes of H 1 and H 2 are identical; however, their phases are different. Without loss of generality we can model H 1 as real valued and introduce the phase difference, which we call differential phase aberration, into H 2 . For the examples given in this subsection H 1 and H 2 are two-dimensional low-pass filters: where p. is the azimuth frequency, v is the range frequency, B. is the azimuth bandwidth, B, is the range bandwidth, and i(p., v) represents the differential phase aberration between the two imaging processes. 1 7 We assume that the aberrations are small 4364 APPLIED OPTICS / Vol. 33, No. 20 / 10 July 1994 The coefficients represent the following processor aberrations: t 1 0o is the constant phase error, q1jo is the geometric misregistration in azimuth, 410l is the geometric misregistration in range, '120 is the defocusing in azimuth (wrong FM rate), '102 is the defocusing in range (wrong chirp rate or secondary range compression coefficient), q1,, is the uncompensated linear range migration, and 4121 is the uncompensated quadratic range migration.
In the following we evaluate Iy j, phase bias, and variance for each phase aberration individually. We assume that the signal energies are properly normalized (q, = q2 = 1). For the functional plots two different SNR's (10 dB, o dB) are considered.
A discussion of SAR processor aberrations can be found in the literature.' 8
i/ 0 g, Constant Phase Error
It is obvious that 4 0o simply describes a constant phase factor that adds to any interferometric phase but does not introduce a phase variance. Hence,
and IyI = 1.
Therefore misregistration does not introduce a phase bias phase but does introduce phase variance. Figure 5 shows the phase standard deviation versus shift at. For example, a residual misregistration of 1/8 resolution cell leads to standard deviations of approximately 230 and 42° for SNR's of dB and 10 dB, respectively.
i20 or q102, Defocusing in Azimuth and Range
Again we consider only the azimuth case. Let IV be the phase error at the edge of bandwidth p. = +BL/2, i.e., 
il, Uncompensated Linear Range Migratior
We consider the residual range walk' 9 
( 35) where Si(... .) is the integral sine. We conclude that p. dp =
(37) Figure 8 shows the phase standard deviation for uncorrected linear range migration P between 0 and 1 resolution cells.
qi21, Uncompensated Quadratic Range Migration
The residual range curvature' 9 is expessed in fractions E of a range resolution element 1/By, i.e., 121 = 4e/B 2 B,. Hence
Therefore we have no phase bias and I y I is given by
= ;472 sine( p2 )dji. 
C. Spectral Envelope Misalignment
Even in noise-free and aberration-free cases, signal decorrelation will occur if the envelopes of H, and H 2 are shifted relative to each other, i.e.,
For cross-track interferometry the DC difference po can be made to approach zero by controlling the antenna squint to be the same for both surveys. Spectral misalignment in the range frequency dimension, however, is an inherent feature of crosstrack interferometry. 6 Let us assume that an area of interest on the ground is seen at incident angles of 0, and 02 in the two surveys. Then a certain harmonic ground structure transforms into different echo frequency components, depending on the incident angles. This effect can be interpreted conversely as a relative 
In fact, v 0 is the local frequency of the interferometric fringe pattern. Decorrelation caused by spectral misalignment can be avoided if the two data sets are properly bandpass filtered in order to retain only those spectral components that pass through both H, and H 2 .
Conclusions
We have developed a system theoretical approach to determine the phase statistics of interferograms of distributed scatterers. Our approach is quite general and can be applied to all systems that are characterized by linear transfer functions. We have applied this technique to interferometric SAR. In particular, we were interested in the effects of SAR processor aberrations on phase biases and phase variations. We evaluated the first two phase moments for typical processing aberrations, e.g., geometric misregistration, defocusing, and uncompensated range migration under the influence of thermal noise. Only one of these aberrations, defocusing, leads to a phase bias, but all of them introduce phase variance, as has been shown in several figures. More generally, only even phase aberration functions introduce phase biases. The phase variance limits the phase accuracy that can be obtained, so that an evaluation of processor designs for interferometric SAR applications is an implicit result of our study.
