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Abstract
This study handles spatial three-dimensional solution of the nonlinear
diffusion equation without particular initial conditions. The functional
behavior of the equation and the concentration have been studied in new
ways. An auxiliary function for diffusion is given having an interesting
relationship with the concentration. A set of new integro-differential equa-
tions is given for diffusion. 1
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1 Introduction
Diffusion is a basic natural phenomenon occurring everywhere with practically
all chemical compositions thinkable, in gaseous, liquid and solid form. It hap-
pens as a self-diffusion and in mixtures. The diffusion equation is well known
and has a wealth of solutions with special initial conditions, especially in one-
dimensional models [5]. Diffusion is closely connected to thermal conduction
problems as the equations are the same. Usually one is talking of initial value
problems, not boundary value problems, as is done in this paper too. However,
no specific initial value problems are treated here. In three dimensions the diffu-
sion equation becomes awkward to solve and often numerical work is required. If
a non-linearity is added things become really ugly. There are many cases where
an analytical solution in closed form would be welcome for further analysis. In
this paper it is attempted to give new formulas for tackling nonlinear diffusion
in three dimensions. Also other observations are made of the diffusion equation.
An introductory discussion is in Shewmon [4]. The available work made by
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pioneers, like Boltzmann [1], Matano [2] and Crank [3] are classic. The author
has earlier presented methods for solving non-linearity based on experimental
data [6]. Any formal proofs are left out to enhance readability.
2 The General Solution of the Diffusion Equa-
tion
The analysis is started by the three-dimensional non-linear diffusion equation
with a dependence on concentration.
D = D(c) (1)
Here c is the concentration and D is the diffusion coefficient and its functional
form is supposed to be known. The diffusion equation in three dimensions will
be
∂c
∂t
= ∇ · (D(c)∇c) (2)
where t, r¯ are the time and spatial coordinate vector. No sources nor sinks are
present as they will significantly complicate the analysis. One attempts to offer
a solution to the initial value problem presented in the following.The analysis
goes along the line of first transforming this equation to a nonlinear integral
equation. Then the solution is expressed in terms of c(r¯, t = 0) and its spatial
derivatives
∂nc(r¯, t)
∂tn
(3)
which are assumed to be known. The time derivatives are formally needed but
as will become clear in the following, they are actually not required, but solved
instead. At t = 0 the concentration may have either a piecewise continuous
behavior or it may even be discontinuous. However, at times t > 0, it behaves
continuously and so does its derivatives. By introducing the simple transforma-
tion
F (c) =
∫ c
c0
D(s)ds (4)
with c0 a constant, one will have
∇ · (D(c)∇c) = ∇2F (c) (5)
F (c) is a scalar function of concentration and is implicitly four dimensional.
Thus Eq.(2) becomes
∂c
∂t
= ∇2F (c) (6)
One can continue from (6) integrating it once in terms of time
c(r¯, t) = c(r¯, t = 0) +∇2
∫ t
0
F (c(r¯, t′)dt′ (7)
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This is likely the simplest integro-differential equation derivable for (2). A
MacLaurin power series in t can be used for solving this equation.
F (c) =
∑
n=0
tn
n!
(
∂nF (c(r¯, t))
∂tn
)t=0 (8)
The integral can be transformed to
c(r¯, t) = c(r¯, t = 0) +
∑
n=0
tn+1
(n+ 1)!
∇2(
∂nF (c(r¯, t))
∂tn
)t=0 (9)
It is important to note that this is an initial value problem. To solve general
time-varying problems other methods are needed. The functions
(
∂nF (c(r¯, t))
∂tn
)t=0 (10)
can be solved from the initial differential equation (6) at t = 0. The first
derivative becomes
∂F (c(r¯, t))
∂t
= F ′(c)
∂c
∂t
= F ′(c)∇2F (c) (11)
The second derivative becomes
∂2F (c(r¯, t))
∂t2
= F ′′(c)(∇2F (c))2 + F ′(c)∇2(F ′(c)∇2F (c)) (12)
Continuing in the same way for higher derivatives one can replace
∂c
∂t
(13)
by (2). All derivatives are taken at t = 0 and since one knows c(r¯, t = 0) and
all derivatives with ∇ of it and F (c), one knows all the terms
(
∂nF (c(r¯, t))
∂tn
)t=0 (14)
Thus (9) is the general solution to (2) and (7). This result serves both as a
starting point for further analysis and for numerical work in practical initial
value problems. The ease of solution is dependent on the complexity of the
function F (c).
2.1 Broken Series
In complicated cases one may approximate by breaking the series at index N . To
estimate the resulting error, one can use Lagrange’s expression for the remainder
term of the series above broken at N .
RN =
tN+1
(N + 1)!
∇2(
∂N+1F (c(r¯, t))
∂tN+1
)t=0 (15)
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3 Method for Solving the Poisson-type Differ-
ential Equation
The following property of the three-dimensional Dirac delta function is well
known
∇2(
1
|r¯ − r¯1|
) = −4piδ|r¯ − r¯1| (16)
Solving the Poisson equation
∇2V (r¯) = −k(r¯) (17)
as
V (r¯) =
1
4pi
∫
k(r¯′)
|r¯ − r¯′|
dr¯′ (18)
can be done with the aid of the Dirac delta function. This can be verified
by applying the Laplacian to it. One might argue that there is an additional
function φ(r¯) involved as follows.
V (r¯) =
1
4pi
∫
k(r¯′)
|r¯ − r¯′|
dr¯′ + φ(r¯) (19)
with the property
∇2φ(r¯) = 0 (20)
However, it needs to comply with the original equation simultaneously
∇2φ(r¯) = −k(r¯) (21)
Since k() is arbitrary the only possibility left is
φ(r¯) = 0 (22)
As an example of application one can transform equation (6) to an integral
F (c) = −
1
4pi
∫ ∂c(r¯2,t)
∂t
|r¯ − r¯2|
dr¯2 (23)
This method is used in many instances here.
4 Integro-Differential Equation for the Diffusion
The result from (2) and opening the diffusion equation to
∂c
∂t
= D′(c)(∇c)2 +D(c)∇2c (24)
and rearranging it to get
∂c
∂t
D(c)
−
D′(c)
D(c)
(∇c)2 = ∇2c (25)
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By using the method above one will get
c(r¯, t) = −
1
4pi
∫
dr¯′
|r¯ − r¯′|
[ 1
D(c(r¯′, t))
∂c(r¯′, t)
∂t
−∇′(ln(D(c(r¯′, t))) · ∇′c(r¯′, t)
]
(26)
This is the general integro-differential equation for nonlinear diffusion. ∇′ is
affecting on the r¯′ variable only.
5 Auxiliary Functions for the Nonlinear Diffu-
sion Equation
In the following the diffusion coefficient D is dependent on c. By differentiation
one has
∂F (c)
∂t
= D(c)
∂c
∂t
(27)
and by substituting the diffusion equation to it the result will be
∂F (c)
∂t
= D(c)∇2F (c) (28)
This is a nonlinear diffusion equation for the F (c). It is actually an amaz-
ing equation since it is a differential equation for the integral of the diffusion
coefficient in terms of the concentration variable. The F (c) can be expressed as
F (c) = −
1
4pi
∫
dr¯′
D(c(r¯′, t))|r¯ − r¯′|
∂F (c(r¯′, t))
∂t
(29)
This is an integro-differential equation for the F (c). One can make an assump-
tion for the existence of an auxiliary function φ
φ = ∇2F (c) (30)
and one can see from the above that
φ =
1
D(c)
∂F (c(r¯, t))
∂t
(31)
F = −
1
4pi
∫
dr¯′φ(r¯′, t)
|r¯ − r¯′|
(32)
Substitution to equation (27) will give
D(c)φ = −
1
4pi
∂
∂t
∫
dr¯′φ(r¯′, t)
|r¯ − r¯′|
(33)
and application of a Laplacian to this produces finally
∂φ
∂t
= ∇2(D(c)φ) (34)
This is a non-linear diffusion equation for the auxiliary function.
5
6 Differential Equations for the Diffusion Coef-
ficient
It is tempting to see if the same procedures can be applied as in the preceding
section to the diffusion coefficient itself.
∂D(c)
∂t
= D′(c)
∂c(r¯, t)
∂t
(35)
∇D(c) = D′(c)∇c (36)
One can solve for the gradient
∇c =
∇D(c)
D′(c)
(37)
and use the original diffusion equation to get
∂D(c)
∂t
= D′(c)∇ · (D(c)
∇D(c)
D′(c)
) (38)
One has obtained a differential equation for the diffusion coefficient itself, as
long as the diffusion coefficient is non-linear. It is equivalent to the non-linear
diffusion equation as is very easy to see by starting to execute the differential
operators. One is able to extend this thinking without a proof further to any
derivative of the coefficient to
∂D(N)(c)
∂t
= D(N+1)(c)∇ · (D(c)
∇D(N)(c)
D(N+1)(c)
) (39)
7 Conclusions
The author has not seen the general three-dimensional solution (9) given here in
existing publications. Therefore, this expression is believed to be new as most
of the other expressions presented. It will serve as a starting point both for
analytical investigations and numerical work with various initial conditions.
The last part shows results for F (c), the diffusion coefficient integrated in
terms of the concentration having its own diffusion equation and an auxiliary
function. The diffusion coefficient itself seems also to have its own differential
equation.
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