Abstract. The notion of dynamic abstraction was recently introduced as a means of abstracting a model during the process of model checking. In this paper we show, theoretically and practically, how dynamic abstraction can be used with different algorithms for invariant checking, namely forward, backward and interleaved state-space traversal. Further, we formalize the correctness guarantees that can be made under different invariant checking algorithms operating on a dynamically abstracted model. We report experimental results on industrial strength benchmarks to further demonstrate the power and versatility of this abstraction mechanism in conjuction with interleaved state-space traversal.
Introduction
The application of formal verification techniques, such as model checking, to reallife industrial designs, has traditionally been hampered by what is commonly known as the state explosion problem. Dramatic increases in the size of digital systems and the corresponding exponential increases in the size of their state space have kept industrial designs well beyond the capacity of current model checkers. Abstraction refinement has recently emerged as a promising technology that has the potential to bridge this verification gap.
The basic idea behind abstraction refinement [13] is to verify the property at hand on a simplified version of the given design. This simplified version, or abstraction, is generated by removing elements from the original design that are not relevant to the proof of the given property. If the property passes on the abstract model, it is guaranteed to be true on the original design as well. However, if the property fails, counter-examples produced on the abstract model must be checked to see that they are true counter-examples on the original design. If however they are false counter-examples, the model checking process is iterated with another abstract model which approximates the original model more closely. The new abstract model can be obtained either by refinement, which embellishes the current abstraction with more details from the original design [5, 22, 23] or by re-generating a more detailed abstract model from the original design [11, 17] . Usually the challenge in abstraction refinement is to construct as small an abstract model as possible so that the model checker can handle it easily. At the same time, the abstract model should retain sufficient details so that the model checker can prove the property. Thus, the ideal technique for abstraction refinement is one which achieves a good balance between the size of the abstract model and its accuracy, with respect to being able to prove the given property.
Most previous work on abstraction refinement-based model checking has used statically abstracted models in that the abstract model produced by the abstraction step is never modified by the downstream model checker. The notion of dynamic abstraction was introduced in [26] whereby the initial abstract model of the design-under-verification is further abstracted during successive image computation steps of the model checking phase. Thus, dynamic abstraction provides for a more aggressive yet potentially more accurate abstraction methodology, effectively allowing the core model checking algorithm to work on smaller abstract models. The idea of dynamic abstraction is premised on the key observation that there may be state elements in the concrete model that are partially abstractable, i.e., while a state element is necessary in the proof of the property, it may actually be required only in certain time-frames in the proof. For example, some latches in the design are solely present for initialization purposes and may effectively become redundant after a few initial time-frames, with respect to the given property.
The treatment in [26] implemented dynamic abstraction within an invariant checking algorithm using BDD-based forward state space traversal. However, as observed in several previous works such as [3, 18] , for many problem instances a backward state space traversal or a combination of forward and backward traversals (called interleaved traversal ) may be significantly faster than a simple forward traversal. Such interleaved traversals can provide a more stable and balanced method of state space exploration and can be especially beneficial for failing instances where the failing trace may be constructed in part through forward and backward traversals respectively [18] . These facts are especially significant in the case of an iterative abstraction refinement framework, since a) abstraction can dramatically alter the state space of the model under verification, and b) all but the last iterations in iterative abstraction refinement produce failing models.
In the light of these arguments the main contributions of this paper are:
-We develop algorithms to implement dynamic abstraction within different state traversal techniques namely forward, backward and interleaved traversal, for invariant checking, in an abstraction refinement framework. -We formalize the correctness guarantees that can be made under different invariant checking algorithms operating on a dynamically abstracted model. -We present several optimizations to improve the performance of the basic techniques.
This paper is organized as follows. Section 2 surveys related work on abstraction refinement and state space traversal algorithms, followed by some background material in Section 3. In Section 4 we review the notion of dynamic abstraction as proposed in [26] and extend it to integrate different algorithms for state space traversal. We also present several simple but powerful optimizations to improve the performance of the basic algorithms. In Section 5 we present experimental results for the proposed algorithms and conclude the paper with directions for future work in Section 6.
Abstraction refinement: Abstraction refinement was first introduced by Kurshan [13] for verifying linear time properties. The last few years have seen a lot of research activities on this topic. Abstraction refinement methods can be broadly classified into two categories: 1) counter-example driven and 2) counterexample independent. Counter-example driven methods for abstraction refinement [2, 5, 7, 15, 23] typically work by iteratively refining the current abstraction so as to block a particular (false) counter-example encountered in model checking the previous abstract model. The refinement algorithm could use a combination of structural heuristics or functional analysis based on SAT or BDDs or some combination of these. A recent paper [8] enlarges the scope of the refinement by using multiple counter-examples from the previous abstract model. This notion is further generalized by Wang et al. in [22] . The Grab tool described there uses a BDD representation for the entire set of shortest counter-examples in the previous abstract model, called synchronous onion rings (SORs). Each iteration (referred to as a generation) performs a series of micro-refinements to eliminate all counter-examples represented in the SORs.
Counter-example independent abstraction refinement was introduced in [17] by Amla and McMillan and was also independently discovered by Gupta et al. [11] . The basic idea is to perform a SAT-based BMC [6] for the property, upto some depth k, on the original design and then generate the abstract model based on an analysis of the proof of unsatisfiability [9, 25] of the BMC problem. Essentially, the abstraction excludes latches and/or gates that are not included in the proof of unsatisfiability of the BMC problem and thereby guarantees that the abstract model also does not have any counter-examples upto depth k. Successive abstract models are similarly generated by solving BMC problems of increasing depth. The main contribution of [11] , compared to [17] , lies in the use of BMC on successively smaller abstract models within an iterative framework so that the unbounded verification methods can have better chance to complete. As comparison, our proposed dynamic abstraction can be applied on top of [11, 17] to further reduce the size of the abstract model. Recently, a hybrid scheme [1] has also been proposed to combine the strength of counter-example independent and counter-example driven abstraction refinement. Our current implementation uses counter-example independent abstraction refinement, although our ideas could help in counter-example driven frameworks as well.
Recent papers have also proposed improvements to other aspects of abstraction refinement-based model checking, most notably the concretization test and the granularity of abstraction. The use of BMC to concretize abstract counterexamples was first proposed in [23] and most of the current abstraction refinement frameworks use some variant of SAT or ATPG-based BMC for this task. Bjesse and Kukula [2] proposed an enhancement in that the concrete error trace need not have the same length as the abstract counter-example. Information from the abstract counter-example is used as a guide for the concretization algorithm. Other works [8, 21] have generalized the granularity of the abstraction. Cut-points are inserted at selected points in the fanin cones of latches, and are used as abstraction points in addition to latch outputs. Li et al. [14] proposed a new search strategy for the SAT solver so that the proof of unsatisfiability will generate smaller abstract models. State space traversal algorithms: The second body of work that this paper draws upon, is the combination of forward and backward state space traversals to perform symbolic invariant checking. Several works such as [3, 4, 10, 12] use a combination of forward and backward traversal whereby one sweep of traversal is used to approximate or prune the search space and subsequently the other sweep is used to perform the actual verification. This process may potentially be iterated. However, the work closest to the approach of this paper is that of [18] where forward and backward traversal are used simultaneously in one single pass. The motivation here is that the state space of some problems maybe best suited to backward traversal while others may have a propensity towards forward traversal. The algorithm tries to dynamically make this decision, with minimum overhead, and in the case of a buggy design it may construct the error trace partly through a forward traversal and partly through backward traversal.
Recently, the idea of dynamic abstraction was introduced in [26] . Previous work on abstraction refinement differs from dynamic abstraction in two key aspects. In previous work, 1) the abstraction step is algorithmically distinct from the model checking phase, i.e., the abstraction is performed outside the model checker, and 2) the abstraction is purely structural in nature and has no temporal component. For example, the same static abstraction is used for each image computation step in BDD-based model checking. In contrast, dynamic abstraction first analyzes the temporal behavior of various latches. Then, based on the analysis it dynamically and progressively abstracts away a set of latches during different steps of model checking. For example, in the case of a BDDbased model checker, progressively more abstracted versions of the transition relation are used for successive image computation steps.
This paper further develops the theory and implementation of dynamic abstraction based invariant checking. In [26] dynamic abstraction was introduced in the context of a basic forward state traversal algorithm. In this work we develop algorithms to implement dynamic abstraction within different state traversal techniques namely forward, backward and interleaved traversal and formalize the correctness guarantees that can be made under different traversal techniques, operating on a dynamically abstracted model. Further, we present several optimizations to improve the performance of the basic techniques. As demonstrated by the experimental results in Section 5, on several industrial benchmarks the integration of dynamic abstraction and interleaved traversal is necessary to complete the verification. In other instances the combination and the proposed optimizations provide a significant performance improvement.
Background
For the purpose of this paper we will only consider model checking of invariants i.e., CTL properties of the form AGp where p is a Boolean expression on the variables of the given circuit model. The circuit under verification can be modeled as a sequential circuit M with primary inputs W = {w 1 , w 2 , . . . , w n }, present state variables X = {x 1 , x 2 , . . . , x m } and the corresponding next state variables Y = {y 1 , y 2 , . . . , y m }. Thus, M can be represented as M = T (X, Y, W ), I(X) , where T (X, Y, W ) is the transition relation (TR) and I(X) is the set of initial states (more precisely the characteristic function of the set of initial states). M has a set of latches (state elements) L = {l 1 , l 2 , . . . , l m }. Thus, x i and y i would be the present state and next state variables corresponding to latch l i . The transition relation T is a conjunction of the transition-relations of the individual latches. Thus,
is the transition relation of latch l i and ∆ i (X, W ) is its transition function in terms of primary inputs and present state variables. Given a subset of latches L abs = {l 1 , l 2 , . . . , l q }, L abs ⊆ L, that we would like to abstract away from the design, the abstract model can be constructed by cutting open the feedback loop of latches L abs at their present-state variables X abs , i.e. making the variables X abs primary inputs and removing the logic cones of the transition functions of latches L abs from the circuit model. Functionally, the abstracted transition relation T can be defined as
where
A concept that will be frequently used in the sequel is that of the proof of unsatisfiability (POU) of a CNF SAT formula. As reported in [9, 14, 25] , modern SAT solvers such as zchaff [24] can be modified to produce a proof of unsatisfiability when the CNF formula being solved is found to be unsatisfiable. The proof of unsatisfiability (denoted by P in the sequel) of an unsatisfiable SAT CNF formula is a sequence of resolution steps which derives the empty clause from the original clauses of the formula. It can be represented as a directed acyclic graph, the nodes of which are clauses and each node (other than the leaves) has precisely two children. The root of this graph is the empty clause and the leaves are clauses from the original CNF. All other nodes (including the root) such that they can be derived through a resolution operation on their two child clauses.
The basic framework for abstraction refinement in our current implementation is similar to the one developed in [17] and [11] . A simplified version of the algorithm used in [17] is shown in Algorithm 3.1. The basic algorithm used in [11] is similar to this except that the abstraction (line 5 and 6) is performed multiple times in an inner loop.
Let v be a variable in the representation of the transition relation T . A kstep BMC problem is generated by unrolling and replicating T , k times. Let v 1 , v 2 , . . . , v k denote the k instantiations of v in the unrolled BMC problem. The idea of the abstraction is to solve a k-step SAT-BMC [6] problem formulated on the original design and to analyze the POU returned by the SAT solver to generate the abstraction. The POU is analyzed to identify a set of latches L abs
return "found error trace" 4: else 5:
Extract proof of unsatisfiability, P of SAT-BMC 6:
return "passing property" 10: else 11:
Increase bound k 12:
goto Step 2 13: end if Algorithm 3.1: Abstraction Refinement Using SAT-BMC [17] such that for each l ∈ L abs the variables l 1 , l 2 , . . . , l k do not appear in any of the clauses of the POU. These latches can then be abstracted away using Equation 1 (in the Abstract operation in Step 6 of Algorithm 3.1). The rationale is that since these latches provably do not contribute to the property check in the first k time-frames, they might be irrelevant from the point of view of deciding this property for unbounded behaviors as well.
The model checking algorithm employed in Algorithm 3.1 (Step 8) may use a variety of methods. For the purpose of this paper we will assume a symbolic model checker using BDDs [16] . However, the ideas can easily be applied to other model checking methods such as SAT-based state-space traversal or even SAT-BMC. Algorithm 3.2 shows the pseudo-code for a generalized symbolic invariant checking algorithm that could use BDDs. The algorithm implements a combination of forward and backward state space traversal, henceforth referred to as interleaved traversal (after [18] ). The traversal can be made a purely forward traversal, a purely backward one, or any interleaved combination of the two by an appropriate implementation of the Choose Direction function (line 7 of Algorithm 3.2). Here B denotes the "bad states" i.e., states that violate p and S return "found error trace"; 6:
Img(S)
end if 7:
if Choose Direction() = "forward then 8:
k f wd ++; 11:
else {Backward direction chosen} 12: 
Dynamic Abstraction
In order to make the paper self-contained, we begin by reviewing the notion of dynamic abstraction as developed in [26] . Given the original circuit M and the property P = AGp let us assume that a SAT-BMC problem on M of depth k has been solved and there is no counter-example. Further, suppose that the SAT solver generates a proof of unsatisfiability P for this problem as described in [9, 25] . Figure 1 , taken from [26] , is a graphical representation of the POU from a 40-step SAT-BMC problem on a real circuit example. For each latch (plotted for 40 representative latches on the y-axis) the plot shows the timeframes for which the corresponding instantiation of the latch variable appears in the POU of the SAT-BMC problem. The latches have been sorted on the y-axis for better readability of the data. Given a latch variable l ∈ L, we can define the redundancy index, ρ(l) of l, with respect to the proof P, as follows: Definition 1 (Redundancy Index (RI)). The redundancy index ρ(l) of latch l with respect to the proof of unsatisfiability P is the smallest time-frame index such that for all time-frames j, ρ(l) ≤ j ≤ k, there does not exist a clause with variable l j in P.
For example, in Figure 1 the points marked A and B show that latch number 15 has a redundancy index of 15 and latch 32 has a redundancy index of 28. Simply put, the redundancy index is the earliest time-frame at which the given latch stops participating in the POU of the current BMC problem. The situation depicted in Figure 1 is quite typical of a large variety of benchmarks we have experimented with. Most latches are not used in all time-frames of the POU. Moreover, there are several latches that are only used in the first few time-frames. 
Fig. 1. Latch-based Unsatisfiability Analysis
Note that the redundancy index analysis is typically done with respect to a particular SAT-BMC problem with a certain depth of unrolling. However, we conjecture that, by and large, the redundancy index calculated from a single SAT-BMC run can be a fairly good predictor of the unbounded behavior of a latch with respect to the given property. This intuition is supported by the data shown in Figure 2 . The graph plots the redundancy indices for 4 randomly chosen latches from one of our benchmarks, generated from different BMC problems with varying depth k. Apart from minor fluctuations, the RI values of each latch are remarkably consistent, despite having been derived from independent BMC runs of different depth.
In the next section we develop an algorithm which uses the information about the redundancy indices of various latches to implement dynamic abstraction within state space traversal.
Interleaved Traversal with Dynamic Abstraction
At each step of image computation (measured by the iteration count variable j in Algorithm 3.2) we can define a candidate set of latches available to be abstracted through dynamic abstraction.
Definition 2 (Candidate set). The candidate set of latches for iteration j of image computation in Algorithm 3.2 is denoted C j and is defined as C j = {l i :
For example, consider the instance in Figure 1 , and suppose k f wd = 15, i.e., the Choose Direction heuristic chooses forward traversal for the first 15 steps, As in Algorithm 3.2, the state space traversal in Algorithm 4.1 can be implemented as purely forward, purely backward or any interleaved combination of these by an appropriate definition of the Choose Direction function (line 11 of Algorithm 4.1). For example, if Choose Direction() always returns "backward" the result will be a purely backward state space traversal. We maintain that an abstraction refinement algorithm employing dynamic abstraction in combination with an interleaved state-space traversal can yield a very powerful framework for invariant checking and this is the focal point of this paper. There are several reasons for this belief. First, as demonstrated in [26] the notion of dynamic abstraction provides a convenient mechanism to abstract away latches that become "redundant" after a few steps of forward state space traversal, thereby focusing the invariant check on a smaller, but not necessarily less accurate, abstract model. On the other hand, [18] and several other works have noted that for certain state spaces, backward state traversal may be far more efficient than forward traversal. Further, in some failing instances, the optimum means of constructing an error trace may partly though a forward traversal and partly through a backward one. These two optimization mechanisms appear to be fairly complementary, especially since dynamic abstraction can simplify the transition relations for both forward and backward traversals. Thus, a combination of dynamic abstraction and interleaved traversal appears to be a reasonable means of harnessing the power of both. Second, as noted in [18] and also confirmed by our own experiments, interleaved traversal can work especially well in the case of failing properties since the forward and backward traversals can co-operate in the task of discovering the error trace. Given the fact that all but the last model produced during iterative abstraction refinement are failing instances, it seems to be an ideal candidate to benefit from the use of interleaved traversal. return "found error trace"; 10:
end if 11:
if Choose Direction() = "forward then 12:
k f wd ++; 15:
else {Backward direction chosen} 16: Our specific implementation of the interleaved traversal is discussed below, after a discussion of the Choose Abstraction Latches() function (line 11 in Algorithm 4.1).
As discussed in [26] a key determinant of the performance of dynamic abstraction is the latch selection heuristic Choose Abstraction Latches, that decides which latches, out of the current candidate set, should be abstracted at a given image computation step. The following definition of the latch selection heuristic allows us to place some correctness guarantees (Theorem 1 below) on the dynamically abstracted model.
Definition 3 (Choose Abstraction Latches())
. This heuristic chooses a subset of latches in C j that have not already been abstracted away in previous iterations, for abstraction in the current iteration j of image computation in Algorithm 4.1.
Our interleaving heuristic i.e., the Choose Direction function in Algorithm 4.1 maintains a cost for each direction of traversal (i.e., forward and backward) based on peak BDD size and the increment of BDD size in the last image computation in that direction. In each iteration, the direction with the lower previous cost is chosen for traversal, with the exception that the the first few steps of traversal are always in the forward direction. This is because as per Definition 2 the candidate set open for abstraction, for both forward and backward traversal grows monotonically with the number of forward image computations performed. Thus, after a few initial forward images, the transition relation is usually reduced through dynamic abstraction and this same reduced transition relation (i.e., its inverse) is used for potential backward traversal, thereby enhancing its efficiency. Theorem 1. Algorithm 4.1 will not find any counter-example to the given property in the first k steps of image computation, where k = k f wd + k bwd .
Proof outline: 4 The proof of this result is along the lines of the main result in [17] . It is based on the observation that the above dynamic abstraction scheme can be equivalently formulated as a SAT-BMC by unrolling T for k time-frames and then cutting open the the unrolled latches in the corresponding time-frames at which these latches were abstracted away by the dynamic abstraction algorithm. It can be shown that the original POU P is still fully contained in this abstracted SAT-BMC problem, provided the latches dynamically abstracted during invariant checking conform to Definition 3. Thus, the dynamic abstracted model will not have any counter-example to the given property in the first k steps. Note that the above holds for any sequence of forward or backward choices made by the Choose Direction heuristic in Algorithm 4.1. In that sense Theorem 1 is a strict generalization of the main result of [26] .
Optimizations
In the following we describe some inexpensive optimizations that can be used to further improve the performance of a model checking algorithm that performs dynamic abstraction as described above. Bypassing the Error Check: A simple corollary of Theorem 1 is the following. This simple result obviates the need to perform the error state intersection check (line 8 of Algorithm 4.1) in the first k iterations of image computation. This check can be fairly expensive at deeper image computation steps and/or when the target states are not simply the negation of the property but an enlarged target computed through a few pre-image computation steps. For example, in case of benchmark D7 in Table 1 the error-state check at depth 11 costs more than 1600 secs. Note that this result is equally applicable to frameworks that only use static abstraction. Early Quantification Re-scheduling: Typically the transition relation (TR) is maintained in an implicitly conjoined and partitioned form, along with an early quantification scheduling. During dynamic abstraction some state variables may be quantified out from the TR. As a result, the original early quantification scheduling may become sub-optimal to the modified TR. Our implementation solves this problem by modifying the early quantification scheduling when the TR changes. Cone of Influence Reduction: As proposed in [17] , an abstraction of some latches may create opportunities for further abstraction by applying the standard cone of influence (COI) reduction on the abstracted model. While the optimization was proposed in the context of the static abstraction procedure, the same can be done after each abstraction step in our dynamic abstraction algorithm. The key point is that any subsequent abstraction due to the COI reduction does not increase the space of allowable behaviors of the design. Thus, the quality of the abstraction is not diminished in any way, but the design becomes smaller and more tractable for the model checking.
Experimental Results
Experimental Set-up: We have implemented the proposed algorithms for dynamic abstraction and state traversal within the VIS framework [19] . The static abstraction algorithms of [11, 17] have also been implemented in the same framework, for comparison. We use the CUDD package for BDD computations, and zChaff [24] as the SAT solver for BMC. The POU extraction in zChaff has been modified to perform the analysis necessary for dynamic abstraction.
The following specific heuristic for Choose Abstraction Latches() (line 4 of Algorithm 4.1), proposed in [26] has been used for the purpose of these experiments. More involved and potentially better options are of course possible and could further enhance the proposed algorithms. Heuristic: Dynamically abstract just once at δ · k time-steps, (0 < δ < 1), and abstract all latches in the candidate set at this point.
The philosophy behind this heuristic is to minimize the overhead of abstraction by doing it only once and being aggressive by choosing all candidates for abstraction. δ is kept fairly low to increase the likelihood of the latches being redundant for future image computations. We used δ = 0.2 in our experiments.
Since the tools of [11, 17] are not publicly available, a direct comparison against those approaches is neither fair nor intended. However, we have attempted to incorporate the essence of these works and used them to derive the initial static model on which dynamic abstraction based invariant checking is applied.
We have tested our tool for safety properties on different modules from four real-life industrial designs. In addition we have also experimented with circuits from the VIS Verilog suite [20] and some of the larger ISCAS89 sequential circuits. In the case of the ISCAS'89 circuits the property is the justification of a randomly generated state.
All experiments were run on a 3.0 GHz Pentium 4 Linux machine with 1G RAM, and a 24 hour time-out limit for each problem. Table 1 shows results for a subset of our benchmarks, representative of most of the interesting scenarios we encountered. D1 -D9 are problem instances from in-house industrial designs, blackjack 5 and vsa16a 7 are benchmarks from the VIS Verilog suite while s38584 2 is an instance from the ISCAS'89 circuits. The second column shows if the property is a passing property or the length of the shortest counterexample if it is a failing property. Column 6 shows the number of latches in the statically abstracted model, while column 8 reports the number of latches in the final dynamically abstracted model. Column 7 is the cumulative CPU time for iterative static abstraction refinement and invariant checking. Columns 9 and 10 Table 1 . Results: Static Abstraction and Proposed Dynamic Abstraction report similar times but for dynamic abstraction with forward and interleaved model checking respectively. Both these times include the time for static abstraction as well, since the static abstraction is the starting point for dynamic abstraction based invariant checking. Note that Column 9 represents the results of [26] , albeit enhanced with the optimizations of Section 4.2. In cases where the model checking timed out after 24 hours, the number of image computation steps successfully completed, in the last iteration of abstraction refinement, is noted in parenthesis. Analysis of results: As shown in Table 1 , the proposed method of combining dynamic abstraction with interleaved state space traversal, during invariant checking, shows significant improvements over plain static abstraction refinement (column 7) as well as over dynamic abstraction with plain forward invariant checking (column 9), for both passing and failing properties. In some cases, such as D7, the improvement can be quite dramatic. In a few cases such as D3, D6, D8 and D9, the interleaved method is moderately slower than dynamic forward invariant checking. These are passing properties, where the forward direction turns out to be the optimum direction of traversal and any mis-predicted backward traversal performed by the interleaved method merely serves as an overhead. In the very rare case, such as blackjack 5, where the both dynamic abstraction methods are slower than plain static abstraction, the dynamic interleaved method actually improves upon the dynamic forward method, thereby offsetting some of the losses incurred in using dynamic abstraction. In that sense the combination of interleaved traversal and dynamic abstraction is a more stable algorithmic configuration. Overall, our conclusions are that the combination of interleaved state space traversal with dynamic abstraction, in a framework for abstraction refinement, can provide significant performance gains over either plain static abstraction or even dynamic abstraction with pure forward traversal. In several cases, this combination can successfully complete the verification where the other methods time-out. The slow-down due to the overhead of mis-predicted interleaved traversals is usually moderate and, in our opinion, an acceptable trade-off considering the stability and significant performance improvements offered by the method.
Conclusions & Future Work
The notion of dynamic abstraction was recently introduced [26] as a means of abstracting a model during the process of model checking. In this paper we have extended the theory and implementation of this idea in several ways. We have presented algorithms to implement dynamic abstraction within different state traversal techniques namely forward, backward and interleaved traversal and formalized the correctness guarantees that can be made under different traversal algorithms operating on a dynamically abstracted model. We have also presented several optimizations to enhance the performance of the proposed algorithms. Our experiments on several large benchmarks from industrial designs as well as the public domain demonstrate that in several instances the integration of dynamic abstraction and interleaved traversal is necessary to complete the invariant check. In other cases the use of interleaved traversal either provide a significant performance improvement or a modest overhead.
There are several avenues for enhancing the proposed algorithms. One of the possibilities would be to reduce the overhead that the interleaved traversal incurs. This could be done by refining the heuristic for choosing the direction of traversal or by use of the "2-DD manager" idea proposed in [18] . Another direction would be to integrate the proposed algorithms into a hybrid framework combining counter-example guided and proof based abstraction such as the one proposed in [1] .
