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Let Ω be a bounded domain in R2 with smooth boundary, we
consider the following problem: −u+u = λup−1eup , u > 0, in Ω ,
with Neumann boundary condition ∂u
∂ν = 0 on ∂Ω , where λ > 0 is a
small parameter, 0< p < 2, and ν denotes the outer normal vector
to ∂Ω . We construct solutions of this problem with k interior
bubbling points and l boundary bubbling points, for any k 1 and
l 1.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the following boundary value problem
⎧⎨
⎩
−u + u = λup−1eup , u > 0, in Ω;
∂u
∂ν
= 0, on ∂Ω, (1.1)
where Ω is a bounded domain in R2 with smooth boundary, λ > 0 is a small parameter, 0 < p < 2,
and ν denotes the outer normal vector to ∂Ω . This problem is the Euler–Lagrange equation for the
functional
J pλ (u) =
1
2
∫
Ω
(|∇u|2 + u2)− λ
p
∫
Ω
eu
p
, u ∈ H1(Ω). (1.2)
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728 S. Deng / J. Differential Equations 253 (2012) 727–763If p = 1, Senba and Suzuki [21,22] have analyzed the asymptotic behavior of solutions to problem
(1.1). If uλ is a family of solutions to problem (1.1) when p = 1, then there exist non-negative integers
k, l 1, such that
lim
λ→0λ
∫
Ω
euλ = 4π(2k + l). (1.3)
Let m = k + l. Up to subsequences, there exist points ξ j , j = 1, . . . ,m with ξ j ∈ Ω for j  k and
ξ j ∈ ∂Ω for k < j m, for which
uλ(x) →
k∑
j=1
8πG(x, ξ j) +
m∑
j=k+1
4πG(x, ξ j), as λ → 0, (1.4)
uniformly on compact subset of Ω¯\{ξ1, . . . , ξm}. Moreover, the m-tuple (ξ1, . . . , ξm) can be character-
ized as critical point of a functional deﬁned on Ωk × (∂Ω)l , given by
ϕm(ξ) = ϕm(ξ1, . . . , ξm) =
m∑
j=1
c2j H(ξ j, ξ j) +
∑
l = j
clc jG(ξl, ξ j), (1.5)
where
c j = 8π for j = 1, . . . ,k, and c j = 4π for j = k + 1, . . . ,m,
and G(x, y) is the Green’s function of the problem
⎧⎨
⎩
−xG(x, y) + G(x, y) = δy(x), in Ω;
∂G(x, y)
∂νx
= 0, on ∂Ω, (1.6)
and H(·, ·) its regular part, namely,
H(x, y) =
{
G(x, y) + 12π log |x− y|, if y ∈ Ω;
G(x, y) + 1π log |x− y|, if y ∈ ∂Ω.
(1.7)
Conversely, del Pino and Wei in [11], constructed bubbling solutions uλ to problem (1.1) when
p = 1 with the above properties (1.3) and (1.4). Moreover, the location of the bubbling points corre-
sponds to critical points of the function ϕm deﬁned by (1.5). Furthermore, they obtained the following
expansion of the energy functional
J1λ(uλ) = −4π(2k + l)(2− log8) − 8π(2k + l) logε −
1
2
ϕm(ξ) + o(1),
where o(1) → 0 as λ → 0.
This paper is devoted to construct solutions to problem (1.1) with bubbling proﬁles at points inside
Ω and on the boundary of Ω when p is between 0 and 2. In particular, we recover the result in [11]
when p = 1.
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pλ
(
− 4
p
logε
) 2(p−1)
p
ε
2(p−2)
p = 1. (1.8)
Observe that, as λ → 0, then ε → 0, and λ = ε2 if p = 1. Our result states as follows.
Theorem 1.1. Let 0 < p < 2, and k, l,m  1 be integers with m = k + l. There exists λ0 > 0 so that, for any
0 < λ < λ0 , problem (1.1) has a solution uλ , with the following properties:
(1) uλ has m local maximum points ξ∗j , j = 1, . . . ,m such that ξ∗j ∈ Ω for 1  j  k, and ξ∗j ∈ ∂Ω for
k + 1 j m. Furthermore
lim
λ→0ϕm
(
ξ∗1 , . . . , ξ∗m
)= min
Ωk×(∂Ω)l
ϕm,
where ϕm is deﬁned by (1.5).
(2) One has
uλ(x) = p− 12
√
λε
p−2
p
[
k∑
j=1
8πG
(
x, ξ∗j
)+ m∑
j=k+1
4πG
(
x, ξ∗j
)+ o(1)
]
(1.9)
where ε satisﬁes (1.8), and o(1) → 0, as λ → 0, on each compact subset of Ω¯\{ξ∗1 , . . . , ξ∗m}, and G(·, ·) is the
Green’s function given in (1.6).
(3)Moreover
lim
λ→0ε
2(2−p)
p
∫
Ω
eu
p
λ = 4π(2k + l). (1.10)
Furthermore
J pλ (uλ) = λε
2(p−2)
p
[
−4π(2k + l)2− p log8
(2− p)p −
8π
p
(2k + l) logε − 1
2(2− p)ϕm
(
ξ∗
)
+ O (|logε|−1)] (1.11)
where O (1) uniformly bounded as λ → 0.
The proof of our result relies on a very well-known Lyapunov–Schmidt reduction procedure, in-
troduced in [1,17]. We use Lyapunov–Schmidt reduction method to reduce the problem to a ﬁnite
dimensional one, with some reduced energy. Then, the solutions in Theorem 1.1 turn out to be gener-
ated by critical points of the reduced energy functionals. Such an idea has been used in many papers.
See for instance [7–16,19] and references therein. A key step in this procedure is to ﬁnd a good ﬁrst
approximation for the solution. Usually, this ansatz is built as a sum of terms, each one of which
turns out to solve an associate limit problem, properly scaled and translated. For our problem, let us
introduce the following limit problem
w + ew = 0 in R2,
∫
2
ew dx < +∞. (1.12)
R
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wμ(z) = log 8μ
2
(μ2 + |z|2)2 and wμ,ξ (z) := wμ(z − ξ) (1.13)
where μ is any positive number and ξ any point in R2 (see [6]).
If we use the above solution, properly scaled and translated, as our approximate solution, we get a
very good approximation of a solution in a region far away from the points. In other words, the error
is relatively small far away from these points, which unfortunately turns out to be not good enough
close to these points, thus we need to improve the approximation. We do this by adding two other
terms in the expansion of the solution: this can be done in a very natural way, which has ﬁrst been
used, for instance, in [14] for studying the following problem
{
u + uq = 0, u > 0, in Ω;
u = 0, on ∂Ω, (1.14)
where Ω is a smooth bounded domain in R2, and q is a large exponent. Later on, which has been
applied in papers [4,15,16,19].
It is important to remark about the analogy existing between our result and the Dirchlet problem:
{
u + λup−1eup = 0, u > 0, in Ω;
u = 0, on ∂Ω. (1.15)
For p = 1, asymptotic behavior of solutions to (1.15) for which λ ∫
Ω
eu remains uniformly bounded,
as λ → 0, is well understood after the works [3,18,20]: indeed, λeu approaches a superposition of
Dirac deltas centered in points in the interior of Ω . On the other hand, construction of solutions with
this behavior has been achieved in [2,8,13]. In the previous paper [12], the author and M. Musso
constructed bubbling solutions to (1.15) for 0 < p < 2: in this case it is proven that if Ω is not simply
connected, then there exists a family of solutions to (1.15). Construction of bubbling solutions for problem
(1.15) for p = 2 is somehow different from the case 0 < p < 2. This has been treated in [10].
In order to state this result, let us introduce the following function of k distinct points
ξ1, . . . , ξk ∈ Ω and k positive numbers m1, . . . ,mk ,
ϕk,2(ξ,m) = a
k∑
j=1
m2j + 2
k∑
j=1
m2j logm
2
j +
k∑
j=1
m2j H(ξ j, ξ j) +
∑
i = j
mim jG(ξi, ξ j), (1.16)
where a > 0 is an absolute constant, and G(x, y) is the Green’s function and H(·, ·) its regular part.
The authors in [10] established that, if ϕk,2 has a topologically nontrivial critical value, with correspond-
ing critical point (ξ1, . . . , ξk,m1, . . .mk) ∈ Ωk × Rk+ , then there exists a solution uλ of (1.15) when
p = 2 with the shape
uλ(x) =
√
λ
[
k∑
j=1
mjG(x, ξ j) + o(1)
]
, as λ → 0, (1.17)
where o(1) → 0 as λ → 0 uniformly on compact sets of Ω \ {ξ1, . . . , ξk}. Furthermore,
J2λ(uλ) = 2kπ + αλ + 4πλϕk,2(ξ,m) + λo(1)
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the case Ω is not simply connected they constructed the solution uλ of (1.15) for p = 2, with two
bubbling points, namely satisfying
uλ(x) =
√
λ
[
2∑
j=1
mjG(x, ξ j) + o(1)
]
, as λ → 0,
where (m1,m2, ξ1, ξ2) is a critical point of ϕ2,2 deﬁned in (1.16), and o(1) → 0 as λ → 0 uniformly
on compact sets of Ω .
This paper is organized as follows. In Section 2, describing a ﬁrst approximation solution to prob-
lem (1.1) and estimating the error. We describe the proof of the main result in Section 3. Section 4 is
devoted to perform the ﬁnite dimensional reduction. Section 5 contains the asymptotic expansion of
the reduced energy.
In this paper, the symbol C denotes a generic positive constant independent of λ, it could be
changed from one line to another. The symbols O (t) (respectively o(t)) will denote quantities for
which O (t)|t| stays bounded (respectively,
o(t)
|t| tends to zero) as parameter λ goes to zero. In particular,
we will often use the notation o(1) stands for a quantity which tends to zero as t → 0.
2. Preliminaries and ansatz for the solution
In this section we describe the approximate solution for problem (1.1) and then we estimate the
error of such approximation in appropriate norms.
We choose a suﬃciently small but ﬁxed number δ > 0 and deﬁne
Mδ :=
{
ξ := (ξ1, . . . , ξm) ∈ Ωk × (∂Ω)l
∣∣ min
i=1,...,k
dist(ξi, ∂Ω) δ, min
i = j
|ξi − ξ j| δ
}
. (2.1)
Let us consider m distinct points (ξ1, . . . , ξm) ∈ Mδ , with ξ1, . . . , ξk in Ω and ξk+1, . . . , ξm on ∂Ω .
Moreover we consider m positive numbers μ j such that
δ < μ j < δ
−1, for all j = 1, . . . ,m. (2.2)
We deﬁne the function
u j(x) = log
8μ2j
(μ2jε
2 + |x− ξ j|2)2
,
and a correction term deﬁned as the solution of
⎧⎨
⎩
−H j + H j = −u j, in Ω;
∂H j
∂ν
= −∂u j
∂ν
, on ∂Ω.
(2.3)
Lemma 2.1. For any 0 < α < 1, ξ = (ξ1, . . . , ξm) ∈Mδ , then we have
H j(x) = c j H(x, ξ j) − log
(
8μ2j
)+ O (εα), (2.4)
uniformly in Ω¯ as ε → 0, where H(·, ·) is the regular part of Green’s function deﬁned in (1.7).
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∂H j
∂ν
= −∂u j
∂ν
= 4 (x− ξ j) · ν(x)
μ2jε
2 + |x− ξ j|2
.
Thus,
lim
ε→0
∂H j
∂ν
= 4 (x− ξ j) · ν(x)|x− ξ j|2 , ∀x ∈ ∂Ω\{ξ j}.
On the other hand, the regular part of Green’s function H(x, y) satisﬁes
⎧⎪⎪⎨
⎪⎪⎩
−xH(x, y) + H(x, y) = − 4
c j
log
1
|x− y| , in Ω;
∂H(x, y)
∂νx
= 4
c j
(x− y) · ν(x)
|x− y|2 , on ∂Ω.
(2.5)
Set z(x) = H j(x) − c j H(x, ξ j) + log(8μ2j ), then we get
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−z(x) + z(x) = log 1|x− ξ j|4 − log
1
(μ2jε
2 + |x− ξ j|2)2
, in Ω;
∂z(x)
∂ν
= ∂H j(x)
∂ν
− 4 (x− ξ j) · ν(x)|x− ξ j|2 , on ∂Ω.
A direct computation shows that, there is a positive constant C such that
∥∥∥∥∂H j(x)∂ν − 4 (x− ξ j) · ν(x)|x− ξ j|2
∥∥∥∥
Lq(∂Ω)
 Cε1/q, ∀q > 1, (2.6)
and
∥∥∥∥log 1|x− ξ j|4 − log
1
(μ2jε
2 + |x− ξ j|2)2
∥∥∥∥
Lq(Ω)
 Cε, for any 1< q < 2.
Then by elliptic regularity theory, we obtain
‖zε‖W 1+s,q(Ω) 
(∥∥∥∥∂zε∂ν
∥∥∥∥
Lq(∂Ω)
+ ‖zε‖Lq(Ω)
)
 Cε1/q (2.7)
for any 0< s < 1q . By the Morrey embedding we obtain
‖zε‖Cβ (Ω¯) Cε1/q
for any 0< β < 12 + 1q . Then we obtain that (2.4) holds with α = 1q . 
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U (x) = 1
pγ p−1
m∑
j=1
[
u j(x) + H j(x)
]
,
with some number γ , to be ﬁxed later on. We want to show that U (x) is a good approximation for a
solution to (1.1) far from the points ξ j , but unfortunately it is not good enough for our construction
close to the points ξ j . Thus we need to further adjust this ansatz. In order to do this, we set
wμ j (y) = wμ j
(
y − ξ ′j
)= log 8μ2j
(μ2j + |y − ξ ′j|2)2
.
Deﬁne the function wij to be the radial solution of
wij + ewμ j wij = ewμ j f i in R2, for i = 0,1, (2.8)
where
f 0 = −
(
wμ j +
1
2
(wμ j )
2
)
,
f 1 = −
(
2wμ j w0 j +
1
2
[
w0 j +
(wμ j )
2
2
]2
+ w0 j + p − 22(p − 1) (wμ j )
2 + (wμ j )
3
2
)
.
In fact, as shown in [14] (see also [5]), there exist radially symmetric solutions with the properties
that
wij(y) = Cij log
|y − ξ ′j|
μ j
+ O
(
1
|y − ξ ′j|
)
as |y − ξ j| → ∞, (2.9)
for some explicit constants Cij , which can be explicitly computed. In particular, when i = 0, the con-
stant C0 j is given by
C0 j = −8
+∞∫
0
t
t2 − 1
(t2 + 1)3
[
log
8μ−2j
(1+ t2)2 +
1
2
(
log
8μ−2j
(1+ t2)2
)2]
dt
= −4
+∞∫
0
t2 − 1
(t2 + 1)3
[
log
8μ−2j
(1+ t2)2 +
1
2
(
log
8μ−2j
(1+ t2)2
)2]
d
(
t2
)
= −4
+∞∫
1
r − 2
r3
[
log
(
8μ−2j
)− 2 log r + 1
2
(
log
(
8μ−2j
))2 − 2 log(8μ−2j ) log r + 2(log r)2
]
dr.
Since
+∞∫
r − 2
r3
dr = 0,
+∞∫
r − 2
r3
log r dr = 1
2
, and
+∞∫
r − 2
r3
(log r)2 dr = 3
2
.1 1 1
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C0 j = 4 log8− 8− 8 logμ j . (2.10)
Let Hij , for i = 0,1, be a new correction deﬁned as the solution of
⎧⎨
⎩
−Hij + Hij = −wij(x/ε), in Ω;
∂Hij
∂ν
= −∂wij
∂ν
, on ∂Ω.
(2.11)
Lemma 2.2. For any 0 < α < 1, for i = 0,1, one has
Hij(x) = −Cijc j4 H(x, ξ j) + Cij log(μ j) + Cij logε + O
(
εα
)
(2.12)
uniformly in Ω¯ as ε → 0, where H is the regular part of Green’s function deﬁned in (1.7).
Proof. The proof is the same as Lemma 2.1. First we note that, on the boundary, we have
lim
ε→0
∂Hij
∂ν
= −Cij (x− ξ j) · ν(x)|x− ξ j|2 , ∀x ∈ ∂Ω\{ξ j}.
Deﬁne z˜(x) = Hij(x) + Cijc j4 H(x, ξ j) − Cij log(μ jε), by using (2.5), then we can get
⎧⎪⎪⎨
⎪⎪⎩
−z˜(x) + z˜(x) = −Cij log 1|x− ξ j| − wij, in Ω;
∂ z˜(x)
∂ν
= ∂Hij(x)
∂ν
+ 4Cij (x− ξ j) · ν(x)|x− ξ j|2 , on ∂Ω.
From (2.9), we can get
∥∥∥∥Cij log 1|x− ξ j| − wij
∥∥∥∥
Lq(Ω)
 Cε, for any 1< q < 2,
for some constant C > 0, and
∥∥∥∥∂Hij(x)∂ν + 4Cij (x− ξ j) · ν(x)|x− ξ j|2
∥∥∥∥
Lq(∂Ω)
 Cε1/q, ∀q > 1.
Then by the same procedure as proof of Lemma 2.1, we obtain that (2.12) holds. 
Now we deﬁne the ﬁrst approximation solution to (1.1) as
Uλ(x) = 1
pγ p−1
m∑
j=1
[
u j(x) + H j(x) + p − 1
p
1
γ p
(
w0 j(x) + H0 j(x)
)
+
(
p − 1
p
)2 1
γ 2p
(
w1 j(x) + H1 j(x)
)]
. (2.13)
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Uλ(x) = 1
pγ p−1
m∑
j=1
c jG(x, ξ j)
[
1− p − 1
p
1
γ p
C0 j
4
−
(
p − 1
p
)2 1
γ 2p
C1 j
4
+ O (εα)]. (2.14)
Consider now the change of variables
v(y) = pγ p−1u(εy) − pγ p, with γ p = − 4
p
logε.
By the choice of ε in (1.8), then problem (1.1) reduces to
⎧⎨
⎩
−v + ε2v = f (v) − pγ pε2, v > 0, in Ωε;
∂v
∂ν
= 0, on ∂Ωε,
(2.15)
where Ωε = ε−1Ω , and
f (v) =
(
1+ v
pγ p
)p−1
e
γ p[(1+ v
pγ p
)p−1]
. (2.16)
Let us deﬁne the ﬁrst approximation solution to (2.15) as
Vλ(y) = pγ p−1Uλ(εy) − pγ p, (2.17)
with Uλ deﬁned by (2.13).
We write y = ε−1x, ξ ′j = ε−1ξ j . For |x − ξ j | < δ with δ suﬃciently small but ﬁxed, by using
Lemma 2.1, Lemma 2.2 and (2.14), and the fact that u j(εy) − pγ p = wμ j (y − ξ ′j), we have
Vλ(y) = u j(εy) + H j(εy) + p − 1
p
1
γ p
(
w0 j(εy) + H0 j(εy)
)
+
(
p − 1
p
)2 1
γ 2p
(
w1 j(εy) + H1 j(εy)
)− pγ p
+
m∑
l = j
[
ul(εy) + Hl(εy) + p − 1p
1
γ p
(
w0l(εy) + H0l(εy)
)
+
(
p − 1
p
)2 1
γ 2p
(
w1l(εy) + H1l(εy)
)]
= wμ j
(
y − ξ ′j
)+ c j H(εy, ξ j) − log(8μ2j )+ O (εα)
+ p − 1
p
1
γ p
[
w0 j(εy) − C0 jc j4 H(x, ξ j) + C0 j log(μ j) + C0 j logε + O
(
εα
)]
+
(
p − 1
p
)2 1
γ 2p
[
w1 j(εy) − C1 jc j4 H(x, ξ j) + C1 j log(μ j) + C1 j logε + O
(
εα
)]
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m∑
l = j
cl G(ξl, ξ j)
[
1− C0l
4
p − 1
p
1
γ p
− C1l
4
(
p − 1
p
)2 1
γ 2p
]
= w j(y) + p − 1
p
1
γ p
w0 j(y) +
(
p − 1
p
)2 1
γ 2p
w1 j(y) + O
(
ε
∣∣y − ξ ′j∣∣)+ O (εα)
− log(8μ2j )+ c j H(ξ j, ξ j) +∑
l = j
clG(ξl, ξ j) − p − 14 C0 j
− p − 1
p
1
γ p
[
C0 j
4
(
c j H(ξ j, ξ j) +
∑
l = j
clG(ξl, ξ j) − 4 logμ j
)
+ (p − 1)C1 j
4
]
−
(
p − 1
p
)2 1
γ 2p
[
C1 j
4
(
c j H(ξ j, ξ j) +
∑
l = j
clG(ξl, ξ j) − 4 logμ j
)]
, (2.18)
where
w j(y) = wμ j (y − ξ j), w0 j(y) = w0 j(y − ξ j), w1 j(y) = w1 j(y − ξ j).
We now choose the parameters μ j : we assume they are deﬁned by the relation
log
(
8μ2j
)= c j H(ξ j, ξ j) +∑
l = j
clG(ξl, ξ j) − p − 14 C0 j
− p − 1
p
1
γ p
[
C0 j
4
(
c j H(ξ j, ξ j) +
∑
l = j
clG(ξl, ξ j) − 4 logμ j
)
+ (p − 1)C1 j
4
]
−
(
p − 1
p
)2 1
γ 2p
[
C1 j
4
(
c j H(ξ j, ξ j) +
∑
l = j
clG(ξl, ξ j) − 4 logμ j
)]
. (2.19)
Taking into account the explicit expression (2.10) of the constant C0 j , we observe that μ j bifurcates,
as λ goes to zero, from the value
μ¯ j = 8−
p
2(2−p) e
p−1
2−p e
1
2(2−p) [c j H(ξ j ,ξ j)+
∑
l = j clG(ξl,ξ j)] (2.20)
solution of equation
log
(
8μ2j
)= c j H(ξ j, ξ j) +∑
l = j
clG(ξl, ξ j) − p − 14 C0 j . (2.21)
Thus, μ j is a perturbation of order
1
γ p of the value μ¯ j , namely
log
(
8μ2j
)= [2(p − 1)
2− p (1− log8) +
1
2− p
(
c j H(ξ j, ξ j) +
∑
l = j
clG(ξl, ξ j)
)](
1+ O
(
1
γ p
))
.
(2.22)
S. Deng / J. Differential Equations 253 (2012) 727–763 737Then, by this choice of the parameters μ j , we deduce that, if |y − ξ ′j | < δ/ε with δ suﬃciently small
but ﬁxed, we can rewrite
Vλ(y) = w j(y) + p − 1
p
1
γ p
w0 j(y) +
(
p − 1
p
)2 1
γ 2p
w1 j(y) + θ(y), (2.23)
with
θ(y) = O (ε∣∣y − ξ ′j∣∣)+ O (εα).
In the rest of this paper, we will look for solutions for problem (2.15) in the form v = Vλ + φ,
where φ will represent a lower order correction. For small φ, we can rewrite problem (2.15) as a
nonlinear perturbation of its linearization, namely,
{ L(φ) = Eλ + N(φ), x ∈ Ωε;
∂φ
∂ν
= 0, x ∈ ∂Ωε, (2.24)
where
L(φ) := −φ + ε2φ − Wφ, with W = f ′(Vλ), (2.25)
Eλ = Vλ + f (Vλ) − ε2Vλ + 4ε2 logε, (2.26)
and
N(φ) = f (Vλ + φ) − f (Vλ) − f ′(Vλ)φ. (2.27)
For any h ∈ L∞(Ωε), let us deﬁne a weighted L∞-norm deﬁned as
‖h‖∗ := sup
y∈Ωε
(
m∑
j=1
(
1+ ∣∣y − ξ ′j∣∣)−2−σ + ε2
)−1∣∣h(y)∣∣ (2.28)
where we ﬁx 0 < σ < 1. With respect to this norm, the error term Eλ given in (2.26) can be estimated
in the following way.
Lemma 2.3. Let δ > 0 be a small but ﬁxed number and assume that the points ξ = (ξ1, . . . , ξm) ∈Mδ . There
exists C > 0, such that we have
‖Eλ‖∗  C
γ 3p
= C|logε|3 (2.29)
for all λ small enough.
Proof. First we observe that
−ε2Vλ + 4ε2 logε = O
(
ε2
)
. (2.30)
738 S. Deng / J. Differential Equations 253 (2012) 727–763Far away from the points ξ j , namely for |x− ξ j | > δ, i.e. |y − ξ ′j | > δε , for all j = 1, . . . ,m, from (2.14)
we have that
Vλ(y) = pγ p−1ε2U (εy) = O
(
γ p−1ε4
)
.
On the other hand, in this region we have
1+ Vλ(y)
pγ p
= 1+ 4 logε + O (1)
pγ p
= O (1)|logε| (2.31)
where O (1) denotes a smooth function, uniformly bounded, as ε → 0, in the considered region. Hence
f (Vλ) =
(
1+ Vλ
pγ p
)p−1
e
γ p[(1+ Vλ
pγ p
)p−1] = ε
4
p
|logε|p−1 O (1).
Thus if we are far away from the points ξ j , or equivalently for |y − ξ ′j | > δε , the size of the error,
measured with respect to the ‖ · ‖∗-norm, is relatively small. In other words, if we denote by 1outer
the characteristic function of the set {y: |y − ξ ′j | > δε , j = 1, . . . ,m}, then in this region we have
‖Eλ1outer‖∗  C ε
2(2−p)
p
|logε|p−1 . (2.32)
Let us now ﬁx the index j in {1, . . . ,m}, for |y − ξ ′j | < δε , we have
Vλ(y) = −ew j(y) + p − 1
p
1
γ p
w0 j(y) +
(
p − 1
p
)2 1
γ 2p
w1 j(y) + O
(
ε2
)
. (2.33)
On the other hand, for any R > 0 large but ﬁxed, in the ball |y− ξ ′j| < Rε := R|logε|α , with α  3, we
can use Taylor expansion to ﬁrst get
(
1+ Vλ
pγ p
)p−1
= 1+ p − 1
p
1
γ p
w j +
(
p − 1
p
)2 1
γ 2p
[
w0 j + p − 22(p − 1) (w j)
2
]
+
(
p − 1
p
)3 1
γ 3p
(
log
∣∣y − ξ ′j∣∣),
γ p
[(
1+ Vλ
pγ p
)p
− 1
]
= w j +
(
p − 1
p
)
1
γ p
[
w0 j + (w j)
2
2
]
+
(
p − 1
p
)2 1
γ 2p
(w1 j + w jw0 j) + 1
γ 3p
(
log
∣∣y − ξ ′j∣∣),
and
e
γ p[(1+ Vλ
pγ p
)p−1] = ew j
{
1+
(
p − 1
p
)
1
γ p
[
w0 j + (w j)
2
2
]
+
(
p − 1
p
)2 1
γ 2p
[
w1 j + w jw0 j + 12
(
w0 j + (w j)2
)2]+ 1
γ 3p
(
log
∣∣y − ξ ′j∣∣)
}
.
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f (Vλ) =
(
1+ Vλ
pγ p
)p−1
e
γ p[(1+ Vλ
pγ p
)p−1]
= ew j
{
1+
(
p − 1
p
)
1
γ p
[
w0 j + (w j)
2
2
+ w j
]
+
(
p − 1
p
)2 1
γ 2p
[
w1 j + 2w jw0 j + 12
(
w0 j + (w j)
2
2
)2
+ w0 j
+ p − 2
2(p − 1) (w j)
2 + (w j)
3
2
]
+ O
( log |y − ξ ′j|
γ 3p
)}
.
Thus, thanks to the fact that we have improved our original approximation with the terms w0 j and
w1 j , and the deﬁnition of ∗-norm, we get that
‖Eλ1B(ξ ′j ,Rε)‖∗ 
C
γ 3p
= C|logε|3 , for any j = 1, . . . ,m. (2.34)
Here 1B(ξ ′j ,Rε) denotes the characteristic function of B(ξ j, Rε). Finally, in the remaining region, namely
where Rε < |y − ξ ′j | < δε , for any j = 1, . . . ,m, we have from one hand that |Vλ(y)| Cew j(y) , and
also | f (Vλ(y))|  Cew j(y) as consequence of (2.18). This fact, together with (2.34) and (2.32), (2.30)
we obtain estimate (2.29). 
By the above computation, we ﬁnd that very close to the point ξ j in Ω , we have
∥∥ f ′(Vλ) − ew j∥∥∗ → 0 as λ → 0, (2.35)
and there exists some positive constant D0 such that
f ′(Vλ) D0
m∑
j=1
ew j . (2.36)
Moreover, we can get
∥∥ f ′′(Vλ)∥∥∗  C . (2.37)
Proof of (2.35) and (2.36). We have
f ′(Vλ) = p − 1
p
1
γ p
(
1+ Vλ
pγ p
)p−2
e
γ p[(1+ Vλ
pγ p
)p−1] +
(
1+ Vλ
pγ p
)2(p−1)
e
γ p[(1+ Vλ
pγ p
)p−1]
:= Ia + Ib.
Far away from the points ξ j , namely for |x−ξ j | > δ, i.e. |y−ξ ′j | > δε , for all j = 1, . . . ,m, a consequence
of (2.31) is that
740 S. Deng / J. Differential Equations 253 (2012) 727–763Ia = ε
4
p
|logε|p−1 O (1) and Ib =
ε
4
p
|logε|2(p−1) O (1).
Then we have
f ′(Vλ)1outer = ε
4
p
|logε|p−1 O (1). (2.38)
On the other hand, ﬁx the index j in {1, . . . ,m}, for |y − ξ ′j | < Rε with Rε = R|logε|, for any R > 0
large but ﬁxed, we use Taylor expansion to get
Ia = p − 1
p
1
γ p
[
1+ 1
pγ p
(
w j(y) + p − 1
p
1
γ p
w0 j(y) +
(
p − 1
p
)2 1
γ 2p
w1 j(y) + θ(y)
)]p−2
× eγ
p[(1+ 1
pγ p
(w j(y)+ p−1p 1γ p w0 j(y)+(
p−1
p )
2 1
γ 2p
w1 j(y)+θ(y)))p−1]
= p − 2
p
1
γ p
[
p − 1
p − 2 +
p − 1
p
1
γ p
w j(y) +
(
p − 1
p
)2 1
γ 2p
w0 j(y) +
(
p − 1
p
)3 1
γ 3p
w1 j(y)
+ p − 1
p
1
γ p
θ(y)
]
× ew j(y)e
p−1
p
1
γ p
w0 j(y)e
(
p−1
p )
2 1
γ 2p
w1 j(y)
eθ(y)e
1
2
p−1
p
1
γ p
[w j(y)+ p−1p 1γ p w0 j(y)+(
p−1
p )
2 1
γ 2p
w1 j(y)+θ(y)]2
,
and
Ib =
[
1+ 1
pγ p
(
w j(y) + p − 1
p
1
γ p
w0 j(y) +
(
p − 1
p
)2 1
γ 2p
w1 j(y) + θ(y)
)]2(p−1)
× eγ
p[(1+ 1
pγ p
(w j(y)+ p−1p 1γ p w0 j(y)+(
p−1
p )
2 1
γ 2p
w1 j(y)+θ(y)))p−1]
=
[
1+ 2(p − 1)
p
1
γ p
w j(y) + 2
(
p − 1
p
)2 1
γ 2p
w0 j(y) + 2
(
p − 1
p
)3 1
γ 3p
w1 j(y)
+ 2(p − 1)
p
1
γ p
θ(y)
]
× ew j(y)e
p−1
p
1
γ p
w0 j(y)e
(
p−1
p )
2 1
γ 2p
w1 j(y)
eθ(y)e
1
2
p−1
p
1
γ p
[w j(y)+ p−1p 1γ p w0 j(y)+(
p−1
p )
2 1
γ 2p
w1 j(y)+θ(y)]2
.
By the deﬁnition of w0 j and w1 j , we get that
Ia1B(ξ ′j ,Rε) =
O (1)
|logε| , Ib1B(ξ ′j ,Rε) − e
w j(y) = O (1)|logε| . (2.39)
Finally, in the remaining region, namely where for any j = 1, . . . ,m, we have Rε < |y − ξ ′j | < δε , we
have
|Ia| C ew j(y), |Ib| Cew j(y). (2.40)|logε|
S. Deng / J. Differential Equations 253 (2012) 727–763 741Then, from (2.39) and the deﬁnition of ∗-norm, we ﬁnd that very close to the point ξ j in Ω , we have
∥∥ f ′(Vλ) − ew j∥∥∗ = O (1)|logε|
which implies (2.35). Combing (2.38), (2.39) with (2.40) we obtain estimate (2.36). 
Proof of (2.37). We have
f ′′(Vλ) = (p − 1)(p − 2)
p2
1
γ 2p
(
1+ Vλ
pγ p
)p−3
e
γ p[(1+ Vλ
pγ p
)p−1]
+ 3(p − 1)
p
1
γ p
(
1+ Vλ
pγ p
)2p−3
e
γ p[(1+ Vλ
pγ p
)p−1]
+
(
1+ Vλ
pγ p
)3(p−1)
e
γ p[(1+ Vλ
pγ p
)p−1]
:= Ic + Id + Ie.
By a similar computation as above: Far away from the points ξ j , namely for |x − ξ j | > δ, i.e.
|y − ξ ′j | > δε , for all j = 1, . . . ,m, we have
Ic = ε
4
p
|logε|p−1 O (1), Id =
ε
4
p
|logε|2(p−1) O (1), and Ie =
ε
4
p
|logε|3(p−1) O (1).
Then
f ′′(Vλ)1outer = ε
4
p
|logε|p−1 O (1) (2.41)
where again O (1) denotes a function which is uniformly bounded, as ε → 0, in the considered region.
Let us now ﬁx the index j in {1, . . . ,m}, for |y−ξ ′j| < Rε with any Rε := R|logε| for some R > 0 large
but ﬁxed, by Taylor expansion, we have
Ic = (p − 1)(p − 2)
p2
1
γ 2p
×
[
1+ 1
pγ p
(
w j(y) + p − 1
p
1
γ p
w0 j(y) +
(
p − 1
p
)2 1
γ 2p
w1 j(y) + θ(y)
)]p−3
× eγ
p[(1+ 1
pγ p
(w j(y)+ p−1p 1γ p w0 j(y)+(
p−1
p )
2 1
γ 2p
w1 j(y)+θ(y)))p−1]
= (p − 2)(p − 3)
p2
1
γ 2p
{
p − 1
p − 3 +
p − 1
p
1
γ p
w j(y) +
(
p − 1
p
)2 1
γ 2p
w0 j(y)
+
(
p − 1
p
)3 1
γ 3p
w1 j(y) + p − 1
p
1
γ p
θ(y)
}
× ew j(y)e
p−1
p
1
γ p
w0 j(y)e
(
p−1
p )
2 1
γ 2p
w1 j(y)
eθ(y)e
1
2
p−1
p
1
γ p
[w j(y)+ p−1p 1γ p w0 j(y)+(
p−1
p )
2 1
γ 2p
w1 j(y)+θ(y)]2
,
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1
γ p
[
1+ 1
pγ p
(
w j(y) + p − 1
p
1
γ p
w0 j(y) +
(
p − 1
p
)2 1
γ 2p
w1 j(y) + θ(y)
)]2p−3
× eγ
p[(1+ 1
pγ p
(w j(y)+ p−1p 1γ p w0 j(y)+(
p−1
p )
2 1
γ 2p
w1 j(y)+θ(y)))p−1]
= 3(2p − 3)
p
1
γ p
[
p − 1
2p − 3 +
p − 1
p
1
γ p
w j(y) +
(
p − 1
p
)2 1
γ 2p
w0 j(y)
+
(
p − 1
p
)3 1
γ 3p
w1 j(y) + p − 1
p
1
γ p
θ(y)
]
× ew j(y)e
p−1
p
1
γ p
w0 j(y)e
(
p−1
p )
2 1
γ 2p
w1 j(y)
eθ(y)
× e
1
2
p−1
p
1
γ p
[w j(y)+ p−1p 1γ p w0 j(y)+(
p−1
p )
2 1
γ 2p
w1 j(y)+θ(y)]2
,
and
Ie =
[
1+ 1
pγ p
(
w j(y) + p − 1
p
1
γ p
w0 j(y) +
(
p − 1
p
)2 1
γ 2p
w1 j(y) + θ(y)
)]3(p−1)
× eγ
p[(1+ 1
pγ p
(w j(y)+ p−1p 1γ p w0 j(y)+(
p−1
p )
2 1
γ 2p
w1 j(y)+θ(y)))p−1]
=
[
1+ 3(p − 1)
p
1
γ p
w j(y) + 3
(
p − 1
p
)2 1
γ 2p
w0 j(y) + 3
(
p − 1
p
)3 1
γ 3p
w1 j(y)
+ 3(p − 1)
p
1
γ p
θ(y)
]
× ew j(y)e
p−1
p
1
γ p
w0 j(y)e
(
p−1
p )
2 1
γ 2p
w1 j(y)
eθ(y)e
1
2
p−1
p
1
γ p
[w j(y)+ p−1p 1γ p w0 j(y)+(
p−1
p )
2 1
γ 2p
w1 j(y)+θ(y)]2
.
Therefore, we get
Ic1B(ξ ′j ,Rε) =
O (1)
|logε| , Id1B(ξ ′j,Rε) =
O (1)
|logε|2 , Ie1B(ξ ′j ,Rε) = O (1). (2.42)
Finally, for Rε < |y − ξ ′j | < δε , for any j, we have
|Ic| C|logε| , |Id|
C
|logε|2 , |Ie| = O (1) + Ce
w j(y). (2.43)
From (2.41), (2.42) with (2.43), by the deﬁnition of ∗-norm, we obtain that (2.37) holds. 
3. The existence result
The operator L deﬁned in (2.25) can be seen as a superposition of linear operators,
L∗(φ) = −φ − 8
(1+ |z|2)2 φ,
namely, equation −w − ew = 0 linearized around the radial solution w(y) = log 8
(1+|y|2)2 . The key
face to develop a satisfactory solvability theory for the operator L is the nondegeneracy of w up to
the natural invariances of the equation under translations and dilations. In fact, the functions
S. Deng / J. Differential Equations 253 (2012) 727–763 743z0 j(y) = ∂μ j wμ j (y), zi j(y) = ∂yi wμ j (y), i = 1,2,
satisfy the function Z + ewμ j Z = 0, where wμ j deﬁned by (1.13), see [2] for a proof.
Let us consider a large but ﬁxed number R0 > 0 and a radial and smooth cut-off function η with
η(r) = 1 if r < R0 and η(r) = 0 if r > R0 + 1, 0 η 1.
The interior bubble case: for j = 1, . . . ,k, we deﬁne
η j(y) = η
(∣∣y − ξ ′j∣∣), Zij(y) := zi j(y − ξ ′j), i = 0,1,2, j = 1,2, . . . ,k. (3.1)
The boundary bubble case: for j = k + 1, . . . ,m, we ﬁrst strengthen the boundary. Namely, at
the boundary point ξ j ∈ ∂Ω , without loss of generality, we assume that ξ j = 0 and the unit out-
ward normal at ξ j is −e2 = (0,−1). Let G(x1) be the deﬁning function for the boundary ∂Ω in a
neighborhood Bρ(ξ j) of ξ j , that is, Ω ∩ Bρ(ξ j) = {(x1, x2) | x2 > G(x1), (x1, x2) ∈ Bρ(ξ j)}. Then, let
F j : Bρ(ξ j) ∩ Ω →R2 be deﬁned by
F j = (F j,1, F j,2), with F j,1 = x1 + x2 − G(x1)1+ |G ′(x1)|2 G
′(x1), F j,2 = x2 − G(x1). (3.2)
Then we set F εj (y) = 1ε F j(εy), and deﬁne
η j(y) = η
(∣∣F εj (y)∣∣), Zij(y) := zi j(F εj (y)), i = 0,1, j = k + 1, . . . ,m. (3.3)
It is important to observe that F j preserves the Neumann boundary condition and
Z0 j +
8μ2j
(μ2j + |y − ξ ′j|2)2
Z0 j = O
(
εα
(1+ |y − ξ ′j|)3
)
. (3.4)
Deﬁne the norm
‖φ‖∞ = sup
y∈Ωε
∣∣φ(y)∣∣.
Consider the problem of ﬁnding a function φ such that for certain scalars ci j , it satisﬁes
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−φ + ε2φ − Wφ = [Eλ + N(φ)] +
m∑
j=1
J j∑
i=1
ci j Zi jη j, in Ωε;
∂φ
∂ν
= 0, on ∂Ωε;∫
Ωε
φZijη j = 0, for i = 1, J j, j = 1, . . . ,m,
(3.5)
where J j = 2 if j = 1, . . . ,k and J j = 1 if j = k + 1, . . . ,m.
Eq. (3.5) is solved in the following proposition, whose proof is postponed to Section 4.
Proposition 3.1. Let δ > 0 be ﬁxed. There exist positive numbers λ0 and C, such that for any points ξ j , j =
1, . . . ,m, inMδ , μ j is given by (2.22), then problem (3.5) has a unique solution φ which satisﬁes
744 S. Deng / J. Differential Equations 253 (2012) 727–763‖φ‖∞  C|logε|2 ,
for all λ < λ0 . Moreover, if we consider the map ξ ′ → φ into the space C(Ω¯ε), the derivative Dξ ′φ exists and
deﬁnes a continuous function of ξ ′ . Besides, there is a constant C > 0, such that
‖Dξ ′φ‖∞  C|logε| . (3.6)
In order to ﬁnd a solution to the original problem we need to ﬁnd ξ ′ such that
ci j
(
ξ ′
)= 0 for all i = 1, J j, j = 1, . . . ,m. (3.7)
This problem is indeed variational: it is equivalent to ﬁnding critical points of a function of ξ = εξ ′ .
Associated to (1.1), let us consider the energy functional Jλ given by
J pλ (u) =
1
2
∫
Ω
(|∇u|2 + u2)dx− λ
p
∫
Ω
eu
p
dx, (3.8)
and the ﬁnite dimensional restriction
Fλ(ξ) = J pλ
(
(Uλ + φ˜)(x, ξ)
)
, (3.9)
where
(Uλ + φ˜)(x, ξ) = γ + 1
pγ p−1
(
(Vλ + φ)
(
x
ε
,
ξ
ε
))
with Vλ deﬁned in (2.17), φ is the unique solution to problem (3.5) given by Proposition 3.1.
The next result, whose proof is postponed until Section 5.
Proposition 3.2. (i) The functional Fλ(ξ) is of class C1 . Moreover, for all λ > 0 suﬃciently small, if
Dξ Fλ(ξ) = 0, then ξ satisﬁes (3.7).
(ii) Let δ > 0 be ﬁxed. There exist positive numbers λ0 and C, such that for any points ξ j , j = 1, . . . ,m in
Mδ , μ j is given by (2.22), the following expansion holds
λ−1ε
2(2−p)
p Fλ(ξ) = −4π(2k + l)2− p log8
(2− p)p −
8π
p
(2k + l) logε − 1
2(2− p)ϕm(ξ)
+ O (|logε|−1), (3.10)
where
ϕm(ξ) = ϕm(ξ1, . . . , ξm) =
m∑
j=1
c2j H(ξ j, ξ j) +
∑
l = j
clc jG(ξl, ξ j). (3.11)
Proof of Theorem 1.1. First, from the same argument as Lemma 6.1 in [11], we have that
min
∂M
ϕm(ξ) → +∞, as δ → 0. (3.12)
δ
S. Deng / J. Differential Equations 253 (2012) 727–763 745We state it here for completeness. Let ξ = (ξ1, . . . , ξm) ∈ ∂Mδ . There are two possibilities: either there
exists j0  k such that d(ξ j0 , ∂Ω) = δ, or exists i0 = j0, |ξi0 − ξ j0 | = δ.
In the ﬁrst case, a consequence of the properties of the Green’s function is that for all ξ ∈ Ω ,
H(ξ, ξ) C 1
d(ξ, ∂Ω)
. (3.13)
In the second case, we may assume that there exists a ﬁxed constant C such that d(ξi, ∂Ω)  C ,
i = 1, . . . ,k, as otherwise it follows into the ﬁrst case. But then it is easy to see that
G(ξi, ξ j) C
1
|ξi − ξ j| . (3.14)
Then by (3.13) and (3.14) we obtain (3.12).
From (i) of Proposition 3.2, the function
(Uλ + φ˜)(x, ξ) = γ + 1
pγ p−1
(
(Vλ + φ)
(
x
ε
,
ξ
ε
))
where Vλ deﬁned by (2.17) and φ(ξ) is the unique solution of problem (3.5), is a solution of problem
(1.1) if we adjust ξ so that it is a critical point of Fλ(ξ) deﬁned by (3.9). This is equivalent to ﬁnding
a critical point of
F˜λ(ξ) := aλ−1ε
2(2−p)
p Fλ(ξ) + b + c logε,
for suitable constants a, b and c. On the other hand, from (ii) of Proposition 3.2, for ξ ∈Mδ , we have
that,
F˜λ(ξ) = ϕm(ξ) + O
(|logε|−1)Θλ(ξ),
where ϕm is given by (3.11), and Θλ(ξ) is uniformly bounded in consider region as λ → 0.
From (3.12), the function ϕm is C1, bounded from below in Mδ , we have that, for δ is arbitrarily
small, ϕm has an absolute minimum in Mδ . This implies that F˜λ also has an absolute minimum
(ξ∗1 , . . . , ξ∗m) ∈Mδ such that
lim
λ→0ϕm
(
ξ∗1 , . . . , ξ∗m
)= min
Mδ
ϕm.
Moreover, while (1.9) holds as a direct consequence of the construction of Uλ , and Theorem 1.1(3)
holds from (ii) of Proposition 3.2. 
Remark 3.1. Using Ljusternik–Schnirelmann theory, one can get a second, distinct solution satisfying
Theorem 1.1. The proof is similar to [7].
4. The ﬁnite dimensional reduction
This section is devoted to the proof of Proposition 3.1. Given h ∈ L∞(Ωε), we ﬁrst consider the
problem of ﬁnding a function φ such that for certain scalars ci j , it satisﬁes
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−φ + ε2φ − Wφ = h +
m∑
j=1
J j∑
i=1
ci j Zi jη j, in Ωε;
∂φ
∂ν
= 0, on ∂Ωε;∫
Ωε
φZijη j = 0, for i = 1, J j, j = 1, . . . ,m.
(4.1)
First we show the following result.
Proposition 4.1. Let δ > 0 be ﬁxed. There exist positive numbers λ0 and C, such that for any points ξ j , j =
1, . . . ,m, in Mδ , μ j is given by (2.22), and h ∈ L∞(Ωε), there is a unique solution φ := Tλ(h) to problem
(4.1) for all λ λ0 . Moreover,
‖φ‖∞  C
(
log
1
ε
)
‖h‖∗. (4.2)
The proof will be spit into a series of lemmas which we state and prove next.
Lemma 4.1. There exist constants R1 > 0, C > 0 such that for λ > 0 small enough and for any points ξ j ∈ Ω¯ ,
j = 1, . . . ,m, inMδ , set Ω˜ε = Ωε \⋃mj=1 B(ξ ′j, R1), we have
ψ : Ω˜ε → [1,∞)
smooth and positive verifying
L(ψ) := −ψ + ε2ψ − Wψ 
m∑
j=1
1
|y − ξ ′j|2+σ
+ ε2 in Ω˜ε,
with
∂ψ
∂ν
 0 on ∂Ω˜ε, ψ > 0 in Ω˜ε.
Moreover ψ is bounded uniformly,
1ψ  C in Ω˜ε.
Proof. We take
ψ1 j(r) = 1− 1
rσ
, where r = ∣∣y − ξ ′j∣∣. (4.3)
A direct computation shows that, we have
−ψ1 j = σ 2 12+σ .r
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∂ψ1 j
∂ν
= O (ε1+σ ).
If ξ ′j ∈ Ωε and |y − ξ ′j | > R , we have
∂ψ1 j
∂ν
= σ (y − ξ
′
j) · ν
r2+σ
.
We write the boundary ∂Ωε near point ξ ′j as the graph {(y1, y2): y2 = Gε(y1)} with Gε(y1) =
1
ε G(εy1) and G a smooth function such that G(0) = 0 and G ′(0) = 0. Fix δ > 0 small. Then for
R1 < r < δ/ε we have that r is comparable with y1, G ′ε(y1) = O (εr) and Gε(y1) = O (εr2). Then
∂ψ1 j
∂ν
= σ
r2+σ
1√
G ′ε(y1)2 + 1
(−y1G ′ε(y1) + Gε(y1))
= σ
r2+σ
1√
O (δ2) + 1 O
(
εr2
)
= O
(
ε
rσ
)
, ∀R1 < r < δ
ε
.
Hence, we obtain that
∂ψ1 j
∂ν
= o(ε), on Ωε.
Next, let us deﬁne
ψ =
m∑
j=1
ψ1 j + Cψ0,
where ψ0 is the solution of the following problem:
−ψ0 + ε2ψ0 = ε2 in Ωε; ∂ψ0
∂ν
= ε on ∂Ωε.
It is directly checked that 4
σ 2
ψ satisﬁes the required condition. 
Lemma 4.2. The operator L satisﬁes the maximum principle in Ω˜ε for R  R1 large but independent of λ, with
R1 in Lemma 4.1. Namely, if L(φ) 0 in Ω˜ε and φ  0 on ∂Ω˜ε , then φ  0 in Ω˜ε .
Proof. Given a > 0, we consider the function
Z(y) =
m∑
j=1
z0
(
a
∣∣y − ξ ′j∣∣), y ∈ Ωε, (4.4)
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z0 + 8
(1+ r2)2 z0 = 0.
First, we observe that, if |y − ξ ′j | R for R > 1a , then Z(y) > 0. By the deﬁnition of z0 we have
−Z(y) + ε2 Z(y) =
m∑
j=1
(8a2 + ε2)(a2|y − ξ ′j|2 − 1)
(1+ a2|y − ξ ′j|2)3

m∑
j=1
1
3
8a2 + ε2
(1+ a2|y − ξ ′j|2)2

m∑
j=1
1
3
8a2
(1+ a2|y − ξ ′j|2)2

m∑
j=1
4
27
8
a2|y − ξ ′j|4
provided R >
√
2
a . On the other hand, from (2.35), in the same region, we have
f ′(Vλ)Z(y) D0
m∑
j=1
ew j Z(y)
m∑
j=1
C
|y − ξ ′j|4
.
Hence if a is taken small and ﬁxed, and R > 0 is chosen suﬃciently large depending on this a, then
we have L(Z) > 0 in Ω˜ε . Thus the function Z(y) is what we are looking for. 
Let us ﬁx such a number R > 0 which we may take large whenever it is needed. Deﬁne the
following inner norm of φ in the following way
‖φ‖i = sup
y∈⋃mj=1 B(ξ ′j,R)
∣∣φ(y)∣∣.
Lemma 4.3. There exists a uniform constant C > 0 such that if L(φ) = h in Ωε , φ = 0 on ∂Ωε , then
‖φ‖∞  C
[‖φ‖i + ‖h‖∗], (4.5)
for any h ∈ L∞(Ωε).
Proof. Deﬁne now the function
φ˜(y) = 2‖φ‖i Z(y) + ‖h‖∗ψ(y),
where Z is the function deﬁned in (4.4), and the function ψ satisfying the properties of Lemma 4.1.
First, observe that by the deﬁnition of Z , choosing R large if necessary,
φ˜(y) 2‖φ‖i Z(y) ‖φ‖i 
∣∣φ(y)∣∣ for ∣∣y − ξ ′j∣∣= R,
and, by the positivity of Z(y) and ψ(y),
φ˜(y) 0 = φ(y) for y ∈ ∂Ωε.
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∣∣h(y)∣∣
(
m∑
j=1
(
1+ ∣∣y − ξ ′j∣∣)−2−σ + ε2
)
‖h‖∗,
we then have
L(φ˜) = 2‖φ‖i L(Z) + ‖h‖∗L(ψ)
 ‖h‖∗
(
m∑
j=1
(
1+ ∣∣y − ξ ′j∣∣)−2−σ + ε2
)

∣∣h(y)∣∣ L(φ)(y),
provided R large enough. Hence, from Lemma 4.2, we obtain that
∣∣φ(y)∣∣ φ˜(y) for y ∈ Ω˜ε,
and, since Z(y) 1 and from Lemma 4.1 we get
‖φ‖∞  C
[‖φ‖i + ‖h‖∗]. 
Next we prove uniform a priori estimates for the problem (4.1) when φ satisﬁes additionally or-
thogonality under dilations. Speciﬁcally, we consider the problem
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
L(φ) = h, in Ωε;
∂φ
∂ν
= 0, on ∂Ωε;∫
Ωε
φZijη j = 0, for i = 0, . . . , J j, j = 1, . . . ,m,
(4.6)
and prove the following estimate.
Lemma 4.4. Let δ > 0 be ﬁxed. There exist positive numbers λ0 and C, such that for any points ξ j , j = 1, . . . ,m,
inMδ , μ j is given by (2.22), and h ∈ L∞(Ωε), and any solution φ to problem (4.6), one has
‖φ‖∞  C‖h‖∗. (4.7)
Proof. We carry out the proof of lemma by a contradiction. If the result was false, then there exist a
sequence λn → 0, points ξnj , j = 1, . . . ,m in Mδ , function hn with ‖hn‖∗ → 0 and φn with ‖φn‖∞ = 1,
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
L(φn) = hn, in Ωεn ;
∂φn
∂ν
= 0, on ∂Ωεn ;∫
Ω
φn Zijη j = 0, for all i = 0, . . . , J j, j = 1, . . . ,m.
(4.8)εn
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indices, say j, we can assume that there exists R > 0 such that,
sup
|y−(ξnj )′|<R
∣∣φn(y)∣∣ κ > 0 for all n.
Let us set φˆn(z) = φn((ξnj )′ + z). Elliptic estimate allow us to assume that φˆn converges uniformly over
compact subsets of R2 to a bounded, nonzero solution φˆ of
φ + 8μ
2
j
(μ2j + |z|2)2
φ = 0.
This implies that φˆ is a linear combination of the functions zi j , i = 0, . . . , J j . But orthogonality con-
ditions over φˆn pass to the limit thanks to ‖φˆn‖∞  1. By the dominated convergence theorem then
yields that
∫
R2
η(|z|)zi jφˆ = 0 for i = 0, . . . , J j , thus a contradiction with lim infn→∞ ‖φn‖i > 0. 
Now we establish a priori estimates for the problem (4.6) with the orthogonality condition∫
Ωε
η j Z0 jφ = 0 dropped. We consider the problem
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
L(φ) = h, in Ωε;
∂φ
∂ν
= 0, on ∂Ωε;∫
Ωε
η j Zi jφ = 0, for i = 1, J j, j = 1, . . . ,m,
(4.9)
Lemma 4.5. Let δ > 0 be ﬁxed. There exist positive numbers λ0 and C, such that for any points ξ j , j = 1, . . . ,m,
inMδ , μ j is given by (2.22), and h ∈ L∞(Ωε), and any solution φ to problem (4.9), one has
‖φ‖∞  C
(
log
1
ε
)
‖h‖∗, (4.10)
for all λ < λ0 .
Proof. Let φ satisﬁes (4.9). We modify φ to φ˜, such that φ˜ satisﬁes all orthogonality condition. For
this, let us set R > R0 + 1 large and ﬁxed. Set
a0 j = 1
μ j(
4
c j
log 1εR + H(ξ j, ξ j))
.
Deﬁne
Zˆ0 j(y) = Z0 j(y) − 1
μ j
+ a0 jG(ξ j, εy).
We note that the function Zˆ0 j satisﬁes the Neumann boundary condition. Let χ be a radial smooth
cut-off function on R2 so that 0 χ  1, |∇χ | C in R2, χ ≡ 1 in BR(0) and χ ≡ 0 in R2\BR+1(0).
Set
χ j(y) = χ
(∣∣y − ξ ′j∣∣) for j = 1, . . . ,k; χ j(y) = χ(F εj (y)) for j = k + 1, . . . ,m. (4.11)
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Z˜0 j = χ j Z0 j + (1− χ j) Zˆ0 j .
Given φ satisfying (4.9), we set
φ˜ = φ +
m∑
j=1
d j Z˜0 j, where d j = −
∫
Ωε
η j Z0 jφ∫
Ωε
Z20 jη j
.
Therefore, our result is a direct consequence of the following Claim.
Claim.
|d j| C |logε|‖h‖∗ ∀ j = 1, . . . ,m. (4.12)
First, using the notation L = − + ε2 I − W , we observe that φ˜ satisﬁes
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
L(φ˜) = h +
m∑
j=1
d j L( Z˜0 j), in Ωε;
∂φ˜
∂ν
= 0, on ∂Ωε,
(4.13)
Thus by Lemma 4.4, we have
‖φ˜‖L∞(Ωε)  C
m∑
j=1
|d j|
∥∥L( Z˜0 j)∥∥∗ + C‖h‖∗. (4.14)
Multiplying the ﬁrst equation in (4.13) by Z˜0s , for s = 1, . . . ,m, integrating by parts and using the
second equation in (4.13), we ﬁnd
m∑
j=1
d j
∫
Ωε
L( Z˜0 j) Z˜0s  C‖h‖∗
(
1+
m∑
j=1
∥∥L( Z˜0 j)∥∥∗
)
+ C
m∑
j=1
|d j|
∥∥L( Z˜0 j)∥∥2∗. (4.15)
Next we estimate the size of ‖L( Z˜0 j)‖∗ . From (3.4), we have
L( Zˆ0 j) = ew j Z0 j − W Zˆ0 j + O
(
ε
(
1+ ∣∣y − ξ ′j∣∣)3)
= ew j
(
1
μ j
− a0 jG(ξ j, εy)
)
+ O (ε(1+ ∣∣y − ξ ′j∣∣)3).
Thus, we have
∥∥(1− χ j)L( Zˆ0 j)∥∥∗  Clog(1/ε) ,
where C is a constant, which depends on the chosen large constant R . Hence
752 S. Deng / J. Differential Equations 253 (2012) 727–763L( Z˜0 j) = χ j L(Z0 j) + (1− χ j)L( Zˆ0 j) + 2∇χ j∇
(
Z0 j − Zˆ0 j
)+ χ j(Z0 j − Zˆ0 j)
= O (ε2+α)+ (1− χ j)ew j
(
1
μ j
− a0 jG(ξ j, εy)
)
+ 2∇χ j∇
(
Z0 j − Zˆ0 j
)+ χ j(Z0 j − Zˆ0 j). (4.16)
Since, for r = |y − ξ ′j | ∈ (R, R + 1), we have
Zˆ0 j − Z0 j = a0 jG(ξ j, εy) − 1
μ j
= a0 j
(
4
c j
log
1
ε|y − ξ ′j|
+ H(ξ j, εy)
)
− 1
μ j
.
Therefore, for r = |y − ξ ′j | ∈ (R, R + 1), we have
Zˆ0 j − Z0 j = Clog(1/ε) log
1
r
+ O
(
εα
log(1/ε)
)
, (4.17)
and
∇( Zˆ0 j − Z0 j) = − Clog(1/ε)
1
r
+ O
(
εα
log(1/ε)
)
. (4.18)
From (4.16), (4.17) and (4.18) we obtain
∥∥L( Z˜0 j)∥∥∗  Clog(1/ε) . (4.19)
Now we estimate the left term of (4.15). From (4.16), we see that for j = s,
∫
Ωε
L( Z˜0 j) Z˜0s = O
(
εα
)+ ∫
Ωε
O
(
1
log(1/ε)
(|∇χ j| + |χ j|)
)
Z˜0s = O
((
1
log(1/ε)
)2)
.
Moreover, for j = s, we have
∫
Ωε
L( Z˜0s) Z˜0s = I1 + I2 + O (ε),
where
I2 =
∫
Ωε
O
(
ε2+α
)+ (1− χs)ew j
(
1
μs
− a0sG(ξ j, εy)
)
= O (εα)+ O( 1
log(1/ε)
)
and
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∫
Ωε
[
2∇χs∇(Z0s − Zˆ0s) + χs(Z0s − Zˆ0s)
]
Z˜0s
=
∫
Ωε
∇χs∇(Z0s − Zˆ0s) Zˆ0s −
∫
Ωε
∇χs(Z0s − Zˆ0s)∇ Zˆ0s + O (ε).
We observe that in the consider region, r ∈ (R, R + 1) with r = |y − ξ ′j |, |Z0s − Zˆ0s|  Clog(1/ε) while
|∇ Z ′0s| 1R3 + Clog(1/ε) . Thus
∣∣∣∣
∫
Ωε
∇χs∇(Z0s − Zˆ0s) Zˆ0s
∣∣∣∣ DR3 1log(1/ε) ,
where D may be chosen independent of R . Now we have
∫
Ωε
∇χs(Z0s − Zˆ0s)∇ Zˆ0s = − E
log(1/ε)
[
1+ O
(
1
R
)]
where E may be chosen independent of ε. Thus we choose R large enough, we then have I1 ∼
− Elog(1/ε) . Therefore, we have
∫
Ωε
L( Z˜0s) Z˜0s = − E
log(1/ε)
[
1+ O
(
1
R
)]
,
and
∫
Ωε
L( Z˜0 j) Z˜0s = O
(
1
R
1
log(1/ε)
)
for j = s.
Thus, we obtain that (4.12) holds. This ﬁnishes the proof of Lemma 4.5. 
Proof of Proposition 4.1. We ﬁrst establish the validity of the a priori estimate (4.2). The previous
lemma yields
‖φ‖∞  C
(
log
1
ε
)[
‖h‖∗ +
J j∑
i=1
m∑
j=1
|ci j|
]
. (4.20)
Let χ j be a smooth cut-off function deﬁned as (4.11). We multiply the ﬁrst equation of (4.1) by Zijχ j ,
we ﬁnd
〈
L(φ), Zijχ j
〉= 〈h, Zijχ j〉 + ci j
∫
Ωε
η jχ j|Zij|2. (4.21)
We have
−L(Zijχ j) = χ j Zi j + 2∇ Zij∇χ j + εO
(
(1+ r)−3),
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−L(Zijχ j) = O
(
ε3
)
εO
(
(1+ r)−3).
Then we have
∣∣〈L(φ), Zijχ j 〉∣∣= ∣∣〈φ, L(Zijχ j)〉∣∣ Cε‖φ‖∞.
Combining this with (4.20) and (4.21) we ﬁnd
|ci j| C
[
‖h‖∗ + ε
(
log
1
ε
)∑
a,b
|cab|
]
.
Then, |ci j| C‖h‖∗ . Combining this with (4.20) we obtain the estimate (4.2) holds.
Next prove the solvability of problem (4.1). To this purpose we consider the space
H=
{
φ ∈ H1(Ωε):
∫
Ωε
φZijη j = 0 for i = 1, J j, j = 1,2, . . . ,m
}
,
endowed with the usual inner product 〈φ,ψ〉 = ∫
Ωε
(∇φ∇ψ + ε2φψ). Problem (4.1), expressed in a
weak form, is equivalent to ﬁnd φ ∈H such that
〈φ,ψ〉 =
∫
Ωε
(Wφ + h)ψ dx, for all ψ ∈H.
With the aid of Riesz’s representation theorem, this equation gets rewritten in H in the operator form
(Id − K )φ = h˜, (4.22)
for certain h˜ ∈ H, where K is a compact operator in H. The homogeneous equation φ = Kφ in H,
which is equivalent to (4.1) with h ≡ 0, has only the trivial solution in view of the a priori estimate
(4.2). Now, Fredholm’s alternative guarantees unique solvability of (4.22) for any h˜ ∈ H. This ﬁnishes
the proof. 
The result of Proposition 4.1 implies that the unique solution φ = Tλ(h) of (4.1) deﬁnes a continu-
ous linear map form the Banach space C∗ of all functions h in L∞ for which ‖h‖∗ < ∞ into L∞ , with
norm bounded uniformly in λ.
Lemma 4.6. The operator Tλ is differentiable with respect to the variable ξa in Ω¯ with ξ ∈Mδ , one has the
estimate
∥∥∂(ξ ′a)b Tλ(h)∥∥∞  C
(
log
1
ε
)2
‖h‖∗ for b = 1, J j, a = 1,2, . . . ,m. (4.23)
Proof. Differentiating Eq. (4.1), formally Z := ∂(ξ ′a)bφ should satisfy
L(Z) = −∂(ξ ′a)bWφ +
J j∑
i=1
cia∂(ξ ′a)b (ηa Zia) +
J j∑
i=1
m∑
j=1
dij Zi jη j
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∫
Ωε
Zijη j Z = −
∫
Ωε
∂(ξ ′a)b (Zijη j)φ.
We consider the constants bia deﬁned as
bia
∫
Ωε
ηa Z
2
ia =
∫
Ωε
∂(ξ ′a)b (Ziaηa)φ.
Deﬁne
Z˜ = Z +
J j∑
i=1
biaηa Zia,
and
g = −∂(ξ ′a)bWφ +
J j∑
i=1
cia∂(ξ ′a)b (Ziaη2a) +
J j∑
i=1
biaL(η2a Zia).
We then have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
L( Z˜) = g +
J j∑
i=1
m∑
j=1
biaηa Zia, in Ωε;
Z˜ = 0, on ∂Ωε;∫
Ωε
Ziaηa Z˜ = 0, for i = 0, . . . , J j, a = 1, . . . ,m.
Furthermore, Z˜ = Tλ(g). Using the result of Proposition 4.1 we ﬁnd that
‖g‖∗  C
(
log
1
ε
)
‖h‖∗,
hence,
∥∥∂(ξ ′a)b Tλ(h)∥∥∞  C
(
log
1
ε
)2
‖h‖∗ for b = 1, J j, a = 1,2, . . . ,m. 
Next, we will prove Proposition 3.1.
Proof of Proposition 3.1. In terms of the operator Tλ deﬁned in Proposition 3.1, problem (3.5) be-
comes
φ = Tλ
(
N(φ) + Eλ
) := A(φ). (4.24)
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FM :=
{
φ: ‖φ‖∞  M|logε|2
}
.
From Proposition 4.1, we get
∥∥A(φ)∥∥∞  C |logε|[∥∥N(φ)∥∥∗ + ‖Eλ‖∗].
From Lemma 2.3, we have ‖Eλ‖∗  C|logε|3 . And, by the deﬁnition of N(φ) in (2.27), and from (2.37)
then we have
∥∥N(φ)∥∥∗  C‖φ‖2∞.
Thus
∥∥A(φ)∥∥∞  C |logε|
(
C‖φ‖2∞ +
1
|logε|3
)
.
We then get that A(FM) ⊂FM for a suﬃciently large but ﬁxed M and all small λ. Moreover, for any
φ1, φ2 ∈FM , one has
∥∥N(φ1) − N(φ2)∥∥∗  C(maxi=1,2‖φi‖∞
)
‖φ1 − φ2‖∞.
In fact,
N(φ1) − N(φ2) = f (Vλ + φ1) − f (Vλ + φ2) − f ′(Vλ)(φ1 − φ2)
=
1∫
0
(
d
dt
f
(
Vλ + φ2 + t(φ1 − φ2)
))
dt − f ′(Vλ)(φ1 − φ2)
=
1∫
0
(
f ′
(
Vλ + φ2 + t(φ1 − φ2)
)− f ′(Vλ))dt (φ1 − φ2).
Thus, for a certain t∗ ∈ (0,1), and s ∈ (0,1),
∣∣N(φ1) − N(φ2)∣∣ C ∣∣ f ′(Vλ + φ2 + t∗(φ1 − φ2))− f ′(Vλ)∣∣‖φ1 − φ2‖∞
 C
∣∣ f ′′(Vλ + sφ2 + t∗(φ1 − φ2))∣∣(‖φ1‖∞ + ‖φ2‖∞)‖φ1 − φ2‖∞.
Thanks to (2.37) and the fact that ‖φ1‖∞ , ‖φ2‖∞ → 0 as λ → 0, we conclude that
∥∥N(φ1) − N(φ2)∥∥∗  C∥∥ f ′′(Vλ)∥∥∗(‖φ1‖∞ + ‖φ2‖∞)‖φ1 − φ2‖∞
 C
(‖φ1‖∞ + ‖φ2‖∞)‖φ1 − φ2‖∞.
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∥∥A(φ1) − A(φ2)∥∥∞  C |logε|∥∥N(φ1) − N(φ2)∥∥∗  C |logε|(maxi=1,2‖φi‖∞
)
‖φ1 − φ2‖∞.
Thus the operator A has a small Lipschitz constant in FM for all small λ, and therefore a unique ﬁxed
point of A exists in this region.
We shall next analyze the differentiability of the map ξ ′ = (ξ ′1, . . . , ξ ′m) → φ. Assume for instance
that the partial derivative ∂(ξ ′j)iφ exists for i = 1, J j . Since φ = Tλ(N(φ) + Eλ), formally that
∂(ξ ′j)iφ = (∂(ξ ′j)i Tλ)
(
N(φ) + Eλ
)+ Tλ(∂(ξ ′j)i N(φ) + ∂(ξ ′j)i Eλ).
From Lemma 4.6, we have
∥∥∂(ξ ′j)i Tλ(N(φ) + Eλ)∥∥∞  C |logε|2∥∥N(φ) + Eλ∥∥∗  C 1|logε| .
On the other hand,
∂(ξ ′j)i N(φ) =
[
f ′(Vλ + φ) − f ′(Vλ) − f ′′(Vλ)φ
]
∂(ξ ′j)i Vλ + ∂(ξ ′j)i
[
f ′(Vλ) − ew j
]
φ
+ [ f ′(Vλ + φ) − f ′(Vλ)]∂(ξ ′j)iφ + [ f ′(Vλ) − ew j ]∂(ξ ′j)iφ.
Then,
∥∥∂(ξ ′j)i N(φ)∥∥∗  C
{
‖φ‖2∞ +
1
|logε| ‖φ‖∞ + ‖∂(ξ ′j)iφ‖∞‖φ‖∞ +
1
|logε| ‖∂(ξ ′j)iφ‖∞
}
.
Since ‖∂(ξ j)i Eλ‖∗  C|logε|3 , and by Proposition 4.1 we then have
‖∂(ξ ′j)iφ‖∞ 
C
|logε| ,
for all i = 1, J j , j = 1, . . . ,m. Then, the regularity of the map ξ ′ → φ can be proved by standard
arguments involving the implicit function theorem and the ﬁxed point representation (4.24). This
concludes proof of Proposition 3.1. 
5. Variational reduction: Proof of Proposition 3.2
In this section, we prove Proposition 3.2.
Proof of (i) of Proposition 3.2. A direct consequence of the results obtained in Proposition 3.1 and the
deﬁnition of function Uλ is the fact the map ξ → Fλ(ξ) is of class C1.
Deﬁne
Iλ(v) = 1
2
∫
Ω
(|∇v|2 + ε2v2)dy − ∫
Ω
e
γ p[(1+ v
pγ p
)p−1]
dy. (5.1)ε ε
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J pλ
(
(Uλ + φ˜)(x, ξ)
)= 1
p2γ 2(p−1)
Iλ
(
(Vλ + φ)
(
x
ε
,
ξ
ε
))
, (5.2)
we can differentiate directly Iλ(Vλ(ξ)+φ(ξ)) under the integral sign, for a ∈ {1, . . . ,m} and b ∈ {1, J j},
so that
∂(ξa)b Fλ(ξ) =
1
p2γ 2(p−1)
ε−1DIλ
(
Vλ(ξ) + φ(ξ)
)[
∂(ξ ′a)b Vλ(ξ) + ∂(ξ ′a)bφ(ξ)
]
= 1
p2γ 2(p−1)
ε−1
J j∑
i=1
m∑
j=1
∫
Ωε
ci jη j Zi j
[
∂(ξ ′a)b Vλ(ξ) + ∂(ξ ′a)bφ(ξ)
]
= 1
p2γ 2(p−1)
ε−1
[ J j∑
i=1
m∑
j=1
∫
Ωε
ci jη j Zi j∂(ξ ′a)b Vλ(ξ) +
J j∑
i=1
m∑
j=1
∫
Ωε
ci j∂(ξ ′a)b (η j Zi j)φ(ξ)
]
,
since
∫
Ωε
η j Zi jφ(ξ) = 0. By the expansion of Vλ , we have
∂(ξ ′a)b Vλ = ∂(ξ ′a)b wa(y) +
p − 1
p
1
γ p
∂(ξ ′a)b w0a(y) +
(
p − 1
p
)2 1
γ 2p
∂(ξ ′a)b w1m(y) + ∂(ξ ′a)bθ(y)
= −Zba + p − 1p
1
γ p
∂(ξ ′a)b w0a(y) +
(
p − 1
p
)2 1
γ 2p
∂(ξ ′m)l w1a(y) + ∂(ξ ′a)bθ(y).
Moreover,
∫
Ωε
ci j∂(ξ ′a)b (η j Zi j)φ(ξ) = o(1)
∫
Ωε
ci jη j Zi j∂(ξ ′a)b (Vλ)
Then, if Dξ Fλ(ξ) = 0, for i,b = 1, J j; j,a = 1, . . . ,m, we then have
J j∑
i=1
m∑
j=1
ci j
∫
Ωε
η j Zi j
(
Zba + o(1)
)= 0. (5.3)
This is a strictly diagonal dominant system. It implies that ci j = 0 for i = 1, J j ; j = 1, . . . ,m. This
concludes the proof of (i) of Proposition 3.2. 
Proof of (ii) of Proposition 3.2. We have
Fλ(ξ) = J pλ
(
Uλ(ξ) + φ˜(ξ)
)
= 1
2
∫ [∣∣∇(Uλ + φ˜)∣∣2 + (Uλ + φ˜)2]− λ
p
∫
e(Uλ+φ˜)p .Ω Ω
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J pλ
(
Uλ(ξ) + φ˜(ξ)
)− J pλ (Uλ(ξ))= 1p2γ 2(p−1)
[
Iλ(Vλ + φ) − Iλ(Vλ)
]
.
Since by construction I ′λ(Vλ + φ)[φ] = 0, we have
J pλ
(
Uλ(ξ) + φ˜(ξ)
)− J pλ (Uλ(ξ))
= 1
p2γ 2(p−1)
1∫
0
D2 Iλ(Vλ + tφ)φ2(1− t)dt
= 1
p2γ 2(p−1)
1∫
0
[∫
Ωε
(
Eλ + N(φ)
)
φ +
∫
Ωε
[
f ′(Vλ) − f ′(Vλ + tφ)
]
φ2
]
(1− t)dt.
Since ‖Eλ‖∗  C|logε|3 , ‖φ‖∞  C|logε|2 , ‖N(φ)‖∗  C|logε|4 and (2.37), we get that
∣∣ J pλ (Uλ(ξ) + φ˜(ξ))− J pλ (Uλ(ξ))∣∣ Cγ 2(p−1)|logε|3 . (5.4)
Next we expand
J pλ
(
Uλ(ξ)
)= 1
2
∫
Ω
[∣∣∇(Uλ(ξ))∣∣2 + Uλ(ξ)2]− λ
p
∫
Ω
e(Uλ(ξ))
p
. (5.5)
Now we write
U j(x) := u j(x) + H j(x), U0 j := w0 j(x) + H0 j(x), U1 j := w1 j(x) + H1 j(x).
By (2.13),
Uλ(x) = 1
pγ p−1
m∑
j=1
(
U j(x) + p − 1
p
1
γ p
U0 j(x) +
(
p − 1
p
)2 1
γ 2p
U1 j(x)
)
.
We have
1
2
∫
Ω
[∣∣∇(Uλ(ξ))∣∣2 + Uλ(ξ)2]
= 1
p2γ 2(p−1)
{
1
2
m∑
j=1
∫
Ω
(|∇U j|2 + U2j )+∑
l = j
∫
Ω
(∇Ul∇U j + UlU j)
+ p − 1
p
1
γ p
m∑
j=1
∫
(∇U j∇U0 j + U jU0 j) +
(
p − 1
p
)2 1
γ 2p
m∑
j=1
∫
(∇U j∇U1 j + U jU1 j)Ω Ω
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(
p − 1
p
)2 1
γ 2p
[
1
2
m∑
j=1
∫
Ω
(|∇U0 j|2 + U20 j)+∑
l = j
∫
Ω
(∇U0l∇U0 j + U0lU0 j)
]
+
(
p − 1
p
)3 1
γ 3p
m∑
j=1
∫
Ω
(∇U0 j∇U1 j + U0 jU1 j)
+
(
p − 1
p
)4 1
γ 4p
[
1
2
m∑
j=1
∫
Ω
(|∇U1 j|2 + U21 j)+∑
l = j
∫
Ω
(∇U1l∇U1 j + U1lU1 j)
]}
. (5.6)
Let us estimate the ﬁrst two terms. We observe that the remaining terms are O ( 1
γ 2(p−1)γ p ). First, we
note that U j satisﬁes
−U j + U j = ε2eu j , in Ω, ∂U j
∂ν
= 0 on ∂Ω.
Then we have
∫
Ω
(|∇U j(x)|2 + U j(x)2)dx
= ε2
∫
Ω
eu j U j(x) = ε2
∫
Ω
eu j
(
u j(x) + H j(x)
)
= ε2
∫
Ω
8μ2j
(ε2μ2j + |x− ξ j|2)2
(
log
8μ2j
(ε2μ2j + |x− ξ j|2)2
+ c j H(x, ξ j) − log
(
8μ2j
)+ O (εα))
= ε2
∫
Ω
8μ2j
(ε2μ2j + |x− ξ j|2)2
(
log
1
(ε2μ2j + |x− ξ j|2)2
+ c j H(x, ξ j) + O
(
εα
))
=
∫
Ωεμ j
8
(1+ |y|2)2
(
log
1
(1+ |y|2)2 + c j H(ξ j + εμ j y, ξ j) − 4 log(εμ j)
)
+ O (εα)
=
∫
Ωεμ j
8
(1+ |y|2)2 log
1
(1+ |y|2)2 + c j
∫
Ωεμ j
8
(1+ |y|2)2
(
H(ξ j + εμ j y, ξ j) − H(ξ j, ξ j)
)
+ c j
∫
Ωεμ j
8
(1+ |y|2)2 H(ξ j, ξ j) − 4 log(εμ j)
∫
Ωεμ j
8
(1+ |y|2)2 + O
(
εα
)
. (5.7)
But
∫
Ωεμ j
8
(1+ |y|2)2 = c j + O (ε),
∫
Ωεμ j
8
(1+ |y|2)2 log
1
(1+ |y|2)2 = −2c j + O
(
εα
)
. (5.8)
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∫
Ωεμ j
8
(1+ |y|2)2
(
H(ξ j + εμ j y, ξ j) − H(ξ j, ξ j)
)= ∫
Ωεμ j
1
(1+ |y|2)2 O
(
εα |y|α)= O (εα). (5.9)
Therefore from (5.7)–(5.9), we have
∫
Ω
(∣∣∇U j(x)∣∣2 + U j(x)2)dx
= −2c j + c2j H(ξ j, ξ j) − 4c j logε − 4c j logμ j + O
(
εα
)
= −2c j + c2j H(ξ j, ξ j) − 4c j logε − 2c j log
(
8μ2j
)+ 2c j log(8) + O (εα). (5.10)
Now, we calculate that
∑
l = j
∫
Ω
(∇Ul∇U j + UlU j)dx
= ε2
∑
l = j
∫
Ω
eul U j = ε2
∑
l = j
∫
Ω
eul (u j + H j)dx
= ε2
∑
l = j
∫
Ω
8μ2l
(ε2μ2l + |x− ξl|2)2
(
log
8μ2j
(ε2μ2j + |x− ξ j|2)2
+ c j H(x, ξ j) − log
(
8μ2j
)+ O (εα))
= ε2
∑
l = j
∫
Ω
8μ2l
(ε2μ2l + |x− ξl|2)2
(
log
1
(ε2μ2j + |x− ξ j|2)2
+ c j H(x, ξ j) + O
(
εα
))
=
∑
l = j
∫
Ωεμl
8
(1+ |y|2)2
(
log
1
(ε2μ2j + |εμl y + ξl − ξ j|2)2
+ c j H(ξl + εμl y, ξ j)
)
+ O (εα)
=
∑
l = j
∫
Ωεμl
8
(1+ |y|2)2 c jG(ξl, ξ j) + O
(
εα
)
=
∑
l = j
clc jG(ξl, ξ j) + O
(
εα
)
. (5.11)
Thus, from (5.6), (5.10) and (5.11) we have
1
2
∫
Ω
(∣∣∇Uλ(x)∣∣2 + Uλ(x)2)dx
= 1
p2γ 2(p−1)
{
−4π(2k + l) p
2− p (1− log8) − 8π(2k + l) logε
− p
2(2− p)
m∑
j=1
[
c2j H(ξ j, ξ j) +
∑
l = j
clc jG(ξl, ξ j)
]
+ O (|logε|−1)
}
. (5.12)
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λ
p
∫
Ω
e(Uλ)
p
dx = λ
p
∫
Ω
e
γ p(1+ 1
pγ p
(Vλ)(
x
ε ))
p
dx
= λ
p
k∑
j=1
∫
B(ξ j ,δ˜)
e
γ p(1+ 1
pγ p
(Vλ)(
x
ε ))
p
dx
+ λ
p
∫
Ω\⋃kj=1 B(ξ j ,δ˜)
e
γ p(1+ 1
pγ p
(Vλ)(
x
ε ))
p
dx
:= I + II. (5.13)
First we observe that
II = λΘλ(ξ) (5.14)
with Θλ(ξ) a function, uniformly bounded, as λ → 0. On the other hand,
I = 1
p2γ 2(p−1)
m∑
j=1
∫
B(ξ ′j,δ˜/ε)
e
γ p[(1+ 1
pγ p
(Vλ)(y))p−1] dy
= 1
p2γ 2(p−1)
m∑
j=1
∫
B(ξ ′j,δ˜/ε)
e
{w j(y)+ p−1p 1γ p w0 j(y)+(
p−1
p )
2 1
γ 2p
w1 j(y)+θ(y)}
(
1+ O
(
1
γ p
))
dy
= 1
p2γ 2(p−1)
m∑
j=1
∫
B(0, δ˜μ jε
)
8
(1+ |y|2)2
(
1+ O
(
1
γ p
))
dy
= 1
p2γ 2(p−1)
4π(2k + l)(1+ |logε|−1Θλ(ξ)), (5.15)
with Θλ(ξ) a function, uniformly bounded, as λ → 0. From (5.13)–(5.15) we get
λ
p
∫
Ω
e(Uλ)
p
dx = 1
p2γ 2(p−1)
4π(2k + l)(1+ |logε|−1Θλ(ξ)). (5.16)
Thus from (5.4), (5.5), (5.12) and (5.16), we obtain that
Fλ(ξ) = 1
p2γ 2(p−1)
{
−4π(2k + l)2− p log8
2− p − 8π(2k + l) logε.
− p
2(2− p)
m∑
j=1
c2j H(ξ j, ξ j) +
∑
l = j
clc jG(ξl, ξ j) + O
(|logε|−1)
}
,
which implies (3.10) by (1.8). This concludes the proof of Proposition 3.2. 
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