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The thesis reports the outcome of three main investigations. The first investigated 
the technical issues involved in how commuter’s departure time and mode choice 
might be affected by road user charging. The second investigated the public’s 
preferences for allocating revenues from a road user charging scheme. Both were 
based on surveys in Edinburgh, where plans for a particular scheme had been 
developed1. The third assessed how different charging levels affected both the 
demand for travel by car and the revenue generated, raising questions as to how the 
balance between differing objectives might be struck.
The surveys undertaken used stated preference techniques to investigate departure 
time and mode choice changes for a sample of 211 employees working in the city 
centre of Edinburgh in June 2002.
Departure time to work was found to be influenced not only by the work schedule 
(hitherto the only component of scheduling flexibility) but also by other social 
factors. These included whether or not regular activities were carried out before or 
on the way to work; and whether or not a respondent had dependent children where 
all adults in the household were working. The highest levels of scheduling flexibility7 
were observed for individuals who had flexibility in both their work schedules and 
non-work activities. The calibrated models support the relevance of aspects of 
flexibility to the departure time choice. Mode choice was modelled using data from 
stated preference experiments. It was shown that many car drivers were prepared to 
switch to the bus when faced with paying a toll. Moreover, a small percentage of bus 
users were prepared to switch from the bus to the car, perhaps seeing an 
opportunistic reduction in traffic levels, which would make the car a viable 
alternative.
Respondent’s preferences for the allocation of revenues from a road user charging 
scheme were jointly modelled with choice of mode of travel using the nested logit 
model. The justification for this is that the allocation of the revenues might affect
ii
1 The proposed Edinburgh scheme was rejected by the public in February 2005 by referendum.
other choice decisions. The overall goodness of fit of the model was reasonable, 
although not all of the model coefficients were statistically significant. However, the 
approach to jointly modelling mode choice and revenue allocation offers an 
interesting concept, which is worthy of further research.
The effect of different levels of charge on traffic levels and revenue raised was 
investigated based on the three levels of charge, which were offered to all 
respondents. The findings suggest that there would be a slight increase in traffic at 
the lowest level of charge (in this case £2), while traffic reduces significantly at each 
of the next two levels of charge (£3.50 and £5). On the other hand, the revenue 
from the scheme increases with increasing levels of charging (up to £3.50), and then 
decreases with the decrease in demand. Therefore, based on this pattern, alternative 
optimum levels of charge can be identified to achieve different objectives. For 
example, in this case, if the objective is to maximise revenues, then the optimum 
level of charging appears to be about £3.50 — somewhat above the level of charge of 
£2 proposed in the Edinburgh scheme. If the objective is to reduce traffic levels, 
that would certainly require a higher charge than £2, but what the optimum level of 
charging might be cannot be determined for such an objective, since the quantity 
demanded still appears to be falling even when the charge is £5.
The main principle behind the theory of road user charging is that motorists should 
be charged for using the roads, where the extent of the charge reflects the costs that 
they impose on others and on the environment (thus helping to reduce traffic 
congestion). However, the experience from other studies suggests that in almost all 
cases the revenues generated are as relevant. These two objectives are conflicting; 
there is a need for further research and development of methodologies for the 
investigation of optimum specifications of schemes that reach a satisfactory 
compromise between the two objectives, taking into account the fact that raising 
revenue helps to provide funds that (under a hypothecated scheme) can be 
ploughed back into transport, and hence help reduce the demand for road use. 
Moreover, there is a need for an explicit recognition of the relevance of the 
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The use and ownership of cars has grown significantly in recent decades. The affect 
of this has been increased traffic congestion, particularly at specific times of the day, 
on specific routes, modes and destinations. This, in turn, has led to concerns about 
public transport patronage, accessibility, environmental and noise pollution, urban 
sprawl, road-user safety and economic effects. These problems, combined with the 
lack of financial resources to improve the transport system (e.g. to build and 
maintain the road infrastructure and introduce new public transport systems) have 
necessitated a shift from ‘predict and provide’ to ‘predict and manage’ (e.g. parking 
measures, access controls, public transport measures and pricing measures). Pricing 
measures have become much more attractive to local authorities. Firstly, because 
they are relatively new tools; therefore there is anticipation that these measures will 
solve many of the transport problems. Secondly, legislation for road user charging 
(and workplace parking in England & Wales), in the Transport Act 2000 and the 
Transport (Scotland) Act 2001 gave the green light for local authorities to 
implement such policies. Finally, the revenue stream from pricing measures makes 
them an appealing option. Flowever, since these enabling powers, only two local 
authorities have introduced road user charging. The first road user charging scheme 
was introduced in Durham in October 2002, followed by the London scheme in 
February 2003. Edinburgh is proposing a road user charging scheme, and a 
referendum (for residents of Edinburgh City Council) will be held between February 
7th and 21st 2005. The impacts of the pricing measures on travel behaviour could be 
investigated using a number of approaches.
There are two main approaches for the investigation and modelling of the 
consequences of pricing measures, as well as for other travel demand management 
measures: 1) qualitative approaches and 2) quantitative approaches. Qualitative 
research is designed to reveal a target audience’s range of behaviour and the 
perceptions that drive it, with reference to specific topics or issues. It uses in-depth 
studies of small groups of people to guide and support the construction of
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hypotheses. Qualitative methods in the field of transport research include in-depth 
interviews with individuals, group-discussions and diary exercises.
Furthermore, qualitative approaches are the collection and analysis of non- 
numerical information; hence the results are descriptive rather than predictive. 
Quantitative approaches, on the other hand, cover a variety of techniques that can 
be used to measure the demand for services before and after the implementation of 
policies, based on the characteristics of the system. Quantitative methods range 
from simplistic approaches (for example, monitoring and simple analysis of 
implications of polices and measures, traffic counts, analysis of attitudes and 
preferences to some policies, etc.) to much more advanced modelling techniques 
and approaches.
Some of these models are not based on any prior assumptions (e.g. simulation), 
while others make use of a large number of available mathematical theories and 
concepts. Discrete choice models, for example, which provide a platform for most 
of the currendy used travel choice models, are largely based on the concept of utility 
maximisation. In this theory decision-makers are assumed to be maximising their 
utilities from the choice they make when faced with a number of options from 
which to choose. The concept is robust and behaviourally sound, and there are 
many choice situations that can be explained under its conditions. However, there is 
evidence in some research that there are other choice situations where individuals 
do not follow this decision rule. There are a number of alternative approaches to the 
concept of utility maximisation, which include Bounded Rationality (Simon, 1947), 
Elimination by Aspects (Tversky, 1972), and Prospect Theory (Kahneman & 
Tversky, 1979). Similarly, a large number of network models are based on the 
concept of equilibrium, and the assumptions of perfect information and the stability 
of the system under these conditions have also been criticised.
There are continuing developments and research to improve the efficiency and 
realism of transport models, in the following areas:
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1. Developments in new modelling approaches; for example, alternative 
approaches to equilibrium and utility maximisation. Examples include the 
concept of asymmetric churn and the use of dynamic models and simulation 
models.
2. Developments in the methods of data collection; for example, the use of 
activity based diaries, and continuous developments in collection and analysis 
of stated preference data.
3. Developments in the types of variables and attributes, which affect travel 
behaviour and choices; for example, how allocation of revenues might affect 
preferences and attitudes to road user charging, and how work and non-work 
commitments might affect departure time for travel to work.
4. Developments in the efficiency and estimation of the models; for example, 
new mathematical algorithms for the estimation of the model parameters.
5. Further developments in the analysis of travel behaviour and their policy 
implications. For example, the development of the ‘predict and manage’ 
concept and its implications, and the investigation of impacts of the 
allocation of revenues on other choice decisions such as mode choice and 
destination choice.
The impacts of road user charging schemes have been heavily investigated in the 
literature. However, how to assess the success of such schemes (or their technical 
optimality) has not been much researched. The technical optimality of road user 
charging versus public acceptability is a two-faceted problem, which is worthy of 
much more future research. The success of such schemes should, most definitely, be 
assessed against its objectives. In general, if the objective is to reduce congestion, 
then higher levels of charging are to be implemented, so as to deter travellers from 
using the system. The scheme would be successful then, if the required proportion 
of travellers were discouraged from using the system; hence achieving the 
congestion reduction targets. On the other hand, where the objective is to maximise
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revenues, the level of charging should be lower in order to not discourage travellers 
from using the road. Then, the scheme would be successful if as many travellers as 
possible were retained in the system; hence maximising revenues. In most cases, 
however, both objectives are relevant, and therefore a compromised level of charge, 
as well as the level of targeted traffic reductions, would have to be considered. A 
stream of revenues will be raised by a scheme regardless of whether the objective of 
the scheme is to maximise revenue or to reduce congestion (or both). The allocation 
of this fund could be crucial to the success, or otherwise, of the scheme, and for 
gaining public acceptability.
The public acceptability of road user charging too is very important for the success 
of the charging scheme. In fact, public acceptability issues often impede the setting 
of clear objectives from the outset. For instance, a local authority may have the 
desire to reduce traffic congestion in the city by a certain level but they are aware 
that the public will be unhappy about the introduction of charges. The local 
authority may try to increase acceptability by promising to spend large portions of 
the revenue on public transport improvements, road building/maintenance etc.
Such promises might affect the achievement of the original objectives of the scheme 
(i.e. congestion reduction), because (as mentioned previously) in general, to achieve 
high revenues the charge would have to be lower so that few travellers are 
discouraged from using the system. However, this would help in achieving the 
support and acceptance of the scheme. Moreover, the greater the traffic reduction 
the less revenue will be raised; hence, the promise of delivering large amounts of 
revenue for allocation to different projects may not be achievable. Or, if the revenue 
originally promised, would in fact be raised, then the scheme would be unlikely to 
achieve its original congestion reduction targets.
In the context of impacts of road user charging on congestion levels, the congestion 
of routes and roads have largely been given more emphasis in a lot of current and 
previous research; however, departure time choice, as well as destination choice, 
have been less researched. In this research the introduction of road user charging in
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Edinburgh and its implications on departure time and mode choice, as well as the 
preferences for the allocation of revenues are investigated. It is recognised in the 
literature that work schedule (i.e. work flexibility) will affect departure time choice. 
However, scheduling flexibility has been over simplified and generally considered 
only as a dummy variable in previous models (e.g. Abkowitz, 1981; Emmerink & 
van Beek, 1997; Small, 1982). Furthermore, non-work scheduling constraints such 
as dropping children to school and other non-work commitments, although 
recognised in previous research, have not been explicitly included in departure time 
choice models. In this work, flexibility of departure time choice is considered by 
defining levels of flexibility for each individual based on work and non-work 
commitments.
In general, it could be claimed that the most anticipated change to the introduction 
of road-user charges is mode switch; therefore, a model of mode choice is calibrated 
in this study. Also, a combined mode and departure time choice model has been 
investigated, as there has not been much research work conducted in this area, in 
the context of road user charging.
A large amount of research on the preferences for the allocation of revenues has 
been reported in the literature, in order to incorporate the public’s opinions and 
improve their acceptability of road user charging. One of the first approaches for 
setting out the allocation of revenues was the ‘rule of three’ (Goodwin, 1989), and 
that of Small (1992), with not much more advances in this area since then. 
Moreover, much of the research has been on the attitudes and preferences for the 
allocation of revenues, and no predicting models (to the knowledge of the author) 
have been developed to investigate the impacts of changing the way the revenues 
are allocated. Further work is required in these areas: 1) to model the allocation of 
revenues and their impacts on acceptability of the scheme; 2) to model the 
implications of different packages; and 3) to jointly model the allocation of revenues 
and travel choices (e.g. mode and destination choice). In this work it has been 
attempted to further develop the research in these areas.
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Therefore, the objectives of this research are as follows:
1. To carry out a comprehensive literature review in the following areas: a) 
traffic and transport related problems in the UK and in Edinburgh, b) travel 
demand management (TDM) measures, c) road user charging schemes; 
debating whether they are achieving their objectives, d) public acceptability 
of road user charging, and e) methods of data collection and modelling of 
the impacts of TDM measures.
2. To design a survey to collect data on the attitudes to and anticipated 
behaviour towards the introduction of road user charging in Edinburgh.
3. To investigate and model departure time choice in the context of road user 
charging. In particular, to examine the influence of work and non-work 
scheduling commitments on departure time choice.
4. To examine the impacts of introducing road user charging on mode choice, 
as well as combined mode and departure time choice.
5. To investigate the preferences for the allocation of revenues from a road 
user charging scheme, and to jointly model it with choice of mode of travel.
The rest of this thesis is structured as follows. In chapter 2 traffic and transport 
related problems in Great Britain are discussed, along with a number of travel 
demand management measures aimed at tackling these problems. The theoretical 
framework for congestion charging is also set out, as are the general objectives 
usually considered by any scheme. The experiences of road user charging schemes 
from around the world (including the UK) are reviewed, and an evaluation of the 
ability of schemes to achieve the stated objectives is put forward.
The traffic and transport characteristics of the city of Edinburgh are set out in 
chapter 3. The proposed road user charging scheme for Edinburgh is presented and 
the public consultation phases for this scheme are also outlined. Public acceptability 
of road user charging is examined in chapter 4, where the factors affecting public 
acceptability are outlined. In this chapter specific reference is made to the revenue 
allocation aspect of public acceptability.
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Travel demand forecasting models are discussed in chapter 5, where the concepts of 
equilibrium and utility maximisation are also examined. Furthermore, a number of 
available discrete choice model forms are described in this chapter. This includes the 
most widely used multinomial logit and nested logit models, which are the two 
model forms used in this research.
The research methodology is set out in chapter 6. This includes a brief review of the 
preliminary questionnaire, as well as a detailed description of the main survey and 
the stated preference methodology. The survey administration is also summarised in 
this chapter. The general statistics are presented in chapter 7. This is followed by a 
summary of the general statistics for the departure time choice experiment in 
chapter 8. The discrete choice models of departure time choice are presented and 
discussed in chapter 9. In chapter 10 further departure time choice models are 
presented, with specific reference to work and non-work scheduling flexibility.
In chapter 11a general analysis of the mode choice data set is first set out. Then, an 
investigation of the influence of toll levels on mode choice is presented and 
discussed. The change in demand for car travel in response to specific levels of tolls 
is examined, with particular reference to the effect of this on traffic reduction and 
revenue generation. The mode choice discrete choice models are presented and 
discussed, followed then by the combined mode and departure time choice models.
In chapter 12 the attitudes of respondents towards two sets of revenue allocation 
statements (one on general spending options and one on bus-specific options) are 
presented and discussed. Discrete choice models of revenue allocation are also 
presented and discussed in this chapter, including an attempt to jointly model mode 
choice and revenue allocation. Potential scenarios for the allocation of revenues are 
also set out in this chapter. Conclusions, limitations of the research and further 
recommendations are set out in chapter 13.
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2 TRANSPORT RELATED PROBLEMS AND THE 
EMERGENCE OF CONGESTION CHARGING
2.1 INTRODUCTION
2.1.1 Road Traffic in Great Britain
In Great Britain, as in many other countries throughout the world, traffic levels are 
increasing. Many factors have contributed to this situation, including increasing car 
ownership and numbers of drivers, reductions in car occupancy levels, changes in 
fuel price and varying levels of spending on roads (Department for Transport, 
2004c). In urban areas increasing traffic levels have lead to pressures on the road 
network: the aggregate effects of continually increasing traffic levels in some areas 
are now causing serious economic, environmental and social problems (Institute of 
Highways and Transportation, 1997, p.l). For example, the excess demand imposes 
congestion costs on other car users. That is, each extra driver on the road imposes a 
marginal increase in the delay being suffered by all other drivers. Moreover, traffic 
congestion is perceived as a major problem by many people: for instance, in 2002, 
over half (57%) of respondents to the British Social Attitudes survey reported that 
they believed that congestion in towns and cities was a serious issue (Department 
for Transport, 2004c). Not surprisingly, in a Department for Transport survey 
commissioned in 2003, over 42% of respondents believed that too many cars on the 
road was the main cause of traffic congestion (Department for Transport, 2004a).
The number of cars registered in the UK has increased 11 fold, from less than 2 
million in 1950 to over 24 million in 2002 (Department for Transport, 2003, also see 
Figure 2.1). Indeed, even since 1993 car ownership levels have increased by over 
22% {ibid). Economic growth has spurred this increase as well as households’ desire 
to own a car. In Great Britain, almost three-quarters of households (73%) have 
regular use of at least one car, although this figure drops to 66% for Scottish 
households {ibid, also see Figure 2.2).
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Increased car ownership encourages increased car usage. For example, total traffic 
on the roads has increased by 77% between 1980 and 2002, from 277 to 490 billion 
vehicle kilometres, with the majority of growth occurring between 1980 and 1990 
(Department for Transport, 2004c). Moreover, the majority of the growth in traffic 
is attributable to the car, which has increased by 83% rising from 215 billion 
kilometres in 1980 to 392 billion kilometres in 2002 {ibid, also see Figure 2.3.). Along 
with increased mileage, people are also travelling longer distances: in the late 1980’s 
the average annual distance travelled per person increased significantly from 5,318 
miles in 1985/86 to 6,475 miles in 1989/91, which was a rise of over 17% {ibid.). 
Since then the rise has been just over 6% to 6,879 miles in 2002 {ibid.). However, 
road lengths in Great Britain have only increased by 10 % between 1980 and 2002 
{ibid.).
Year
Figure 2.1 Growth in car ownership (UK): cars currently registered 1950-
2002
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Figure 2.2 Private motoring: households with regular use of cars (Great
Britain): 2001
Source: Department for Transport (2003)
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Figure 2.3 Road traffic growth (Great Britain): cars and other modes 1980-
2002
Source: Department for Transport (2004c)
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Moreover, this growth in car usage and ownership has not yet reached its peak. 
Forecasts1 indicate that this growth will continue, with car and taxi kilometres 
predicted to increase by 31 % between 1998 and 2016 and car numbers to increase 
by 27 % (Department of the Environment, Transport and the Regions, 1997). 
Increased car ownership and usage has impacted upon traffic congestion and other 
transport related problems, which in turn have escalated the concerns amongst the 
public and politicians alike.
The increase in vehicle usage is not uniform throughout the network though. 
Indeed, a major problem in relation to car usage is the peaks in demand that appear 
at certain times of the day, on certain routes and at certain destinations. For 
example, in 2003, car traffic was approximately 10 to 35% heavier in the morning 
and afternoon peak periods than in the period between 10 am and 4 pm 
(Department for Transport, 2004b, also see Figure 2.4). It is evident therefore that 
the road network cannot sustain increased demand for road space, which is also 
fuelled by the decline in the use of alternative modes of travel to work. For instance, 
in the autumn of 2002, over 71% of workers in Great Britain travelled to work by 
car/van/minibus, while only 14% took public transport (Department for Transport, 
2003, also see Figure 2.5). This in turn creates a vicious circle where deteriorating 
public transport services encourage more people to use the car and so on 
indefinitely. The increase in demand for road space, at particular times of the day, 
on particular routes, at particular destinations and for particular modes, is therefore 
a major problem for local authorities to deal with.
1 The figures are the forecasts before the White Paper on Integrated Transport was published.
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Figure 2.4 Traffic distribution by time of day on weekdays on all roads
(Great Britain): 2003
Source: Department for Transport (2004b)
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□  Car/ van/minibus
Figure 2.5 Main mode of transport to work (Great Britain): Autumn 2002
Source: Department for Transport (2003)
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2.1.2 The Environmental Impacts of Transport
One of the most direct implications of the increase in road traffic is the effect on 
the environment. Concerns about the environmental impacts of road transport have 
grown. In many cities the private car is the single greatest polluter, predominantly 
due to the accumulation of vehicles on the road. The sources of these emissions are, 
therefore, the combustion process and the evaporation of the fuel (the UK National 
Air Quality Information Archive, n.d.). Environmental pollutants include carbon 
dioxide, which contributes to global warming, but has little direct impact on health 
and carbon monoxide, which reduces the flow of oxygen in the bloodstream, 
therefore being particularly dangerous to people with heart disease {ibid.). Other 
pollutants such as particulate and compounds are also toxic to humans. Again, 
pollutants such as nitrogen oxides and sulphur dioxide cause acidification (including 
acid rain), which can damage buildings and ecosystems {ibid.). Over the past twenty 
years greenhouse gas emissions from transport have increased by 62%, accounting 
for 27% of all UK emissions: in the main, this is due to the increase in car usage and 
the decline in public transport usage, cycling and walking (Department for 
Transport, 2004c). Even with the introduction of catalytic converters and cleaner 
fuels to reduce local air pollution, these reductions are not enough. With the 
forecasted growth in traffic, targeted local and national measures must be 
implemented which strive to reduce traffic and the environmental impacts rather 
than measures that just restrain traffic growth.
In final energy terms the transport sector was the largest single consumer of energy 
in 2003, accounting for 35% of the total (Department of Trade and Industry, 2004, 
also see Figure 2.6). In 2003, 56,020 thousand tonnes of oil equivalent were 
consumed in the transport sector, three quarters of which was consumed by road 
transport {ibid, also see Figure 2.7). The increase in vehicle ownership and usage has 
led to higher energy consumption2 in the road sector. Between 1970 and 2003 there 
has been a 95% increase in energy consumption in the road sector (passengers and
2 This is measured in thousand tonnes o f oil equivalent.
13
C hapter 2
freight); however, the rate of increase has slowed considerably since the 1990’s, with 
an increase of just over 6% between 1993 and 2003 (ibid.). Furthermore, in 2000, 
cars accounted for nearly two thirds (62%) of all road energy consumption.
Although the increase in energy consumption for road passenger traffic has been 
almost 77% since 1970, the increase between 1993 and 2003 was almost negligible at 
less than 1% (ibid.). However, improvements are still needed. These important 
reductions, in the rate of increase in environmental pollutants and energy 
consumption figures, are due to a variety of reasons including stricter European 




Figure 2.6 Percentage sector shares in total energy consumption (UK):
2003
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Figure 2.7 Transport energy consumption (UK) by type of transport: 1970-
2003
Source: Department of Trade and Industry, 2004
Other environmental impacts of transport include noise, community severance and 
road accidents. Excessive noise is regarded as intrusive and can impact on people’s 
quality of life. Apart from the direct impacts on hearing, noise can also have 
emotional effects such as annoyance, irritation and sleep disturbance. The Building 
Research Establishment (BRE) carried out a UK national noise attitude survey in 
1999/2000, which assessed attitudes and emotional reactions to various sources of 
noise (The Building Research Establishment, 2002a). The study found that road 
traffic noise was the most commonly heard noise whilst in the home (84%); and 
40% of respondents were bothered, annoyed or disturbed to some extent {ibid). 
Furthermore, 28% of respondents reported that road traffic noise at their homes 




Moreover, well-documented evidence exists to show that, as traffic volumes 
increase, social contact within streets declines (Appleyard, Gerson & Lintell, 1981). 
Traffic can become a barrier, causing community severance, which in turn impedes 
on the everyday activities for residents and pedestrians on those streets. Moreover, 
this can be a particular problem for the elderly, children and the mobility impaired. 
Road accidents are another problem associated with motorised traffic. Although the 
number of road users killed or seriously injured in Great Britain has decreased by 
26% between 1992 and 2002 (Department for Transport, 2003), the number of 
deaths has remained quite static over the last few years (see Figure 2.8). Again, this 
suggests a requirement for policies to reduce traffic levels and the associated 











Figure 2.8 Road accident casualties (Great Britain) by severity: 1992-2002
Source: Department for Transport (2003)
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2.1.3 Managing Traffic Problems
Traffic congestion and associated problems have become a major worry for 
transport planners, politicians and the public in general. The transport related 
problems discussed above require immediate attention, particularly as many past 
policies have failed to adequately deal with these problems. The traditional approach 
for dealing with traffic congestion has been ‘predict and provide’ (Owens, 1995); 
that is, the forecasts of vehicle usage were accommodated by building more roads. 
This approach is no longer viable: it is now widely accepted that unrestrained 
demand for travel by car cannot be sustained. Measures taken to address the 
problems have therefore shifted from the concept of ‘predict and provide’ to 
‘predict and manage’. These measures are known as travel demand management 
(TDM).
TDM is a set of policies with the primary objective of influencing the travel 
behaviour of individuals through restrictions on private vehicle use and ownership 
and the provision of various travel alternatives. These policies attempt to modify the 
temporal and spatial dimensions of travel, mode choice and perhaps even the 
decision to travel at all. Road user charging is one such TDM policy, which can be 
used to tackle the negative effects of traffic growth; however, there are many others 
that can also be adopted. These are discussed in the following sections.
2.2 TRAVEL DEMAND MANAGEMENT MEASURES
TDM measures are often referred to as ‘push and pull’ measures and can include 
regulatory, pricing, planning or persuasive policies. The objective of such measures 
is to encourage individuals to either make their trips at a different time (outside the 
peak), by a different mode or to find another way of carrying out the trip purpose. 
Applying such measures can result in a more efficient transport system, improved 
environmental conditions and improvements in safety as well as revenue generation, 
which may be earmarked for investment in the transport system.
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As mentioned above, TDM policies can be regulatory, pricing, planning or 
persuasive in nature. However, in this review, they are separated into fiscal and non- 
fiscal measures. Non-fiscal measures that can be adopted by planners and policy 
makers include: Traffic calming and access controls; parking management and 
control; public transport improvements; road space reductions; urban traffic 
management and control systems; traffic bans/restrictions; and travel awareness 
campaigns. Fiscal measures can include: parking charges; workplace parking levies; 
fuel taxes; vehicle excise duty; car ownership permits; public transport subsidies; and 
road user charging. The following sections review some of these measures and some 
results from previous research on such measures.
2.2.1 Non-Fiscal Travel Demand Management Measures
2.2.1.1 Traffic Calming and Access Controls
Traffic calming is a set of self-reinforcing measures with the principle aim of 
reducing vehicle speeds and unnecessary traffic in built up areas. Traffic calming 
schemes were implemented in the 1970's by the Netherlands, Denmark and 
Germany and today they are still leaders in this field of traffic management. These 
measures can include (Harvey, 1992):
• Vertical deflections: speed humps (rounded or flat topped), speed tables 
cushions and rumble strips
• Horizontal deflections: e.g. chicanes
• Road-narrowing
• Central islands
• Tree planting on main roads
Research by Harvey {ibid) suggests that vertical shifts in the carriageway are the best 
traffic calming measure for reducing vehicle speeds. Other traffic calming measures 
such as chicanes, islands etc. are best used as supporting measures to vertical shifts.
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It was also found that the number and the severity of accidents could be reduced by 
traffic calming (up to 40% in the number of accidents). As vehicle speeds are 
reduced in areas with traffic calming, it deters through-traffic and ‘rat-running’ 
because of the extra time it takes to travel through these areas.
One of the simplest forms of access control is the physical or regulatory closure of 
roads and routes. In many ways this measure links in with traffic calming policies, 
where the road space is often given over to pedestrians, cyclists and sometimes 
public transport. These are often referred to as ‘Home Zones’ or ‘Woonerfs’, where 
more vulnerable road users have priority over moving vehicles. Again, the major 
impact of such measures is the elimination of through-traffic, rather than a 
reduction in traffic levels.
2.2.1.2 Parking Management and Control
The availability of a parking space is a major determinant in influencing an 
individual to drive to a particular location. Parking attracts cars and therefore 
generates traffic. Moreover, when cars are parked, there is less space available for 
other uses. Parking management policies can include reducing the supply of parking 
spaces, imposing duration or time—of-day restrictions on spaces, better enforcement 
of current parking policy and charging for spaces. The latter will be discussed under 
fiscal measures. The problems of parking policies can include a lack of control over 
private non-residential parking, inability to tackle through-traffic, circulating traffic 
and queuing traffic. Parking policies also fail to reflect the externalities associated 
with trip length or route taken, because they impose a charge at the end of the trip 
(Verhoef, Nijkamp & Rietveld, 1995).
Research by Verhoef et al (1995) using a diagrammatic analysis and spatial parking 
model revealed that parking charges are superior to physical parking restraint 
measures. Furthermore, they remarked that parking charges are only a second-best 
policy compared to road user charging policies. However, the public acceptability is
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likely to be higher for parking policies, than for road user charging for the same 
reasons as mentioned above. Studies from Switzerland show that parking policies 
are successful when implemented as part of a package (Bonnel, 1995). Some of this 
success has been achieved by decreasing the number of public parking spaces and 
imposing strict controls on private parking through planning permission. A study by 
Jones (1991b) showed that support for the enforcement of parking regulations was 
high: it was the third most supported TDM measure in one survey and received 
66% and 74% of public support in two other surveys.
2.2.1.3 Travel Awareness Campaigns
Another method of influencing change in travel behaviour is to focus on the 
individual. This involves promoting awareness of the environmental effects of car 
travel, the benefits of using alternative modes of travel, thus prompting the 
individual to change travel behaviour (Travelwise, 2000). One of the most 
noteworthy campaigns is Travelwise, which was initiated by Hertfordshire County 
Council and later adopted by other local authorities in the UK. Campaigns targeted 
schools and companies in an attempt to persuade them to adopt green transport 
plans such as safe routes to school or car-pooling. There has been little research into 
the effectiveness of these campaigns. However, Wooton (1999) suggests the 
“background opinions they encourage are important [rather] than the change in 
travel behaviour they produce” (p. 164).
2.2.1.4Public Transport Improvements: Park and Ride
Park and ride is a scheme aimed at car users, which encourages them to use public 
transport rather than the car to travel into a town or city. The aim is to reduce 
traffic on radial routes and the demand for parking in central areas (Pharoah, 1992). 
One of the factors that make park and ride more attractive than other forms of 
public transport is that the service usually operates non-stop between the car park 
and the town/city centre, thus making it faster than taking the regular bus.
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Marshall & Banister (2000, p. 328) estimated that a park and ride site in Bristol 
(Brislington Park) reduced the number of car journeys into the city centre by 550 on 
weekdays and 520 on Saturdays. However, their findings also suggested that park 
and ride had the ability to generate as well as reduce traffic. Some trips were made 
by individuals who previously used public transport and otherwise would not have 
used a car, while other trips were made by people who previously would not have 
made such a trip at all.
Parkhurst (1995) too noted behavioural responses to park and ride that were not 
anticipated, or not intended. He found that park and ride had the power to generate 
traffic, with little evidence of traffic reduction; Saleh, Berghout, Cassir & Bell (1998) 
also found similar results to this. The trips that disappeared from the road network 
in Oxford and York after the implementation of park and ride were substituted by 
new car journeys, thus, network conditions remained the same, i.e. demand filled the 
space (Parkhurst, 1993 cited in Parkhurst, 1995). Another study showed that some 
of the patrons of park and ride schemes were former public transport users, who 
changed to driving to the park and ride scheme (Parkhurst, 2000). Parkhurst 
concluded that a more appropriate policy classification for park and ride is a 
redistribution of cars rather than a policy for reducing car traffic {ibid. p. 172). 
Another important factor affecting the success of park and ride is the provision of 
effective parking controls within the central area (including workplace parking) 
(Pharoah, 1992). Again, if the parking management policy is not thorough, the 
spaces vacated by former car users will merely be replaced by other car users.
Jones (1991b) observed that 91% of respondents in a survey for the Royal 
Automobile Club endorsed the provision of park and ride services. Collis & Inwood 
(1996) found that 90% of respondents to a Bristol survey thought that park and ride 
was a favourable TDM measure, with 80% believing that it would be an effective 
measure for reducing traffic congestion. The popularity of park and ride is in it 
being a ‘pull’ measure: people tend to favour measures which attract them away 
from the car rather than those that force them out of their car. Schlag & Schade
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(2000) recapitulate this in their analysis of acceptability of TDM measures in 
European cites: ‘pull’ measures such as public transport improvements and park and 
ride were acceptable, whereas ‘push’ measures such as increased parking charges and 
cordon pricing were totally unacceptable3.
2.2.1.5 Urban Traffic Management Control
Urban traffic control uses information technology to integrate traffic signals over a 
wide area in order to monitor, operate and control these signals. The information 
gathered is used to assess traffic conditions such as congestion and will alter signals 
to avoid such hold-ups. It is claimed that UTMC reduces congestion because traffic 
flows are improved (for example, MUSIC Consortium, 1999). This may then lead to 
other improvements such as in air pollution because of the reduction in slow 
moving traffic and reductions in accident levels. Moreover, UTMC is a sophisticated 
policy tool, which can be used for other purposes such as public transport priority, 
pollution monitoring and enforcement measures monitoring.
Jones, Hallworth & Fox (1998) investigated the benefits of selected vehicle priority 
and found that reductions in delay were achievable with such systems. Evidence 
from field trials in Turin showed that eleven-second savings per vehicle were 
available at junctions and results from Camden (London) showed five-second 
savings per vehicle at each junction. They also commented on the achievements of a 
system in Charlotte, North Carolina, where priority systems have been utilised on 
eleven intersections on a four-mile section of an express bus route. This has resulted 
in a decrease in delays to buses by between two and six minutes, doubling patronage 
since its introduction and increasing bus frequencies at peak periods {ibid.).
3 T his research mainly focused on car drivers, with only one o f the cities including other transport 




Some cities have opted for traffic bans and restrictions (i.e. access control) as 
measures to manage travel demand. These restrictions can take a variety of different 
forms including:
• Restrictions based on vehicle license plate numbers, for example, even 
numbered license plates allowing access to restricted zones on particular days 
and odd-numbered licence plates on the other days. These types of 
restrictions normally operate only during certain periods of high pollution or 
during special events.
• Restrictions based on limited access to roads/streets during particular hours 
and/or for certain vehicles.
A vehicle restriction policy was introduced in Athens, Greece in the 1980’s as a 
measure to reduce atmospheric pollution, but had negative impacts which were not 
expected. On even numbered days, only vehicles with an even numbered licence 
plate (based on its last digit) could enter the city and odd numbered licence plates 
on odd days. Although the policy was successful in terms of enforcement, it resulted 
in an increase in car-ownership as many commuters bought a second car. The 
second car was often older and thus more polluting than the first (Giaoutzi & 
Damianides, 1990, cited by Salomon & Mokhtarian, 1997). Another problem of 
such a measure is that trips are not cancelled: they are just postponed until the next 
day.
The City of York implemented pedestrian zones known as ‘Footstreets’ in 1987, 
with the aim of giving pedestrians priority over vehicles. This was achieved by 
severely limiting motor vehicle access during pedestrian hours. The objective of 
such policies is to achieve environmental improvements in these areas and to reduce 
accidents. Information on the effectiveness of this policy was not available, although 
the Local Transport Plan states that environmental and pedestrian safety has vastly 
improved (City of York Council, 1998). Evidence from a vehicle access control
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scheme in Barcelona (ELTIS, n.d.), indicates that daily car traffic entering the 
restricted zone has been reduced by 78%. This type of measure restricted vehicle 
access to emergency vehicles, commercial vehicles and residents. The problem with 
providing exemptions is that so many groups request such exemptions and, if 
granted, the impacts of the scheme are reduced.
It is claimed that one of the benefits of access controls is that accident levels often 
decrease. For example, Cairns (1999) investigated accident rates after the 
implementation of road-space reallocation in eight case studies. As the before and 
after periods varied between each case study it was difficult to determine exactly the 
change in accident rates: however, results indicated that in places where reallocation 
of road space is efficiently implemented, accident levels reduce substantially. For 
example, on Princes Street, Edinburgh, where such measures were introduced, a 
34% decrease in accident levels in the core area was achieved.
Access controls were the only restrictive measure supported by respondents in a 
European survey of acceptability of TDM measures (Schlag & Schade, 2000). 
Perhaps this is because people perceive it as a more equitable policy than pricing 
measures, because the policy applies equally to everyone, and more environmentally 
friendly because it can create pedestrianised areas. However, in the case of odd-even 
license plate restrictions placed on car drivers in Athens, higher income households 
can purchase another car to avoid the restriction.
2.2.2 Fiscal Travel Demand Management Measures
2.2.2.1 Parking Charges
When a traveller decides to make a trip, the availability of a parking space and the 
cost of parking are important issues. If the parking space is free (or cheap) and 
spaces are readily available, it will be difficult to persuade a driver to use another 
form of transport. Figure 2.9 shows the breakdown of place of parking for journey
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purpose from 1996-1998. For the purpose of commuting/education the 
overwhelming majority (76%) of car users park their car at their firm or in a private 
car park. Although the figures do not indicate the percentage of these who pay 
parking charges, it is quite likely that the majority avail of free parking (or heavily 
subsidised) in their workplace. With such availability of parking, the car is an 
attractive mode of travel to work.
□  Firm/private car park ■  Public car park □  On own/ friends premises





7060B 60a<u 50uuCJ 40PU 30
20
10
Figure 2.9 Place of parking by journey purpose (Great Britain): 1996-1998
Source: Department of the Environment, Transport and the Regions (1999)
With free or cheap parking spaces, the demand for parking increases, which leads to 
traffic generation and environmental pollutants, with drivers circulating as they look 
for empty spaces. There are other problems associated with parked vehicles, such as 
annoyance and usage of public space, for which the driver does not pay the efficient 
price. This inefficiency should be paid by drivers, by forcing the driver of the parked
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vehicle to pay for these externalities (Verhoef et al, 1995). As each vehicle that 
makes a trip must be parked somewhere, parking policies may be a powerful 
measure to influence traffic flows.
A parking policy, specifically aimed at the pricing element (rather than the 
management or control element) can operate by either altering the current structure 
of the parking charges (that is, applying different charges at different times of day) 
or by altering the level of the charges (that is, significantly increasing the parking fee, 
or introducing one if it is currendy free). Discounts or exemptions may also be 
offered to certain sections of the community (for example, the Orange Badge 
Scheme in the UK). Topp (1995) suggests that parking charges can be differentiated 
by the duration of parking and the time of day, as follows:
1. Progressive charges: for example, 50p for first hour, £1 for the second hour, 
£1.50 for the third hour etc.
2. Linear charges: for example, 50p for the first four hours or £5 per day
3. Charge per occurrence: for example, £3 for up to three hours; therefore, if 
an individual only parks for 20 minutes, it will cost the same as parking for 
three hours.
Progressive charges will increase parking turnover by increasing the usage of the 
parking space and therefore accommodating more traffic (Topp, 1995). This is 
echoed by Pharoah (1992), who says that charges that favour short term parkers 
such as shoppers not only increase the turnover of the parking space but also 
increase vehicle miles. If short-stay parking spaces are available, users are not 
deterred from coming into the city/town because they can be confident of finding a 
parking space. Topp (1995) suggests that linear charges encourage drivers to park 
for longer which results in less turnover of the space and thus less car traffic: the 
lack of parking spaces act as a deterrent for people considering driving to that area. 
Although Topp (ibid.) claims that linear charges result in less traffic, these charges 
also have the potential to encourage traffic to circulate in the area searching for
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vacant spaces. This may generate more emissions at a local level, particularly if there 
are additional problems such as queuing to enter car parks.
The objective of a parking policy can be to influence a change in traffic levels or 
even to raise revenue. The use of the charging mechanism allows for better 
harmonisation between demand and supply (May, 1999). Evidence suggests that 
parking charges can impact on car use thus having a positive impact on the 
externalities of congestion and environmental problems caused by traffic (Feeney, 
1989). Parking charges generally have a more powerful effect on lower income 
groups; hence raising equity issues. But as lower income groups rely more on public 
transport, they will benefit from a policy that attempts to reduce car usage. Since 
charges are imposed at the end of the trip, an individual travelling only a short 
distance pays the same charge as someone using their car more (Button, 1998). 
Hence, such a policy may seem inequitable (and it is so in terms of paying for the 
costs of vehicle emissions), but it may have more of an impact on users travelling 
short distance, who probably have more alternative modes available to them, e.g. 
walk or cycle as well as public transport.
Zone parking can have impacts on parking at the peripheral of the zone, thus 
leading to negative impacts for residents in these peripheral areas (who previously 
may not have suffered from the effects of traffic externalities). An additional 
problem with parking measures is that they fail to impact on through-traffic. If the 
parking policy succeeds at reducing traffic, the space made available on the network 
will soon be filled with more traffic, particularly by through-traffic, which is not 
affected by parking charges (Small & Gomez-Ibanez, 1998).
There is little evidence to suggest that high parking fees are acceptable amongst the 
public (Button 1998). Rietveld & Verhoef (1998) found that only 18% of 
respondents strongly supported a doubling of parking charges as a measure for 
dealing with the environmental problems caused by traffic. Calthrop, Proost & van 
Dender (2000) found that the use of parking charges on their own faired well (in
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terms of welfare gains) against the sole use of a cordon charge. Only 25% of 
respondents to a Bristol survey (Collis & Inwood, 1996) supported increased 
parking charges as a congestion reduction measure. However, the public 
acceptability for such parking fee increases is likely to be higher than for road user 
charging. Verhoef et al (1995), suggested that parking charging policies may have 
some advantages over road user charging because the former policies are already in 
place and it may therefore be easier to extend such policies rather than implement 
new policies such as road user charging. However, they also remarked that parking 
charges are only a second-best policy compared to road user charging policies.
In many instances, evasion is quite common and thus the costs of a parking policy 
are high (due to lack of public support and lack of respect for parking charges). This 
in turn leads to high transaction costs for parking policies. Topp (1995) asserted that 
[effective] enforcement is generally self-financing because people are more likely to 
pay the charge and those who disobey are fined. He provided an example of the 
results of enforcement from the German city of Kaiserslautern (p. 36). Parking 
regulations in the inner city (with 2650 parking spaces) is enforced from 09:00 to 
19:00 by five full-time and 20 part-time attendants. In 1991, there were 700 tow- 
aways and 130,000 fines. The cost of enforcing the regulations was £635,804, (rate 
DM1 =£0.34183). The income from fines alone came to £683,660, which resulted in 
a positive balance (this had not taken account of the income from the actual parking 
fees). The issue of enforcement is also summarised by evidence from another 
German city, Mainz. There the average income from each parking meter increased 
from £139 (rate DM1=£0.348) in 1987 to £141 (rate DM1 =£0.34183) in 1991 due 
to enforcement of parking regulations. This was achieved without increasing the 
parking charges (ibid£
Parking policies are not suitable for tackling air pollution, noise annoyance and 
safety externalities directly. However, as parking charges are aimed at reducing 
congestion and hence the use of the car, then, reductions in environmental pollution 
might be a potential by-product. Parking policies are therefore better for dealing
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with the containment of congestion (Verhoef et al, 1995). However, McCrae et al 
(2000) researched the area of parking policies as a method to reduce emissions at 
high pollution episodes. As it is quite a new area of research, findings were quite 
limited. They referred to another TRL project report (Dasgupta et al 1994, cited in 
McCrae et al., 2000), which modelled the affects of a doubling of parking charges on 
traffic speeds, vehicle-km and CO2 emissions. McCrae et al remarked that the study 
showed some effect on CO2 emissions (albeit small reductions); however, the 
impacts of these reductions on air quality have not been quantified.
It has been argued however, that the effect of using increased parking charges as a 
congestion reduction measure may be uncertain (Button, 1998). This uncertainty 
may be linked to the fact that many commuters park free at their place of work. In 
fact, drivers are likely to search for cheaper or free parking because the price 
elasticity of demand for parking is responsive to such issues (May, 1999). If the issue 
of private non-residential parking is not tackled simultaneously, then the 
implementation of parking charges will be less effective, as drivers find parking 
spaces in these ‘alternative’ areas.
Private non-residential parking spaces account for between 40% and 60% of all 
space in town centres (May, 1997). Over three quarters of drivers going to work or 
education park their vehicle in a private car park or place of work (Department of 
the Environment, Transport and the Regions, 1999). Therefore, a parking policy 
aimed solely at public parking, will not be as effective as a policy that attempts to 
limit the availability of non-residential private parking. Workplace charging is one 
measure for dealing with the supply of private non-residential parking. A workplace 
parking charge is levied based on the number of spaces used at any one time (rather 
than the number of available spaces) at the workplace or close to the workplace by 
employees (also visitors, students etc.). The onus is on the owner (or occupier of the 




Local authorities in England and Wales (not Scotland) have the powers to 
implement WPPL. If they implement this policy they will have the authority to enter 
premises to check that parking numbers do not exceed those stated on the licence 
or that premises suspected of workplace parking without a licence can be 
investigated. One of the prerequisites of a WPPL is that congestion levels are 
tackled. The impacts of such a policy could include:
• The employer pays the licence and charges employees for parking;
• The employer pays for the licence and does not pass on the cost to 
employees
• The employer reduces the number of parking spaces used so as to reduce the 
amount of the licence fee
Both the first and third impacts stated above have the potential to reduce traffic 
levels. Some employees may not be willing to pay this charge and will thus look for 
alternative means of travel to work. If the number of car parking spaces at work is 
reduced, again employees will have to look for alternative parking spaces (which 
may be more expensive) or find other means of travel to work. When looking for 
alternative means of travel to work, it is desired that employers introduce green 
commuter plans, which will encourage employees to find alternative means of travel 
to work (Department of the Environment, Transport and the Regions, 1998b, 
section 2.17).
A tax break or grant for green commuter plans might make this an even more 
attractive option. There are schemes in America where employers pay their 
employees for foregoing their car parking space: this is called ‘cashing out’. 
Employees then find alternative means of travel to work such as car-pooling and 
public transport. Such a scheme has the potential to further reduce traffic levels. If, 
however, the employer does not pass the cost of the parking levy on to employees, 
the policy will not impact on traffic levels and there will be no reason for employees 
to change their travel behaviour.
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However, the public support for the WPPL varies. A study by Halcrow Fox & 
Associates (cited in Debell, 2000.) found that the majority of employers surveyed 
(75%-80%), stated that they would register for the WPPL licence and pay for the 
spaces, thus indicating that they would not pass on the charge to their employees. 
Of the employers surveyed in another study by Wang & Sharpies (1999), only 8% 
agreed that employees should pay the charges, with 15% stating that employers 
should pay the charge (although 64% did not answer this question). The survey of 
employees by Halcrow Fox & Associates {ibid.) indicated that if they had to pay the 
charge, 30-40% would pay it, 3% would car-share, 17% would drive and park at 
another location, 33% would change mode and 14% would work from home. The 
study also found that the majority of businesses were against the policy (65%) even 
if the revenue was earmarked for transport and only 14% thought that they could 
pass the cost onto employees. This latter point is quite important, because if the 
charge is not passed onto employees, their travel behaviour will not be affected and 
therefore congestion levels will not be affected. Seventeen per cent said that they 
would park elsewhere: in order to avoid such a situation, an effective parking 
management policy for the city/town must therefore be in force. This evidence 
suggests that the most likely response will be for employers to pay the charge and 
not pass it on to employees. Over 30% of employers stated that they might reduce 
the number of parking spaces available to employees, while 35% said they would 
not take this step (Wang & Sharpies, 1999). Taking this action could impact on 
congestion levels (particularly with effective parking management for public car 
parking) if employees were forced to find alternative means of travelling to work. It 
could be made even more effective if the remaining workplace parking spaces were 
firstly made available to car-poolers.
Furthermore, Halcrow Fox & Associates {ibid.) investigated the implications of a 
£3000 licence fee (with some exemptions) for London (an extended central area). 
They found that morning peak traffic in central London could be reduced by 2%. 
Substantial revenue could also be generated in the region of £45-£90m per annum.
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They also concluded that a lower charge would have less impact on traffic and 
would generate less revenue.
Parking policies are a very powerful tool for tackling congestion and for reducing 
car usage if they are planned for appropriately and used in conjunction with other 
TDM measures.
2.2.2.2Fuel Taxes
Fuel taxes are a marginal cost of car use; that is, the more a car is used the more fuel 
used and thus more fuel tax is paid. The Dutch Green Lobby was the first to 
advocate a changing emphasis from vehicle ownership taxes to vehicle usage taxes 
(particularly fuel taxes) (Proost & van Dender, 1998). They recommended the 
imposition of higher taxes on fuel as a means of reducing traffic and decreasing 
vehicle emissions. In 1993 the UK Conservative government introduced the fuel 
duty escalator. At that time the escalator was set at 3% above the rate of inflation. 
The escalator was further increased under the Labour government (to 5%), but was 
later scrapped in the 2000 budget (for further details see House of Commons,
2001).
In 1974 when the fuel crisis occurred, the price of fuel increased by just over 30% in 
a very short time period. In the following year there was a small decrease in car 
passenger kilometres (Department for Transport, 2003, also see Figure 2.10). Again, 
in 1981 the price of fuel increased substantially (by 31%), which did not have a 
negative effect on travel behaviour (ibid.). However, as can be seen from Figure 
2.11, the number of private and light goods vehicles registered for the first time fell 
by almost 6% between 1974 and 1975 (ibid.). Furthermore, increases in fuel price 
can have some effect on the type of cars purchased as people moved to cars with 
smaller engines (Wooton, 1999). Since these cars are more fuel efficient, fuel 
consumption decreased and the overall vehicle population was thus less polluting. 
However, it is not possible to investigate the effect of fuel increases in 1974 and
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1981 on the registration of vehicles by engine size because these figures (by engine 
capacity) are not readily available for years before 1989.
Goodwin, Dargay & Hanly (2004) reviewed a number of empirical studies on the 
effects of prices and income on fuel consumption, traffic levels, fuel efficiency and 
car ownership. From the best defined results, they found that if the real price of fuel 
increases by 10% and remains at that level, a forceful adjustment process occurs, 
leading to the following (p.278):
1. The volume of traffic will decrease by roundly 1% within close on a year, 
rising to a reduction of approximately 3% in the longer run (about 5 years or 
so)
2. The volume of fuel consumed will decrease by approximately 2.5% within a 
year, rising to a reduction of over 6% in the longer run
3. The efficiency of the use of fuel increases by approximately 1.5% within a 
year and roughly 4% in the longer run and
4. The total number of vehicles owned decreases by less than 1% in the short 
run and by 2.5% in the longer run
They noted that, although the apparent significance of the results might suggest that 
the responsiveness of car ownership with respect to fuel price is quite big, 
comprising a bigger part of the effect of price on traffic levels, many of the studies 
looked at just one effect and not all effects at the same time or when using the same 
data. Hence, the conclusions they made were derived from assembling the results of 
different studies. Furthermore, they indicated that although the effects of 3 and 4 
above were less well supported than effects 1 and 2 above, their view was that the 
effects of fuel prices on car ownership are important enough to be taken seriously, 























Figure 2.10 Car passenger kilometres (Great Britain): 1950-2003
Source: Department for Transport (2003)
Figure 2.11 Private and light goods vehicles registered for the first time:
1951-2002
Source: Department for Transport (2003)
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Using a static model Proost & van Dender (1998) found that fixed costs of 
motoring are increased, the annual mileage per individual car increases; however, 
total car mileage decreased due to a decrease in the car population. When variable 
costs are increased the mileage per car decreases, but car ownership increases. There 
have been arguments to implement such schemes, for example, ‘pay-at-the-pump’ 
schemes, where most of the fixed costs of ownership are converted to variable costs 
depending on the characteristics of the vehicle. When motor fuel tax increases there 
is what is called the ‘rebound’ effect, where motorists are motivated to purchase 
more fuel efficient (expensive) vehicles (ibid). For this ‘rebound’ effect to take place, 
the increase in fuel-tax must increase the real price of motor fuel beyond the 
historical minimum (ibid.).
Proost & van Dender’s (ibid.) results suggest that motor fuel tax is not an effective 
method for internalising congestion costs. This is because such a tax cannot 
differentiate between peak and non-peak hours and urban and non-urban areas.
This is echoed by Button (1998), who illustrated that an increase in fuel tax will 
increase the cost of driving in urban areas, but thinks that the response to this 
increase might be a very short-term reaction. Furthermore, he showed that this 
increase might push up motorists marginal private costs, but because very few 
motorists are aware of their full costs, the reaction will be negligible. He too says 
that the longer-term impacts may be the purchase of more efficient vehicles, but this 
will have little impact on congestion levels.
The increase in fuel tax can help in internalising the external costs of air pollution; 
however it may not be as successful as an accident reduction measure. It is an 
effective measure if motorists reduce their fuel consumption by reducing driving 
and using more fuel-efficient vehicles. This in turn will affect carbon dioxide and 
some other tailpipe emissions.
It is expected that the effect on welfare will be negative if ownership taxes are 
replaced by fuel taxes. The main component of the welfare cost lies in the wasteful
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attempts of car users and manufacturers to enhance the cars fuel efficiency (Proost 
& van Dender, 1998). They maintain that there can be welfare gains (albeit small 
gains) from increasing fuel taxes, if taxes on vehicle ownership remain the same.
One of the areas of public concern is that fuel taxes penalise rural motorists, who 
do not contribute to the externalities caused by urban driving. Fuel tax is not very 
effective in terms of internalising externalities such as congestion and accidents, 
because no differentiation is made for type of road used, level of congestion etc. 
Furthermore, as a solo pricing policy, fuel taxes would need to be significandy 
increased, which will not be publicly acceptable in part because of its unfairness to 
those who do not contribute to congestion and because people believe that they are 
already being overtaxed.
Revenue from fuel taxes is collected on a national basis; therefore, there is no 
guarantee that any of the revenue raised can be earmarked for local projects. The 
earmarking of revenue is one way of increasing the public support for fuel taxes. 
However, the fuel crisis of 2000 in the UK and the associated press coverage did 
litde to champion the cause of fuel taxes (particularly as an environmental measure). 
Indeed, the protests in that year suggested that there is a point after which increases 
in fuel duty are no longer publicly acceptable. The implementation and operation 
costs for fuel tax increases are small; therefore it is an effective measure for raising 
revenue.
2.2.2.3Annual Vehicle License
In the UK, before a vehicle owner is permitted to use a public road, they must first 
pay for the annual vehicle licence for road tax, which is known as vehicle excise duty 
(VFD). This is an annual tax on vehicle ownership. Previously the fee in the UI< did 
not differentiate by car size: the tax was a flat-rate which was unrelated to the type 
of car purchased and used. However, this changed in 2000 with the introduction of 
differentiated rates, although there were only two rates: under llOOcc and over
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llOOcc engines. Since March 2001, in an attempt to tackle CO2 emissions, a 
vehicle's CO2 figure has been used as the basis for applying VED rates for new 
passenger cars (cars registered on or after March 1st 2001). This is known as 
graduated vehicle excise duty (GVED). The vehicle's CO2 figure is shown on the 
vehicle’s registration document. A website4 calculator is available for people to get 
an indicative view of the VED that may be payable on a given car.
Increasing such taxes may have some impact on vehicle ownership levels. A vehicle 
licence fee differentiated by engine size/ CO2 emissions rate may influence 
motorists to purchase vehicles with smaller engines or more fuel efficient vehicles; 
however, evidence of this has not yet presented itself in the UK. However, since 
2000, the only class of vehicle for which first time registrations decreased was for 
vehicles under lOOOcc (see Figure 2.12).
The GVED is essentially a measure with the aim of influencing the environmental 
aspects of transport, in particular, on the decision on type of vehicle purchased. 
Since annual vehicle taxes are part of the fixed costs of car ownership, they do not 
impact on the marginal cost of car use; hence, they are unlikely to impact on car 
usage. In fact, there may be some increase in car usage if motorists feel that they 
have paid enough in fixed costs and should therefore use the car.
4 http: / /www.'vcacarfueldata-org.uk/ved /
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* -  <1000cc 1001-1200cc —t— 1201-1500cc —  1501-1800cc
—  1801-2000cc - a -  2001-2500cc 2501-3000cc >3000cc
Figure 2.12 Motor vehicles registered for the first time by engine capacity
(Great Britain): 1992-2002
Source: Department for Transport (2004d)
2.2.2.4Public Transport Subsidies and Lower Fares
In real terms, the cost of public transport fares has been steadily rising. The growth 
in real disposable incomes has been over 90% in real terms since 1980; furthermore, 
in 2002, bus and coach fares were 33% higher and rail fares 38% higher than in 
1980 (Department for Transport, 2004c, also see Figure 2.13). This increase in the 
cost of public transport is against a backdrop of motoring costs that have remained 
below their 1980 levels (in real terms). The growth in car travel, as well as increases 
in bus fares and perceptions of quality of services, has resulted in a fall in bus 
patronage over the years. If people are to consider alternative modes of travel, then 
improvements to public transport services are required.
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* — Petrol/ oil —■— All motoring — Rail fares
■*— Bus and coach fares —*— Disposable income
Figure 2.13 Change in the real cost of transport and in income (UK): 1980-
2002
Source: Department for Transport (2004c)
One of the ‘pull’ TDM measures is public transport subsidies, although they have 
been used less in recent years (particularly due to bus deregulation in the UK). In 
many cases subsidies are used to maintain a service, which may not be viable 
without this finance, this is particularly important for the poor/disadvantaged, the 
mobility impaired and the consequences for access to transport. However, 
according to Button (1998) subsidies have little impact more than containing the 
shift from public transport to private transport.
Supply of public transport is plentiful in the Swiss cities of Zurich and Bern. These 
cities have the highest seat/kilometre per inhabitant (Bonnel, 1995) and when trips 
between cars and public transport are analysed, it is evident that only one out of 
every two trips is made by car (ibid.). This has been achieved even though public 
transport fares are higher than in other countries. However, in order to hold onto 
and attract new public transport customers, competitive season tickets and
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subscription rates are offered. The public transport system is also of a very high 
standard, with high journey speeds and frequencies (even in the off-peak periods 
and at night). The use of public transport is not only dependent on the quality of the 
service, but is also linked to ‘push’ measures: “ ...a policy of promotion for public 
transport must be accompanied by actions limiting the use of other modes of 
transport” {ibid. p. 93).
Public transport patronage doubled in Freiburg, Germany between 1983 and 1995 
(FitzRoy & Smith, 1998), mainly attributable to the introduction of cheap travel 
passes which entitled patrons to use not only local public transport sendees but also 
the services of neighbouring counties. These passes permitted unlimited use of the 
system for a monthly (low) charge. FitzRoy & Smith {ibid) found that in the 1990’s 
the ticket revenues rose more quickly than the operating costs. They suggested that 
introduction of such a pass (with its breadth of freedom) may not have had harmful 
effects on financial aspects. However, this is not so for the cities who implemented 
cVerkehrsverbund’ systems (Germany, Austria and Switzerland): these systems 
involved the co-ordination of public transport in terms of fares, routes, type of 
public transport and public transport companies. This level of integration and co­
ordination led to significantly increased patronage in the regions covered by the 
‘Verkehrsverbund’ (Pucher & Kurth, 1996). Patronage levels since the introduction 
of Verkehrsverbund’ (different implementation years for different cities) grew by 
16% for Hamburg, 50% for Munich, 18% for Rhein-Ruhr, 63% for Vienna and 
34% for Zurich (p. 282).
Financing such a high-quality public transport system is expensive. In the five cities 
studied by Pucher & Kurth (1996), they found that financial deficits were high and 
revenue from fares was not covering operating costs. For instance, in Zurich the 
operating costs covered by revenues from fares fell from 78% in 1985 to 42% in 
1993. As fare revenues were covering less of the operating costs, more subsidies 
were needed. Verbuende’s have had to take steps to limit these subsidies; they have 
done so by adopting strict controls on public transport operators, such as limitations
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on employment of new workers and reducing or cancelling under-utilised services 
(Pucher & Kurth, 1996). More recently, some companies have looked for private 
financial backing to compensate for reduced government subsidies. New sources of 
revenue will have to be found for such systems, if they are to maintain their success 
into the future. This is particularly true in light of decreased subsidies (or 
deregulation as in the UK). Some of the revenues generated from other measures 
such a fuel tax, cordon pricing etc. could be earmarked for financing efficient public 
transport systems.
Improvements to public transport, particularly fare reductions, are always a very 
popular measure for dealing with traffic problems. Research by Jones (1991b) 
revealed the popularity of this measure: from an analysis of 10 different surveys, two 
studies revealed improving/subsidising public transport as the most popular 
measure. In a Dutch study (Rietveld & Verhoef, 1998), 76.4% of respondents 
strongly supported improving public transport as a measure for tackling congestion.
2.2.3 Summary of TDM Measures
A number of TDM measures have been briefly discussed in this section with 
reference to some findings from the literature. Some measures are more appropriate 
for tackling vehicle ownership while others are more appropriate for addressing 
vehicle usage. Furthermore, some measures are implemented for environmental 
reasons, while others are implemented in an attempt to limit traffic in certain areas. 
Some TDM measures have been more widely implemented and their impacts on 
traffic have been investigated more than others. Further research on the 
appropriateness of TDM measures and their investigation is needed.
The pricing of vehicle ownership is heavily skewed towards the fixed costs: 
motorists pay substantial lump sums to the government and insurance companies 
each year in the form of motor taxes and insurance premiums. These fees are
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unrelated to the use of the roads; hence they do not directly influence the decision 
to use a vehicle. Indeed, these costs are often forgotten about once paid even 
though they are quite high. The variable costs of motoring include the cost of fuel, 
repairs, vehicle parts and paid parking, which are quite low in comparison to the 
fixed costs. However, it is generally these costs (or only a portion of these costs) 
that a motorist considers when making a trip.
2.3 ROAD USER CHARGING AS A TRAVEL DEMAND 
MANAGEMENT MEASURE
2.3.1 The Economic Justification for Congestion Charging
The decision to use a particular road facility is made by comparing the costs that an 
individual will have to incur against the benefits to him/her. The costs considered 
by an individual can include fuel costs, vehicle costs, insurance premium, travel time 
costs and any taxes. As the demand to use the road network increases, speed falls 
and the costs to individuals rise. Therefore, an individual will only use the road if the 
cost to him/her is less than the benefits he/she gains from travelling. However, 
each trip also produces costs for each other transport user and for society in general. 
These costs are known as external costs. For transport these costs can include 
congestion, pollution and traffic accidents. An individual does not take these costs 
fully into account when making the decision to make the trip and only considers 
perhaps the taxes and insurance premium that they pay, as well as other trip 
characteristics. Given that these external costs are not perceived fully when 
individuals decide to make a trip, the traffic is above what can be socially optimal. 
Furthermore, the demand for trips is not uniform over time, with too many trips 
taking place during peak periods. The various modal splits and the share of vehicle 
types used are also suboptimal (Mayeres, Proost, Vandercruyssen, de Nocker, Int 
Panis, Wouters & de Borger 2001). A number of policy instruments can be used to 
deal with this situation, many of which have already been discussed in this chapter. 
The following sections discuss road user charging.
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The genetic term ‘road user charging’ refers to the imposition of direct charges on 
road use (Jones & Hervik, 1992). Road user charging has a long history; its origins 
can be traced back to Pigou (1920), Knight (1924), Ministry of Transport (1964) and 
Walters (1961). The justification for road user charging is an economic one and its 
explanation is plentiful in the literature (see for example, Vickrey, 1963; Ministry of 
Transport, 1964; Hau, 1992; DeCorla-Souza, 1993; Lo & Hickman, 1997 and 
Levinson, 1998).
Figure 2.14 provides a diagrammatic representation of the theory to support 
congestion charging5, as for instance described by Morrison (1986) and DeCorla- 
Souza (1993). Costs and benefits are indicated on the vertical axis, and are measured 
in monetary terms. Therefore, non-monetary costs and benefits (for example, time 
costs) must be converted to a monetary value. Road usage (in terms of the number 
of cars per minute passing a particular point on the road) is indicated on the 
horizontal axis. Demand (D) is represented as the marginal benefits to each 
individual user for using the road, while the costs incurred by each user (as a result 
of each additional user) are indicated on the average variable cost curve (AVC). In 
the absence of any road-user charge, equilibrium occurs where the demand curve 
intersects the AVC curve, which results in a traffic volume of Q°.
The AVC curve reflects only the costs incurred by each user as new users (i.e. 
marginal users) are added. If the users value the trip more than the cost he/she 
bears, than the trip will be made. However, the marginal user imposes additional 
costs (social costs) on other users such as additional congestion and travel delay for 
other users, pollution and accidents etc., which are costs that he/she does not 
perceive. The marginal social cost curve (MSC) represents the average variable cost 
curve (i.e. the total costs incurred by the marginal user) plus the additional ‘social’ 
costs imposed by him/her on other users. The individual user does not perceive




these additional costs; therefore he/she may decide to travel even though the costs 
exceed the benefit to him/her. If an individual were required to pay these costs 
through road user charging, he/she would not travel under these conditions because 
the costs would exceed the benefits.
By imposing this marginal cost toll (T), the equilibrium shifts to (Q*P*). The 
additional amount by which these Q°-Q* trips exceed the additional benefits is 
shown by the area marked with an X. This is known as the welfare loss and it is 
removed by imposing the toll T. Economic theory refers to this toll as an ‘efficient’ 
toll because efficiency is at a maximum when users are charged a price that is equal 
to the marginal costs of the trip. By imposing this ‘efficient’ toll, the cost savings to 
society are the difference between the marginal costs, which are not incurred (i.e. 
the area marked by an X on the diagram, which is bounded by points a, b and c) and 
the benefits to marginal users that are foregone (i.e. the area under the marginal 
private cost curve between Q° and Q*).
MSC
Figure 2.14 Optimal congestion toll and welfare loss
Source: Adapted from Morrison (1986)
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Congestion charging is a first-best theoretical instrument; hence, the assumptions 
required to reach this conclusion oversimplify reality (Emmerink, Nijkamp & 
Rietveld, 1995, p. 598). The theory implicitly assumes that full marginal cost pricing 
applies throughout the economy (Button, 1998, p.115). If this is not the case then 
modifications to the structure are required to define second-best criteria {ibid). Due 
to the type of information that must be collected, establishing the marginal cost 
price is likely to be particularly expensive or even impossible. Marginal social cost 
pricing demands that the price of using the roads varies continuously in relation to 
conditions on the road being used (Bray, 2002). Additionally, the price in part 
depends on the marginal external costs, which is linked to the vehicle type, trip 
characteristics and even the characteristics of the motorist (Verhoef, 1996, p.16). 
Although the technology is certainly available to support such charging systems, it is 
the operational, monitoring, maintenance and enforcement of the systems, which 
would be complicated. Also, to be able to get the users of the transport system to 
understand and accept such a charging scheme will add to the difficulty of its 
implementation.
The limitations of marginal cost pricing do not mean that the underlying economic 
theory of congestion charging is ruined, but that the practical issues of congestion 
charging are more complex than the simple theory suggests (Button, 1998, p. 115). 
Owing to these limitations, the regulator has to resort to ‘second-best’ pricing. This 
means setting the prices that are available optimally, under the constraints applying 
(Verhoef, 2001, p. 6). However, where road user charging has been implemented in 
the real-world, even second-best principles have not been used. The objectives of 
the scheme, design of the system and other factors such as public acceptability have 
largely influenced the level of charging.
2.3.2 The Objectives of Road User Charging Schemes
As shown in the previous section, the original aim of road user charging is to 
achieve economic efficiency of the system. However, the objectives of road user
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charging schemes have developed from this original objective, in part due to 
recognition of road user charging as a suitable travel demand management 
measurement and other reasons such as public acceptability. A number of different 
objectives can be set for the implementation of a road user charging scheme (see for 
example, Jones & Hervik, 1992; van Hattum, 1996; May, 1992; Lewis, 1996; 
DeCorla-Souza 1993), including:
1. Reduce Traffic Congestion:
• The demand for car travel can be managed through the imposition of a 
user charge; thus reducing traffic congestion; for example, shifting travel 
to off-peak periods or alternative travel modes. This is the objective of 
the electronic road user charging scheme in Singapore.
2. Raise Revenue:
• A road user charging has the potential to raise substantial amounts of 
revenue, which can be used to finance the construction (environmentally 
sensitive) of new roads and the improvement of public transport. This is 
the main motive behind the tolling systems in Norway.
3. Environmental Improvement:
• The subsequent reductions in traffic levels after the introduction of road- 
use pricing can result in reductions in pollution, traffic- noise, energy use 
and accidents. This was the main factor behind the road user charging 
debates in Sweden.
However, any road user charging scheme, implemented for any one of the above 
three objectives, means that the other two objectives will somewhat be achieved.
For examples, where a charging scheme is implemented to reduce congestion, 
reduction in environmental pollutants may be observed and a stream of revenue will 
also be generated. Therefore, the three objectives of road user charging can be 
realised for a scheme and implemented as part of an integrated transport policy. In 
such a case, the scheme can assist in reducing traffic levels and the environmental 
impacts, which are caused by congestion. Simultaneously the scheme can generate
46
C hapter 2
revenues, which can be earmarked for the transport system (May & Roberts, 1995). 
Examples of these types of schemes have been implemented in the UK: for 
instance, the London scheme has the dual objectives of reducing congestion and 
raising revenue; the proposed scheme for Edinburgh is also intending to pursue 
these two objectives.
2.3.3 Types of Road User Charging Schemes
Various types of road user charging schemes have been tested and assessed over 
recent decades, and some of these are in operation today. These systems are 
described below (Milne, 1993):




2.3.3.1 Cordon Based Schem es
With a cordon-based scheme, a charge is applied on a driver at particular points on 
the network. In the simplest schemes, the charged area is identified by a boundary 
line known as a cordon. A cordon scheme does not affect trips made within the 
cordon; hence more complex schemes can be designed, made up of more than one 
cordon and a number of screen lines. The charge can vary by time of day, vehicle 
type/user class or direction of travel. Cordon based systems are in use in Norway.
2.3.3.2Area-Licensing Schem es
For an area-based licensing scheme charges are applied during specific periods to 
vehicles within a restricted zone. Unlike a cordon charge, a driver can leave and 
enter the zone as many times as he wishes (without further payment) once the 
charge has been levied. The system can be more restrictive than cordon pricing
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because trips wholly within the restricted zone are also charged. An area licensing 
scheme is in operation in London: this type of scheme was also used in Singapore 
before the introduction of their electronic scheme.
2.3.3.3 Time and D istance Based Schem es
Under a time-based charging scheme a charge is imposed on the driver, based on 
the amount of time spent in the chargeable area. Again, the charge area is based on a 
cordon or set of cordons and the charging rate can vary by time of day, vehicle 
class/user group or over different zones of the control area.
A distance-based system is quite similar to the time-based system, with the 
exception that the charge is imposed based on distance travelled rather than time 
spent in the control area. The difference between the two systems is that the 
distance based system is unaffected by congestion levels, thus the charges must vary 
by time of day or over different zones in the control area.
2 .3 .3 .4Congestion Charging
Under a true congestion charging scheme the charging level is directly linked to the 
level of congestion on the network. A charge will only be levied when congestion 
occurs; therefore, the higher the congestion the higher the charge.
Jones & Hervik (1992) noted that there are key inter-relationships between the main 
objective of a proposed road user charging scheme, the type of charging scheme 
proposed, the spatial patterns of charging and the time distribution of the charges 
(p.138). Some possible inter-relationships are set out in Table 2.1. Owing to these 
possible inter-relations, it is likely that compromises will have to be made on some 
of the elements described in Table 2.1 {ibid). However, it may be desirable to 
implement a simple charging scheme in the initial stages, which may increase 
motorists’ perceptions of the cost of travel during peak periods. Thereafter, a more
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complex scheme could be implemented when the simple scheme has been proved 
to be a success and motorists have become more aware of the costs of mobility 
during congested periods (Emmerink, Nijkamp & Rietveld, 1995). Moreover, the 
specific conditions of any city/local authority have to be taken into consideration 




Table 2.1 Some possible relationships between road user charging objectives and type of scheme introduced
Objective T y p e  of Scheme
To raise revenue for road construction. The maximum number 
o f people should pay the minimum charge (this will minimise 
trip suppression and be more equitable).
•  A  cordon system around an area is preferable which covers all approach 
roads and provides littie chance to detour and avoid the charge
• The cordon should be located so that it intercepts the greatest number 
o f trips in the area
•  The charge should be the same throughout the week or for as long as it 
remains politically acceptable
To Reduce Congestion in an inner city.
•  A  cordon area licence or a charge related to travel may be suitable 
depending on the circumstances
•  The restricted area boundary should usually be located at a place where 
longer distance through-traffic can detour and avoid paying the charge; 
however it should still incorporate the main congested areas
•  It is normal to vary charges by time o f day so that congestion is 
reflected with charges being highest at peak times and 2ero when traffic 
is light
To reduce environmental impact (related to pollution and traffic 
noise in an area.
•  Lower charges for green vehicles (i.e. non/low-polluting, quiet, fuel 
efficient)
•  An area-wide scheme (either multiple cordons or an area licence) would 
be more suitable than a single cordon
•  The charges would probably cover a larger period o f time than that for 
congestion charging and the area covered would be larger
Source: Adapted from Jones & Hervik (1992) Chapter 2
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2.3.4 Experiences of Road User Charging Schemes
Although the theory of road user charging has been debated for many years, there 
are still very few practical applications of the policy. Experiences from the UK, 
Singapore, Norway, Sweden, the Netherlands and Hong Kong, are presented and 
discussed in the following sections.
2.3.4.1 Road User Charging in  the UK
This concept of road user charging was first considered seriously by the UK 
Government in the early 1960s, but not developed as a policy option until the mid- 
1990s. In the early 1960’s the Ministry of Transport appointed a panel under the 
chairmanship of Dr. Reuben Smeed to study and report on the technical feasibility 
of various methods for improving the pricing system for the use of the roads 
(Ministry of Transport, 1964). They concluded that existing methods of vehicle 
taxation did not restrain people from making journeys, which impose high costs on 
others (ibid.). Furthermore, they recommended the use of direct user-charges, which 
would be better at allowing for the large differences in congestion costs that exist 
between different journeys {ibid.).
Following on from the Smeed report, the 1966 transport white paper stated that a 
road user charging system charging directly for the use of the roads was from an 
economic standpoint, the most obvious solution (Ministry of Transport 1966, cited 
in Grayling, Sansom & Foley, 2004). Furthermore, the Ministry for Transport 
commissioned report on ‘Better use of town roads’ (Ministry of Transport, 1967), 
also advocated regulatory measures such as road user charging.
One of the most comprehensive desk studies carried out on road user charging was 
the supplementary licensing scheme for London. A charge of £\ to drive into the 
centre of London was predicted to decrease the volume of car traffic entering the 
area by 45% and increase traffic speeds in the area by 40% (May, 1975, cited in May,
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1993). Moreover, the results revealed that there was a clear optimum charging level: 
drivers who diverted at this charging level did so because their marginal costs 
exceeded their benefits. However, at higher charging levels, drivers with benefits 
greater than marginal costs were being diverted. Furthermore, there was concern 
about the impacts of the scheme upon lower income groups, the economy, the 
problems caused by diverted traffic and the practicalities of enforcement (Dix,
2002). Hence, the proposals were not progressed.
In 1991 the Department of Transport commissioned the London Congestion 
Charging Research Programme. The report was published in 1995, with the 
conclusion that congestion charging would reduce congestion and the 
environmental impacts of traffic; it would yield net revenues, which would provide a 
rapid payback on the initial costs both in financial and economic terms (MVA 
Consultancy, 1995). Furthermore, they concluded that it was unlikely to have a 
negative impact on the London economy and competitiveness. However, they noted 
that there would be some losers and that steps would need to be taken to protect 
some of the more vulnerable individuals and groups in society. The study also 
concluded that the implementation of congestion charging would involve risks and 
was not popular with the public.
In 1998, the Government Office for London brought together an independent 
working group of experts to prepare a report on how the new road user charging 
and workplace parking levy powers in the Greater London Authority Act 1999 
could be put into practice (ROCOL Working Group, 2000). They concluded that 
an area licensing scheme, with a £5 per day charge operational weekdays from 06:00 
to 20:00, would have a significant impact on Central London traffic, reducing traffic 
by approximately 12% (ibid.).
Other cities throughout the UK also studied the feasibility of introducing road user 
charging. For example, the use of road user charging as a policy measure in Bristol 
was examined as part of the BRITES study in 1990. Furthermore, a road user
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charging demonstration also took place in Bristol as part of the PROGRESS project 
over a period of four months in autumn 2003. In October 1993 a trial to 
demonstrate the technical feasibility of congestion metering took place in the city of 
Cambridge (Ison, 1996). In 1997, Leicester City and Leicestershire County Councils 
were involved in a demonstration project called the Leicester Environmental Tolling 
Scheme (LERTS) (MVA Consultancy, 1991). West Midlands Councils were 
involved in a feasibility study into the introduction of road-user charges to enter 
Birmingham city centre.
The government announced its intention to introduce legislation to allow local 
authorities to introduce congestion charging in its 1998 transport white paper £A 
new deal for transport: better for everyone’, published in July 1998 (Department of 
the Environment, Transport and the Regions, 1998a). A daughter document to the 
White Paper was issued in December 1998, which set out the Government's detailed 
proposals for the introduction of local road user charging schemes and workplace 
parking levies in England and Wales and sought to consult on them (Department of 
the Environment, Transport and the Regions, 1998b). In the following year a similar 
consultation paper was published by the Scottish Executive (Scottish Executive 
Development Department, 1999).
The Greater London Authority (GLA) Act 19991 provided the Mayor and London 
authorities with the opportunity to introduce congestion charging. Similarly, the 
Transport Act 2000 allowed for local authorities outside of London, to introduce 
road user charging or workplace parking schemes, subject to approval of such 
schemes by the Secretary of State for Transport. In Scotland, the Transport 
(Scotland) Act 2001 gave Scottish local authorities the power to introduce road user 
charging (but not workplace parking levy) schemes subject to the approval of the 
Scottish Executive.
1 This was the legislation which provided for the establishment o f the office o f the Mayor o f  
London, the Greater London Authority and Transport for London.
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Since these enabling powers have been introduced, just two cities in the UK have 
implemented road user charging. A small scale road user charging scheme was 
implemented in Durham City centre in October 2002. Motorists who wish to drive 
into the narrow street system serving the peninsula on the River Wear between 
10:00 and 16:00, Monday to Saturday, are charged £2 when they leave the charging 
system at the single exit point. In February 2003, the congestion charging scheme 
for London began operation. An area licensing scheme covers Central London, 
which is a small area of approximately 21km2. The scheme operates between 07:00 
and 18:30 Monday to Friday, excluding bank and public holidays. All vehicles 
entering into the zone are charged (with certain exemptions) and vehicles parked in 
non-private parking spaces are also charged regardless of movement. The charge for 
entering the zone is £5 with certain discounts available to residents living within the 
charging zone (The London scheme is discussed in more detail in sections 2.3.5 and 
3.3.3).
In Scotland, the only city considering the implementation of road-user charges is 
Edinburgh. They are proposing a £2 cordon charge, with a cordon around the city 
centre and another on the outskirts of the city (the Edinburgh proposals are 
discussed further in chapter 3). In late 2002 a road user charging demonstration trial 
also took place in Edinburgh (using Automatic Number Plate Reading (ANPR) 
equipment) as part of the European PROGRESS project. The results found that 
number plate reading was entirely sufficient to ensure adequate enforcement even at 
difficult sites, and that this system would be satisfactory for the proposed full 
double cordon entry permit system (PROGRESS Consortium, 2004). Furthermore, 
the licence purchasing system performed extremely well. In addition to the 
technology trials, extensive public consultation of the proposed road user charging 
scheme was undertaken by the PROGRESS consortium (this is detailed in section 
3.3.2).
The focus of road user charging has been very much on urban based schemes. 
However, in the 2002 Budget, the Chancellor for the Exchequer announced the
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government's decision to introduce a distance-based system road user charging 
scheme for the haulage industry in 2007/2008 (HM Customs and Excise, 2004). 
Furthermore, a recent study has advocated reducing the taxes currently paid by 
motorists (that is, VED and fuel duty) and charging a fee per vehicle mile based on 
the marginal congestion cost imposed (Commission for Integrated Transport, 
2002b).
2.3 .4 .2Road User Charging in  Singapore
Singapore was the first city to introduce a form of road user charging based on an 
area licensing scheme (ALS). ALS was introduced in Singapore in 1975 with the 
primary objective of congestion relief (May, 1993, Menon, Lam & Fan 1993). 
Immediately after implementation, traffic volumes during the morning peak hours 
decreased by 45%, which was far in excess of the target of 25%-35% (Toh & Phang, 
1997); thus, in terms of the original objectives, the ALS scheme more than achieved 
the stated objectives. Over the years, the objectives of the scheme changed. The 
original objective was to discourage commuters from using their cars, whereas the 
objective in 1989 was to charge vehicles for road usage at times when, and places 
where they caused congestion (Menon & Lam, 1993). In 1993, indications showed 
that the total inbound traffic during the restricted hours had been maintained below 
70% of the 1975 pre-ALS level. This was in spite of the fact that employment levels 
in the restricted zone had grown by over 30%, car numbers had grown by 72% and 
total vehicle numbers had grown by 77% (Menon, Lam & Fan, 1993). Although 
ALS achieved traffic reduction targets within the restricted areas, it brought about 
an increase in traffic volumes at the boundary of the restricted zone (Menon & Lam, 
1993). This in turn affected travel speeds: in 1989 the average vehicle speed was 
31km per hour in the restricted zone and only 19km per hour on the ring road. This 
is one of the critiques of ALS, that it increased travel around the restricted zone.
Under the original ALS scheme, car-poolers were exempt from paying the ALS fees. 
This lead to an increase in the proportion of car-poolers (peaked at 54% of all traffic
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in the early 1980’s, Menon & Lam, 1993). This exemption also resulted in a 
hitchhiking problem: car drivers picked up hitchhikers in the morning because they 
could then avoid the ALS charge. This was highlighted by a 1988 survey, which 
revealed that inbound car pools during restricted morning hours were 34% while 
they were only 3.4% in the outbound trip {ibid).
When traffic levels reduced in the zone traffic speeds increased. Under the original 
ALS scheme, traffic speeds were approximately 32km per hour in the morning and 
25km per hour in the evening restricted hours. Revisions were made to the ALS 
scheme in 1989, which resulted in morning and evening travel speeds of 33km per 
hour and 32km per hour respectively (Menon & Lam, 1993). However speeds 
reduced on the boundary routes and just after the restricted hours (May, 1993).
In 1998, electronic road pricing (ERP) replaced ALS in Singapore. After one year of 
implementation there was a 15% reduction in daily traffic levels (Menon, 2000).
This appeared to be due a reduction in the number of multiple trips being made into 
the restricted zone (Menon, 2000). Although the transition from ALS to ERP 
reduced traffic volumes, ERP did not result in car commuters transferring to public 
transport (however, this was not one of the objectives of ERP). Again, ERP has 
achieved the overall objective of traffic reduction.
2.3.4.3R oad User Charging in  N orway
A number of toll ring schemes are in operation in Norwegian cities (for example, 
Bergen, Trondheim and Oslo). Traffic levels were not significantly impacted by the 
implementation of tolls in these cities. However, these schemes were implemented 
mainly as revenue generation measures rather than traffic reduction measures. In 
fact, currendy over 25% of the total annual road construction budget in Norway 
comes from road projects throughout the country (Odeck & Brathen, 2002).
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The Bergen scheme was introduced in January 1986, with a purely financial 
objective (Larsen, 1995). The city was surrounded by a cordon toll and collection 
points were installed at each road crossing (Lewis, 1996). The Bergen scheme was 
followed by Oslo in 1990 and by Trondheim in 1991, but these schemes were more 
technically advanced than Bergen in terms of the toll collection (Larsen & Ostmoe, 
2001). A charge of 5 kroner in Bergen resulted in a 7% reduction in cars entering 
the central area (May, 1993). A charge of 10 kroner in Oslo only had the effect of 
reducing car traffic by 3% into the central area (ibid.). May suggested that these 
lower price elasticities can be explained in part by the lack of alternative options for 
motorists. Changing in the timing of trips is not encouraged by the constant charge 
and it is difficult for through-traffic motorists to re-route (ibid.).
The toll cordons in the three cities were intended as a temporary measure, to last for 
15 years. Bergen has now extended the operation of its scheme for another 10 years, 
but with some changes to the system (Larsen & 0stmoe, 2001). The Oslo scheme is 
due to terminate in 2006 and the Trondheim scheme the following year. An 
amendment to the Road Act has been sanctioned which will allow proper 
congestion-charging to be implemented (ibid.). The revenues raised from such 
charging will be allowed to be spent in the transport sector as opposed to just on 
the road sector. Furthermore, to be allowed to implement a ‘congestion-charging’ 
scheme a city or region must be facing some sort of road congestion problem. This 
will ensure that local authorities do not introduce congestion-charging merely as 
another local tax (ibid).
2.3.4.4R oad User Charging in  Sweden
There were plans to introduce road user charging in Stockholm, Sweden, around 
1997. In 1992 an urban road toll system was designed and agreed on, which was 
known as the ‘Dennis Agreement’. Road user charging was to be part of an 
integrated transport package of policy measures and transport investment strategies, 
which was motivated by environmental concerns, congestion related problems and
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possibility to encourage economic development (Johansson & Mattsson, 1994). 
There were three main parts to the Dennis Agreement: public transport 
improvements and investments; large investment in roads; and a tolling scheme to 
finance the road investment. The road investments consisted of completing an inner 
ring road around Stockholm and a north-south outer cross route (Johansson & 
Mattsson, 1994). Included in this outer cross route was a controversial west link 
crossing over Lake Malaren. The toll would have been 22 SEK (which is 
approximately £2.112 at 1996 price levels) and the plan was to apply the same fee 
during the day and night (Ahlstrand, 1998).
From the beginning some elements of the Dennis package were heavily criticised: 
these were the toll ring and two elements of the road investment package. Another 
difficulty was the totally different priorities of each of the three parties that originally 
signed the Dennis agreement (Harsman, 2002). Furthermore, all other parties were 
against the agreement and demanded that it be re-negotiated (ibid.). The agreement 
was finally abandoned in 1997.
Recently a new study of charging options has been prepared, showing the renewed 
interest in road user charging for Sweden. A trial of electronic road user charging is 
due to take place in Stockholm in 2005. The 13-month trial period will start on June 
1st 2005, ending on July 31st 2006, six weeks ahead of a referendum on whether to 
make road user charging permanent.
2.3.4.5R oad User Charging in  the N etherlands3
The possibility of cordon tolls in the Netherlands began in 1987; in the following 
year a project team called Rekeningrijden was set up to research and develop the
2 The currency conversion was carried out using Oanda currency converter (available at: 
http: / /www.oanda.com/convert/classic! with currencies on June 1st 1996.




system. The objectives set out for a road user charging scheme was to limit growth 
in car kilometres travelled, decrease environmental pollution and generate funds for 
investment in new infrastructure. The proposal was for a cordon based system with 
charging pits on the inter-urban roads in the Randstad. There was strong opposition 
for such a scheme; the multiple objectives of the scheme could conflict with one 
another. As well as political opposition, there was also social resistance, with doubts 
about technology and privacy. Eventually the proposal was withdrawn before 
Parliament had a chance to discuss it.
In 1990 a more conventional road user charging proposal was put forward in the 
form of toll plazas. Furthermore, the objectives changed, with the main objective 
being revenue generation. This proposal was also met with strong opposition. The 
objections from local authorities included: lack of space for toll plazas, road users 
having to stop and pay which could lead to traffic congestion and the possibility of 
traffic detouring onto secondary roads.
In 1993, a proposal involving a system of permits for peak period traffic 
(spitsvignet) was discussed. Drivers travelling during peak periods would have been 
charged a fixed amount each year. The problem with this proposal was that once the 
charge has been paid for the year there would be no restrictions to keep people 
from travelling during the peak periods. These proposals also failed. One of the 
main reasons for this failure (and the previous ones) was the lack of political will. 
Subsequently, in October 1994, the Dutch parliament agreed in principle to the 
introduction of rekeningrijden, which was a system of electronic toll-cordons 
around the four main cities in the Randstad area. The charges would apply during 
the peak hours (07:00 to 09:00) on weekdays. However, this measure also failed.
Currently the Dutch government is considering a kilometre-charging system 
(mobimeter). This system will apply to all vehicles on all Dutch roads. The system 
proposed consists of an in-car device, the mobimeter, which registers the number of 
kilometres driven per road type and time of day, calculates the tax due according to
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the applicable tariffs and sends the declaration to the tax authority (Ministry of 
Transport, Public Works and Water Management, n.d.). It is expected that the 
system will be in operation by 2006.
2.3 .4 .6Road User Charging in  H ong Kong
In the early 1980’s the Hong Kong government adopted fiscal restraint measures in 
an attempt to limit car ownership. They did this by increasing both the first 
registration tax (FRT) and the annual licence fee (ALF). Immediately following this, 
the number of registered vehicles reduced; however, after this, there was a 2%-3% 
rise in the number of vehicles by 1992 (Opiola, 1998). Furthermore, due to 
inflation and rises in personal income, the effect of the increases in FRT and ALF 
were further eroded towards the late 1990’s, when vehicle ownership levels had 
further increased {ibid.).
In 1983 the Hong Kong government commissioned a two-year pilot study to 
investigate the feasibility of introducing electronic road user charging. Unlike the 
scheme in Singapore, the intention was to pursue a more technologically advanced 
system. The system was based on automatic vehicle identification (AVI) and 
vehicles were fitted with a passive electronic number plate (ENP) (Armstrong- 
Wright, 1986). At each charging point, electronic loops, installed under the road 
surface, gathered encoded information about vehicles passing by via the electronic 
number plate, which was then transmitted to a central computer {ibid.). The charges 
would vary by time and location, the appropriate fee would be charged to the 
motorists account and he/she would be billed on a monthly basis. Enforcement 
would be carried out by photographing vehicles with either faulty or missing 
electronic number plates {ibid.).
In the pilot study over 2000 vehicles were fitted with the electronic number plates, 
most of which were government vehicles (Dawson & Catling, 1986). Traffic
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reduction from the proposed ERP was estimated to be between 20 and 244% in 
private car trips (Hau, 1992). Moreover, the results of the pilot stage established that 
the technology could operate reliably (Catling & Harbord, 1985). However, like 
many other proposed schemes around the world this one failed to be implemented. 
This was due to a variety of reasons, including the following (Hau, 1990): 
congestion had eased after new road and rail infrastructure was built and also due to 
the previous fiscal restraint measures; a decline in real incomes in years since the 
stock and property market crashes of 1982; some people considered the charging 
levels too high and that projections for future population growth figures were 
exaggerated along with the potential effectiveness of ERP; invasion of privacy 
issues; the failure of the government to effectively sell ERP to the public and to 
make information about the ERP system and transport studies carried out more 
easily accessible to the public.
In 1994 the Government set up a working party to investigate measures to tackle 
traffic congestion in Hong Kong. One of these measures considered was electronic 
road pricing. A feasibility study on ERP was commissioned in 1997, with the 
objective of examining the possibility of implementing ERP in Hong Kong, which 
assessed the need for such a system to meet transport objectives (Government of 
the Hong Kong Special Administrative Region (HKSAR), 2001). Two technological 
options were assessed in field trials: 1) Dedicated Short-Range Communications 
(DSRC) System; and 2) the Vehicle Positioning System (VPS). The DSRC system is 
based on an interchange of information between roadside readers and in-vehicle 
units (IVU) using low power microwave communication {ibid.). The VPS effects 
charges by an IVU based on the location of the vehicle using the satellite based 
Global Positioning System (GPS) {ibid.). The results of the field trials showed that 
both DSRC and VPS technologies could be adopted for a possible ERP system in 
Hong Kong, but VPS presented the more balanced option in the longer term 
because of its adaptability, flexibility and better integration with ITS.
4 Depending on whether a low or high charge would be implemented.
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A cordon-charging based scheme was the preferred option, with the charging zone 
covering the most congested parts of Hong Kong. The analysis showed that peak- 
hour charges should be applied between 08:00 and 09:00 and 17:30 and 19:00, with 
slightly lower charges for the inter-peak periods (ibid). Charges were not proposed 
for the overnight periods or on Sundays or public holidays. The required charging 
level would be determined by the target speed and a target speed of 20km/hr was 
applied in the model tests. It was estimated that the adoption of this proposed 
scheme would have resulted in an estimated 50% of road users paying the charges, 
40% of car users being diverted to public transport and 10% changing their time of 
travel (ibid.).
The study revealed that there were no transport grounds for applying drastic 
restraint measures like ERP in Hong Kong before 2006 (ibid.). Thereafter, based on 
a lack of justification on transport and environmental grounds, a decision was made 
not to pursue ERP for Hong Kong (Legislative Council of the HKSAR, 2001).
2.3.5 Road User Charging Schemes: Achieving their Objectives
The level of road-user charge applied, the impacts of the scheme and its success 
vary through out the world depending on the specific objectives. Schemes with 
higher charges have more of an impact on motorists’ behaviour, by deterring larger 
numbers of motorists away from the charging zone; hence, achieving greater success 
in reducing traffic levels. On the other hand, low levels of charge may only deter a 
small number of users from using the system, but lead to great successes in terms of 
revenue generation. Regardless of whether the aim of the scheme is to reduce 
congestion, raise revenue, or something else, the revenues are an important part of 
the scheme.
It is well acknowledged that the acceptability of road user charging increases if the 
revenues are spent on the transport system. For example, improvements to public
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transport will be deemed, by the majority of people, as a necessary element of any 
investment from revenues generated from such a scheme. The extent to which 
improvements to public transport (and other funding opportunities) can be made 
will depend on the level of revenue generated from a scheme5. In turn, the revenue 
generation capabilities of the scheme will depend on the specifics of the scheme, 
namely the objectives.
For example, the two key objectives of the Edinburgh Integrated Transport 
Initiative are 1) to reduce congestion in and around Edinburgh and 2) to make 
substantial improvements in public transport (see further discussion in section 
3.3.3). They aim to achieve this by implementing a road user charging scheme in the 
city and using the revenues to fund public transport improvements. Although the 
Edinburgh scheme is referred to as congestion charging, they originally played down 
this aspect (i.e. reducing congestion) in favour of focusing on the principal argument 
of revenue raising with its potential for funding improvements for public transport 
and non-motorised modes. However, in the recent public inquiry for the proposed 
Edinburgh scheme, the congestion reduction aspect has been emphasised as the key 
objective. Nonetheless, it still appears that the CEC is placing much emphasis on 
the revenue generation aspect of their road user charging scheme. This is 
particularly evident from the slant taken in most of the public consultation exercises. 
As the public acceptability of road user charging is slighdy tipped in favour of the 
scheme, then emphasis on revenue generation may seem like an appropriate tactic. 
However, in the longer term this may prove to be a problem. If the road user 
charging scheme is more successful at reducing the levels of traffic crossing the 
cordons, then the revenues will be lower than estimated. This is what has happened 
in the London scheme, where traffic levels have reduced much more than expected
5 Acknowledging that the revenues from a scheme are additional to general funding available to a 
local authority for investing in transport improvements.
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and revenues for the first year of operation are approximately 77% lower than 
expected6.
In London, no clear objectives were stated for their road user charging scheme; to 
be precise, some potential benefits of the scheme were highlighted, which included 
both congestion reduction and revenue generation. Therefore, the Mayor’s decision 
to implement the scheme was derived from an assessment that the overall effects of 
the scheme would be of benefit to London (Lester, Valleley & Collis, 2003). The 
estimates of benefits on which this decision was taken are as follows: traffic levels7 
inside the charging zone (measured in miles) would be cut by 10-15%; congestion 
measured in ‘vehicle delays’ inside the charging zone would be cut by 20-30%; and 
the scheme would raise over £1.3 billion (in the first 10 years) to re-invest in 
transport improvements across the capital. Ostensibly these appear to be reasonable 
benefits, which can be easily transposed into stated objectives for a road user 
charging scheme. However, these objectives are contradictory; therefore potentially 
making it difficult to achieve both objectives. The problem is that in order to 
achieve traffic reductions a certain number of motorists must stop crossing into the 
charging zone, but, to raise lots of revenue few motorists must be deterred from 
travelling into the charged area. As mentioned earlier, the number of motorists, who 
may be deterred from travelling into the charged area will depend on the specific 
targets set for traffic reduction, which, in turn, is related to the level of charge set 
for the scheme. With high targets for traffic reduction greater numbers of motorists 
will be expected to do other things than travel into the charged area. However, if the 
objective is to raise a specific level of revenue, then it will be expected that the 
majority of motorists will still cross into the charged area so that revenues can be 
maximised.
6 The original estimate £121m, but the actual was closer to £68m.
7 Refers to vehicles with four or more wheels.
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The contradictory nature of the two objectives (this applies to both the proposed 
Edinburgh scheme and existing London scheme) does not mean that both 
objectives should not be stated in tandem, but that it is imperative to recognise that 
one objective will be more successful than the other (because they work in opposite 
directions). However, it is often the revenue generation capabilities, or rather, the 
promise of using revenue to fund public transport investment that sells the scheme 
to the public. Nevertheless, promising to spend revenues on a package of transport 
improvements may be problematic if the targeted revenues are not achieved. This 
conflict of objectives (or projected benefits) for the London scheme has called into 
question how we can measure the success of a scheme. Estimates of year-on-year 
changes in traffic levels, in the London charging area (vehicles with four or more 
wheels) during charging hours, show a reduction of 15% of traffic circulating within 
the zone and a reduction of 18% in traffic entering the zone during charging hours 
(Transport for London, 2004a). However, this disguises significant variations 
between types of traffic8. Since the start of the scheme congestion within the 
charging zone has fallen by 30% (Transport for London, 2004a). These results are 
to the top end of Transport for London’s prior expectations. Hence, the primary 
aim of reducing congestion has certainly been achieved successfully.
Nevertheless, the Mayor of London now faces a cash crisis because of lower than 
anticipated revenues. Transport for London (2003) identified a number of factors to 
explain this shortfall in revenue. Firstly, the budget estimates were based on the mid 
point of their range of projected reductions in individual chargeable vehicles in the 
zone after charging. However, the volume of chargeable vehicles entering the 
charging zone was lower than the projections, due to a mixture of reduction in 
traffic into the charged area being greater than expected and some over-estimation 
of the base number of vehicles against which this fall took place. Secondly, there 
were higher than expected numbers of exempt and discounted vehicles. Thirdly,
8 All vehicles (-14%), potentially chargeable (-18%), cars (-33%), Vans (-11%), lorries and other (- 
11% ), licensed taxis (+17%), buses and coaches (+23%), and two-wheeled vehicle (+15%).
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there was higher than expected levels of evasion. Additionally, fewer than expected 
commercial vehicles used the automated fleet scheme (charges £5.50 rather than 
£5). Transport for London claim that the aim of the scheme was always to reduce 
congestion rather than raise revenue. In fact, they claimed that the main objective of 
the scheme was to reduce congestion, but that the scheme was also a means of 
‘potentially’ raising revenue (Greater London Authority, 2004a). Initially the 
estimate of net revenue, from the proposed London road user charging scheme, was 
said to be £200 million (Greater London Authority, 2001); however, even before 
the scheme was implemented this estimate was reduced to £121m (Greater London 
Authority, 2003). In fact, net revenue from the road user charging scheme was 
£68million in 2003/2004 (Transport for London, 2004b) and current estimates for 
the scheme indicate that net revenues for future years will be in the region of £80- 
£90 million per annum (including revenue from penalty charge notices) (Greater 
London Authority, 2004a). These issues will also be faced by the City of Edinburgh 
Council if a road user charging scheme is implemented there.
One of the difficulties with the shortfall in revenue (apart from having less money 
to spend on public transport improvements) is the public’s perception of the 
success of the scheme. Significant amounts of revenue for investment in public 
transport were promised, indeed, advertisements for the road user charging scheme 
identified spending on better public transport as one of the benefits of the scheme. 
Hypothecating the revenue from a road user charging scheme is an essential 
criterion of a charging scheme, without such commitments it will be difficult to 
generate sufficient public support, which is essential for the development and 
implementation of a charging scheme. Hence, levels of support for road user 
charging may fall if people believe that they have been ‘conned’ by the authorities 
into supporting a scheme that does not appear to deliver the benefits promised.
This will be a particular problem if the connection is made between a reduction in 
revenue and the cutting of any transport initiatives originally scheduled to be funded 
from road user charging revenues. This issue has not been investigated, nor has it 
been shown to be the case for London.
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Although, as affirmed earlier, the objectives of traffic reduction and revenue 
generation contradict each other, it may be more realistic to include both objectives 
in any statement of case for a road user charging scheme. This is particularly so, 
since it is known that public acceptability of road user charging can increase 
considerably when charging is presented as the foundation of a package of measures 
which includes allocation of revenue to public transport investments and other 
(non-motorised) modes. Subsequently, although the two objectives are conflicting in 
terms of achieving overall ‘success’, they are complementary in terms of achieving 
public acceptability for pricing measures.
Singapore’s Area Licence Scheme (ALS) was designed as a congestion reduction 
measure, with revenue generation as a secondary benefit. Moreover, their scheme 
has been a success in terms of traffic reduction. Nonetheless, even with such 
success, the scheme was criticised for many years, in relation to the charging level. 
Claims were made that the road network had been under-utilized since the 
introduction of the ALS due to traffic levels reducing far in excess of the target 
levels (McCarthy & Tay, 1993; Phang & Toh, 1997). Also, there were accusations 
that the charge was too high in terms of social welfare (e.g. Wilson, 1988). Originally 
the scheme was a paper-based area licence (ALS), but in 1998 the scheme was 
converted to electronic (ERP). The aim of the new scheme is to charge vehicles for 
the use of the roads at times and places of congestion. Again, emphasis has been 
placed on the scheme being a congestion-management rather than revenue- 
generation tool. Further to this, at the end of the first year of ERP, the monthly 
revenues from the scheme were approximately 60% of those under the area­
licensing scheme (Menon, 2000). This was due to the average fee paid by drivers 
being lower because of the level of sophistication of the charging regime (the level 
of the charge varies by time of day, by vehicle type and by location). The reduction 
in revenues, after implementation of the more sophisticated charging regime, has 
demonstrated that this ERP scheme is, in fact, a congestion reduction measure 
rather than an instrument for raising revenue.
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The Norwegian cities of Bergen, Oslo and Trondheim have had toll-rings charging 
drivers for access to the city since the late 1980’s (1986, 1990 & 1991 respectively). 
The schemes were primarily designed as revenue-generation tools for investment in 
an urban transport package; hence, the traffic reduction aspect of the schemes have 
not been publicised to any great extent. Available evidence, based on panel surveys 
and traffic counts, suggest that car traffic reductions during the toll periods were in 
the region of 6%-7% in Bergen, 6%-10% in Oslo and 7%-9% in Trondheim 
(Larsen, 1995). Since the objective of the schemes was to raise revenues for 
transport projects it is not surprising that the schemes had only a modest impact on 
the level of traffic crossing the cordons. However, substantial amounts of revenue 
were raised by the schemes. For example, in the first year of operation the 
Trondheim scheme raised over NOK 70.7 million: however, this was considerably 
below the target of NOK 90 million, leading to concerns over the revenue shortfalls 
(Meland & Polak, 1993).
The Singapore and Norwegian schemes set out specific contrasting objectives for 
their schemes: that is, congestion reduction and revenue generation respectively. 
Both schemes have been successful in terms of achieving their overall objectives. 
Both the London road user charging scheme and the proposed scheme for 
Edinburgh have both traffic-reduction and revenue-generation as their objectives. 
Although both of these objectives are opposing, it may be more realistic to include 
both objectives in any statement of case for a road user charging scheme. It is often 
quoted that the goal of road user charging in Norway was to raise revenue for 
investment in transport infrastructure; however, Langmyhr (1999) noted that 
demand-management was a factor in the political and public debate. In particular, 
for Trondheim, demand-management was a key issue in gaining support for the 
scheme during ‘the environmental turn’ in the late 1980s to early 1990s (Langmyhr 
and Sager, 1997). Both of the objectives of demand management and revenue 
generation should be recognized as a way of achieving ‘higher-order goals’ 
(Langmyhr, 1999, p. 263), such as increased mobility, improved environment, 
increased traffic safety and urban renewal.
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Public acceptability generally increases over time and attitudes change further when 
schemes are implemented. Opinions will change as people gain understanding and 
experience of road user charging. The gap between those opposing and those 
supporting the Oslo toll-rings has narrowed since its implementation in 1990 
(Odeck & Brathen, 1997). One year after implementation of tolls, the percentage of 
users with negative options about the scheme reduced from 54% to 34%, 70% to 
64% and 72% to 48% in Bergen, Oslo and Trondheim respectively (Odeck & 
Brathen, 2002). In London, support for a road user charging scheme was lower 
(39%) than opposition (41%) in February 2003, just prior to the implementation of 
the scheme. Immediately after implementation the support for the scheme was 
considerably larger (57%) than the opposition (27%). However, the support for 
road user charging dropped to 48% by October 2003, with opposition remaining 
relatively unchanged (28%) (Transport for London, 2004a). Public acceptability, of 
the proposed road user charging scheme in Edinburgh, is a major issue for 
consideration and this is discussed in the following chapter.
2.4 SUMMARY
Traffic levels in cities and towns in the UK have increased over the last 40 years, 
with the most pronounced traffic levels during the morning and evening peak 
periods (particularly the morning peak). Factors contributing to increased traffic 
include the increase in car ownership and number of drivers, reduction in car 
occupancy levels, change in the cost of fuel, varying levels of spending on public 
transport and road infrastructure and the decline in the use of alternative modes of 
travel. This has resulted in increased traffic congestion, as well as economic, 
environmental and societal problems. More recently, measures for dealing with 
these problems have shifted from the concept of ‘predict and provide’ to ‘predict 
and manage’ (i.e. travel demand management).
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This chapter has reviewed a number of TDM measures, which have been utilized to 
manage road traffic in urban areas over the past few decades. There is a large 
amount of literature related to TDM measures. However, the appropriateness of 
implementation will depend on the local transport system and transport strategy, 
budget, type and scale of traffic problems, as well as the political, geographic and 
economic characteristics of the area. There are, therefore, still gaps in the literature 
for guidelines and methodological approaches for the implementation of TDM 
measures, their assessment and monitoring, which require further research.
Different charging schemes can have different objectives. The Singapore scheme 
was introduced in order to manage the demand for road space. In contrast, the 
Norwegian schemes were introduced as a means of raising revenue for investment 
in transport infrastructure. The London road user charging scheme and the 
proposed Edinburgh scheme are attempting to combine both objectives into their 
schemes, that is, traffic reduction and revenue generation. In terms of public 
acceptability, particularly, this may be a shrewd move. However, it must be 
recognised that the two objectives are not necessarily complementary. A scheme 
that includes both of these objectives will achieve more success in terms of one 
objective rather than the other. This will largely depend on other aspects of the 
scheme, particularly the level of charging. The setting of the level of charging is 
easier when there is just one objective, but more difficult when dual objectives are 
set.
In the following chapter the situation specific to Edinburgh is examined. In 
particular, the political process involved in the development of the proposed road 
user charging scheme is presented.
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3 ROAD USER CHARGING IN EDINBURGH
3.1 TRAFFIC CHARACTERISTICS IN EDINBURGH
Edinburgh is the capital city of Scotland and has a current population of 448,080 
(General Register Office (Scotland), 2004). It is also an international tourist 
destination, a World Heritage Site and the location of the national Government. 
Traffic in the city is projected to rise as the economy grows and the population 
increases. The population of the city is projected to increase by 3.4% between 2002 
and 2018 and by 7% for the entire Lothians region (that is, Edinburgh with East, 
Mid and West Lothian) {ibid.). This contrasts against a declining population for 
Scotland as a whole. Furthermore, the city’s economy has been buoyant in recent 
years and this is set to continue (The City of Edinburgh Council, East Lothian 
Council, Midlothian Council and West Lothian Council, 2003). There is a high 
reliance on the service sector in Edinburgh: in fact, 86% of Edinburgh’s workforce 
is in service activities; this is up from 82% in 1991 (Transport Initiatives Edinburgh, 
2002). The particular emphasis is on the business, professional and financial sendees 
sectors. Public service, health and education are the biggest single sector, employing 
33% of the workforce (European Commission, 2000). A further 25% of those 
employed in Edinburgh work in the banking and finance sector and another 20% 
work in distribution (European Commission, 2000). A strong economy is likely to 
result in both a high level of inward migration and a growth in commuting, as 
workers in surrounding areas are attracted to jobs in the city. Moreover, the demand 
for housing, and rapidly increasing house prices mean that considerable numbers of 
workers are unable to live as close to work as they might wish (Transport Initiatives 
Edinburgh, 2002), which will result in more induced traffic onto the current road 
network and public transport system of the city.
The City of Edinburgh Council (CEC) set out their vision for a transport strategy to 
tackle the serious traffic-related problems faced by Edinburgh (City of Edinburgh 
Council, 1999). They have identified that peak-hour traffic coming into the city
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centre has in fact stabilised in recent years; furthermore, there has been a 
considerable increase in traffic out-with the centre and at off-peak hours. A range of 
targets were set out in the City’s local transport strategy (LTS), which include 
stabilising traffic levels for the whole city at 1996 levels by 2005 and reducing traffic 
levels by 10% by 2010. Furthermore, they have set out to reduce traffic levels in the 
city centre (compared to 1996 levels) by 10% by 2005 and 30% by 2010.
Over recent decades much of the development in the Lothians region has been in 
locations only easily accessible by car and designed around car use (The City of 
Edinburgh Council et al, 2003). Furthermore, the trend has been for the 
concentration of services and businesses, in fewer larger units, where the catchment 
areas are ever increasing and the locations tend to favour car use {ibid.). In these 
areas, where car use is dominant, public transport is poor. Poor public transport and 
no access to a car restrict people’s opportunities for jobs, shopping and other 
facilities (Social Exclusion Unit, 2003). The increasing development of these out of 
town shopping and employment centres, in conjunction with the decline in some 
more traditional centrally located employment, has resulted in a reduction in the 
number of trips that can be easily served by a radial city public transport network 
(City of Edinburgh Council, 2003a.). In addition to this, a high quality road network 
has assisted travel by car, particularly to non-city centre locations. However, 
congestion has now begun to affect even main inter-urban roads and the City 
Bypass at peak times. The real cost of motoring has remained virtually unchanged 
since the early 1970’s (National Statistics, 2004), which, combined with increases in 
income, has contributed to the current modal split; hence, it is not surprising that 
convenience and cost have influenced people’s choice of transport (DETR, 2000).
Cars account for 79% of the total volume of traffic on the roads in Scotland and 
light goods vehicles account for a further 12% (Scottish Executive, 2004b). It is 
estimated that car traffic on all roads in Scodand has risen by just over 15% in the 
period between 1993 and 2002 (Scottish Executive, 2004b). Regarding travel, 
travelling longer distances by car (particularly orbital travel) has become more
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feasible since new road infrastructure particularly the city bypass, has been built 
(City of Edinburgh Council, 2003a.). Although there have been some successes in 
terms of policies promoting more sustainable modes of transport, growth in car use 
in the region is persistent, particularly for destinations outside of the city centre 
(ibid.). Increasing journey lengths have also fuelled the growth in traffic. Although 
journey times have remained relatively stable over the years (see Scottish Executive, 
2004b), people are now travelling longer distances in the same time due to improved 
road infrastructure and improvements to other forms of transport. For instance, the 
average trip journey time in 1972/73 was 22.2 minutes and the average trip length 
was 4.7 miles, whereas, by 20031 the average journey time was 21.9 minutes (which, 
is relatively unchanged since 1972/73), but the average trip length was 6.9 miles 
(Department for Transport, 2004e).
Traffic levels are forecast to grow due to a variety of reasons including: people 
getting wealthier and living longer; increasing economic activity and households 
becoming more numerous (Department of the Environment, Transport and the 
Regions, 1997). However, the greatest single factor leading to increasing traffic 
growth is increasing car ownership (ibid). Car ownership for Edinburgh residents 
continues to grow: almost 60.5% of households in the city have access to a car 
compared to 53.5% in 1991 and 46.4% in 1981 (City of Edinburgh Council, 2003a). 
As car ownership has grown people have become increasingly mobile; hence car 
usage has increased. This is particularly evident for the commute to work: commute 
by car or van is on the increase, with almost half of all Edinburgh residents (49.2%) 
travelling to work by this mode (City of Edinburgh Council, 2003a). This compares 
to 36.9% in 1981 (ibid.). Other concerns include the decline in commuting by bus: in 
1981 just over 40% of Edinburgh residents travelled to work by bus; however, by 
2001 this had dropped to 27% (see Figure 3.1). Nevertheless, some of the more 
sustainable modes of travel have shown encouraging signs of growth since 1981 (see 
Figure 3.1), in particular walking, cycling and train travel (City of Edinburgh
1 The figures for 2003 are provisional data.
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Council, 2003a). Walking and public transport (despite the decrease in bus usage in 
recent years) still account for significant proportions of travel in Edinburgh, indeed, 
they are much higher than in many other UK cities of similar size (City of 
Edinburgh Council, 1999). However, despite the increase in use of more sustainable 
modes of transport, the growth in car ownership and car use has caused traffic 
levels on some of the main city roads to increase by over 60% over the last 20 years 
(City of Edinburgh Council, 2000a). Consequently, this increase in traffic has led to 
considerable increases in congestion and other transport related problems at 
locations throughout the city.
Most people in Scotland work in the same area as they live (Scottish Executive, 
2004a). In fact, 84% of employed people in Edinburgh who commute to work 
travel to work in Edinburgh {ibid.) (as opposed to travelling to work in other regions 
of Scotland). However, Edinburgh also draws in commuters from the Lothians, Fife 
and throughout South East Scotland. Sixty-six percent of all people working in 
Edinburgh also live in Edinburgh, while 22% of them travel in from the Lothians, 
4% from Fife and the remainder from elsewhere in Scotland {ibid.). Sixty two 
percent of journeys into Edinburgh for commuting purposes are as the driver of a 
car or van, 9% as a passenger, 15% are made by bus and 15% by rail {ibid.). It is 
forecast that the increase in the number of people commuting daily to Edinburgh 
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Figure 3.1 Usual mode of travel to work of Edinburgh residents: 1981-2001
Source: City of Edinburgh Council (2003a)
On the supply side, the road infrastructure in Edinburgh is not designed for the 
dominance of the car. The city has no inner ring road (unlike many other UK cities 
of a similar size) and it is not connected to the motorway network. However, the 
city has a reasonably developed public transport network. Most public transport in 
the city is by bus service, supplemented by urban rail services. Two predominant 
bus companies operate in Edinburgh: Lothian Buses2, which holds approximately 
80% of the market, and First Edinburgh (a unit of Firstgroup), which holds 
approximately 18% of the market (Lothian Buses Pic, 2004). The remainder of the 
market is held by a variety of very small competitors. The bus service in Edinburgh 
is reasonably good with over 2,200 bus stops in the city. Furthermore, the city is 
served by more than 180 different bus routes and much of the city is covered by a
2 Lothian Buses is owned by four local authorities (City o f Edinburgh Council, East Lothian 
Council, Midlothian Council and West Lothian Council). Pursuant to the provisions o f the 
Transport Act 1985, the board o f Lothian Buses operates independently and is charged with the 
delivery o f a profitable passenger bus service in Edinburgh.
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10-minute frequency service during peak hours. Nevertheless, bus frequencies drop 
off markedly in the evenings and at weekends, in addition, orbital bus routes are not 
that extensive and somewhat inadequate.
More recently, however, the City of Edinburgh Council has developed its 
Greenways package (coloured bus lanes) of bus priority measures on key routes with 
the result that bus journey times have improved significantly and bus patronage has 
increased. Furthermore, the West Edinburgh Busway system (WEBS), which 
includes both guided sections and improvements to existing on-street stops, went 
into service in December 2004. This will allow high quality buses to operate at high 
speeds on a dedicated route between the Edinburgh Park and the city centre. Two 
park and ride sites currently exist for those travelling to Edinburgh: Newcraighall 
and Ferrytoll. They allow motorists to bring their cars to the edge of Edinburgh 
where they can transfer to high frequency trains or buses. Construction of Park and 
ride sites at Hermiston and Ingliston are underway, both opening in early 2005. 
Furthermore, two sites at Straiton and Todmills will be constructed in 2005; these 
will be served by buses into the city centre every 10 minutes. There are two train 
stations in the city centre, Waverley and Haymarket servicing inter-urban/inter-city 
rail services from England and Scotland. A new train station opened in Edinburgh 
Park in 2003, which serves the new business districts. People can now travel across 
and into Edinburgh without having to change trains. This will help reduce traffic 
congestion on the city bypass.
As shown in this section, car ownership and usage continues to increase in 
Edinburgh, which in turn has lead to increased traffic congestion and associated 
problems in the city. Moreover, the city is also experiencing continued economic 
growth, which, combined with the decrease in public transport usage, emphasises 
the need for an innovative approach to tackle the major issues. Indeed, traffic levels 
have stabilised in the city centre due to a variety of reasons such as the transport 
policies pursued in recent years (e.g. Greenways, parking controls and the closing of 
eastbound traffic on Princes St.) and other reasons such as the location of business
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and activities away from the city centre. In contrast, traffic levels have worsened in 
areas outside of the centre, particularly in the west of Edinburgh where the Gyle 
Industrial Estate, the Gyle Shopping Centre and New Edinburgh Park are located. 
Traffic forecasts based on current trends and current levels of public transport 
investment show that traffic levels will increase by over 20% in Edinburgh between 
2001 and 2021 (City of Edinburgh Council, 2002). It is recognised that there is a 
need for some form of traffic restraint if this forecasted increase in traffic is to be 
avoided. Furthermore, any such policy will need to significantly influence travel 
behaviour such that the modal share for cars decreases and usage of other modes 
increases.
3.2 A CASE FOR ROAD USER CHARGING IN EDINBURGH
In the first instance, Edinburgh has many of the criteria that make it eligible for 
consideration for a road user charging scheme. The city is experiencing strong 
economic growth, inward migration and increased levels of car ownership. 
Furthermore, the public transport system is well developed and traffic levels in the 
city are forecast to increase. A justification for a charging scheme that includes the 
city centre is the desire to maintain a high quality environment and improve the 
accessibility in order to maintain the attractiveness of the city. Furthermore, traffic 
growth in the city centre is restricted by the availability of road space. However, on 
closer inspection of travel patterns, one can see that the future projections for traffic 
growth reveal that most of the significant congestion will be concentrated at the 
periphery of the city. Indeed, it appears that traffic levels in most areas of the city 
centre are projected to decrease slightly. In fact, as stated earlier, traffic levels in this 
area have stabilised over recent years.
If a road user charging scheme proved to be an appropriate TDM measure, then 
predictions of its consequences would be required. The policies that need to be 
adopted for Edinburgh then have to recognise this pattern of travel behaviour, and
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be targeted, in order to optimise this pattern (see section 5.1.1 for a discussion of 
asymmetric churn). Modelling work for the proposed Edinburgh congestion 
charging schemes shows that the scheme will reduce traffic congestion3, particularly 
in the city centre (MVA Consultancy, 2004). In 2006 this reduction4 is 24% in the 
city centre for the morning peak (07:00-10:00), 11% for Edinburgh South and only 
1% for Edinburgh West (MVA Consultancy, 2004), which appear to achieve the 
targets set for the city centre, as specified in the LTS.
In terms of problem framing and goal formulation (see Langmyhr, 1999 for a 
discussion of these issues), it appears that Edinburgh is placing much emphasis on 
the problem of traffic congestion at the periphery of the city as a means of 
conveying the serious traffic situation for Edinburgh and the need for road user 
charging. The question may not be whether road user charging p er se is appropriate 
for Edinburgh, but, whether the proposed scheme is the most appropriate one. The 
next section discusses the development of the proposed road user charging scheme 
for Edinburgh.
3.3 THE DEVELOPMENT OF A ROAD USER CHARGING SCHEME 
FOR EDINBURGH
3.3.1 Introduction
Over recent years road user charging has come to the political forefront in the UK. 
Not only this, after many years of talking about the policy, it has become a reality in 
two UK cities: London and Durham. Along with the 1998 UK Transport White 
Paper (Department of the Environment, Transport and the Regions, 1998a), 
Scotland produced its own White Paper entitled ‘Travel Choices for Scotland’, 
which considered in more detail the pertinent transport issues for Scotland (Great
3The congestion measure is average minutes/km attributable to congestion.
4 Relative to reference case, which includes schemes completed after 2001, and all schemes that are 
fully-funded and committed up to 2006; plus Tramlines 1 and 2 plus additional bus priority, park & 
ride, and City Bypass bus service.
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Britain Scottish Office, 1998). This paper briefly addresses road user charging, 
referring to the consultation exercises required before implementing such schemes. 
Shortly afterwards (in 1999) the Scottish Executive produced a consultation paper 
proposing the introduction of legislation allowing local authorities to introduce 
congestion charging or work place parking levies in their areas (The Scottish 
Executive Development Department, 1999). The development of a road user 
charging scheme for Edinburgh has involved a number of stages: the publication of 
the Scottish transport white paper, the development of the local transport strategy, 
setting up of the New Transport Initiative, public consultation on the local transport 
strategy and other review work.
The City’s local transport strategy (discussed in section 3.1) made it clear that the 
transport budget lacked the funds for even the most basic requirements of the 
transport system and that alternative sources of funding would have to be found if 
the targets set out were to be achieved. A road user charging scheme was identified 
in the LTS as one possible source of funding. Therefore, the ‘New Transport 
Initiative’ was set up to develop further a transport strategy capable of addressing 
these issues. A key element of this would be public consultation5. Naturally, the 
most publicised element has been the public consultation phases, which are 
discussed in the following sections.
3.3.2 Public Consultation on Road User Charging for Edinburgh
The City of Edinburgh Council carried out a major public consultation exercise on 
the interim LTS in the autumn of 1999. Households and businesses were asked, via 
a questionnaire, for their views on how Edinburgh’s transport strategy should be 
developed. In particular, people were asked for their opinions on three example 
scenarios:
5 Cain & Jones (2003) provide an excellent overview o f the consultation phases associated with the 
development o f a congestion-charging scheme for Edinburgh.
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1. High levels of spending on transport projects using funding raised from a 
road user charging scheme
2. Lower levels of spending on a lower number of transport projects, but 
higher than present, using funds raised from a workplace parking levy 
scheme
3. Spending at similar levels to now, on a minimal list of new transport projects. 
The majority of respondents (households and businesses) had a preference for the 
first option. Based on the support for the road user charging option, it was 
recommended that the second phase of the New Transport Initiative should be 
undertaken (City of Edinburgh Council, 2000b). In particular, this included the 
identification of a preferred road user charging scheme and the package of transport 
improvements that would accompany such a scheme.
Phase two of the consultation process took place in October 20 006. City residents 
and non-residents were surveyed for their opinions on the design of a road user 
charging scheme. Further to renewed political interest in a double cordon scheme 
supplementary investigation into this option was undertaken in December 2000. 
Both residents and non-residents had a preference for the cordon-based entry 
permit design (Cain, Celikel & Jones, 2001). The findings showed that there was a 
preference for a once-per day payment as opposed to per-entry payment and a 
preference for the scheme to be operational Mondays to Fridays only {ibid). 
However, there was no clear consensus on whether there should be a city centre 
cordon only or a double cordon which would include the city centre cordon and an 
outer cordon at the city bypass {ibid).
With such outcomes of the second phase of consultation it was clear that the third 
phase of consultation would have to address the single or double cordon issue. 
Subsequently, the third phase of consultation6 was undertaken in the autumn/winter 
of 2001, with the objective of obtaining a comprehension of the types of road user
C hapter 3
6 This was undertaken by the PROGRESS Consortium.
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charging and investment package that would achieve maximum support from the 
regional population (Cain & Jones, 2002a). A number of activities were undertaken 
in this phase including a series of focus groups, surveys of samples of Edinburgh 
residents and non-residents living in the major corridors surrounding Edinburgh 
(Cain & Jones, 2003). Respondents were questioned about seven separate transport 
strategy options with six of them being based on different types of road user 
charging schemes and one no-charging option. A different level of transport 
investment was included in each of the road user charging options and each had a 
specific level of road-user charge.
Again, like in phase II, there was no clear preference for a single or double cordon 
(Cain & Jones, 2003). In addition, the results showed that there would be high levels 
of opposition to any transport strategy involving a road-user charge of ¿3  per day 
{ibid.). The main outcome of this phase was that the main public consultation phase 
would have to include both a single and double cordon {ibid.).
Phase IV involved a major public consultation exercise where everyone was invited 
to give their views. This consultation period took place in June-July 2002 and was 
widely publicised in the media, through a variety of commercial and public sector 
outlets and on local buses in the Edinburgh area (Cain & Jones, 2002b). Almost
240,000 consultation leaflets were distributed with a response questionnaire 
included in the leaflet for return by mail. A consultation website was also created 
where people could reply online. A smaller market research exercise was also run 
parallel to the main consultation exercise in order to obtain the views of a cross 
section of the general population by approaching a representative sample of 
residents in Edinburgh and the surrounding authority areas. Furthermore, a series of 
public consultation meetings also took place in various locations in and around 
Edinburgh.




1. Option A: A single city centre cordon-charging scheme and related package 
of city-based transport improvements
2. Option B: A double cordon-charging scheme (city centre cordon-charging 
scheme and a charge to cross into the city from beyond the city bypass), 
together with a package of city and regional transport improvements
3. Option C: A no charging option, with a transport strategy based on the 
continuation of current trends, with resources for only limited transport 
improvements.
The findings of the consultation questionnaire showed that support and opposition 
by city residents for Option A were broadly similar, with slightly more opposing the 
scheme (46%) than supporting it (43%). Similarly, results from the market research 
study showed fairly even support/opposition for Option A, but with slightly more 
supporting the scheme (47%) than opposing it (42%) (Cain & Jones, 2002b). 
Furthermore, results of the consultation exercise showed greater opposition for 
Option B (the double cordon) and net support for Option C (no-charging option) 
{ibid). Weighting factors that were applied to both sets of results (based on 
household car ownership) showed that support for Option A was 10% higher than 
opposition to this option and just slightly more opposition than support was found 
for Options B and C (Cain & Jones, 2002b; Cain & Jones, 2003).
On the whole, non-residents were more opposed to Option A than residents. There 
was greater opposition than support for both Options A and B, with considerably 
high levels of opposition for the double cordon option (Option B) (Cain & Jones, 
2002b). Even the application of weighting factors to the results had little effect, 
implying that either the samples were representative of the non-resident population, 
who visit Edinburgh overall, or that respondent’s opinions did not entirely 
correspond to their patterns of travel in the city (Cain & Jones, 2003).
The various consultations on the LTS carried out, up to this point, showed strong 
support for the basic policy objectives and opposition to continuation of current
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funding levels (i.e. ‘do-nothing’); however, respondents were not persuaded that a 
road user charging scheme was the best way of achieving the objectives of the LTS 
(City of Edinburgh Council, 2004; Cain & Jones, 2003). Information from Phases I, 
through to IV were used to assist the Council’s application to the Scottish Executive 
for Approval In-Principle (AiP) for a road user charging scheme, which was granted 
in December 2002 (Cain & Jones, 2004).
The CEC carried out consultation on its draft LTS update during October and 
November 2003. Approximately 165 interest groups, local Councillors, MPs and 
MSPs were targeted during this phase and details of the LTS were also placed on the 
internet and in libraries for the general public (City of Edinburgh Council, 2004). 
Simultaneously a public information programme on the road user charging scheme 
and Integrated Transport Initiative (ITI) was undertaken with approximately one 
million information leaflets distributed to households in the South-East Scotland 
Transportation Partnership (SESTRAN7) area between October 13th and 
November 4th 2003 (Cain & Jones, 2004). The aim of this was to raise awareness of 
the integrated transport strategy and proposal for a road user charging scheme. 
Moreover, the public had until January 3rd 2004 to make comments on the draft 
proposals as presented in the information leaflet. A market research exercise was 
also conducted in parallel with the consultation exercise. A mail-out-mail-back 
survey was used where a total of 19,5008 questionnaires were sent to a random 
sample of households across the SESTRAN area between October 29th and 
November 3rd 2003 (Cain & Jones, 2004). The aim of the survey was to gauge the 
views of the public on five main issues (Cain & Jones, 2004):
1. The Phase V public information exercise
2. The objectives of the City of Edinburgh Council’s Integrated Transport 
Initiative (ITI)
7 Composed o f the City o f Edinburgh, East Lothian, Midlothian, West Lothian, Scottish Borders, 
Falkirk, Stirling, Clackmannanshire and Fife.
8 A  total o f 3,500 questionnaires sent to households within the City o f Edinburgh Council area and 
2,000 questionnaires sent to each o f the remaining local authorities.
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3. The current ITI proposal
4. Possible modifications to the charging scheme design
5. Possible impacts of the proposals on car drivers’ travel behaviour
All written comments received during the statutory consultation process and the 
public information campaign that took place in the three months up to 3 January 
2004 were used to inform the Council in the drafting of the final ‘Draft Congestion 
Charging’ order (proposed scheme).
Formal public notice of the final draft charging order was given in February 2004 
with a twenty-eight day period for representations/objections. Following on from 
this, a 10-week public inquiry on the proposed road user charging scheme took 
place in Edinburgh from April 27th 2004. Three independent reporters took all 
objections and representations that were submitted during the formal objection 
periods on the proposed road user charging scheme into account. The findings were 
made available to the CEC in October 2004 to consider whether to proceed with a 
road user charging scheme and if so on what terms. In fact, the Council has decided 
to proceed and there will be a referendum within the Edinburgh area (in early 2005) 
before a final decision on whether to make the charging order is made. The current 
proposed charging scheme is set out below.
3.3.3 The Proposed Scheme
The proposed road user charging scheme for Edinburgh will be similar to the 
London scheme in some aspects, with the following characteristics9:
• Charging will only apply from Monday to Friday
• Two charging cordons will be in operation
• City centre cordon operating 07:00 to 18:30
• Outer cordon, inside the city bypass, operating from 07:00 to 10:00
9 For further details see h ttp :/ / iti.tied inburgh.co .uk/
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• £2 charge; only one charge per day no matter how many times the cordon is 
crossed
• After introduction in 2006 the charge would be linked to inflation
• Charge will only apply to vehicles entering the city. No charge for crossing 
either cordons on the way out of the city
• A wide range of payment methods available to pay the charge: ticket 
machines; internet; mobile and payment at shops. Payments can be made on 
a daily, weekly monthly or annual basis
• Exemptions: Emergency vehicles, motorcycles, all taxis licensed under the 
Civic Government (Scotland) Act 1982, all buses and coaches including taxi 
buses and vehicles used for the transport of disabled people, blue badge 
holders, purpose built breakdown vehicles operated by accredited breakdown 
and recovery organisations and registered car club vehicles. Residents of 
Edinburgh, living outside the outer cordon (including Currie, Balerno, 
Juniper Green, Ratho, South Queensferry, Kirkliston), would be exempt 
from paying the charge at the outer cordon
Even before road user charging is implemented an £80 million package of bus and 
rail improvements including Edinburgh Cross Rail, the West Edinburgh Busway, 
new park-and-ride sites and associated bus priority routes will be put in place 
(Transport Initiatives Edinburgh, 2002). A tram network is also proposed for the 
city.
The decision to include the outer cordon appears to be the right decision bearing in 
mind that traffic levels are forecasted to rise significantly at the periphery of the citv 
over the next 15-20 years. However, the issue of a double cordon has been a 
contentious issue for the city, with no clear support from the public for this double 
cordon. In London, a significant amount of appeasement took place with key 
stakeholders so as to gain their support and hence achieve the goal of 
implementation of the road user charging scheme there (Banister, 2003).
85
C hapter 3
Consequently, many exemptions and discounts were given in exchange for this 
support (ibid.). The exemption of City of Edinburgh Council residents living outside 
of the outer cordon is a controversial issue: residents from other local councils who 
will have to cross this cordon to get to work are claiming that this exemption is 
unfair. In fact, Transport Initiatives Edinburgh10 (tie) recommended that the 
proposed exemption for Edinburgh residents living outside the outer cordon should 
be abandoned.
The proposed scheme for Edinburgh is different from the London scheme in some 
aspects. The London scheme is an area-licensing scheme, which means that a charge 
is applied if a vehicle is within the charging zone even if it is moved only a short 
distance. For the Edinburgh scheme, a charge will only be applied if a vehicle 
crosses into the charging zone. In London there is an incentive for residents within 
the charging zone to reduce the numbers of trips they make by motor vehicle 
because of they are subject to the charge (although, it is recognised that the 
disincentive to travel, within the charging zone, is low since they receive a 90% 
discount on the charge). On the other hand, residents within the inner charging 
zone in Edinburgh would not have such an incentive to reduce travel (if their travel 
were to take place within the charging zone) because they would not be subject to 
the charge. Furthermore, people living between the inner and outer cordons can 
travel freely in between the charging zones as long as they do not cross into the 
inner cordon or travel out and back in over the outer cordon.
Another difference between the two schemes is the level of charging: the charge is 
£5 in London but only £2 in Edinburgh. For Edinburgh commuters, this would 
only be £10 per week (even less if the charge is paid on a monthly/annual basis 
because of discounts) if an individual crossed the cordon each day. There is the 
question of whether the charge will be high enough to have any significant effect on 
congestion levels; however, the charge may be quite successful at raising revenue. At
10 This is the arm’s length company formed to deliver major transport projects for the CEC.
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the public inquiry for the Edinburgh scheme, Saunders (2004), in his precognition, 
recognised that £2 was a modest charge that was not high relative to the overall cost 
of travel. Nevertheless, he said that the charge would be adequate in terms of 
affecting congestion and making available revenue for public transport.
Furthermore, he reiterated that it was not the perfect scheme but a realistic one that 
will be beneficial for the city centre and could begin to address the more 
problematic matters at the periphery of the city. Moreover, he claimed that it 
“balances theoretical requirements against public acceptability” (p.55). The 
motivation for a specific charging level may be in the need to strike the right balance 
between effectiveness and acceptability. Jaensirisak, May & Wardman (2002) found 
that a charging scheme should be concerned with the acceptability issue rather than 
the effectiveness issue because it is likely that any charging scheme will be effective 
in terms of reducing car use. They say that there is little difference between high- 
level and low-level charging schemes in terms of effectiveness, but schemes with 
low levels of charges are much more acceptable (ibid.).
Other similarities between the Edinburgh and London schemes are that only one 
charge can be incurred per day regardless of the number of times an individual 
crosses into the charging zone. The decision for this type of charging regime is 
probably a combination of public acceptability issues and the simplicity of a scheme 
that charges only once per entry. Both schemes operate Monday to Friday and 
operate for similar hours (comparison with Edinburgh’s inner cordon). The issues 
of hours of operation, charging level, exemptions etc. all relate to the compromises 
that have been made between the objectives of traffic reduction and revenue 
generation.
3.4 SUMMARY
In this chapter, the traffic problems in Edinburgh were discussed as well as the City 
Council’s vision for a transport strategy to tackle the serious traffic-related problems
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faced by Edinburgh. Furthermore, the specifications for the proposed road user 
charging scheme, as well as the consultation phases were outlined. Similarities and 
differences between the Edinburgh and London schemes were highlighted. In the 




4 PUBLIC ACCEPTABILITY OF ROAD USER
CHARGING
4.1 INTRODUCTION
Although economists have been advocating the use of road user charging for many 
years, the number of schemes that have been actually implemented is quite limited. 
It is well accepted that road user charging is an unpopular measure for tackling 
traffic-related problems (although the policy is much less unpopular than it used to 
be). One major factor contributing to the unpopularity of the measure is that car 
users will have to pay for something that was once free. Furthermore, some of the 
most common arguments for opposing road user charging include (Begg, 1998): 1) 
road user charging is unnecessary and urban transport problems can be sorted 
through investment in public transport; 2) motorists already pay; 3) road user 
charging is inequitable; 4) other pricing policies such as increased fuel and car 
ownership taxes would be more appropriate. Nevertheless, this opposition to road 
user charging can be reduced by tackling the opposition through careful measures 
that can increase support for road user charging such as earmarking the generated 
revenue for improvements to public transport and transport infrastructure.
4.2 ACCEPTABILITY VERSUS ACCEPTANCE
The low level of support given to road user charging is often investigated in terms 
of public ‘acceptability’. However, the term ‘acceptance’ is often used, with the two 
terms frequently being interchanged. Nonetheless, Schade & Schlag (2000) 
differentiate between ‘acceptability’ and ‘acceptance’ in the context of pricing 
policies by establishing that one term refers to attitudes and the other to behaviour. 
In essence they refer to ‘attitudinal acceptance’ as “an affirmative attitude towards a 
specific object”, for example road user charging (p.5). Furthermore, they define 
‘behavioural acceptance’ as “behaviour which corresponds with the aims and 
objectives of the system to be implemented” (p. 5). Thus, to investigate ‘behavioural
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acceptance’ it is required that the objectives and sought-after patterns of behaviour 
are defined prior to implementation of the scheme (ibid.).
With the purpose of avoiding confusion in the use of ‘attitudinal acceptance’ and 
‘behavioural acceptance’, Schade & Schlag (ibid.) propose the use of the term 
‘acceptability’ when referring to ‘attitudinal acceptance’. In other words, 
‘acceptability’ of charging policies thus refers to the attitudes towards these policies 
before they are implemented, whereas, acceptance refers to the behavioural 
responses to pricing after a measure is implemented and thus is an ex-post 
investigation. It is usually assumed that behavioural responses of individuals, once a 
charging scheme is introduced, will be guided by their attitudes, which were 
previously expressed. These could include, support for the measure, acceptance of 
the scheme, resistance to the measure etc.
It is fair to say that most work investigating the support for road user charging is 
based on ‘attitudinal acceptance’, i.e. the acceptability levels prior to implementation 
of road user charging. In reality this is to be expected, as few road user charging 
schemes have been implemented and thus few opportunities to investigate the 
public ‘acceptance’ of road user charging. Public acceptability can thus be defined as 
the willingness to support the implementation of road user charging regardless of 
later behavioural response when the strategy is finally introduced. Therefore the 
term ‘acceptability’ is used throughout this chapter.
4.3 WHY ARE THE PUBLIC RELUCTANT TO SUPPORT ROAD 
USER CHARGING?
Empirical assessment of road user charging and other pricing measures shows that 
support for pricing measures is generally low. So why are the public reluctant to 
support such measures? A number of factors affecting the acceptability of road user
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charging have been identified. These factors are summarised in Table 4.1 and 
discussed in the following sections.
Table 4.1 Factors affecting public acceptability of road user charging
Factors determining the acceptability of road user charging
Problem perception and awareness 
Knowledge and awareness o f the policy 
The major objectives to be achieved by the policy 
Perceived effectiveness o f the policy 
Equity/fairness
Attribution o f responsibility and perceived problems
4.3.1 Problem Perception and Awareness
People perceive transport problems in different ways, which eventually influence 
their support and acceptability, or otherwise, of any transport policy. This highlights 
the need to take their concerns into account when setting the objectives of a 
scheme. Jones (1998) argues that the lack of problem perception can cause an 
obstacle for the public acceptability of road user charging. For instance, if an 
individual is not aware of a particular transport problem or does not perceive it as a 
problem it seems logical that they are unlikely to support a policy to tackle this 
problem. Moreover, research suggests that people are more willing to favourably 
evaluate policy measures aimed at reducing car use if they believe that car-use causes 
the problems (see for example Steg & Vlek, 1997).
Furthermore, Rienstra et al (1999) investigated problem perception both from the 
personal and social perspective and found that the public do not give all transport 
problems the same level of importance. From the personal perspective safety was 
the most serious issue with environment and congestion problems perceived as less 
serious. From the societal perspective, environmental problems were perceived as 
most serious, followed by congestion and then safety. Similarly, Schade & Schlag
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(2000) asked respondents to assess transport related problems in terms of personal 
and societal problems. In terms of societal problems the problems receiving the 
highest confirmative responses were air pollution, traffic congestion and lack of 
parking spaces. Traffic congestion was perceived as most problematic in terms of a 
‘personal problem’. And over 60% of respondents believed that traffic congestion 
would get worse. Moreover, they found that acceptability of pricing strategies was 
lower where there was high awareness of problems directly related to road-use (e.g. 
congestion, lack of parking etc). However, results from the PRIMA project (Gueller, 
2000; Harsman et al, 2000) indicated that lack of parking spaces, level of parking fees 
and time lost in congestion were deemed most problematic (all of which are car 
related problems). They also found that the perception of transport problems 
differed between individuals and on whether the viewpoint was from a personal or 
societal perspective.
In Ison’s investigation (2000) of Local Authorities’ and Academics’ attitudes to road 
user charging, the majority of those surveyed believed that traffic congestion and 
traffic-related pollution was a serious/very serious problem. In terms of 
effectiveness, road user charging was considered the second most effective policy 
for reducing traffic congestion (81.6% support). However, they believed that it was 
not an acceptable policy for dealing with this problem (only 11.4% support).
4.3.2 Knowledge and Awareness of the Policy
The knowledge of proposed policies, their objectives and implementation are 
important factors, which affect acceptability. Schlag & Schade (2000) reported, in a 
study of six European case study cities, that information levels on demand 
management measures were fairly low. Three quarters of the car drivers questioned 
knew nothing about pricing measures. Furthermore, this lack of knowledge affected 
their acceptability of pricing measures: less than 17% found cordon pricing 
acceptable, less than 15% found congestion pricing acceptable and less than 10% 
found distance based pricing acceptable. However, Schade & Schlag (2000) found
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that, although respondents had little knowledge of the pricing strategies presented to 
them, they still gave higher affirmation to the effectiveness of the strategies even 
though their level of knowledge of the strategies was very low. Furthermore, 
following on from that revelation, neither of the pricing strategies, presented to 
respondents, received anywhere near majority support.
It is important to note that there may be contrary problems associated with too 
much information being given to the public. For example, Collis & Inwood (1996), 
in an interview setting, measured acceptability levels prior to presenting respondents 
with a stated preference (SP) exercise related to road user charging. Prior to the SP 
exercise almost 60% of respondents said that a road user charging scheme, which 
would “restrain traffic and improve public transport”, would be quite or very 
acceptable. However, later in the interview, (after the SP exercise) following an 
‘education process’, the respondents’ acceptability levels reduced to less than 30%.
An individual’s knowledge and awareness of policies to tackle the associated 
problems of transport also impact on the acceptability of road user charging. Where 
an individual knows little about a policy, then how can they find it an acceptable way 
to tackle perceived problems.
4.3.3 Perceived Effectiveness of the Policy
Empirical research suggests that the public do not believe that pricing measures can 
solve traffic-related problems such as congestion and environmental pollution. It 
has been claimed that, in general respondents are aware of transport related 
problems, but do not necessarily believe that road user charging would solve the 
problem (e.g. PATS Consortium, 2000). For example, in the eight PRIMA project 
case study cities (Gueller, 2000; Harsman et al., 2000) there was not a majority 
agreement that road user charging was an effective policy for coping with 
congestion and environmental nuisances. Only in the Scandinavian countries was 
there agreement of over 30%, with much less agreement amongst the other cities. In
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the AFFORD project case-study cities (Schade & Schlag 2000) respondents were 
asked to assess two pricing strategies, one classified as the ‘best practice second best 
strategy’ and the other as the ‘acceptable strategy’. The results indicated that the 
perception of effectiveness for the two strategies was higher than for the awareness 
of these strategies. With the absence of existing examples of road user charging 
schemes, the public might be prepared to trust, to a certain degree, these pricing 
measures, even without much information about them (see Bartley, 1995; Schlag & 
Teubel, 1997; and Schade & Schlag 2000 for more discussion on this subject). This 
is contrary to the suggestion that the public need to be aware of a particular policy if 
they are to perceive it as an effective means of tackling traffic-related problems.
4.3.4 Equity, Fairness and Level of Charge
Equity and fairness are regularly quoted as a barrier to acceptability. The link 
between equity and fairness can be defined as “equity ...[is the] distributional 
dimension of fairness” (PATS Consortium, 2000, p. 19). Jones (1998) ascertained 
that the fairness/equity argument pertaining to road user charging was dependent 
on the objectives of the proposed scheme. He indicated that where the objectives 
were to reduce traffic, then the fairness argument stemmed from two sources:
1. People perceive the road network as a public good and thus one that is free
2. Where the aim is to reduce traffic levels, then one encounters the argument 
of whether those who cannot pay are deemed as less essential traffic. People 
use the argument that low-income users will be most disadvantaged: from a 
social perceptive it may be preferable to ration by time (i.e. congestion) than 
to start rationing by income (i.e. road user charging). From this comes 
pressure to tackle the equity issue through exemptions or discounts to certain 
groups.
In addition, Jones (1998) noted that if the objectives of the scheme were to raise 
revenue then the fairness issue fell down to a geographical issue. The main concern 
is that those benefiting from the re-investment of generated revenues are not
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contributing their fair share. Here the solutions are different, with pressure to 
charge more people through additional charging areas/cordons, so that more car 
users are captured within the charging scheme.
Jakobsson et a l (2000) found that car users were unwilling to accept road user 
charging because they believed that it was an infringement of their freedom and was 
unfair. The PATS Consortium (2000) found that there was a strong conviction that 
transport is already overly taxed; additionally there was little support for the ‘polluter 
pays’ principle. In the PRIMA project (Gueller, 2000) cities, respondents were asked 
about what was fair/unfair about road user charging: on average, the highest level 
of agreement (74%) was for the fact that road user charging disfavours the less 
wealthy.
Road user charging can be a difficult measure to implement because the charging 
levels required for an effective measure, that is, one predicted to solve congestion 
and environmental problems are not generally acceptable and those that are 
acceptable are not deemed to be effective (Gueller, 2000; Harsman et al, 2000).
There is no doubt that there is low public acceptability of pricing measures as a 
means of managing demand; however, public acceptability can improve if the 
revenues raised from a scheme are used to finance and improve the transport 
system, the environment and safety. In addition, acceptable charging schemes are 
those that have lower charging levels. The level of charge is related to equity and 
effectiveness; furthermore, as stated earlier, one of the means of addressing these 
issues is to consider lower charges, exemptions or discounts. One of the 
consequences of trying to make schemes more acceptable through lowering the 
charges is that the effectiveness is diluted, which may happen to the point where 
there is little point in implementing the scheme. However, as noted in section 3.3.3, 
it is claimed that there is little difference between high-level and low-level charging 
schemes in terms of effectiveness, but schemes with low levels of charges are much 
more acceptable (Jaensirisak, May & Wardman, 2002).
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Hypothecation of revenues from a charging scheme is also extremely vital to the 
acceptability of road user charging. The next section discusses public acceptability 
and revenue allocation.
4.4 PUBLIC ACCEPTABILITY AND REVENUE ALLOCATION
Careful spending of the revenues from a charging scheme can help increase the 
public acceptability of the policy. This section looks at the public’s preferences on 
how the revenue should be allocated and at how the acceptability of road user 
charging increases when it is seen as part of a package approach (which provides 
viable alternatives to the car).
4.4.1 The‘Rule of Three’
Goodwin (1989) was one of the first to develop a framework for allocating the 
revenues from a road user charging scheme. He remarked that potential supporters 
of road user charging might in fact be supporting different elements of the road user 
charging package. The different elements supported by various groups may include:
1. The building of new roads: a) in the area where the revenue is raised, b) in 
other areas
2. Reductions in taxation: a) of motorists, b) others
3. Improvements in public transport
4. Reductions in traffic and increased speeds
5. Reclamation of road space for pedestrians, environmental improvements
6. Reallocation of road space to essential traffic.
Road user charging may be viewed as a popular policy in the middle stages, once the 
distrust of the policy, evident in the early stages has passed (Goodwtin, 1989). It is 
during these middle stages that interest groups might see the potentially large 
benefits to be gained if their preferred spending strategies are adopted. Nonetheless,
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it is only in the later stages that decision-makers set down the precise details of the 
policy (ibid.)-, for example, the final charging area, the charging level, the exemptions 
and how and where the revenues will be spent. It may not be until this stage that the 
support of interest groups is withdrawn when they realise that they are not going to 
get what they expected from the policy, e.g. the car lobby will not be getting new 
roads, the environmentalists will not be getting desired emission reductions etc.
Therefore, the political issue is a balancing act over a number of issues: the trade-off 
between the needs and wants of each interest group and the trade-off between 
providing all information to interest groups at the beginning or holding off on the 
detail until later stages. Interestingly, Langmyhr & Sager (1997) while commenting 
on lessons learned from the implementation of the Trondheim charging scheme, 
suggested that a certain amount of ambiguity was required for a road user charging 
campaign, because this ambiguity would result in each of the interest groups 
believing that their cause would be favoured. Unlike Langmyhr & Sager {ibid.), 
Goodwin {ibid.) proposed that the contending issues of the different interest groups 
be recognised and incorporated into the scheme design from the start. His proposal 
commonly known as the ‘rule of three’ is set out as follows:
• Use 1/3 as a general tax revenue, which can be used to decrease existing 
taxes or increase social spending according to national or local priorities
• Use 1/3 to fund new road infrastructure and it’s maintenance (again 
according to national and local priorities)
• Use 1/3 to improve the effectiveness of public transport through a 
combination of fare and service level improvements.
Goodwin’s aim under the ‘rule of three’ was to ensure that supporters of road user 
charging could have their claim recognised and would have some advantage over the 
current situation. Moreover, their expectations would not be mislead in the early 
stages. Goodwin’s proposal did not set out any further details on how the tripartite 
division of revenues could be specifically allocated.
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Small (1992) also proposed a tripartite division of revenues by allocating 1/3 to 
reimburse to travellers as a group, 1/3 as a substitution for general taxes which are 
currently used to pay for transport services and use 1/3 to fund new transport 
services. He went further than Goodwin by setting out seven specific measures to 
achieve his proposed tripartite division of revenues. He selected these so that the 
benefits would be widespread and thus impact on those inconvenienced by the 
charges.
1. Finance an employee commuting allowance programme
2. Reduce road user taxes
3. Remove all or part of any dedicated (to transportation) sales-tax that may 
apply in the region
4. Rebate a portion of property taxes
5. Finance new road capacity
6. Finance public transport improvements
7. Finance improvements in transport-related facilities and services in business 
areas.
Both Goodwin’s and Small’s proposals may be viewed as a theoretical framework 
for allocating revenues. However, it is not necessary that the tripartite division, or 
their proposed spending options, be adopted. Rather, their proposals can act as a 
starting point, useful in setting down some criteria to be discussed by policy makers, 
politicians, interest groups and the general public.
4.4.2 Empirical Evidence of the Allocation of Revenues from a Road User 
Charging Scheme
Revenue allocation is one of the main issues, which determines the acceptability of 
pricing measures. However, the allocation of revenues will have to be related to the 
objectives of the scheme. When the objective is to reduce congestion, then the 
revenues are best spent to improve the alternatives to the car (i.e. public transport):
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whereas, when the objective is to raise revenue, then improving the transport system 
in general should be considered. For example, the main objective of the Trondheim 
schemes was to raise revenue to improve the transport system, which resulted in an 
investment package consisting of 82% for road building and 18% for public 
transport, safety and environmental improvements (Langmyhr & Sager, 1997). The 
public’s preferences on how this revenue should be spent have been the subject of a 
number of UK and European studies.
Investment in public transport is most often quoted as the most preferable option 
for spending the revenues. For example, results of the TRANSPRICE project 
indicated that the highest level of agreement on spending revenue was for public 
transport improvements followed by improvements to traffic conditions and 
improvements to the environment (Schlag & Schade, 2000). In the AFFORD 
project cities (Schade & Schlag, 2000) almost 88% agreed that the revenues should 
be spent on public transport. It attracted the second highest level of agreement 
(spending on improving traffic flows was highest with 91.2% agreement). However, 
when they were asked how they thought it would be spent, only 41.8% believed that 
it would be spent on this purpose. In contrast, the top priority in the PRIMA 
project cities (Gueller, 2000) was for spending on environmental improvements 
(84% agreement) followed by improving public transport and improving the road 
network.
Spending on reducing the general tax burden or on non-transport services is 
generally not viewed as an acceptable allocation of the revenues. Allocation for 
State/Municipal use received only 20% support in the TRANSPRICE cities, 25.2% 
support in the AFFORD cities and 37% support in the PRIMA cities. Respondents 
in the AFFORD cities were also asked to comment on how they think the revenues 
will be allocated and overwhelmingly 71.2% expected that they would be allocated 
to State/Municipal use.
Budget allocation surveys are a slightly different approach to investigating the 
allocations of revenues. Thorpe et al (2000) asked survey participants, in two UK
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cities, to allocate 10 units (representing the total revenue) over eight generic 
spending options (rather than presenting them with attitudinal statements on 
revenue spending options). In a similar vain to the results of other studies, the most 
popular allocation was on public transport improvements. Furthermore, they too 
found that there was little support for spending on non-transport services (in this 
case, reducing general taxation) or for funding new roads.
Stated preference surveys have been used to investigate preferences for the 
allocation of revenues. Thorpe (2002) used a different approach. He based his 
analysis on an adaptation of Goodwin’s (1989) ‘rule of three’, which used a stated 
preference experiment to investigate these preferences. He used six variables in the 
design: 1) The purpose of the scheme; slight investment in roads; 2) significant 
investment in roads; 3) slight investment in public transport; 4) significant 
investment in roads; and 5) level of annual vehicle taxation. He found that the 
purpose and level of annual taxation coefficients were not significant; however, all 
of the remaining four variables were significant. The four variables all had positive 
coefficient values suggesting that respondents preferred at least some of the 
generated net revenues to be invested in roads and public transport. Additionally, he 
found that there was a preference for public transport investment over investment 
in roads.
4.4.3 The Meaning of ‘Improved Public Transport’
The empirical work thus far discussed has presented very general spending options. 
The evidence clearly suggests that public transport improvements are the preferred 
spending strategy. However, the research lacks more detailed analysis of what 
exactly ‘Public transport improvements’ means. Further clarification can be achieved 
by giving citizens the opportunity to comment on more detailed policy spending 
packages. Such work has been carried out both for London (ROCOL Working 
Group, 2000) and Edinburgh (Cain & Jones, 2002a). One of the reasons that these 
studies examined more specific spending options is probably that both studies were
100
C hapter 4
carried out in preparation for proposed real road user charging projects. Both of 
these projects tested spending options specific to each city; therefore, different 
spending options have been identified as top priority in each of the cities.
Cain & Jones (2002a) investigated, in-depth, the preferences for revenue allocation 
(based on the proposed Edinburgh scheme), providing respondents with a range of 
‘budget’ units to spend depending on the type of scheme that might be 
implemented. In fact, respondents spent their units under seven different budget­
spending packages. These packages varied from 12 units to spend (with no road 
user charging) to 75 units on high investment options with a double cordon around 
the city. A number of the spending options such as upgraded/re-opened rail lines 
and stations and trams were not available under the 12-unit spending package. In 
addition these questions were asked in two separate surveys: a citizen’s panel and 
non-resident survey. Results indicated that some spending options were popular 
over all of the budget-spending packages. These were: bus service improvements 
(within and outside of Edinburgh), bus quality improvements, an orbital bus rapid 
system and park and ride sites around the city’s edge. Other popular options (at the 
higher investment levels) were: upgrading/reopening rail lines and stations and 
improved maintenance of the road network in Edinburgh.
A different approach was used by ROCOL (ROCOL Working Group, 2000) to 
gauge spending preferences for a London scheme. Respondents were informed that 
the revenues could be spent on two or more transport improvements (each costing 
the same), from a list of eight options. The most preferred spending package was 
upgrading underground and rail services and lowering bus fares. This was a far 
simpler revenue allocation task than that presented to the respondents of the 
Edinburgh survey. These two studies are more revealing about the meaning of 
‘public transport improvements’ and in addition reiterate that public transport 
improvements are in fact the preferred spending option.
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4.4.4 Policy Makers’ and Opinion-Formers’ Attitudes to Revenue 
Allocation
At this juncture it would be valuable to ascertain if the opinions of key decision­
makers and opinion formers are different from the rest of the population. Ison 
(2000) explored the revenue allocation from the perspective of academics, local 
authorities and transport interest groups. They were asked to allocate 100 units of 
money to various policies (the 100 units represented the total revenue raised from 
the scheme). The largest proportion was allocated to public transport 
improvements, with a preference for it to be spent locally rather than at a national 
level. The second most popular choice was to spend it on improving the road 
network. There was little overall support for spending on non-transport sendees 
(e.g. on Health and Education and reducing Council Tax). These results were quite 
similar to the findings of the citizen surveys in the EU projects.
Although all of the research works detailed here have identified the significance of 
spending the revenues on particular transport options, there may be a problem with 
some of the methods used to identify these preferences, i.e. ‘budgets’ to spend on 
developing a spending package. Such problems are evident from results published 
by Cain & Jones (2002a). The higher the budget given to respondents, the more 
likely they were to under spend on the revenue allocation packages. For example, in 
the Citizens Panel survey, where respondents were allocated 45 units to spend on a 
package, 58% under-spent (8.3% overspent) on the available options. This may 
suggest that respondents were confused about the task they were asked to 
undertake, or that the task was overly complicated. Where a real road user charging 
scheme has been proposed for a city, it may be appropriate to use the above 
method, but where the scheme is hypothetical, with little information about 
charging areas, charging levels etc., it may be more appropriate to ask respondents 
more straight-forward attitudinal questions.
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4.4.5 Public Acceptability of Road User Charging and the Hypothecation 
of Revenues
Jones (1991a) has advocated that the way to gain public support for road user 
charging is to package it with a number of complementary measures that both 
restrain car use and provide viable alternatives. The revenues generated from a road 
user charging scheme, thus, can be used to finance these viable alternatives. He 
referred to a study that looked at respondents’ acceptability levels of road user 
charging, both as a stand-alone measure and as part of a package with revenue 
hypothecation. The support for a stand-alone road user charging scheme was 30%, 
whereas, it increased to 57% when the revenues were hypothecated. This trend was 
also evident in TRANSPRICE project, with only 19% support for a cordon pricing 
scheme and 45% support when it included revenue allocation. Thorpe et al (2000) 
asked respondents how acceptable road user charging would be if the revenues were 
guaranteed to be spent as they had suggested. For the Cambridge sample, 
acceptability of road user charging, without guaranteed revenue allocation, was at 
33.1%, and, with guaranteed revenue allocation, this increased to 50.8%. A similar 
pattern was apparent for the Newcastle respondents: without guaranteed revenue 
allocation, 48.3% found road user charging to be totally or fairly acceptable. With 
guaranteed revenue allocation, this increased by 8% to 56.3% finding it totally or 
fairly acceptable.
Ison’s (2000) work on decision-makers’ and opinion-formers’ opinions towards road 
user charging also investigated their attitudes on acceptability both with and without 
revenue being spent as they suggested. Before revenue allocation 11.3% said that 
road user charging was totally/fairly acceptable, with almost 80% indicating it was 
not very acceptable/totally unacceptable (net acceptance was -72%). When it was 
revealed that revenue would be spent as they suggested, acceptance increased to 
almost 55%, with almost 30% still finding it unacceptable (net acceptance was 




The results of the studies presented here strengthen the argument that revenue 
allocation is an essential factor required for boosting the support of road user 
charging. Furthermore, the results indicate that although spending on public 
transport is generally the most popular option; the exact requirements of spending 
on public transport will differ from one city to another. Thus these idiosyncrasies, 
associated with each city must be taken into account when developing a scheme.
4.4.6 Principles to Improve the Acceptability of Road User Charging
The previous sections identified the key factors affecting the public acceptability of 
road user charging. Consequently, the identification of these factors is valuable for 
setting out some principles for improving public acceptability. Therefore, some 
principles to improve public acceptability could include (Jones, 1995; PATS 
Consortium, 2000; Schade & Schlag, 2000):
1. Ensure that the objectives of the scheme meet the main concerns of the 
public
2. Demonstrate that road user charging is the only effective solution
3. Hypothecate the revenues and provide alternatives to the car
4. Keep the scheme as simple as possible
5. Carefully consider the technological issues
6. Address the equity needs, e.g. introduce exemptions, price reductions and 
discrimination so that perception of equity and fairness can be promoted
7. Implement an intelligent marketing strategy from the very beginning 
These issues are considered in the following sections.
4.4.6.1 The Objectives o f  the Scheme Should Tackle the Concerns o f  the 
Public
The proposed road user charging scheme must address the traffic-related concerns 
of the public. The earlier discussion of public concerns shows that these can vary 
widely from region to region; therefore the objectives should be specific to the
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region of implementation. In some regions the more popular concerns may be 
environmental issues, whereas in another area they may be congestion issues. This 
will have implications for the type of scheme implemented.
The Oslo tolling scheme is an example of such a principle: prior to the introduction 
of the tolls the city was faced with traffic-related problems of which everyone was 
aware. Accordingly, the tolling scheme implemented sought to raise revenue to 
invest in measures to tackle the problems.
4.4.6.2Demonstrate that Road User Charging is the Only Effective Solution
Users will resist attempts to be charged for something that they once perceived as 
free. It is therefore imperative that they are given convincing reasons why road user 
charging is the only suitable measure to achieve the objectives capable of tackling 
their concerns about traffic-related problems. In addition to regarding highly the 
objectives of the pricing scheme, people must believe that their behaviour will 
contribute to achieving the objectives (Schade & Schlag, 2000, p. 111).
4.4.6.3Hypothecate Revenues and Provide Alternatives to the Car
If the public are to perceive that there are viable alternatives to the car, then public 
transport and other alternatives such as cyclist facilities, pedestrian walkways etc. 
must be improved. The availability of alternatives to cars when road user charging is 
introduced may also be related to the equity issue (Harsman, 2002, p. 10). Moreover, 
the generated revenues from the pricing scheme can be used for this purpose thus 
demonstrating to the public that there is a commitment to improving the 
alternatives to the car. In addition, users will want to get something for their 
money. When they pay their road-user charge (rather than believing that road user 
charging is just another tax) they may perceive that they are getting something for 
their money if they see that the revenues are being used to improve the transport 
network and provide alternatives to the car. A package approach is thus required,
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which combines road user charging with other complementary transport, land-use 
and environmental measures (Jones, 1998; Schlag & Schade, 2000). If the decision­
makers and policy planners find that they need to introduce road user charging in 
order to raise revenue for warranted transport improvements, then it may be 
possible to press ahead with implementation even without support from the 
majority of the public (which may have been a better approach for Edinburgh, i.e. 
forego the referendum).
4.4.6.4K eep the Schem e as Sim ple as Possible
By keeping the system as simple as possible, users will find it easier to understand 
and to calculate their charges. Such a system may be less efficient, but at least it will 
be deemed more acceptable. A more complex system can be introduced over time.
4.4.6.5 Carefully Consider the Technological Issues
There are a number of worries concerning the technology; for example, worries that 
it might not work and the privacy issue arising from the need to monitor vehicles 
for charging or enforcement purposes. These concerns should not be ignored. The 
concern voiced by Hong Kong residents about the lack of anonymity of the 
proposed scheme led to the decision to abandon road user charging proposals. 
However, after successful implementation of a scheme the technological concerns 
may diminish.
4.4.6.6Address the E quity and Fairness Issues
People must perceive that the pricing system is fair. Fairness may relate particularly 
to the costs and benefits, where individuals will assess the costs they may incur 
against the benefits to be gained (Schade & Schlag, 2000). Acceptability will be hard 




Revenue allocation can play a key role in addressing the equity/fairness concerns. 
Moreover, it will be crucial to communicate the benefits of the scheme (resulting 
from the revenue allocation, e.g. used to improve public transport) to low-income 
users and others who feel unfairly treated by the implementation of the scheme.
4.4.6.7Im plem ent an Intelligent M arketing Strategy
An intelligent marketing strategy should involve better communication of transport- 
related problems and the potential packages that can provide solutions. In addition, 
the effectiveness of pricing policies as a means of tackling many of the transport- 
problems should be communicated. It is also important to publicise the availability 
of alternatives to the car and how the revenue from the scheme will contribute to 
further improvements to these alternatives. Furthermore, the marketing scheme 
should incorporate some form of public consultation so that citizen’s views on 
traffic-related problems, acceptability of road user charging and preferences on 
revenue allocation can be considered.
4.5 POLITICAL FEASIBILITY
Although road user charging is based on a well-developed economic theory, in 
reality few pricing schemes have ever been implemented. As a travel demand 
management measure, it frequently encounters conflicting public and political 
opinions (Harsman et al, 2000), both of which are crucial elements affecting the 
successful implementation of a road-pricing scheme (PATS Consortium, 2000).
The support for any road user charging scheme is doomed unless the key decision­
makers, i.e. the politicians, support the measure. Politicians’ willingness to 
implement road user charging is often dominated by their perception of public 
acceptability. However, it appears that they often perceive greater public opposition 
to pricing TDM measures than in fact exists (Schade & Schlag, 2000). Thus, 
politicians often avoid introducing such measures and in some instances even avoid
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getting involved in debate about them (ibid.). Even positive experiences from other 
projects (e.g. the Norwegian tolls) may not be enough for them to take action. 
Changing their opinions about pricing measures may still leave them reluctant to 
taking action for fear of public opposition to road user charging (Harsman et al, 
2000). Perhaps the way to tackle this is through better communication to decision­
makers of the public’s real opinions; in the process this should initiate healthier 
dialogue (Schade & Schlag, 2000).
4.6 GAPS AND FURTHER RESEARCH
Research into the public support for road user charging has focused on ‘attitudinal 
acceptance’ rather than ‘behavioural acceptance’, i.e. support for charging schemes 
prior to their implementation rather than post-implementation. Now that more 
cities are in fact considering the introduction of such schemes, there may come 
more opportunities to discuss the public’s behavioural acceptance of such schemes 
post-implementation.
The majority of studies have focused on investigating quite broad, less detailed 
revenue allocation options. That is, ‘improved public transport’ is the most favoured 
option, but what exact improvements would the public like to see? As the revenue 
allocation options should be specific to the proposed objectives of the schemes and 
to the city where the scheme is to be implemented, it may be likely in the future 
(when more schemes are implemented) that studies will investigate the specific 
revenue allocation preferences of the citizens and provide better clarification of the 




Road user charging is not a popular measure for tackling traffic-related problems. 
Evidence has shown that there are a number of obstacles to be overcome if the 
acceptability of road user charging is to increase. These include: ensuring the 
objectives meet the main concerns of the public; demonstrating that road user 
charging is the only effective solution; hypothecating the revenues and providing 
alternatives to the car; keeping the scheme as simple as possible; carefully 
considering the technological issues; addressing the equity needs; and implementing 
an intelligent marketing strategy from the very beginning. All of these principles 
should help in boosting the acceptability of the measure.
Increasing the public’s acceptability of road user charging will, in turn, impact on the 
political feasibility of such a scheme, by reassuring the decision-makers that public 
acceptability is at a level sufficient for them to press ahead with the implementation 
the scheme. Of all the factors that are likely to improve the acceptability of road 
user charging, evidence suggests that revenue allocation is the key factor, which will 
bridge both public and political acceptability. Although there has been a large body 
of research highlighting the public’s preferences on revenue allocation, very little of 
this has gone any further than to suggest that improving public transport is the most 
popular option. There is considerable room for improvement on these suggestions, 




5 TRAVEL DEMAND FORECASTING MODELS
5.1 BACKGROUND OF TRAVEL DEMAND FORECASTING MODELS
Travel demand forecasting models provide a useful research method that can be 
applied to empirically test theoretical propositions of choice behaviour, such as the 
effect of particular attributes on consumer choice. For example, in the case of mode 
choice, this could include the effect of road-user charges on commuters’ choice of 
mode of travel to work. The choice modelling results can be used to generate 
estimates of the relative importance of attributes associated with the modes being 
investigated. Furthermore, the modelling results can also be used to simulate 
changes in attributes; hence allowing predictions in changes in market share for car 
travel.
A model is a simplified representation of (our understanding of) reality. Generally 
models are developed for two main reasons: 1) to understand and describe some 
phenomena and 2) to predict the implications of implementation of various policies. 
A large amount of transport models are available to understand and describe travel 
behaviour and to investigate the impacts of various transport problems and policies. 
In most cases, each model is based on certain assumptions specific to the problems 
under investigation, which makes them less than ideal for transferring to other 
situations, at other times/locations etc. However, it is not always feasible to develop 
models for every transport problem/policy under investigation. Therefore, the 
analyst should, at least, be aware of the underlying assumptions of the adopted 
models. Over the past two decades a substantial amount of literature has emerged 
about methods to evaluate model transferability (the interested reader is referred to 
Galbraith & Hensher, 1982; Koppelman & Wilmott, 1982; Ortuzar et al, 1986; 
Supernak, 1983). Two main concepts are widely used in transport models (whether 
they are static or dynamic.): these are equilibrium and utility maximisation.
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5.1.1 The Concept of Equilibrium
Under equilibrium conditions traffic arranges itself in congested networks in such a 
way that no individual trip maker can reduce his path costs by switching routes and 
that all used routes between an O-D pair have equal and minimum costs, while all 
unused routes have greater or equal costs (Wardrop, 1952). The concept of 
equilibrium provides an appealing approach, which is the basis of a large number of 
mathematical models and solutions (for example, Daganzo, 1983; de Cea & 
Fernandez, 1993; Huang & Lam, 2002; Lim & Heydecker, 2005; Nguyen & 
Pallottino, 1998; Sheffi, 1985; van Vliet, Bergman & Scheltes, 1987). And, in most 
cases, equilibrium solutions are assessed and compared against some criteria of 
convergence and computational efficiency. However, the underlying assumptions of 
equilibrium (i.e. perfect information and stability of travel patterns) are seldom 
questioned.
For example, the simplest form of equilibrium is in the case of route choice, where 
it is generally assumed that travellers try various available routes until they settle into 
a stable pattern, where the minimal cost route is found. However, one can argue 
that there is not much evidence in the literature to support such stability or repeated 
patterns in travel behaviour. Rather, it is widely accepted that peak period traffic is 
not composed of the same drivers travelling on the same routes, to the same 
destinations day after day. For instance, Bonsall, Montgomery & Jones (1984) found 
that only about half the vehicles that appear on one-day reappear on the next day on 
given routes during specific times in the peak period. Results of a study by Clegg 
(2005) were also largely consistent with these findings. Unrepeated travel patterns 
may be due to various constraints on individuals such as work patterns, family 
commitments, variations in day-to-day activities, variations in taste and preferences 
over time etc. If this argument is accepted and there is not much evidence of a large 
scale of repeated patterns of travel behaviour, then the concept of equilibrium can 
be strongly argued against.
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Goodwin (1999) and Chatterjee (2001) argue for the concept of asymmetric churn, 
calling for an urgent need to recognise the existence of churns in travel behaviour. 
For example, in the case of mode choice, a large number of people each year stop 
driving and use public transport, while a large number of people stop taking public 
transport and start to drive. But, at the end of the day, the observed pattern of mode 
choice has not been altered. Goodwin (1999) argues that the fact that there are users 
who switch from the car to public transport and vice versa, must firstly be 
recognised and secondly, intervention must take place to increase a little, those who 
switch to public transport and decrease a little, those who switch from public 
transport to the car. Furthermore, he states that these are two quite separate 
decision processes that need to be targeted separately. Current models, on the other 
hand, only consider the final model split and not necessarily recognise this pattern 
of churn.
Other examples of patterns of churn include the profile of the peak period, where 
some travellers move from their usual departure time to work to earlier and later 
departure times, but with the profile of the peak period only changed slightly. There 
would be a benefit therefore to recognise the churn in departure time behaviour and 
subsequently appropriately intervene in order to optimise this churn (i.e. try to 
maximize the numbers of people who travel at less busy times and minimize the 
numbers who travel during the busiest times of the day). Although this research was 
not designed to investigate this issue of churn, it might be possible to observe this 
type of travel pattern from the analysis of the results. For example, from the general 
results of the survey data (see section 7.1.4), 21.7% of respondents stated that on 
five or more out of the previous ten working days they departed either earlier or 
later than usual, some of which could be from the busiest times of the morning 
peak. It is important to note here that this change in departure time is before 
respondents were introduced to road user charging scenarios in the questionnaire. 
This shows that there is already a pattern of some shifts in departure time switch 
(i.e. churn) away from their usual departure times. After intervention (i.e. after 
introducing road user charging scenarios), one can observe that while 34% of
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respondents chose their usual departure time (when presented with alternative 
departure times), the remainder chose to depart earlier or later than usual (see 
chapter 8 for more analysis of the results). If this is the case, there is a need to 
reconsider the current approaches to transport modelling. Chatterjee (2001) and 
Goodwin (1998) suggest that a new modelling approach, recognising dynamics, is 
required. Furthermore, it is recommended that progress, in the longer term, requires 
the establishment of modelling systems that recognise that behavioural adaptation is 
a continual process.
5.1.2 The Concept of Utility Maximisation
The second main concept that is widely used in transport models is utility 
maximisation. This is discussed in more detail in the following sections in the 
context of discrete choice modelling.
5.2 DISCRETE CHOICE MODELLING
5.2.1 Utility Maximisation
Most of the current discrete choice models are based on the concept of utility 
maximisation. Discrete choice models essentially deal with the decision-making 
process of a decision-maker who is faced with a number of mutually exclusive 
alternatives. The decision-maker could be an individual, a household, a company or 
any other decision-making unit. The alternatives, which are referred to as the ‘choice 
set’, are the set of alternatives available to the decision-maker from which to choose, 
in the context of departure time choice, mode choice, car purchase choice, choice of 
house, job etc. The number of alternatives has to be exhaustive (i.e. include all 
possible alternatives) and exclusive (i.e. choosing one alternative means that he/she 
does not choose another). If the alternatives are not exhaustive (i.e. the decision­
maker has the option of not choosing any alternatives), it might be possible then to 
add a new alternative of ‘neither of these’ to have an exhaustive choice set. The
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problem in this case would be the absence of information about this alternative to 
be able to estimate it in a model (see section 9.4 for further discussion of this). 
Similarly, if the choice set is not exclusive (i.e. the decision-maker can chose all 
alternatives), then an extra alternative, ‘all of these’, might be added to the choice set 
in order to have an exclusive choice set.
An individual is observed to choose an option from a set of alternatives that is 
available to him/her. Furthermore, the set of alternatives in a choice process is 
described in terms of a vector of attribute values. The attribute values represent the 
attractiveness of the alternatives. In discrete choice modelling, a decision rule is 
required when an individual must choose an alternative from a choice set with two 
or more alternatives. This decision rule is the process by which a decision-maker 
assesses the alternatives and makes his/her choice (Ben-Akiva & Lerman, 1985). A 
wide variety of decision rules exist, which essentially can be classified into four 
categories: dominance, satisfaction, lexicographic rules and utility. Most travel 
behaviour models are based on the concept of utility maximisation, which is 
discussed in the following section (see Ben-Akiva & Lerman, 1985 for a discussion 
of the other decision rules).
The concept of utility maximisation has been widely used over the past few decades 
to derive models and investigate travel behaviour choices. For example mode choice 
(see Bhat, 1998, who studied mode and departure time for urban shopping trips; 
Wen & Koppelman, 2001, who investigated inter-city travel mode choice), 
departure time choice (see Small, 1982, who modelled the arrival time of car 
commuters; and Abkowitz, 1981, who used the same data as Small adding socio­
economic variables and public transport use as determinants of departure time 
choice for the commute to work), destination choice (see Freedman & Kern, 1997, 
who investigated workplace and residential location decisions, and Sermons & 
Koppelman, 2001, who also investigated residential location choice and commute 
behaviour) and route choice (see Hensher & Greene, 2003; who analysed urban 
commute travel route choice, and Rizzi & Ortuzar, 2003a, who examined urban and
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interurban route choice). According to this concept, decision-makers who are faced 
with a choice set, choose alternatives which maximise their utility: utility being 
functions of available alternatives in the choice sets, their attributes and the 
attributes of individuals. Models that are derived in this way are known as random 
utility models (RUMs).
5.2.2 Random Utility Theory
As stated previously, the alternatives faced by the decision-maker are characterised 
by a series of attributes, which can be specific to a particular alternative or apply to 
all the alternatives. In addition, the decision-maker uses a decision rule to assess the 
alternatives and make his/her choice. As mentioned earlier, a variety of decision rule 
theories exist; though, random utility theory is the most commonly used theoretical 
basis.
In the random utility approach, it is assumed that an individual’s preference among 
available alternatives can be represented with a utility function. The individual (n) 
has a choice amongst several possible alternatives (J). Random utility theory assumes 
that each individual obtains some utility from each alternative and the utility that the 
he/she obtains from alternative i is Ui„, i  — 1,. ..J. Moreover, the individual is 
assumed to choose the alternative, which maximises his/her utility. Thus, the 
behavioural model is, that an individual n will choose alternative / if and only if the 
utility of alternative / is greater than the utility of each other alternative in the choice 
set:
17 > U M j * iin jn  J  / - IN
It would be desirable to understand precisely the perceived utility individual n 
attaches to each alternative. However, the researcher does not observe the 
individual’s utility but rather some of the attributes of the alternatives that the 
individual faces and the choice that is made. The utilities are modelled as random
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variables whose distributions are functions of the observed characteristics of the 
alternatives and those of the individual. The type of distribution assigned to the 
random function defines the model used.
Therefore, as the researcher is not fully aware of the utility an individual associates 
with each alternative, an element of uncertainty exits. Hence, to account for this
uncertainty, the utility function is decomposed into two separate parts: 1'/¡„ and 
The researcher can only observe the first part (i.e. the characteristics of the decision­
maker and the variables of the alternative), known as the deterministic or explained 
element of the utility function. The second part represents the factors that cannot 
be observed, or the part that cannot be explained. This part of the utility function is
referred to as the random component (£/»); hence the name of the theoretical 
approach (i.e. random utility theory). The best we can do is to assign a distribution 
to the random part and work out probabilities of choices. Analytically, this can be 
explained as follows:
U . .= V + s ;
(2)
Where L7, is the utility of alternative i, Vi is the deterministic (observable) element
of the utility and S, is the random term (unobservable element) of the utility, which 
captures the uncertainty.
The random part £, accounts for the unobserved attributes of alternatives (which are 
not included in the systematic part), unobserved taste variations (that is accounting 
for coefficients of attributes which are assumed to be fixed across the sampled 
population), measurement errors and imperfect information (for more discussion 
see Louviere, Street, Carson et al, 2002; Train, 2003; Ben-Akiva & Bierlaire 1999; 
McFadden, 2000).
If everything about the decision-making process for an individual could be 
observed, then the utility of each alternative could be identified as well as the
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alternative with the highest utility, which in turn would allow for the perfect 
prediction of the alternative that an individual would choose. However, these 
choices cannot be predicted with certainty; therefore the preferences are expressed 
in terms of probabilities. This means that probabilities are assigned to each choice 
alternative. The probability of an individual choosing alternative i  is simply the 
probability that the utility of that alternative is greater than the utility for any other 
alternative.
Pi =Vtob(Ui >UJ )\ / j* i (3)
Substituting from Eq. (2) we get:
i > = p ( * , < K - y + H  y / * i  (4)
The probability that alternative i  will be chosen is then achieved by making 
assumptions about the form of the random components and integrating Eq. (4) 
over a continuum of all possible values for £/ (Baltas & Doyle, 2001).
5.2.3 Deterministic Models
Deterministic utility theory, as proposed by Luce (1959), states that the probability 
of choosing a particular alternative is proportional to the utility of that alternative 
and inversely proportional to the total utility of all alternatives in the choice set:
3(0 = Vi
I o
-V/ ,7  eC
(5)
where P/(C) is the probability that alternative i  is chosen from the choice set C ; L7/
and U/are the utilities associated with alternatives i  and j .
Deterministic choice models assume that there is no error term in the random utility 
model (that is, the error term equals zero): this means that the decision made is
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based only on the systematic part of the utility with no random part, with the 
researcher being able to specify the utility perceived by the decision-maker (that is, 
the researcher has perfect information). However, the analyst does not have all 
information; therefore deterministic choice models do not provide adequate 
descriptions of choice behaviour. In contrast, random utility models recognise this 
lack of information. A number of random utility models are discussed in the 
following sections.
5.2.4 The Multinomial Probit Model
The Multinomial Probit (MNP) model results when the error term in the random 
utility discrete choice model (Eq. 2) is assumed to be multivariate normally 
distributed with zero mean and an arbitrary covariance matrix. The choice 
probability P, with a choice set N  is calculated by multidimensional integration
associated with S
p , = n  ~ rJ f = -0 0  J S j  = -0 0  J s t = -0 0
Where the density function is:
" T r wf (e)=(2
and the covariance matrix is:
S i







The normal distribution of the random term makes the MNP model more flexible 
than most of the other discrete choice models. However, the problem with the 
Probit model is that it does not have a closed form, which makes it much more
118
C hapter 5
complicated to calibrate because of the required integrations of the multivariate 
normal density over subsets of the Euclidean space (Geweke, Keane & Runkle, 
1994). Despite the renowned advantages of the MNP model over the MNL model 
(Keane, 1992), the computational difficulties and the lack of available software have 
limited its widespread application. More recently, simulation based approaches have 
been suggested for estimation with Probit models (Bolduc, 1999). Bolduc (1999) 
suggests that in transport demand modelling, the maximum simulated likelihood 
(MSL) framework together with a Geweke-Hajivassiliou-Keane (GHK) choice 
probability simulator approach should be chosen (for more discussion of the MNP 
model see Bunch, 1991; Keane, 1992; Bolduc, 1999; and Geweke, Keane & Runkle, 
1994).
5.2.5 The Generalised Extreme Value Model
The Generalised Extreme Value model (GEV) proposed by McFadden (1978), is 
used in the literature to derive choice models that are special cases of its general 
form rather than a choice model in itself. Let G(Yj, Y2,.. .,> Y„) for Yj, Y2, ■■■, Y„ 
> 0, be a non-negative homogeneous function. The general form of the GEV 
model is defined as (Koppelman & Wen, 1998):
Where Gt is the first derivative of the G functions.
Depending on the functional form of G, one can derive a number of choice models,
Logit model (the latter is achieved when G —f  exp(Y„)ju, with a scale parameter ju). 
For a more detailed review of GEV models, see for example Koppelman & Sethi 
(2000) or Train (2003).
P  =l
(9)
such as the Nested Logit model, the Cross-Nested Logit model and the Multinomial
119
C hapter 5
5.2.6 The Multinomial Logit Model
The multinomial logit (MNL) model has a very simple distribution, which assumes 
that the error terms are independently, identically Gumbel distributed (also known 
as type I extreme value), which results in a simple and elegant closed-form model 
(Bhat & Castelar, 2002). In fact, the density function of the error component of 
utility is (Train, 2003):
(10)
This results in the following probability function:
(11)
where Pz is the probability that an individual will choose alternative i, 1'/j is the 
deterministic component of the utility of alternative l and J  is the number of 
alternatives. The MNL model has been used in a broad range of travel choice 
contexts, including destination, mode and departure time as well as non-travel 
choice contexts. In this model, as well as for other discrete choice models, the 
choice set (i.e. the alternatives available to the decision-maker), has to be identified 
as well as the functional form of the model.
The choice set definition and specification can be determined by applying some 
logical rules to include or exclude some alternatives from the general choice set (e.g. 
public transport not available if an individual lives more than a 15 minute walk from 
the nearest stop/station). Other researchers have investigated analytical approaches 
for the determination of the choice set (e.g. Saleh & Bell, 1998; Stop her, 1980; Swait 
& Ben Akiva, 1986; and Williams & Ortuzar, 1982).
The functional form of the model implies the form of the utility functions and 
attributes of the alternatives of the choice set, as well as the attributes of the
120
C hapter 5
decision-maker. While the error part of the utility defines the type of model, the 
deterministic part is usually assumed to be a linear in the parameters function of the 
attributes of the alternatives and users. It is typically the case that a number of 
functional forms are tested and assessed, and the best performing form, to replicate 
the used data, is usually selected. The MNL model has been the predominant model 
form used in this study.
5.2.7 The Nested Logit Model
The most common model of the wider class of generalized extreme value models is 
the Nested Logit model. The Nested Logit model (NMNL), or as frequently 
referred to the Hierarchical or Tree-Logit model is an extension of the Logit model 
that allows for correlation between the different options in the choice set 
(McFadden, 1978; Ben-Akiva & Lerman, 1985). In the NMNL model correlation of 
error terms is assumed to be present among predefined groups of alternatives 
(Koppelman & Sethi, 2000). These error correlations occur if an unobserved factor 
influences the utility of all members of the group {ibid.). If the researcher believes 
this to be the case, then he/she can assume that a particular nested structure is 
appropriate (Sobel, 1981). In this model, the alternatives that have similar 
characteristics are grouped into clusters or nests, in a one-level or a multi-level tree.
The random terms of an alternative’s utility can be seen as the sum of a part relative 
to the nest it belongs to and a part relative to the alternative itself. The two parts of 
the error term are both independent and both Gumbel distributed. This results in 
the utilities of the alternatives within a nest having the same variance of the error 
term and a common correlation (represented by the coefficient of the nest) whereas 
alternatives in different nests have different variances and are uncorrelated. The 
choice probability of any alternative i in the choice set, is a product of the marginal 
probability of choosing the nest which the alternative belongs to and the conditional 
probability of choosing that alternative in the nest. Therefore the probability of
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alternative i  amongst the possible J  alternatives belonging to nest m  (out of N) in a 
Nested Logit model with one level of nests is given by:
P  = P(/z?).P(/ I m )  —
h(P,„ Vi)
I n eN I j^J
Where the expected maximum utility of the j tb alternative in nest n is:
i  \





The Nested Logit model is suitable to use with correlated alternatives in a number 
of choice situations. Examples include, mode choice models, where say there are 
similarities between public transport alternatives on offer (see for example, Forinash 
& Koppelman, 1993), car ownership models, where there may be similarities 
between type of vehicles for purchase (see for example, Mohammadian & Miller, 
2003) and departure time choice models, where there may be similarities between 
departure times that are close to one another (see for example Chin, 1990). Other 
examples of Nested Logit models include Hunt & Teply (1993) for parking location 
choice.
5.2.8 The Cross-Nested Logit Model
The Cross-Nested Logit model is a general form of the Nested Logit model. In this 
model the alternatives may belong to several nests at the same hierarchical level and 
may have a different degree of inclusion to each of the nests to which they belong. 
Therefore, the Cross-Nested Logit model differs from the Nested Logit model in 
that lower-level alternatives may belong to more than one nest. The choice function 
for any alternative i  in the choice set is the total sum of each of the marginal 
probability of choosing the nest by the conditional probability of choosing that 
alternative in the nest, for each nest to which alternative i  belongs. We define a set
122
C hapter 5
of parameters for each alternative l and each nest m, parameters Otmi (0 > OCmi > 1), 
which represents the degree of membership or the inclusion weight of alternative i  
in nest m. The sum of OCm, over all nests is generally normalized to one for each 
lower-level alternative, i. The choice probabilities of the Cross-Nested Logit model 
are as follows:
M
p (ì \c , ) = ' L p (C .,\ c ,)P ,(ì \c „ ) ,
m=1
m  c mn)=  a * e
V,.









For the Cross-Nested Logit model,
c . = ' * S K / ' P
(14)
(15)
The cross nested model was first presented by McFadden (1978) as a special case of 
the GEV model. Examples of cross-nested applications include mode choice 
(Vovsha, 1997; Cascetta & Papola, 2003), departure time choice (Small, 1987) and 
route choice (Vovsha & Bekhor, 1998).
5.2.9 The Paired Combinatorial Logit Model
Wen & Koppelman (2001) show that the Paired Combinatorial Logit (PCL) is a 
special case of the Generalised Nested Logit model (which is a member of the GFiV 
family of models). In principle the PCL model (Chu, 1989; and Koppelman & Wen, 
2000) allows correlation between any pair of alternatives. Essentially, the model 
allocates each alternative in equal proportions to a nest with each other alternative
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and estimates a logsum for each nest (Wen & Koppelman, 2001, p.628). The choice 
probabilities are described by (Koppelman & Wen, 2000):






e '  ,J + e / ,J
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P..=■' i] n—1 n
y  y  [ eVk/x °kjn + ev",n  akm ) a>
k=\ m=k- 1
where P , / i s  the conditional probability o f  choosing alternative i  given that the 
chosen binary pair ( i j )  and P ,j is the unobserved probability for the pair { ij) .
It is difficult to find applications of the PCL model. However, applications of the 
PCL mode include Chen, Kasikitwiwat & Ji (2003) for route choice, and KPMG 
Peat Marwick & Koppelman (1990) for demand for high speed rail.
5.2.10 The Mixed Logit Model
The Mixed Logit model (ML), also known as an error component model, has a 
random component of the utility which is made up of two different components; 
one which is independently and identically Gumbel distributed (as in the MNL 
model) and the other which can have any other type of distribution, as appropriate
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to the problem being considered (for example, it could be normally distributed or 
any other distribution). Therefore the utility function of this model takes the form:
U — 0  a + £ + Si e e i i (18)
where £t is the Gumbel distributed term and 8t is the remaining random effect. The 
actual choice model is defined by the distribution of the terms. Simulation methods 
are usually used to solve for the probability model of these functions (see, for 
example, Bhat, 2001; Train, 1999; and Sandor & Train, 2002), as these expressions 
cannot be written in closed form to be calculated exactly. The Mixed Logit model is 
simpler than the GEV models as a result of the inclusion of the random error term 
structure. Examples of applications of the MMNL model include de Jong, Daly, 
Pieters, et al (2003) for time of day and mode choice, Bhat & Castelar (2002) for 
travel behaviour responses to congestion charging and Brownstone & Train (1999) 
who investigated preferences among gas, electric, methanol and CNG vehicles with 
various attributes.
5.3 DISCUSSION OF DISCRETE CHOICE MODELS
Discrete choice models are used to investigate travel behaviour and discrete choice 
analysis, in situations where the decision-maker is faced with a choice of a number 
of alternatives (i.e. a choice set). The MNL model is one of the most commonly 
used discrete choice models. The model has a simple distribution, which assumes 
that the error terms are independently identically distributed. Hence, the MNL 
model has a simple closed form and is computationally convenient. However, MNL 
is criticized for being saddled with the renowned and restrictive independence from 
irrelevant alternatives (IIA) property, which applies over all alternatives in MNL. 
The IIA property implies that, the ratio of the probabilities of choosing any two 
alternatives is independent of the choice set (Ben-Akiva & Bierlaire, 1999), that is, 
independent of the presence or attributes of any other alternatives. Essentially, this 
means that the introduction of a new alternative or improvements to an existing
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alternative will have the same proportional impact on the probability of each other 
alternative (Koppelman & Wen, 1998).
There are also a number of benefits associated with the IIA property. For example, 
with a large set of alternatives it is possible to estimate a model with only a subset of 
alternatives (drain, 2003). Furthermore, the demand for a new alternative can be 
forecast {ibid?). Hence, although the IIA property is extremely useful in simplifying 
econometric estimation and forecasting (McFadden, 1978, p. 78), it is likely to be 
violated in a number of choice contexts, for example, where there are similarities 
between alternatives (see Ben-Akiva & Lerman 1985, pp. 51-52 for the extreme 
example of this problem in the red bus-blue bus paradox). Consequently, biased 
estimations and incorrect predictions can occur where the IIA property has been 
violated (Koppelman & Wen, 1998). The IIA property is particularly important in 
the context of route choice where there are a number of similar paths, as a result of 
the inclusion of the same set or subsets of links in a number of alternative paths. In 
contrast, IIA is less of a problem in the choice of mode of travel since the choice set 
usually includes a number of discrete options, which are well defined and distinct, 
and would be much more appropriately confined to the IIA.
A number of alternative model formulations have been investigated and tested to 
overcome the IIA axiom. Generalised extreme value (GEV) and Probit models are 
the most popular, but more flexible models known as mixed logit models have also 
been developed. The MNP model is a more general model than the MNL model; 
nonetheless it requires substantial computational complexity (Hensher & Johnson, 
1981). The MNP model has non-identical, non-independent random components 
with a normal distribution for the error terms (Bhat, 1995). Hence, a potential 
benefit of Probit over Logit is that the specification of the error term in MNP 
allows correlations between alternatives (Dow & Endersby, 2004). This model has 
been applied in the context of mode and route choice modelling. However, there is 
a drawback to flexibility of the error terms; the choice form cannot be written in a 
closed form and calculated exactly; it is often solved using simulation methods.
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These simulation methods may be worth the effort in the case of route choice 
modelling; however, as discussed earlier, the fewer alternatives generally associated 
with mode choice models, as well as the fact that these alternatives are usually very 
different, is a justification for the use of the MNL model or in the case of doubts 
about correlations, the more generalised form of the MNL, which is the NMNL 
model.
With GEV models choice probabilities have a closed form which means that 
estimation is relatively simple compared to Probit and Mixed logit models. The 
most widely known relaxation of MNL is the Nested Logit Model (NMNL), which 
is a member of the GEV family of models. The MNML model allows 
interdependence between alternatives in a common group (McFadden, 1978). The 
major advantage of the NMNL form is that it has a closed-form solution, is 
reasonably straight-forward to estimate and is more parsimonious than MNP (Bhat, 
1995, p. 473).
Further advances in discrete choice model forms have been made in recent vears
J
particularly in the area of Mixed Logit (MMNL) models. Essentially, these have 
been developed as a transitional alternative positioned somewhere between logit and 
Probit (Munizaga & Alvarez-Daziano, 2002). Mixed Logit models consider more 
than one error term; although the basic model is in the logit form, having more than 
one error terms allows for correlation and/or heteroscedasticity to be represented 
{ibid). However, like Probit, these models are more difficult to estimate and hence 
require simulation methods.
5.4 ESTIMATION OF DISCRETE CHOICE MODELS1
Once the model formulation has been settled, the model has to be estimated or 
calibrated from real or synthesized choice data. The maximum likelihood criterion is
1 This section relies heavily on Louviere, Hensher & Swait, (2000, pp. 48-51); and Ortuzar & 
Willumsen, (2001, pp. 256-258).
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the most common criterion used for estimating logit models of all types (Daly,
1987), since the maximum likelihood estimator (MLE) has good properties in large 
samples (Horowitz & Savin, 2001). In particular, it is asymptotically efficient; that is, 
it is the most precise estimator in large samples (ibid, p. 44). Maximum likelihood is 
based on the idea that a given sample could be generated by different populations 
and is more likely to originate from a certain population than from another 
(Louviere, Hensher & Swait, 2000; Ortuzar & Willumsen, 2001). Therefore, when 
the likelihood is maximised, the population parameters have been found that give 
the best fit between model and data.
To illustrate this, consider a sample o f n  observations o f a given variable Z  denoted 
by (Z/,.. . ,Z „ )  drawn from a population characterised by a parameter 0  (which may 
be a mean, variance, etc.). As Z  is a random variable, it has an associated probability 
density function^Z/ 0 ). Therefore the probability distribution o f Z  depends on the
value of 6. If all of the values of Z  in the sample are independent, the joint 
probability density function can be written as:
/(Z „Z 2,...,Z ,/&) = f ( Z J  /0)...(Z , I f f )  (19)
In the usual interpretation of this joint PDF the Z ’s are considered variable for a 
fixed value of 9. However, if this is inverted and the Z ’s are considered fixed and 
the 0 s  are interpreted as variables, then Eq. (19) can be interpreted as a likelihood 
function L(0) instead of a joint PDF. Maximising Eq. (19) with respect to 0 
(allowing 0 to  vary) yields a maximum likelihood estimate because it corresponds to 
the parameter that is most likely to have generated the observed sample of Z ’s. 
Maximum likelihood can easily be extended to situations where the population is 
characterised by several parameters.
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Suppose that a sample ot£ ) individuals is randomly obtained, for which their actual 
choice (0,1) and the values of 'X.jkq for all alternatives is observed, so that individual 
q is observed to choose alternative l. Thus, as all the observations are independent, 
the likelihood function is given by the product of the model probabilities that each 
individual chooses the alternative they actually selected:
L(@)=P2 lP32P23Pl4-■ ■
Defining a dummy variable gjq, such that gjq — 1 if alternative j  is chosen and g jq —0 
otherwise. Thus, the above equation can be rewritten as follows:
<2 *. +"2
l = u  n  b f
q=\ A je A (q ) (20)
Therefore, given L in equation (20), the likelihood function L(J3) can be written as:
q=l j =1 (21)
Replacing Pjq into Eq. (21) by the MNL expression Eq. (11), the estimator is the 
value of /? that maximises this function since all other values in Eq. (20) are known 
(the X ’s and The model can then be estimated by conventional maximum 
likelihood procedures. The estimates that result are the MLE’s for the model’s utility 
parameters. Equation (21) should be maximised with respect to the utility
parameters of the MNL model (/?s) using some non-linear maximisation algorithm. 
Such algorithms are generally iterative (for example, the Newton-Raphson method, 
see Louviere etal, 2000 for further details). A number of specialised software 
packages have been developed which do maximum likelihood estimation specifically 




5.5 EVALUATING THE PERFORMANCE OF DISCRETE CHOICE 
MODELS
The criteria used to evaluate the performance of each model are as follows: 1) the 
sign of the coefficient: is it as anticipated?, 2) the /-ratio for the coefficient (is it 
significant at the 95% confidence level?), 3) calculation of a likelihood ratio test (this 
allows for another level of testing of the significance of the explanatory variable) 
and 4) inspection of /O2 values for model goodness of fit. This is, of course, in 
addition to inspection of the number of the independent variables and relevance of 
these to the choice situation.
5.5.1 Statistical Significance of Utility Coefficients
For the most part empirical applications require the ability to statistically test 
whether a particular coefficient is significantly different from zero or some other 
known constant. For discrete choice models the /-ratio is generally used to test 
significance for a single coefficient in a model. The standard /-test provides the 
significance level for rejecting the null hypothesis of having the true coefficient 
value equal zero. The appropriate /-ratios are normally provided as part of the 
output of any MNL software package. A /-ratio value of ±1.96 means that the 
coefficient is different than zero at a confidence level of about 95%. At a /-ratio 
value of ±1.50 the confidence level falls to 85%, which is the lower limit usually 
recommended to consider a coefficient significant. In general, if the coefficient is 
not significantly different from zero, then that variable can be removed from the 
equation. In discrete choice models the /-ratios are not exact results, but rather are 
asymptotic results, which imply that the tests are only valid for very large samples.
5.5.2 Sign of the Coefficient Value
One of the most basic tests of the model estimation output is the examination of 
the sign of the coefficient estimates. Examining the sign of the coefficient allows the 
researcher to judge if the variable conforms to a priori notions or theory about its
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overall behaviour with respect to the utility. A positive sign of a coefficient estimate 
suggests the likelihood of response increases with the level or presence of /?, with
other J3s held constant. On the other hand, a negative sign for the coefficient 
estimate implies that the likelihood of response decreases with the level or presence 
of (3. Generally the advice is to keep relevant policy variables that have the correct 
sign even if they fail the /-test: this is because the estimated coefficients are the best 
approximation available for their real values and the lack of significance may be a 
result of lack of data. Conversely, variables with the wrong sign should always be 
dropped from the model, even if the coefficients pass the significance level test.
5.5.3 Likelihood Ratio Index
The asymptotic r/w-squared (fp) index is analogous to R2 in linear regression, since it
provides a value between 0 and 1 as a measure of goodness of fit. An adjusted rho- 
2
squared ( ad’ ) corrects for the fact that fP increases in value when additional
explanatory variables are added to the model. In general, the greater the value
2 2 
ofCG/ ̂  greater the explanatory power of the model. However, generally the ad/
is used to compare the relative fit between models because there are no strict
guidelines on what constitutes a ‘good’ ^-squared value. Nevertheless, values
between 0.2 and 0.4 are indicative of particularly good model fits (Louviere et a l .,
2000).
5.5.4 Likelihood Ratio Test
The likelihood ratio test is similar to the F test in regression. It can test both the 
overall fit of the model and the significance of adding or deleting variables or sets of 
variables to the model, thus comparing two models, one with and one without the 
variables. Under the null hypothesis that all coefficients are zero (or some other null
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hypothesis that represents a restricted model), that is, 0, the test
statistic is -2[L(0)- L(J3)\ is chi-squared distributed with K  degrees of freedom.
Nonetheless, this statistic is not that useful because nearly all the time the null 
hypothesis can be rejected at a very low level of significance (Ben-Akiva & Lerman, 
1985). Often it is more useful to test the null hypothesis that all coefficients apart 
from alternative specific constants are zero. Instead, a researcher can compare any 
full model with a restricted model using the likelihood ratio test. A large value for 
the likelihood ratio test statistic offers proof against the restricted model (see Ben- 
Akiva & Lerman, 1985 for more details of likelihood ratio tests).
5.6 SUMMARY
This chapter discusses discrete choice models and reviews the most commonly used 
forms of the models. Before this, the concept of equilibrium has been discussed and 
potential alternative concepts were mentioned.
The theory of random utility, as the most established and widely used approach for 
predicting travel behaviour, has been reviewed in this chapter. The standard method 
for modelling individual choice behaviour is the discrete choice model, which is 
derived from random utility theory. The model is based on the idea that an 
individual evaluates available alternatives and chooses the one that maximises 
his/her utility. However, other decision rules can be used. The random utility 
concept was presented in this chapter, as well as a variety of discrete choice models 
based on the theory.
In choosing a model form, the researcher must trade-off between behavioural 
complexity and model simplicity and ease of estimation (Ben-Akiva, McFadden, 
Abe, Bockenholt et al, 1997). Consequently, the simplicity of the MNL and NMNL
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forms should not be undervalued. Unlike Logit, many other model forms cannot be 
easily solved by manual calculation or be readily manipulated (Dow & Endersby, 
2004, p. 120). Moreover, insufficient empirical evidence exists to confirm that one 
model form is superior to another. Furthermore, the MNL model, due to its 
tractability and the simplicity of estimation, has lead to its inclusion in numerous 
commercially available software packages (this also applies to NMNL). 
Consequently, both the MNL and NMNL model forms have been used to estimate 





The literature review has established an overview of the current theoretical 
framework for investigating the attitudes to and the impacts of road user charging 
on travel behaviour. In this research, the impacts of road user charging on departure 
time, as well as the choice of mode of travel, is considered. The factors affecting 
departure time and mode choices, including work and non-work flexibility factors, 
are considered and modelled. Furthermore, a comprehensive review of the literature 
has established the importance of revenue allocation as a means of increasing the 
public acceptability of road user charging. Modelling the allocation of revenues, in 
the case of Edinburgh, are discussed and presented in this research as well. The data 
used for the analysis in this work was collected by means of a preliminar)' 
questionnaire and a main survey. In the following sections discussions of the data 
collection issues, the design of the questionnaire and main survey, and sampling 
techniques are presented.
6.2 THE PRELIMINARY QUESTIONNAIRE
A preliminary survey was carried out in November 2000, with the main aim of 
gathering information on general attitudes towards road user charging and other 
travel demand management measures. A questionnaire survey was emailed to three 
contacts at three different Edinburgh companies. These contacts were asked to 
forward the emails to staff. Forty-five respondents completed the questionnaire by 
returning them via the email system.
Of the 45 respondents, 31 of them owned or had access to a car. Certain questions 
were directed only at this category of respondent. One of these questions 
investigated whether respondents believed that their travel behaviour would change 
if road user charging were introduced. Only 29% agreed that they would be forced
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to change their travel behaviour. However, this was an introductory question, 
which aimed at gently presenting the issue of road user charging and respondents’ 
possible reactions to such charges. This question was then followed by a more 
detailed investigation of the various behavioural changes potentially open to them. 
Fifty-two per cent said they would consider travelling outside of peak hours so as to 
avoid a charge and 26% thought that they would consider changing their mode. 
Over 36% strongly agreed or agreed that they would consider changing their job to 
a destination where they could avoid the charge. Fifty-two per cent strongly agreed 
or agreed that they would consider changing their route to work.
Route choice was not considered further in this study, however, as one of the 
behavioural reactions to road user charging, since the proposed scheme for 
Edinburgh was to be a cordon based system; therefore, there would be little 
opportunity for route switching. As the research focuses on the work trip, 
destination change was not considered either, as it would unlikely be a short-term 
impact of road user charging in this instance. Even though mode choice was not 
perceived as the most likely behavioural change by respondents to the preliminary 
survey, it was accepted that any road user charging scheme (for Edinburgh) would 
aim for modal shift. Therefore, the key focus for this research is on departure time 
and mode switch.
6.3 DATA COLLECTION METHODS
Observation is one of the primary methods of gathering data, which can then be 
used to explain proposed relationships between variables (Blalock & Blalock, 1982). 
Moreover, one of the advantages of observational methods is that the researcher 
can investigate the behaviour of subjects as it takes place, without relying on the 
participation of the subject (ibid). Nonetheless, this advantage does not preclude the 
requirements to adhere to procedures that produce reliable and accurate data, as is 
the case for other methods (ibid.). Observational methods are used in the transport
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field; for example, traffic counts on particular routes, counts of single-occupancy 
vehicles etc., though observational methods cannot be used if the topic of interest 
does not yet exist, for example, road user charging in Edinburgh.
Hence, the use of a survey was the most appropriate method for this study because 
it would not have been possible to observe the relevant behaviour (e.g. people 
departing from their homes to work) or find answers from another source. 
Furthermore, road user charging does not currently exist in Edinburgh; therefore, it 
would not have been possible to observe real-life responses to road user charging in 
the city. Thus, the observational method of data collection was precluded.
Excluding observational methods and qualitative methods of data collection, there 
are generally two types of data used in the transport field: questionnaires and diaries. 
In the questionnaire method, respondents are generally asked to recall their usual 
travel activities and/or travel decisions for some time-period (Ettema, Timmermans 
& van Veghel, 1996). Conversely, a travel diary records much more detailed travel 
behaviour and other activities for a specific time-period. Quite often every member 
of a household is required to complete a diary. The information is often recorded as 
trips, i.e. one-way travel from origin to destination for one main purpose {ibid.). 
Recently diaries have expanded to focus more on activities rather than travel by 
recording how household activities intertwine with the respondents’ activities (see 
for example, Bhat & Koppelman, 2000; Jones, Koppelman & Orfeuil, 1990; 
McNally, 2000).
Ettema et al (1996) suggest that travel diaries were proposed as a solution to the 
problem of respondents over or underestimating travel related information such as 
travel time in questionnaires. The advantages and disadvantages of both methods 
are captured in Table 6.1. Some of the advantages of the travel diary method include 
(Ettema et al, 1996): 1) a diary refers to a specific day/time-period rather than a 
‘typical’ day, 2) the requirement to estimate travel related information is removed 
and 3) all the individuals movements including activities and modes used are
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recorded. With reference to their second point, it is possible that respondents do 
not fill out the diary at the start and end of each movement (although they should) 
and therefore there must be some requirement to look over respondents reported 
travel times, as is the case with questionnaires.
However, notwithstanding the advantages of diaries over traditional questionnaires, 
there are a number of disadvantages associated with the method. Diaries are more 
demanding on the respondent and therefore may result in higher non-response rates 
(Ettema et al, 1996). Furthermore, they are more difficult to understand and 
therefore for the researcher require more preparation time, piloting and 
administration {ibid.). Compared to questionnaires they are more costly due to the 
interviewer’s time (e.g. visiting respondents and explaining the diary) and the 
monetary incentives often given to respondents in return for participation in the 
survey.
After taking the study objectives and study context into consideration a travel diary 
was considered as an unsuitable method for this study. Although more detailed 
information on travel activities and decisions could be recorded with the diary, it 
would have been unable to deal with questions related to road user charging, as road 
user charging does not exist in Edinburgh. Furthermore, even to use a travel diary as 
part of a larger survey to elicit attitudes and behavioural reactions to road user 
charging would have been too cost prohibitive. For these reasons, taking the 








Has a propensity to 
concentrate on averages or 






Has a propensity to 
concentrate on a specific 
day and records all 
travel/activities. 
Nonetheless, it is more 
obtrusive, thus 
respondents may change 
their behaviour
High: it is more difficult to 
understand and is more 
time consuming to answer
High: it is more costly 
because it requires more 
effort in terms o f  
preparation, pre-testing, 
administration and coding
Source: Adapted from Ettema et al (1996)
On the other hand, for questionnaire administration, one can identify three of the 
most popular modes as 1) face-to-face interviews, 2) telephone interviews and 3) 
self-completion questionnaires; although combinations of these modes and/or 
others can also be adopted. The selection of the most appropriate survey mode is 
dependent on a number of factors including the objectives of the survey, the 
context of the survey as well as other factors such as time and cost (Bonnel, 2001).
Face-to-face interviews obtain in-depth and comprehensive information from 
survey respondents. They are probably the most effective method for securing 
respondent participation (Fowler, 1993) and are most suitable for collecting data 
from relatively small groups (Blalock & Blalock, 1982). The presence of the 
interviewer can ensure that of the questions are answered adequately and help is 
provided when working through a complex set of questions. Furthermore, if vague 
answers are provided the interviewer can probe the respondent for more details 
(Fowler, 1993). Moreover, a number of methods can be used in the interview such 
as self-completion sections, observation and visual aids {ibid.). However, they are a 
costly due to the one-to-one nature of the survey and the requirement for highly
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trained interviewers (Blalock & Blalock, 1982; Fowler, 1993). There is the possibility 
of interviewer bias, particularly as the interviewer helps to work through 
complicated sections of a questionnaire. As they can also probe respondents for 
more information on vague responses, there is the possibility that respondents are 
pushed to the point that they provide inaccurate responses.
Like face-to-face methods, interviewers also administer telephone surveys.
However, they are not as expensive as face-to-face interviews (Fowler, 1993) and are 
the quickest method of gathering data from a relatively large sample (Blalock & 
Blalock, 1982). Telephone interviews are cheaper due to the fact that fewer 
interviewers are required for telephone surveys because, for example, there is no 
time wasted travelling to respondents’ homes and no travel costs are incurred. 
Furthermore, interviews can be carried out over longer periods of the day (Bonnel, 
2001). There is also the opportunity to supervise interviewers, which is not the case 
with face-to-face interviews; this may improve data quality (Fowler, 1993). Other 
benefits related to face-to-face interviews also apply to telephone surveys, such as 
control over adequate responses to questions and probing of respondents for 
further details (Fowler, 1993). One of the limitations of telephone interviews is that 
visual aids cannot be used. Questions with large response categories are not suitable 
for telephone interviewing because it is difficult to remember a long list of potential 
responses; therefore response categories often have to be shortened for telephone 
interviews (Fowler, 1993). Furthermore, potential respondents without a telephone 
cannot be recruited (sampling limitation).
With self-completion questionnaires it is easier to ask questions, which have long or 
complicated response categories and also a succession of similar questions (Blalock 
& Blalock, 1982). Furthermore, visual aids are easy to present to respondents 
compared with telephone interviews (ibid.). A further benefit is that the respondent 
does not have to reveal his/her answers to an interviewer (ibid.) and the respondent 
can take his/her time in answering questions rather than having to give an almost 
instantaneous response, as is the case for face-to-face and telephone interviewing
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(Richardson, Ampt & Meyburg, 1995). Moreover, the method does not suffer from 
interviewer bias (Richardson et al, 1995). A questionnaire needs to be very carefully 
designed (Blalock & Blalock, 1982) because without an interviewer checks cannot be 
made to ensure that respondents answer all questions correcdy (Fowler, 1993; 
Blalock & Blalock, 1982).
The overwhelming advantage of self-completion questionnaires is that in general 
they are less expensive than other data collection methods. Thus, taking this and 
other advantages and disadvantages into consideration, this type of survey method 
was chosen for this study.
6.4 THE MAIN QUESTIONNAIRE
A questionnaire survey (see appendix for a copy of this questionnaire) was used in 
this research to investigate the potential impacts of road user charging on the travel 
behaviour of Edinburgh commuters. The sample was drawn from employees 
working in the city centre of Edinburgh. One thousand five hundred questionnaires 
were distributed to businesses (of varying sizes) in the centre of Edinburgh, in June 
2002, with a prepaid envelope included with each questionnaire pack. Of the 1500 
questionnaires distributed, 301 were returned, although the number of useable 
questionnaires was reduced to 211 after unfilled or incomplete questionnaires were 
taken out. All respondents had to be car owners who drove to work (or owned or 
had access to a car and could have used it to drive to work), normally depart for 
work between 06:00 and 10:00 and live within a reasonable1 walking distance of a 
bus stop with services at least once an hour.
The questionnaire is set out in five parts:
1 The term ‘reasonable distance’ was used instead o f a specific walking distance or time because 
what may be reasonable to one person is unreasonable to another. Furthermore, i f  the distance to a 
bus stop is not perceived as reasonable to a respondent, then the option o f taking the bus is not 
available to them. This was important for other sections o f the questionnaire.
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1. Respondents’ travel patterns
2. Respondents’ flexibility of work schedule and other commitments
3. Road user charging stated choice experiments; these include:
a. Mode choice
b. Departure time choice
c. Combined mode and departure time
4. Revenue Allocation; this includes:
a. Attitudinal statements on bus service spending
b. Attitudinal statements on general spending
c. Revenue allocation stated choice scenarios
5. Personal information
The following sections discuss the data collected in each of these parts.
6.4.1 Respondents’ Travel Patterns
This section of the questionnaire explores the respondents current travel patterns to 
work and other related factors. The first question investigated respondents’ use of 
modes for the journey to work. Rather than just asking respondents to report the 
modes used, they were also asked to indicate their level of usage of various modes. 
This ranged from ‘never’ to ‘regularly’. This categorisation of usage is useful for 
possible segmentation of the data in the analysis stage. A further open-ended 
question was included to allow respondents to reveal why they used their indicated 
modes to travel to work. This data was used to understand the general patterns of 
travel behaviour, and in the mode choice analysis.
Questions on journey time, distance and departure time from home to work were 
used to obtain revealed preference data on respondents current travel behaviour. 
Furthermore respondents were questioned about the number of days over the last 
ten that their departure time deviated from that stated in the questionnaire. This was 
included as a checking procedure to identify whether their stated departure time
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could be interpreted as a ‘usual’ departure time. Additionally, respondents were 
asked about seasonal differentiations in their departure time, as a means of revealing 
if their stated departure time may have varied depending on such things as the 
weather, school holidays etc.
Respondents were asked to indicate their use of modes for any journey. It was 
considered that this question could be important when investigating the results of 
the mode choice experiments. Those with no experience of public transport may be 
less likely to change their mode of travel to work. Furthermore, it could be a useful 
indicator of whether or not a respondent is captive to his/her car. However, this 
question was not used in the analysis presented in this study; however, variables 
derived from this question were tested in earlier versions of the models.
A series of questions were used to probe respondents for information on their travel 
costs. Car users were asked about parking fees and parking search-time. This 
questionnaire targeted respondents working in the centre of the city, where parking 
can be difficult to find and expensive. These questions can assess whether those 
driving to the city centre are paying for parking or whether it is supplied/subsidised 
by their employer. In addition, respondents were asked to indicate how much it cost 
to fill their tank with fuel and how far a full tank would get them. Rather than asking 
respondents to try to estimate the cost associated with their journey to work (many 
cannot estimate this, as revealed in the pilot) it appeared better to ask about travel 
costs in this manner. Moreover, some of the questions were included in order to get 
respondents thinking about their journey to work: they were not just included as a 
means of gathering data for the analysis.
Car passengers were asked if they paid money to the driver who took them to work, 
and if yes, the amount per day they paid the driver. Although many passengers may 
be family members or part of a regular car-share, there may be passengers who are 
merely colleagues and therefore offer payment for their travel to work.
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Public transport users were asked to provide details on the type of ticket they 
purchased and the cost of such a ticket. It was necessary to ask about the type of 
ticket purchased because without this information it would be difficult to compare 
costs for respondents. For instance, if an individual stated £120 as the ticket cost, 
without information on the type of ticket purchased it would be difficult to say if 
this was a daily, weekly, monthly, annual ticket cost. Additionally, respondents were 
asked to indicate the walk time from home to work and destination stop and work 
and the wait time at the stop/station. Although this information is useful for the 
analysis stage, it was also included as a means of encouraging respondents to look 
more closely at their journey to work before answering the stated choice 
experiments.
6.4.2 Flexibility of Work Schedule and Other Commitments
The aim of this section of the questionnaire was to explore respondents’ work 
schedules and other commitments that might affect their journey to work, as both 
sets of factors were considered to affect departure time choice (as discussed in 
chapter 8). The section began by enquiring about the respondents work hours. 
Those with regular hours and shift patterns were requested to provide details of 
their hours (start and finish times) and those with flexitime were requested to 
provide details of their core hours.
Some people like to arrive to their place of work quite some time before they start 
work, while others prefer to arrive and start work immediately. A series of questions 
investigating these preferences were included. Respondents were invited to specify 
the number of minutes they aim to arrive at work before their start time. If a 
respondent starts work immediately upon arrival, there was an option for them to 
indicate this. Individuals who aim to arrive before work begins were then asked to 
tick (from a list) the activities they carry out in the minutes between arrival and 
starting work. Respondents could also add their own responses if their activity was 
not on the list. The list of activities included such things as reading a newspaper,
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surfing the Internet, having breakfast etc. These questions were included as a means 
of assessing the rigidity of respondents’ work schedules and potentially the 
availability of any slack time in their schedules.
Certainly, the flexibility of respondents’ work schedules was a factor of interest to 
this study. This was addressed through a sequence of questions dealing with the 
ability to start work earlier or later than normal. Some respondents may be restricted 
by their employers’ rules on start times, while others may be restricted by other 
commitments outside of work. In addition, respondents were asked if they could 
continue to work on in the evening after their regular hours were finished. The 
answers to these questions could be used as additional explanatory variables in the 
departure time choice experiment. That is, how their work schedules would affect 
their ability to alter their departure times to work in response to road-user charges.
Even individuals with the capacity to start work whenever they choose, may have 
times when they need to be at work by a specific time for reasons such as meetings, 
appointments etc.. In essence these questions were a follow on from the work hours 
and the ability to start later/earlier questions. A series of questions examined the 
importance of arriving on time (or an exact set time) to work: the first of these 
questioned respondents about how often they had to arrive at work by an exact set­
time. The question following this delved into the reasons why arrival by a specific 
time might be important.
Arrival late at work will have diverse consequences for people, e.g. the 
consequences may be influenced by their work schedule and employer type or 
perhaps by their personality type (e.g. may worry more than others). Respondents 
were given the opportunity to indicate the consequences (if any) of arriving late to 
work. Such questions could be important when choosing departure times to work.
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Unexpected delays on the way to work can result in an individual being seriously late 
to work. This may have implications for their choice of departure time or choice of 
mode of travel on subsequent days. Moreover, such delays will affect a respondent’s 
perceptions of certain modes of travel or travel at peak periods. Respondents were 
invited to state how often they were affected by such delays, which resulted in them 
being at least 15 minutes late for work. Respondents could answer this separately for 
car, bus and ‘other’ modes.
Activities carried out on the way to or from work and being accompanied by others 
on the journey to work may influence/constrain choice of mode and departure time. 
To investigate this possibility, respondents were asked if other people travelled with 
them on the journey, how often this might occur and if they were adults, children or 
infants accompanying them. Additionally, respondents indicated from a list the 
activities they regularly carried out on the way to and from work. Again, it was 
anticipated that the responses to these questions could be used as indicators of 
scheduling flexibility for the journey to work.
An understanding of the amount of physical and mental effort and uncertainty 
involved in the journey to work and how respondents feel about these factors may 
provide some details about respondents’ feelings about their current mode, 
departure time etc. These factors were considered in two questions. The first asked 
respondents to indicate on a scale from ‘none at all’ to a ‘great deal’ how much 
physical and mental effort and uncertainty were involved in the journey to work.
The second question asked them to indicate on a scale from ‘much more than I 
would like’ to ‘much less than I would like’, how they felt about each of these 
factors. Although these types of questions provide a rich source of information on 
the psychological factors and the impacts on choice, these data were not used in the 
analysis, due to the vast amount of data collected for this study. However, further 
analysis could make use of this data.
145
C hapter 6
Many of the questions in this section were set to encourage respondents to consider 
in more depth their journey to work. The last four questions in this section play on 
this further by asking respondents about possibilities for changing their current 
travel behaviour. Respondents were asked to consider how practical working from 
home and working a compressed week would be for them. Additionally, 
respondents were asked if they would use these alternative work practices if they 
were available to them. And finally, they were asked to consider if they would take 
their car out during rush hours on the day they would be off under a compressed 
working week. This was to assess car dependency issues; however, it was not used in 
the analysis presented in this thesis.
6.4.3 Spending the Revenue Raised by Road User Charging
As discussed in a previous chapter of this thesis (see chapter 4) the spending of the 
revenues from a road user charging scheme is a key element of the public 
acceptability of such a scheme. Section 4 in the questionnaire was devoted to 
investigating preferences for revenue allocation. Two sets of attitudinal statements 
were presented where respondents were asked to indicate on a seven-point scale 
their level of agreement for each statement. These types of questions are important 
for understanding travel behaviour, and the data was incorporated into the discrete 
choice models. Analysis of this data is presented in chapter 12.
The first set of statements focus on bus service improvements. Much of the 
research into revenue allocation has found that public transport improvements are a 
top spending priority (see chapter 4). However, the majority of research has not 
detailed the exact public transport improvements that the public might expect. The 
first sets of attitudinal statements investigate possible public transport 
improvements (specific to the bus network). The list of 15 statements was defined 
by reviewing the literature in conjunction with stated future improvements from 
Edinburgh’s Local Transport Strategy. The attitudinal statements referred to aspects
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such as reliability, frequency, fares, ticketing, timetabling, information, network 
coverage, security and comfort.
The second set of attitudinal statements was more general than the previous, 
covering both transport and non-transport spending. Previous research has 
indicated that in general people are not keen on spending the revenues on non­
transport services (see chapter 4). This set of statements included such issues in an 
attempt to see whether the preferences of Edinburgh commuters are in line with the 
views of people elsewhere. Furthermore, statements related to the road network and 
benefits for car drivers such as improved and new roads and reductions in fuel tax 
and excise duty were included. Other statements related to rail, pedestrian and 
cyclist improvements. In both sets of statements respondents were given the 
opportunity to list some of their own spending options.
6.4.4 Socio-Economic Questions
The final section addressed socio-economic questions such as age, sex, income, 
occupation and stage in the lifecycle. These questions were placed at the end of the 
questionnaire since some people do not like answering such personal questions. The 
expectation was that after completing such a long questionnaire, respondents would 
be more inclined to answer them if they had made it that far through the 
questionnaire.
The main element of the questionnaire was a series of stated choice experiments 
pertaining to mode choice, departure time choice and revenue allocation. These are 
discussed in the following section.
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6.5 STATED CHOICE EXPERIMENTS
6.5.1 Background
Stated preference (SP) is an umbrella term for a number of different approaches 
that use experimental designs to develop hypothetical scenarios, which are generally 
defined in terms of a combination of attributes (variables) and attribute levels. An 
individual responds to these scenarios by indicating his/her choice or preference 
and these responses are then used to estimate utility functions. Researchers in the 
transport field have been the pioneers of SP theory and methods (Louviere & Street,
2000) . Furthermore, these methods have now become an important element of 
transport modelling research (Ortuzar & Garrido, 1991). Recent applications of SP 
methods in the transport field include the analysis of fatal accident risk (Iragiien & 
Ortuzar, 2004), noise and air quality evaluations (Wardman & Bristow, 2004), 
analysis of constraints affecting mode choice (O'Fallon, Sullivan & Hensher, 2004), 
development of a service quality index for the bus (Hensher, Stopher & Bullock, 
2003), freight mode choice (Shinghal & Fowkes, 2002) and demand for alternative 
fuels (Dagsvik, Wennemo, Wetterwald & Aaberge, 2002).
Revealed preference (RP) methods are based on actual choices as observed by the 
researcher or reported by the respondent. In contrast, in a stated preference 
experiment a respondent is faced with hypothetical scenarios (for example, travel 
scenarios) and asked to indicate his/her preferences. Generally RP methods have 
the advantage of being based on actual choices made by individuals. Although RP 
methods have a high degree of validity, they also suffer from a variety of limitations. 
These limitations include (Kroes & Sheldon, 1988; Calfee, Winston & Stempski,
2001) : 1) difficulty in examining the attributes of interest if there is not enough 
variation in the RP data; 2) difficulty in separating the influences of different 
attributes using statistical analysis if explanatory attributes of interest are highly 
correlated; and 3) inability to be used to evaluate situations that have not yet been 
experienced. Moreover, the choice observed by the researcher (or reported by the 
respondent) may not be a respondent’s preferred choice but rather their
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‘compromised’ choice due to other external factors. A respondent’s true preference 
may well only be realised when his/her current behavioural patterns are challenged 
in some way. For example, in the case of the introduction of road user charging, a 
respondent may be compelled to reconsider the best mode of travel to work. 
Additionally, if a researcher is relying on revealed preference data that has been 
reported by the respondent, then some of the ‘objectivity’ is lost (Jones, 1989).
SP methods were essentially developed to overcome these limitations of RP data. 
The benefits of SP include (Kroes & Sheldon, 1988; Pearmain, Swanson, Kroes & 
Bradley, 1991):
1. Easy to control because the researcher defines the conditions to be evaluated 
by the respondent
2. More flexible because they can deal with a wider variety of attributes
3. Can be cheaper to apply because each respondent offers a number of 
observations for variations in the explanatory attributes of interest to the 
researcher
4. The effects of the attributes of interest can be separated from the effects of 
other factors
5. In a situation where RP data is not available, i.e., a totally new policy, SP may 
be the only practical basis for evaluation and forecasting.
However, the advantages of SP methods can be rendered worthless if the SP
experiment is badly designed.
One of the major drawbacks levelled against SP methods is that people may not 
necessarily do what they say, i.e., their preferences/choices may not closely 
correspond to their actual behaviour. Reasons for discrepancies include amongst 
other things (Bates, 1988):
1. Respondent fatigue or boredom, which will increase with the complexity of 
the experimental design
2. Policy response bias, which might occur if respondents believe that they can 
affect the outcome of the analysis, thus any policies based on the results
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3. Justification bias, which occurs when respondents either unintentionally or 
deliberately, cast their behaviour in a better tight.
Furthermore, some respondents may use lexicographic choice rules to evaluate 
alternatives. This is where alternatives are only evaluated on the basis of the best 
level of one of the attributes (Soelensminde, 1999). Possibly erroneous conclusions 
can be inferred from the data if it is analysed as if it had been acquired by reference 
to a compensatory utility function rather than lexicographic choice rules (Bates, 
1998). However, it is possible to identify lexicographic responses (see for example, 
Talati, König & Axhausen, 2002) and methods have been suggested for dealing with 
such responses (see for example, Rizzi & Ortuzar, 2003b; Rouwendal & de Blaeij, 
2004; Soelensminde, 2001).
In a SP experiment the effects of attributes and attribute levels of interest can be 
separated and investigated, since the analyst can use a number of attributes and 
levels. However, in reality, the analyst is almost always constrained by the number of 
alternatives he/she can present to each respondent. These limitations could certainly 
restrict the number of attributes and levels an experiment; hence the realism of an 
SP survey.
Nevertheless, despite the potential drawbacks of SP methods, there are many 
benefits including the ability to estimate the impact of explanatory variables fully 
independent of each other and the ability to include choice options in hypothetical 
situations that currently don’t exist. Moreover, empirical evidence shows that SP 
methods, as well as being valuable complements to RP methods, continually display 
high levels of external and predictive validity in a range of real world choice contexts 
(Swait, Louviere & Wilhams, 1994).
There is confusion amongst practitioners and academics about the differences 
between conjoint analysis and stated preference discrete choice modelling (Louviere, 
2000). Conjoint analysis is a term used to describe a range of techniques developed 
in the fields of marketing and psychology and used to elicit respondent preferences.
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Two of the more popular conjoint paradigms are ranking and rating tasks. These 
two tasks share the same experimental design technique, i.e. how the attributes and 
attribute levels are combined to produce alternatives, but they differ in the response 
mode, analysis methods and the conclusions that can be inferred about preferences 
(Louviere, 1988a, p.93)2. Ranking and rating conjoint tasks are briefly discussed 
below. This is then followed by an overview of stated preference discrete choice 
modelling (SPDCM).
6.5.1.1 Conjoint Ranking and Rating Tasks
With the ranking approach, respondents are presented with a series of hypothetical 
scenarios (each defined with different attributes and attribute levels) and asked to 
rank them according to preference. The underlying theory of rank-order tasks is 
known as axiomatic conjoint measurement3. However, in general it appears that the 
practice of ranking tasks is far from its theoretical underpinnings because 
individuals’ rankings usually do not meet the axioms required to derive a suitable 
algebraic conjoint model (Louviere, 1988b). Thus, assumptions must be made about 
the algebraic form of the model, which is generally assumed to be of an additive 
utility specification {ibid.). Random utility models such as exploded logit can be used 
to investigate the rankings and to transform them into simulated choices (Louviere, 
1988a). Nevertheless, in the real world individuals generally do not rank alternatives 
(Adamowicz, Louviere and Swait, 1998).
In rating tasks respondents are asked to state the strength of their preference for an 
alternative using a semantic or numerical scale (typically a five or ten-point scale 
with specific labels attached to each of these numbers). Typically ratings data are 
analysed using OLS regression, which implies a strong assumption about the 
cardinality of the ratings data. In order to use ratings data to forecast choice, one
2 A  useful review o f the development o f these two paradigms can be found in Louviere, 1988a and 
Louviere, 1988b.
3 See Louviere, 1998b for a good overview o f conjoint measurement.
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must assume that either 1) the alternative rated highest equals first choice4, or 2) the 
predicted ratings values satisfy multinomial logit (MNL) or other choice model scale 
properties (Louviere, 1988a). These are rather arbitrary assumptions, which are 
inconsistent with consumer theory.
Both ranking and rating conjoint methods, have been popular approaches for 
understanding and predicting consumer trade-offs and choices. However, conjoint 
analysis is not a theory of choice behaviour. In contrast, stated preference discrete 
choice modelling is a preference elicitation method that has an economic theory as 
its basis. This method is discussed next.
6.5.1.2 Choice-Based Tasks
Louviere & Hensher (1982) showed that the experimental design techniques used to 
construct conjoint analysis tasks could be applied to the development of choice- 
based tasks where individuals choose only one alternative from a choice set. 
However, it is not accurate to say that choice-based tasks evolved out of conjoint 
analysis. In fact, choice-based methods were originally developed by Louviere & 
Hensher (1982) and Louviere & Woodworth (1983) as a natural progression to 
choice modelling theory and methods that were in use in revealed preference 
research (Adamowicz et al, 1998). As noted by Polak & Jones (1997), researchers in 
the transport field were looking to be able to use SP techniques as part of existing 
demand forecasting procedures. The term stated preference discrete choice 
modelling (SPDCM) was adopted by Louviere (2000) as a means of differentiating 
the conjoint analysis approach from the discrete choice analysis approach5.
There are ‘superficial’ similarities between the two approaches: in both approaches 
individuals are faced with hypothetical scenarios where they are asked to evaluate 
alternatives by indicating their preference or choice (Verma, Plaschka & Louviere,
4 See Hensher & Battellino (1997) for an example o f this application.
5 The term SPDCM is referred to as SC (Stated choice) from here on in this thesis.
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2002). However, it is also vital to be aware of the important differences between the 
two approaches. These differences are associated with: 1) the methods of response 
expected from the respondents (i.e. choose one and only one alternative, compared 
with ranking or rating of all the alternatives) and, 2) the method of analysis.
Stated choice (SC) methods have a strong behavioural basis in random utility theory, 
unlike the conjoint approaches of ranking and rating. Choice data can be modelled 
using conventional discrete choice models such as the Multinomial Logit (MNL) 
model. Choice data do not require the researcher to make assumptions about the 
order or cardinality of data (as is the case for ranking and rating data) however; it 
must be assumed that the data is discrete (Louviere, 1988a). The choice responses 
can be converted to predictions immediately by estimating the data with discrete 
choice models such as MNL (Louviere, 1988a; Hensher, 1994). Additionally, 
conjoint responses such as ranking and rating do not correspond to actual 
behaviour in that there is no evident comparison in the real market. In contrast, 
choice-based tasks are analogous to what happens in real markets.
Moreover, there is evidence that choice tasks are easier for respondents to evaluate 
(Ortuzar & Garrido, 1991) and are better at imitating the behaviour they were 
designed to investigate (Louviere, 1988a). A great advantage of choice-based 
experiments is that the researcher can investigate how choices change in response to 
changes in the attributes of alternatives and to changes in the number and 
composition of competing alternatives (Louviere, 1988a). However, one of the 
disadvantages of choice-based tasks is that unlike ranking and rating responses, a 
choice response gives no indication of the preference ordering of the alternatives 
(Hensher, 1994). Nevertheless, Louviere (1988a) suggests that discrete choice tasks 
be used rather than ranking or rating tasks where the purpose is to make inferences 
about choice behaviour. Louviere et al (2000) provide a comprehensive outline, 
including details of the strength and predictive accuracy of stated preference discrete 
choice modelling in a variety of complex choice situations.
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Road user charging is a travel demand management policy, which was only first 
introduced in the UK at the end of 2003 (i.e. the Durham charging scheme). 
Therefore, previous to this there were no opportunities to investigate individuals 
revealed preferences in relation to road user charging in the UK. Hence, stated 
preference methods were chosen as the method of eliciting preferences related to 
charging levels and their impacts on travel behaviour. Furthermore, the review of 
stated preference techniques has highlighted the benefits of stated choice methods 
over conjoint ranking and rating methods for the elicitation of individuals preferred 
choices. The choice approach has been adopted for this study. The design of the 
choice experiments is discussed next.
6.5.2 The Design of Stated Choice Experiments
A ‘designed experiment’ forms the basis of stated preference techniques. The 
experimental design techniques discussed here refer to the design of choice 
experiments rather than ranking and rating experiments, i.e. the design for an SC 
experiment. The design of choice-based experiments is more complicated than that 
for ranking or rating based designs because two separate designs must be combined: 
the first design creates the choice alternatives and the second creates the choice sets 
into which the alternatives are placed (Louviere, 1988a). Thus, the tradeoffs between 
traditional conjoint and choice-based tasks can be captured as follows:
... with traditional conjoint rating or ranking methods one trades simplicity o f design for unreality 
o f task, strong response measurement level and choice simulation assumptions. With discrete choice 
experiments one trades simplicity o f response, better understanding o f choice process and minimal 
measurement assumptions fo r  increased complexity o f design.
(Louviere, 1988a, p. 100).
Two of the major properties of choice experiments are identification and efficiency. 
Identification is concerned with the type of utility function(s) that can be specified 
and/or choice models that can be estimated from a particular choice design while 
efficiency is concerned with the precision to which the parameters of a given
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specification(s) can be estimated (Louviere & Street, 2000). The selection of the 
attributes is a key process for any stated choice experiment.
There are a number of key stages in the design of a choice experiment, starting with 
the decision of which attributes to include in the experiment6. It is useful here to 
note that in experimental design literature, the manipulated attribute is known as a 
‘factor’ and the values manipulated are known as ‘factor levels’ (Louviere et al, 2000, 
p. 83). The process of identifying the key attributes for a specific project may 
involve an extensive review of previous research and/or some empirical work (e.g. 
focus groups).
Hensher et al (1988), suggests that designs with more than three attributes may be 
difficult to understand and thus produce unreliable results. On the other hand, 
Pearmain et al (1991) recommend that a minimum of three attributes should be used 
if the experiment is to be realistic. Furthermore, they suggest that the inclusion of a 
third attribute lowers the risk of an individual perceiving a pattern in the 
alternatives. However, they also advise that the number of attributes be limited to 
six or seven in order to avoid confusion amongst respondents. Ultimately the 
researcher will consider a large number of attributes for inclusion and will therefore 
have to make a decision on which to include and which to exclude. Including more 
attributes allows for more factors in the experiment and more factor levels in the 
design allows the researcher to test respondent reactions to changes in factor levels 
and of course to investigate any non-linearities (Jones, 1989). Nonetheless, as will be 
seen later, including a large number of attributes and attribute levels will increase the 
size of the respondent task and perhaps make it too complex for respondents to 
complete.
6 See Hensher, 1994; Jones, 1989; Louviere, 1988a; Louviere et al, 2000 for guidelines for the design 
o f SP experiments.
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The next stage in the design is to identify the appropriate levels of the attributes 
(referred to as ‘factor levels’) to be evaluated by the individual. It is recommended 
that more than two factor levels be incorporated when a particular factor is of 
interest to the researcher (Pearmain et aly 1991). A minimum of three factor levels is 
required to observe non-linear relationships between attributes and preferences 
(Hensher, 1994). Generally a metric scale is used for level definition (e.g. travel time: 
10, 20 and 30 minutes), but there may be circumstances where the measurement 
unit is not so straightforward, for example, ‘soft variables’ such as comfort. Such 
attributes can be difficult to define in terms that will be easily understood by the 
respondent, for example, defining comfort in terms of low, medium and high may 
not have the same meaning to each respondent. Hensher (1994, p. 114) suggests a 
way around this by first asking respondents to place values on such attributes (e.g. 
on a satisfaction scale), then setting one of the factor levels as the current level and 
defining the other levels as variations from this reported level. Similarly, researchers 
sometimes choose levels that are related to the individual’s current experience 
(Hensher et al, 1988) as a means of maintaining some realism in the experiment.
The attributes and attribute levels for each of the stated choice experiments for this 
study are presented in the following sections.
6.5.3 Attributes and Attribute Levels for the Mode Choice Experiment
The first set of stated choice experiments concern mode choice. The questionnaire 
was aimed at commuters who drive to work or could drive to work if they so 
wished. In addition, they had to live within a reasonable walking distance of a bus 
stop or stations. With these factors in mind, the mode choice experiment looked at 
‘between mode’ alternatives, that is, a choice between a car alternative versus a bus 
alternative.
The choice experiment for mode choice contained three attributes for the car 
alternative and four attributes for the bus alternative (see Table 6.2). The toll
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variable was essential to the experiment due to the nature of the study (i.e. 
investigation of the impacts of road user charging levels). Three levels of toll were 
included; £2, £3.50 and £5. After reviewing the available information on proposed 
road user charging for Edinburgh, it appeared that a level of £1 would be 
considered too low for the city; therefore, the decision was made to take the lowest 
level of the road-user charge as £2. Furthermore, a £5 charge was considered high 
enough to put some commuters off travelling by car. Indeed, £5 is the charge 
currendy in place for the London Road user charging scheme.
In return for toll charges, a travel-time saving was offered to respondents. The levels 
set for this were 15%, 20% and 25%. Setting the travel time saving as a percentage7 
rather than a number of minutes ensured that the saving was related to the 
respondents own travel time experiences. If minutes of travel time saving were 
offered the savings would be unrealistic or negligible to some respondents. For 
example, a five minute saving is huge for a ten-minute journey, but rather small for a 
journey of say 70 minutes.
The third variable related to the car alternative was parking fee. Rather than 
presenting respondents with specific parking fee levels, they were presented with a 
binary variable with the two levels: 1) ‘yes’ there will be a parking fee and 2) ‘no’ 
there will be no parking fee. The respondent was then left to interpret the value of 
the parking fee when it was present in a choice scenario. Therefore, the level of the 
parking fee would be based on their own circumstances: some respondents may 
have parked their cars at on-street spaces, local car parks or perhaps at their place of 
work. Each of these locations would incur different (if any) parking charges.
7 To ensure that respondents could easily calculate their % savings, a ready-reckoner was included 
in the questionnaire pack (see Appendix).
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Table 6.2 Alternatives, attributes and attribute levels for the mode choice
experiment
Alternative Variables of the 
alternative
Levels of the variable
..(a) ¿'2................................
(i) Toll (b) ¿3-50
(c) £5
(1) Car
(ii) Travel time (a) 15% saving
(b) 20% saving
(iii) Parking fee (a) Yes
(b) No
(i) Travel time (a) Same as usual
(b) 10%
(2) Bus
(ii) Reliability (a) 95% o f buses on time
(b) 99% o f buses on time
(iii) Wait time (a) 2 minutes
(b) 5 minutes
(iv) Walk time (a) 3 minutes
(b) 6 minutes
Four attributes were associated with the bus alternative: 1) saving in travel time, 2) 
reliability, 3) walk and 4) wait time. For limitations on the number of alternatives 
that can be generated and/or presented to each respondent, the number of levels of 
each variable was limited to two (apart from the toll variable, which has three 
levels). This would, of course, affect the ability to estimate the actual functional 
form. The two levels for the travel-time saving were “same as usual” and “10% 
saving”. The walk and wait variables also had two levels each; three and six minutes 
and two and five minutes respectively. The walk times are relatively low in this study 
at three and six minutes. Although it is possible that walking distances to a bus stop 
may be in excess of these, low figures were chosen to make the bus alternative as 
attractive as possible to respondents. For the wait times, the levels are also relatively 
low: three minutes can represent a case where someone arrives almost on time for 
the bus, while a six minute wait time may seem longer for someone at a bus stop. 
With bus frequencies generally running every ten minutes in Edinburgh during the 
day, a six minute wait could be perceived as a case where a respondent has just
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missed a bus (i.e. more time to wait for a bus, than the number of minutes by which 
the bus was missed).
The reliability variable was more difficult to define than the other variables; 
particularly because of the lack of consensus on how to measure this variable 
and/or how to present it to respondents. What do passengers perceive as a reliable 
or unreliable sendee? What aspects of the service are passengers using to evaluate 
the reliability of a service? Buchanan & Walker (2002) suggest that it might be one 
or more of the following: late buses, missing buses, early running buses, bunched 
buses, variable journey times on the bus, unpredictable arrival times and full buses. 
The National Consumer Council (1999) indicate that reliability is in part about the 
‘immediate performance’, i.e. buses arriving and departing as stated on the 
timetables, but also about ‘continuity of service’. Additionally, they hold that 
‘consistence and predictability’ are essential if the public’s confidence in bus services 
is to be maintained and improved. Ortuzar, Ivelic & Candia (1997) conducted focus 
groups amongst groups of individuals (at least 2/3 of which were public transport 
users) and found that it is necessary to separate reliability into two elements: 1) 
travel time variability and 2) waiting time variability. It appears that Buchanan & 
Walker’s (2002) suggestions (given above) fit nicely into these two groups. Bates, 
Polak, Jones & Cook (2001) indicate that there is evidence that passengers are 
annoyed by the failure of services to adhere to timetables, thus implying that 
reliability relates to “adherence to schedule”. This adherence to timetabling was also 
noted by Buchanan & Walker (2002) who propose separate definitions of reliability 
for different types of bus service. For timetabled services with less frequency, i.e. 
less than every 20 minutes, the appropriate measurement of reliability they 
suggested was “adherence to the timetable”. For more regular bus services they 
suggested that the best measure of reliability would be the “regularity of the buses”.
Even with a clearer understanding of what is understood by the term ‘reliability’, a 
means of measuring it still had to be found. Researchers (for example, Buchanan &
159
C hapter 6
Walker, 2002; Rietveld, Bruinsma & van Vurren, 2001; Bates et al, 2001) have 
suggested many ways of measuring reliability including:
1. Probability that a vehicle arrives % minutes late
2. Mean difference between the expected arrival time and scheduled arrival time
3. Distribution of arrivals by degree of lateness
4. Mean delay of an arrival given that one arrives % minutes late
5. Number of vehicles out of x vehicles that are y minutes late
6. Probability of early departure
7. Average lateness
8. Percentage of vehicles arriving within a particular “window”, e.g. between 
five minutes early and five minutes late
9. Comparison of the vehicle schedule with the actual performance of the buses
10. Distribution of headways between buses
11. Standard deviation of headways divided by the mean
12. Standard deviation of arrival times
The problem with most of the measures set out above is that they were suggested as 
a means for public transport companies or similar types of authorities to measure 
reliability. The majority of these methods of measuring reliability would not make 
much sense to bus users. The important feature is that whatever measure is chosen, 
it should be understood by all of the respondents. Bates et al (2001) commented that 
many people misunderstood the measure listed in point five above (i.e. the number 
of vehicles out of % vehicles that are y minutes late). They probed respondents 
about the meaning of ‘one in ten trains is 20 minutes late’ and found that some 
understood it to mean that the other nine trains were on time while others assumed 
that it meant than no train was more than 20 minutes late. Furthermore, the 
researcher might have another view on what the measure implies, e.g. 10% of the 
trains are at least 20 minutes late.
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In this study the measure chosen to represent reliability in the mode choice 
experiments states the ‘percentage of buses arriving on time’. It remains for 
respondents to assume what happens to the other percentage of buses. The other 
buses may arrive early (and perhaps leave early) or arrive late, but respondents will 
not have an indication of how early or late other buses might arrive. Bates et cil 
(2001) assert that reliability should communicate the likely occurrence of a particular 
outcome (e.g. arriving late) and the penalties of that outcome. Although this appears 
to be a useful way of presenting reliability to respondents, in the case of this choice 
experiment, it was believed better to allow respondents to figure out for themselves 
the possible penalties associated with a vehicle arriving late at the bus stop. 
Moreover, the penalties will be different for different types of people, taking their 
work schedules and personality types etc. into consideration.
The two levels chosen for the reliability variable were “95% of buses will arrive on 
time” and “99% of buses will arrive on time”. Both of these levels offer a high level 
of reliability, which are important for this study because respondents are trading 
between a car and a bus in the presence of road user charging. With the presence of 
road user charging it is anticipated that the bus service should be improved such 
that it offers a valid alternative to the car. Offering low levels of reliability would do 
nothing to encourage commuters to switch to the bus.
6.5.4 Attributes and Attribute Levels for the Departure Time Choice 
Experiments
Three variables were used in the departure time model. These are: 1) departure time, 
2) toll and 3) travel time saving. The foremost attribute to include was the toll level, 
as this forms the central theme of the thesis, i.e. charging levels and their impact on 
travel behaviour. Travel-time saving was included because savings in travel time are 
generally an objective of any road user charging scheme. Furthermore, offering 
respondents a saving in travel-time in exchange for tolls and changes in departure 
time may encourage respondents to trade. Change in departure time to work was the
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third variable considered for the SC experiment. As this is the travel-behaviour 
change under investigation, it was essential to include it in the experiment.
In order to test for non-linear relationships between attributes and choices, at least 
three attribute levels should be attached to an attribute (Hensher, 1994). For this 
departure time experiment these three toll levels (of £2, £3.50 and £5) were the 
same for the earlier and later departure time alternatives but different for the ‘Same 
as usual’ alternative. Different toll levels were chosen for this alternative because it 
was appropriate to have some higher toll levels for an alternative that does not 
involve a change of departure time. The highest level of £5.50 was particularly 
important because in some choice scenarios both earlier and later departure time 
alternatives could have a toll level of £5, thus, if the toll level was also £5 for 
departing at the same time as usual, respondents may not decide to trade on the 
basis of this variable.
Similarly, travel-time savings were offered at three levels for each of the three 
alternatives. These were savings of 15%, 20% and 25% on current travel times to 
work. The justification for these levels has been discussed above (in the mode 
choice section). Changes in departure time were also offered at three levels in order 
to test for non-linear relationships between attributes and choices. Moreover, 
departure time switch could involve a switch to either before or after a respondent’s 
usual departure time and hence levels of earlier and later departure time were 
specified. The three levels were 10, 20 and 30 minutes earlier or later. The lowest 
change in departure time adjustment was set at 10 minutes and this was considered 
large enough to instigate a behavioural response from individuals. Changes larger 
than 30 minutes were not considered because of the possibility of putting too many 
individuals outside of the peak period, which may not be practical for commute 
trips. The attributes and attribute levels for the departure time choice experiment 
are shown in Table 6.3.
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Table 6.3 Alternatives, attributes and attribute levels for the departure
time choice experiment
Alternative Variables of the alternative Levels of the variable
(i) Toll (a) £2
(b) £3.50
(c) £5
(a) 10 minutes earlier
(1) Depart earlier than usual (ii) Departure time change (b) 20 minutes earlier
(c) 30 minutes earlier
(a) 15%
(iii) Travel time saving (b) 20%
(c) 25%
(2) Depart at the same time as usual
(i) Toll (a) £3.50
(b) £4.50
(c) £5-50




(i) Toll (a) £2
(b) £3.50
....M ,£5..............
(a) 10 minutes later
(3) Depart later than usual (ii) Departure time change (b) 20 minutes later
(c) 30 minutes later




6.5.5 Attributes and Attribute Levels of the Combined Mode and 
Departure Time Experiment
Two of the previous choice experiments were for mode choice and departure time 
choice. In those experiments each choice was considered as a separate decision. 
However, it is possible that individuals consider these choices in conjunction with 
one another. For that reason a combined choice experiment on mode and departure 
time was also included in the questionnaire.
In the mode choice experiment a car alternative was presented against a bus 
alternative, that is, in each choice scenario a respondent was presented with a choice 
between two alternatives. The same design approach was used for the combined 
mode and departure time choice experiment as was used for the other experiments.
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Each of the two alternatives was defined by three attributes (see Table 6.4). The 
attributes for the car alternative were departure time, travel time saving and toll. 
Departure time was set at four levels: 30 and 15 minutes earlier and 30 and 15 
minutes later. A difference of 15 minutes between the levels was considered large 
enough for respondents to think of them differendy. The levels for the car time­
saving were set at 15%, 20% and 25%, which were the same as those used in the 
mode choice experiment. The levels for the toll variable were also set at the same 
levels as used in the mode choice experiment (i.e. £2, £3.50 and £5).
The attributes of the bus alternative were: 1) departure time, 2) travel time saving 
and 3) reliability. The departure time attribute had the same levels as those used for 
the car alternative. The levels for travel time saving were set as they were in the 
mode choice experiment, i.e. 10% saving and ‘same as usual’. Following a similar 
trend, the reliability levels were the same as those used in the mode choice 
experiment, i.e. 95% and 99% of buses arrive on time.
164
C hapter 6
Table 6.4 Alternatives, attributes and attribute levels for the combined
mode and departure time experiment
Alternative Variables of the 
alternative
Levels of the variable
(i) Departure time (a) 15 minutes earlier
(b) 30 minutes earlier
(a) 15%






(i) Departure time (a) 15 minutes earlier
(b) 30 minutes earlier
(2) Earlier departure time by bus (ii) Travel time saving (a) Same as usual
(b) 10%
(iii) Reliability (a) 99% o f buses on time
(b) 95% o f buses on time
(i) Departure time (a) 15 minutes later
(b) 30 minutes later
(a) 15%






(i) Departure time (a) 15 minutes later
(b) 30 minutes later
(4) Earlier departure time by bus (ii) Travel time saving (a) Same as usual
(b) 10%
(iii) Reliability (a) 99% o f buses on time
(b) 95% o f buses on time
6.5.6 Attributes and Attribute Levels for the Revenue Allocation Choice 
Experiment
A series of attitudinal statements relating to revenue allocation were presented in the 
questionnaire. As discussed previously, these questions addressed the issue of 
revenue allocation over both transport and non-transport options. The list of 
statements on spending alternatives was derived after researching the literature and 
studying the particular spending options addressed in Edinburgh’s Local Transport 
Strategy. To design revenue allocation experiments addressing so many spending 
options would be impossible. Far too many attributes would need to be included in
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the experiment. Furthermore, it would be difficult to devise appropriate levels for 
some of the attributes, for example, comfort. The review of literature on revenue 
allocation shows that spending on public transport is generally the number one 
preference. In Edinburgh the bus network carries the majority of passengers around 
the city. The rail network extends from the centre of the city out to other towns and 
cities, but there are few rails stops between the city’s edge and city centre. With this 
in mind, allocation of the revenue to bus service improvements was considered for 
the stated choice experiments.
As stated earlier, in general the public preference is for spending generated revenues 
on public transport improvements. However, studies have generally delved no 
deeper than this to investigate more specifically the public’s particular preferences 
on the spending of revenues on public transport. The attitudinal statements in this 
questionnaire include some more detailed spending options such as better comfort, 
real-time information, integrated timetables etc.; therefore, these should elicit 
further information on the public’s level of agreement on spending revenues in 
these areas. Nevertheless, there is a need to investigate this issue further.
Stated choice experiments can be used to investigate choices and the importance of 
specific attributes. Reliability of public transport has been shown to be a top 
concern for users (e.g. Nicholls et al, 2004; Commission for Integrated Transport, 
2002c). Poor reliability discourages people from using buses because they cannot 
rely on getting to their destinations on time. The National Consumer Council (1999) 
reported that consumer’s rate reliability as the number one issue if bus services are 
to improve. One study has suggested that priorities for investment in bus sendees 
should be targeted at making buses cleaner, improving reliability and frequency in 
the evenings and making them cheaper (Nicholls et al, 2004). In accordance with the 
results of other studies, the three variables of reliability, frequency and fare 
reduction were chosen as the attributes of the stated choice experiments.
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The frequency and fare attributes were relatively straightforward to define; hence, 
choosing appropriate levels was uncomplicated. The reliability variable was more 
difficult to define than the other variables, particularly because of the lack of 
consensus on how to measure this variable and/or how to present it to respondents. 
However, the same approach was used as in the mode choice experiments discussed 
earlier. The decision was taken to use only two levels for each attribute; however, 
different levels were used for the attributes of each alternative. For example, two 
levels were used for the frequency associated with the first spending package and 
two different levels for the frequency associated with the second spending package. 
Hence, in effect there were four levels to describe each bus service attribute. With 
only two levels associated with an attribute, using the same two levels for the 
attributes of both alternatives could mean that a number of choice scenarios would 
have virtually no difference between the two alternatives. The attribute levels for the 
fare attribute in the first package are 15% and 30% reduction; for the second 
package these are 20% and 25% respectively. Fare reductions ranging from 15% and 
30% were chosen because this range of fare reductions is large enough for 
respondents to consider trading them against other attributes. If the fare reductions 
were small respondents may have dismissed them and focused on the other two 
attributes of an alternative. Moreover, one of the objectives of the Local Transport 
Strategy for Edinburgh is to reduce fares by 25%; therefore the range of fare 
reductions in this study covers their recommendations.
The levels for the frequency attribute in package one were: a bus every 6 minutes 
and a bus every 10 minutes. For the second package the levels were every 8 minutes 
and every 12 minutes. Much of the city of Edinburgh is covered by a 10-minute 
frequency service during peak hours. Indeed, some services run to a 5-minute 
timetable, although not many. Furthermore, there are others that run at a frequency 
rate of 15-minute or more. The values for frequency used in this study were chosen 
bearing this information in mind. Three of the frequency levels are at 10 minutes or 
less and only one is in excess of this. As the study is in the context of allocating
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revenues from a road user charging scheme it was essential to include some 
frequency levels that were better than those currently experienced.
The levels for the reliability attribute associated with the first package are 92% of 
buses arrive/depart on time and 97% of buses will arrive/depart on time. For the 
second package the attribute levels for reliability are 95% of buses arrive/depart on 
time and 99% of buses arrive/depart on time. In all cases the reliability figures are 
relatively high. If this was simply a mode choice experiment it may be appropriate to 
use reliability levels more in-line with passengers perceptions of reliability (i.e. low in 
some cases), but as this choice experiment looks at the spending of road user 
charging revenue it is more appropriate to have high reliability levels. Low levels of 
bus reliability may give the impression that the revenues from a road user charging 
scheme (targeted at public transport improvements) are not having an impact on 
improving bus services. However, it is assumed that the differences are large enough 
for respondents to appreciate the differences in reliability levels.
Table 6.5 Alternatives, attributes and attribute levels for the revenue
allocation choice experiment
Alternative Variables of the 
alternative
Levels of the variable
(i) Fare reduction (a) 30%
(b) 15%
(1) Revenue allocation 
package A
(ii) Frequency (a) Every 6 minutes
(b) Every 10 minutes
(iii) Reliability
(a) 97% arrive/depart on time
(b) 92% arrive/depart on time
(i) Fare reduction (a) 25%
(b) 20%
(2) Revenue allocation 
package B (ii) Frequency
(a) Every 8 minutes
(b) Every 12 minutes
(iii) Reliability (a) 99% arrive/depart on time
(b) 95% arrive/depart on time
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6.5.7 Construction of Choice Sets for the Stated Choice Experiments
Following on from the identification of attributes and their levels, a researcher will 
use a statistical design to combine the attributes and attribute levels to produce 
alternatives. Such designs are discussed in the following sections.
6.5.7.1 F u ll Factorial Designs
In the literature the combination of attributes and attribute levels is often referred to 
as a ‘profile’ or ‘treatment’ (Hensher, 1994). The objective of experimental design is 
to define the combinations of the levels of all the attributes in the study in such a 
manner that they are totally uncorrelated between the alternatives (Kroes &
Sheldon, 1988). This is known as a full factorial design, which consists of all the 
possible combinations of the levels of the attributes. Take for example, a design 
with 2 attributes, at three levels and three attributes at two levels (this is denoted as 
32x23) results in 72 possible combinations (i.e. 72 profiles). In a full factorial design 
such as this, all main-effects, two-way interactions8 and higher order interactions are 
estimable and uncorrelated (Kuhfeld, Tobias & Garratt, 1994).
The correlation issue relates to orthogonality: Orthogonal experimental designs 
ensure that the attributes presented to individuals are varied independently from one 
another (Ortuzar, 2000), that is, there is zero correlation between the attributes. 
Orthogonality has been regarded as a desirable property of a stated preference 
experiment; however, in practice there are situations when departure from strict 
orthogonality may be desirable, for example, when one alternative dominates all 
other alternatives in the choice set. Watson et al (2000) proposed that within the 
logit-modelling framework, it is desirable to depart from orthogonality if the interest 
in a particular experiment is the ratio of the parameters, thus, according to them this 
exposed the fallacy that orthogonality is a desirable feature of SP experiments used
8 An interaction between any two variables occurs when individual preferences for levels o f one 
attribute depend on the levels o f the other (Louviere et al, 2000).
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for forecasting. Furthermore, modellers of revealed preference data have coped with 
some correlation in their work and have devised tests for identifying multi­
colinearity and when it is a problem (Hensher, 1994).
6.5.7.2Fractional Factorial D esigns
Some researchers have raised concerns about the number of alternatives 
respondents can realistically evaluate at any one time. Kroes & Sheldon (1988) 
suggest that between 9 and 16 alternatives is typical. However, Hensher et al (2001, 
p.374), found from their review of available literature that that task length and 
complexity generally effect response variability and not model parameters. This 
indicates that researchers can make their choice experiments more complex and 
incorporate more choice sets than previous guidelines suggested. Furthermore, their 
review of transport SP literature found that in the majority of cases respondents 
evaluated less than nine choice scenarios or alternatives (often only two to four 
choice scenarios), whereas in the marketing literature respondents generally evaluate 
between 16-32 choice scenarios or alternatives and in psychology this can run to 
several hundred choice scenarios/alternatives. Their own research into task length 
revealed that there was little evidence of respondent fatigue even after they had 
evaluated 32 choice scenarios/alternatives, but that there was some evidence that 
four choice scenarios/alternatives may be too small to allow for variability in 
responses. One of their tentative conclusions was that 16 choice 
scenarios/alternatives might be sufficient.
In full factorial designs each level of each attribute is combined with every level of 
all other attributes. However, it is rare for SP experiments to be small enough to use 
full factorial designs. For example, a design with five attributes, each at 3 levels 
(denoted 35) produces 243 treatments. However, for the majority of situations it is 
impractical to present respondents with so many choice sets to evaluate.
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Even after allowing for this recent evidence on the effects of task length on 
respondent fatigue and subsequent estimation errors, there will be many situations 
where researchers will still want to keep the number of choice scenarios/alternatives 
to a manageable number (e.g. if the researcher is carrying out more than one SP 
experiment in a survey, or perhaps if there are budget constraints). Therefore, the 
researcher needs a method for reducing the number of choice scenarios/alternatives 
presented to respondents. One of the most popular methods is to use a fractional 
factorial design9. A commonly used method is to choose the smallest orthogonal 
main-effects plan taken from the complete factorial design in order to determine the 
choice sets to be presented in the experiment (Louviere & Woodworth, 1983; 
Louviere, 1988a). The advantage of this type of design is that there are fewer 
treatments (i.e. choice scenarios/alternatives); however, this will result in some loss 
of information. It is assumed that some or all interactions between attributes are 
insignificant. Where interactions are significant, the use of a main effects plan may 
lead to biases in the utility parameters that are estimated (Adamowicz et al\ 1998, 
Louviere, 1988b). When this bias occurs, the main effects are considered to be 
‘confounded’ with interaction effects. Confounding means that the effects of two 
variables are indistinguishable from one another10.
When deciding on which effects might be significant, it is useful to take into 
consideration the following (Louviere, 1988b, p. 40): 1) the main effects explain 
often 80% or more of the variance; 2) two-way interactions rarely explain more than 
3%-6% of data variance; 3) three-way interactions account for even less of the data 
variance, rarely more than 2%-3% and usually 0.5%-l%; and 4) higher-order terms 
explain a tiny proportion of variance.
9 There are a number o f published design catalogues that contain lists o f various fractional factorial 
designs and their statistical properties, these include: Hahn & Shapiro (1966); Kocur et al, (1982); 
and McLean & Anderson (1984).
10 See Louviere (1988b) for a detailed description o f confounding effects.
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When the number of choice scenarios/alternatives is still too large even after using a 
fractional factorial design, a block design can be used where the experiment is 
broken down into a number of smaller separate experiments with different blocks 
being presented to different respondents (Kroes & Sheldon, 1988). Another 
approach instead of presenting entirely different experiments to the groups of 
respondents is to use a common choice scenario or alternative to link all of the 
experiments together {ibid.).
The design stages discussed so far can be used to design either a conjoint 
experiment (i.e. ranking or rating stated preference experiment) or a stated choice 
(SC) experiment. However, for the latter type of SP experiment, further design 
stages are required before the experiment is ready for presentation to respondents. 
These stages are discussed next.
6.5.8 Design Principles for Choice Experiments
Generally, there are two ways to design choice experiments (Louviere et al, 2000): 1) 
first design the alternatives and then design the choice sets into which the 
alternatives will be placed and/or 2) simultaneously design the alternatives and 
assign them into choice sets11. Consequendy, the types of effects that can be 
estimated will depend on which type of experiment has been chosen.
In the first design method, after working through the stages of defining attributes 
and assigning attribute levels, Louviere & Woodworth’s (1983) design approach 
then can be used to construct the choice sets. This approach involves the use of 2N 
designs, where N is the number of all possible alternatives. So for example, if there 
are two attributes each at three levels there are nine possible alternatives (32). Then, 
each of the designed alternatives is treated as a two-level factor, each level
11 Louviere et al, (2000) provide an excellent source on the design o f choice experiments.
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representing either the presence or absence of the alternative in the choice set. From 
the full 2N design an orthogonal main effects12 experimental design is chosen such 
that a smaller number of choice sets remain for evaluation by the respondent13. A 
disadvantage of the 2N fractional factorial design is that with a large number of 
alternatives (N), there are too many alternatives in the choice sets from which 
respondents should choose (Haaijer & Wedel, 2000).
An alternative design approach is the U^4 strategy, where there are a fixed number 
of alternatives (M) and each alternative has A attributes each at L levels (Louviere et 
al, 2000). Under this approach all the attributes of all the choice outcomes are 
combined into one design called a ‘collective factorial’. Then, the smallest main- 
effects design can be chosen for that factorial. For example, if there are two choice 
alternatives (M) with each alternative having three attributes (A), each at three levels 
(L), then the collective factorial design is 32x3, which results in 729 choice sets. 
Subsequently, the smallest orthogonal main effects from this design can be selected. 
This design strategy can be used when the number of levels is not the same for 
every attribute: L will represent the maximum number of levels in the experiment 
(Haaijer & Wedel, 2000).
Another design issue for choice experiments is the decision is whether to present 
the alternatives in the choice set in generic (e.g. alternatives A and B) or alternative 
specific form (e.g. Car and Bus). An advantage of using alternative specific labels is 
familiarity with the situation and therefore the cognitive burden is reduced (Alpizar, 
Carlsson and Martinsson, 2001, p.97). If the choice alternative is labelled14, that is, it 
provides information to the decision-maker; a constant alternative must be included 
in each choice if violations of IIA are to be tested (Louviere et al., 2000). A minimum
12 An effect is a difference in treatment means relative to a comparison such as the overall mean 
(Louviere et al, 2000, p. 86).
13 The choice sets produced from such 2N designs satisfy the independence o f irrelevant alternatives 
(IIA) property, which is a necessary condition for the estimation and testing on MNL models (see 
Louviere, 1988a, and Louviere et al, 2000 for a more detailed examination).




requirement for testing IIA is that the attributes of the alternatives in the choice set 
be orthogonal within and between alternatives (Louviere & Woodworth 1983; 
Louviere 1988a; 1988b). Treating all attributes in the experiment as a collective 
fractional factorial and then selecting an orthogonal main effects plan to vary all 
attribute levels simultaneously can satisfy this requirement (Adamowicz et al, 1994). 
However, as noted by Louviere et al (2000), there are some limitations with this 
design approach: 1) a large number of between alternative attribute differences will 
be zero; 2) some of the choice sets will have dominant alternatives; and 3) quite a 
large number of choice sets will be needed.
Furthermore, Multinomial logit (MNL) models are ‘difference-in-attributes models’; 
without non-zero differences no statistical information can be obtained about the 
choice because the individual does not make trade-offs in order to make a choice 
(Louviere et al, 2000, p.123). With all else equal, the more zero attribute level 
differences for a given choice pair, the fewer attributes drive choices (hoc Cit). Thus, 
the aim should be to design the experiment so as to minimise the number of zero 
attribute differences, though, this is difficult to do when there are more than two 
choice alternatives. Huber & Zwerina (1996) suggest ways of getting around the 
problems posed by the first two limitations. This involves switching levels within 
the choice design to reduce or eliminate dominant alternatives and zero attribute 
level differences. Louviere et al (2000) also proposes that zero level attribute 
differences might be less of a problem if a constant alternative is included in the 
choice set. However, Louviere & Street (2000) remark that the efficiency of Ih14 
designs is still not fully known.
Furthermore, a disadvantage of including a constant alternative such as a ‘no-choice’ 
alternative is that some information is lost because respondents choosing that 
alternative provide no information on their preferences for the alternatives and 
attributes (Elrod, Louviere & Davey, 1992). It is possible that respondents choosing 
this constant alternative have chosen it because: 1) their preferred alternative was 
not present, 2) a particular attribute was present/absent, 3) they are not interested in
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the choice task, or 4) they find the choice task too difficult and choose the constant 
alternative as a means of answering the choice question without putting in any more 
mental effort (Haaijer & Wedel, 2000). Thus, one must be cautious about the 
interpretation of the estimated no-choice probability {ibid.). However, analysis of a 
number of conjoint choice experiments by Orme (1996, cited in Haaijer & Wedel, 
2000) suggested a lack of evidence to support these explanations of reasons for 
choosing the constant alternative.
There may be other reasons for wanting to exclude the constant alternative from the 
choice set. For instance, there may be instances where the researcher believes a 
respondent will be likely to choose the constant alternative in most cases rather than 
choose between the other available alternatives. For example, if the respondent is 
asked to choose between two road tolling alternatives, the presence of a constant 
‘no-choice’ alternative might be tempting for the respondent as a means of 
indicating his/her objection to the possibility of tolls in his/her local area.
There are other methods for designing choice methods; the interested reader is 
directed to Louviere et al, 2000, which is an excellent resource on this topic. Analysis 
methods for stated choice experiments are not discussed in this chapter; however 
discrete choice analysis was discussed in chapter 5.
6.5.8.1 Construction o f Choice Sets fo r the M ode Choice Experim ent
The attributes and attribute levels of the two alternatives were combined to produce 
a collective factorial design, which was reduced to 27 choice sets with a fractional 
factorial design constructed from Kocur et al (1982). In this design all main effects 
are not independent of two-factor interactions, i.e. main effects are independent of 
one another but not of two-factor interactions. Two-way interactions can be 
estimated for toll, parking fee and car travel time saving.
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The fractional factorial design for the mode choice experiment has 27 choice sets 
(scenarios). If this was the only choice experiment in the questionnaire, it may have 
been possible to present all 27 choice sets to the respondent (see earlier discussion 
about task length, section 6.5.7). However, other sets of choice experiments were 
presented to respondents in the questionnaire; hence the number of choice sets on 
offer in the mode choice experiment had to be reduced. This was accomplished by 
splitting the 27 alternatives over five versions of the questionnaire. Five different 
choice scenarios were presented in each of the five questionnaires, with two further 
choice scenarios, which were the same across all questionnaires, included in each 
questionnaire. Hence, seven mode choice scenarios were presented to respondents 
in the questionnaire (see the Appendix for examples of how these were presented to 
respondents).
6.5.8.2 Construction o f Choice Sets fo r the D eparture Time Choice 
Experim ent
All of the attributes and attribute levels for the departure time choice experiment 
were combined to produce a collective factorial design. Next, a fractional factorial 
design was constructed (Kocur et al, 1982) in which all main effects were 
independent of one another but not independent of two-factor interactions. Thus, 
main effects may be confounded with two-factor interactions. However, with this 
design it is possible to detect interactions between earlier departure time and earlier 
toll. There are 27 choice sets in the fractional factorial design.
The number of choice sets presented to respondents was reduced by splitting the 
design over the five versions of the questionnaire (as discussed above). Seven choice 
scenarios were presented in each version of the questionnaire: six of these were 
specific to each version, with an additional choice scenario common to all five 




6.5.8.3 Construction o f Choice Sets fo r the Combined M ode and D eparture 
Time Choice Experim ent
In a similar fashion to the design of the departure time experiment, all the attributes 
and attribute levels for the combined choice experiment were pooled to produce a 
collective factorial design, from which a fractional factorial design was constructed. 
The design produced 16 alternatives. Although the main effects are independent of 
one-another, they are not independent of two-factor interactions. Thus main effects 
may be confounded with two-way interactions. It is not possible with this design to 
estimate any two-way interactions.
The 16 alternatives were randomly assigned over the five versions of the 
questionnaire. Four choice scenarios were offered in each version of the 
questionnaire, with one of these choice scenarios being common to all versions of 
the questionnaire. The alternatives of each choice set were labelled according to the 
mode and departure time, that is, a car alternative with a departure time of 30 
minutes earlier was labelled as ‘Depart Earlier than Usual by Car’ (see the Appendix 
for examples of how these were presented to respondents).
6.5.8.4 Construction o f Choice Sets fo r the Revenue A llocation Choice 
Experim ents
The attributes and attribute levels for the revenue allocation choice experiment were 
combined to produce a collective factorial design. With three attributes (A), two 
levels (E) and two alternatives (A4), there were 64 choice scenarios (LAiA = 22x3). 
From this a fractional factorial design was created with 16 choice scenarios. All 
main-effects are independent of two-factor interactions. Furthermore, the 
interactions between the frequency attributes and the fare attributes can be 
estimated free of main effects and each other. Additionally, the interactions of the 
frequency attribute (associated with spending package two) with all other variables 
in the design can be estimated free of main effects and each other (see the Appendix 




Data is collected from a sample so that inferences can be made about an entire 
population (Fowler, 1993). The aim of sampling is to select the smallest sample 
from the population such that the sample is representative of that population. 
Therefore, the sample should be large enough so that inferences can be made, but it 
is a waste of time, money and other resources to make the sample size larger than 
necessary. The sampling strategy for this study is discussed in the following sections.
6.6.1 Population and Sampling Unit
The population of interest is derived from the aims and objectives of this study.
That is, the population of interest is employees working in the city centre of 
Edinburgh. More specifically, the population of interest is employees who work 
inside the proposed inner road user charging cordon, who drive to work or could 
drive to work if they so wished (that is, they own or have access to a car for the 
journey to work). Furthermore, they should live within a reasonable walking 
distance of a bus stop/station and travelled to work during the morning peak.
It is not so straightforward to calculate the size of this population of interest. 
However, it is important to have a reasonable estimate of this population so that the 
appropriate sample size can be identified to ensure that the sample is representative 
of the population and generalisations can be made. Furthermore it is difficult to 
calculate exactly the number of people working in the city centre as opposed to 
working in Edinburgh as a whole. Moreover, even where it is possible to identify the 
number of people working in the city centre, the issue of identifying the numbers 
who drive or could drive to work complicates this issue. Census data provides 
estimates of the number of people from Edinburgh who work in Edinburgh, but 
will not provide information about people from outside of Edinburgh who travel to 
the city to work.
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The daytime workforce in Edinburgh is 266,745, with over a third of the workforce 
commuting into Edinburgh from other areas (Scottish Enterprise, 2004). The 
numbers of people working specifically in the city centre (as opposed to the City of 
Edinburgh overall) are not identified; however, it can be assumed that it is less than 
266,745.
6.6.2 Sampling Frame
After the population and sampling unit were defined, the sampling frame was 
chosen. The sampling frame is the list from which to draw the sample, which 
identifies every sampling unit in the survey population (Richardson et al, 1995). The 
sampling frame was not easy to identify. For confidentiality reasons employers are 
not in a position to pass on details of their employees for such a study. 
Furthermore, these lists of employees would not identify those owning or having 
access to a car for the journey to work and living within a reasonable walking 
distance of a bus stop/station. Limited resources meant that not much time or 
money could be spent trying to develop a suitable sampling frame. Therefore, the 
focus was on identifying employers in the target population area and then 
distributing questionnaires to employees. This method was not without its 
limitations, for example, targeting the place of work meant that some people 
receiving the questionnaire were not suitable for the survey (e.g. did not own or 
have access to a car). However, it was the best method available.
Using the formula in the equation 22 shows that for a 95% confidence level and 
6.7% confidence interval, as sample size of 214 is required for the sample to be 





where: SS is the sample size, Z is the Z value (e.g. 1.96 for 95% confidence level), P 
is the percentage picking a choice expressed as a decimal (0.5 used for sample size 
needed), C is the confidence interval expressed as a decimal (e.g. .05 = ±5).
However, a multistage sampling method was used for the selection of the sample 
for this study; therefore, these figures (for required sample size) are just for 
guidance.
6.6.3 Sampling Method
There are a many types of sampling methods. Some of the most frequently 
encountered types are shown below:
1. Simple random sample




In a simple random sampling each member of the population has an equal and 
known chance of being selected. A number is assigned to each element of the 
chosen population and then the numbers are randomly selected. Stratified random 
sampling divides the population into mutually exclusive sets and then simple 
random samples can be drawn from each set. When the population size is unknown 
or it is not possible to use a simple random sample then systematic sampling is 
useful. In this method every nth element is selected from the population. Cluster 
sampling is a simple random sample of groups or clusters of elements. Multistage 
sampling is often used when it is not possible to obtain a list of individuals or not 
possible in a straightforward manner to obtain such a list, for example, for 
confidentiality reasons not being able to obtain names and addresses of students in a 
school. For more details on these and other sampling methods see for example, 
Bouma & Atkinson, 1995; Fowler, 1993; Richardson et al, 1995.
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The multistage sampling method was chosen for this study because of the difficulty 
(impossibility) of obtaining a list of names of every employee in the city centre of 
Edinburgh. The proposed sampling method involved randomly selecting from a list 
of employers in the city centre and then asking if the questionnaire could be 
distributed in their company. From there, it was possible to ensure that suitable 
individuals could be targeted. However, after approaching a number of companies it 
was obvious that they were unwilling to have survey staff distributing the 
questionnaires in such a formal manner. It was necessary to alter the method 
slightly.
The first stage was to identify the streets in the major employment districts of the 
city centre. These were numbered and from there a number of streets were 
randomly selected. The survey team was instructed to leave questionnaires with the 
‘gatekeeper’ of each company on the selected streets. A letter detailing the survey 
was to be passed to the employer or most appropriate staff member. The gatekeeper 
was generally the receptionist or secretary. It was believed that by leaving the 
questionnaires with the company, the employer would be more willing to let staff 
take one to fill out. Employers who afterwards were unwilling to take the 
questionnaires were encouraged to let the survey team know, so that the 
questionnaires could be retrieved and possibility distributed elsewhere.
Because potential respondents could not be screened to ensure they fitted the 
criteria of the target population it was necessary to enclose a preliminary 
questionnaire with each questionnaire pack. This preliminary questionnaire 
contained a series of questions, which identified if the respondent could drive to 
work, lived within a reasonable walking distance of a bus stop/station and travelled 
to work during the morning peak. The true objective of the questionnaire was 
disguised in the covering letter enclosed in each pack, i.e. road user charging. 
Instead, the letter conveyed that the reason for the research was to investigate travel 
patterns to work. The fear was that if respondents immediately were aware that it 
was a questionnaire on road user charging, their motivations for answering (or not
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answering it) would affect their responses to questions. A total of 1500 
questionnaires were distributed in the city centre. A prepaid envelope was enclosed 
in each pack for respondents to return the questionnaire.
6.7 SUMMARY
This chapter discussed the issues related to the data collection, the design criteria 
and implementation of the survey. In particular, this included the literature review 
issues as well as the design issues. The issues related to the use and design of stated 
choice experiments has been discussed. Although there are disadvantages associated 
with the use of stated choice experiments, research shows that they consistently 
exhibit high levels of external validity in a variety of real world contexts. 
Furthermore, they are the only real way of gathering information about potential 
behavioural responses to policies that are not yet in existence. Hence, stated choice 
experiments have been used to collect information about the potential travel 
behaviour responses to a road user charging scheme in Edinburgh.
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7 SUMMARY STATISTICS FOR QUESTIONNAIRE
SURVEY
In this chapter the summary statistics for the questionnaire survey are presented and 
discussed. These include travel characteristics, work and non-work schedule 
flexibility and other commitments, socio-economic data and potential behavioural 
responses to road user charging in Edinburgh. While this chapter only presents the 
general statistics, the modelling results are presented in chapters 8 to 12.
7.1 TRAVELLING TO WORK
7.1.1 Mode of Travel
The survey was open to individuals who drove to work or could drive to work if 
they so wished. Hence, not all of the respondents were regular car drivers. In fact, 
27% of respondents regularly travelled to work as a car driver. Furthermore, almost 
39% were regular bus users for the journey to work (see Table 7.1). A regular user 
was defined as an individual who used a particular mode more than three times a 
week for the journey to work. Where respondents indicated regular use of more 
than one mode, the most regular mode was defined from their answers to the 
question about why they used the modes they used. In all instances it was possible 
to determine the mode used for the longest part of the journey. More individuals 
regularly walked than took the train (13.7% and 11.4% respectively). Almost 47% of 
respondents indicated that they never drove to work.
An analysis of the 2001 travel to work census data (City Development Department, 
2004) shows that over 56% of workers in Scotland drive to work, a further 9% are 
passengers, 10% take the bus, 3% travel by train, 12% walk, and 1% cycle. 
Furthermore, the figures are lower for the City of Edinburgh local authority; 46%, 
6%, 24%, 4%, 13% and 2% respectively. In fact, the figures for car use are 
significandy lower (at approximately 25%) and for bus use are higher (at
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approximately 40%), when data for the city centre only is analysed (i.e. the area 
covered by this study). Therefore, for most groups, the sample represents the 
population in question fairly well.












7.1.2 Distance Travelled and Travel Time
Over half of all the respondents (54.5%) lived 5 miles or less from their place of 
work (see Table 7.2). Just over 15% lived more than 20 miles from their workplace. 
The average distance travelled to work was 10.52 miles; however the mode value 
was just 2.5 miles.
Table 7.2 Travel distance to work for respondents to the main survey
Distance Percent
Up to 1.25 miles 9.0
1.26 to 5 miles 45.5
5.1 to 10 miles 11.8
10.1 to 20 miles 18.5




The mean time taken to travel to work was 37 minutes (see Table 7.3), with a mode 
of 20 minutes. The mean travel distance for train users was significandy higher at 54 
minutes. The mean travel distances for walkers and cyclists were lower at 26 
minutes and 27 minutes respectively.
Table 7.3 Travel time to work for respondents to the main survey
Most regular mode used Mean Mode
Drive 37 minutes 20 minutes*
Bus 37 minutes 30 minutes
Train 54 minutes 50 minutes
Car passenger 29 minutes 20 minutes
Walk 26 minutes 20 minutes
Cycle 27 minutes 20 minutes*
All modes 37 minutes 20 minutes
* Multiple modes exist. The smallest is shown.
7.1.3 Departure Time to Work
The profile of departure time to work has been investigated and is shown in Figure 
7.1. The mean departure time for the dataset is 07:52 with a standard deviation of 33 
minutes. A distinct peaking of departure time is observed for 08:00-08:29: Over 
38% of respondents depart for work during this time period. In fact, over 53% of 
respondents depart for work at 08.00 or later. However, the peak-hour appears to 
be between 07:30 and 08:29 with over 67% of respondents departing for work 
during this period.
An estimate of respondent’s arrival time at work was made based on departure time 
and travel time information. The profile of arrival times is also shown in Figure 7.1. 
Over 44% of respondents arrive at work between 08:30-08:59. This is not surprising 
as standard business hours are generally 09:00-17:00. Moreover, over 70% of 
respondents arrive at work between 08:00 and 08:59, which thus can represent the 
peak-hour in terms of arrival time at work.
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This information could provide guidance on how time-varying road-user charges 
could be applied. For example, a different charging level could be applied for the 
period before 07:30, another for the time period between 07:30 and 08:29 and 
another for the period after 08:30. Certainly this categorisation of variable charging 
is based on respondents’ departure times rather than their arrival times at work. 
Perhaps the categorisation could take into account the journey length and/or could 
be based on the mid-point between departure time and arrival time profiles.









06:00- 06:30- 07:00- 
06:29 06:59 07:29





Figure 7.1 Departure and arrival time profile for respondents to the main
survey: all modes of travel
7.1.4 Changes in Usual Departure Time to Work
Respondents were asked how often they had altered their departures times to work 
over the past 10 working days. Almost 34% of respondents stated that they had not 
changed their departure time from their usual (see Table 7.4). However, 21.7% of 
respondents stated that on five or more of the previous ten working days they
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departed either earlier or later than usual: however, the amount of time by which 
they adjusted their departure time by was not given. It is interesting to note here 
that without any transport policy intervention (e.g. road user charging) that there is 
already a pattern of some shifts in departure time choice from the usual departure 
time to earlier and later departure times.
Moreover, almost 35% of respondents indicated that their departure time to work 
was different depending on the season/time of year: of these, over 45% stated that 
their departure time differed during school holidays due to lighter traffic (see Table 
7.5).
The results provide evidence for some repeated patterns of travel behaviour (almost 
34% of respondents did not change departure times). However, there is also 
evidence of some ‘patterns of churn’, where respondents altered their departure 
times regularly, possibly because of family constraints and/or other commitments. 
This is worthy of further investigation (for further discussions on this issue, see 
section 5.1.1).
Table 7.4 Number of days over the last 10 working days respondents
departed earlier and/or later than normal














Table 7.5 Reasons departure times differ depending on the season/time
of year
Reasons _ ____ %
Weather conditions affect departure time, e.g. in winter slower traffic due to road conditions 25%
School holiday traffic lighter: takes less time to get to work, can depart later 45%
Busier at work during certain seasons; therefore depart earlier 4%
Dark winter mornings: difficult to get out o f bed 8%
Summer mornings: easier to get out o f bed earlier 6%
Other reason 12%
_ _ _  ......... ...........
7.1.5 Travel Costs for the Journey to Work
Seventy per cent of regular car drivers had their parking charges paid for by an 
employer; a further 20.4% did not pay parking charges. Just over sixty one percent 
of regular car drivers did not spend anytime searching for a parking space in the 
morning, while 2.3% spent ten minutes (see Table 7.6). The average cost of filling a 
tank with fuel was 7)34.03'. The average distance a full tank of fuel would take a 
driver was just over 308 miles. Only one car passenger paid something to the person 
who drove her to work.
The majority of bus users (53.8%) purchased a single ticket for their journey to 
work and the average cost of a single ticket was 80p (see Table 7.7). Almost 18% 
purchased monthly tickets, on average costing £33.93. The average walking time for 
bus users from home to the bus stop/station was 5.34 minutes. The mean wait time 
at the bus stop/station was 7.03 minutes and average walk time from destination 
stop to workplace was 4.62 minutes.
Over 47% of train users purchased monthly tickets, costing on average £88.48 (see 
Table 7.8). The average walk distance for train users from home to the train station
1 The mode was £55.
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was 14 minutes. The average wait time at the station was 5.4 minutes and the 
average walking distance from the station to the workplace was 12.18 minutes.
Table 7.6 Time spent searching for a parking space in the morning 
(regular car drivers in the main survey)








Table 7.7 Type of ticket and cost of ticket purchased by regular bus users
in the main survey






Single 53.8% ¿0.80 ¿0.80
Day ticket Peak 7.7% £3.25 ¿3.00
Weekly 6.4% ¿13.60 ¿10.50
Monthly 17.9% ¿33.93 ¿30.50
Annual 12.8% ¿386.20 ¿300
Other 1.3% - -
n—78
Table 7.8 Type and cost of ticket purchased by regular train users in the
main survey
Type of train ticket % Mean Mode
purchased Purchasing Cost Cost
Single 4.3% ¿1.30 ¿1.30
Day ticket Peak 17.4% ¿5.53 ¿4.80*
Weekly 13.0% ¿21.27 ¿10*
Monthly 47.8% ¿88.48 ¿98
Annual 13.0% ¿1254.67 ¿1000*
Other 4.3% - -
«=25
* Multiple modes exist. The smallest value is shown.
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7.2 WORK SCHEDULE AND OTHER COMMITMENTS
7.2.1 Type of Working Hours
Over 60% of respondents have fixed working hours and 31.3% have flexible 
working hours (see Table 7.9). For respondents who stated their work start time, the 
mean start time was 08:57 with 09:00 being the most common start time (see Figure 
7.2). Over 51% of respondents said that flexitime was not available at their place of 
work.
Table 7.9 Type of Work hours for respondents to the main survey
Type of work hours Percent
Regular set hours 60.1%
Flexible hours 31.3%
Shifts 2.9%
No fixed hours 5.8%
n=208
n -1 9 7
Figure 7.2 Official start time (or latest start time if on flexitime) for 
respondents of the main survey
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1 . 2 . 2  Preferred Arrival Time
Respondents were asked about how much earlier than their start time they like to 
arrive at work. Sixty percent of respondents indicated that they start work as soon as 
they arrived (see Table 7.10). Just over 10% said they liked to arrive up to five 
minutes before their start time, while over 8% liked to arrive over 20 minutes before 
their start time. The mean preferred arrival time was 14.89 minutes prior to start 
rime, with the most common preferred arrival time being 5 minutes prior to start 
time.
In addition, respondents were asked about the activities they carried out in the spare 
minutes (if any) before starting work. Almost 66% indicated that they use this time 
to get a drink (see Table 7.11). Almost 30% use this time to use the internet/check 
their email. Seventeen percent use some of the time to freshen up.
Table 7.10 Number of minutes before start time respondents (of the main
survey) aim to arrive at work
Minutes before start time aim to Percent 
arrive at work
I start as soon as I arrive 60.0%










Table 7.11 Activities carried out by respondents in the spare minutes
before starting work
Type of work hours Activities carried out in
spare minutes before
starting work?
Y es N o
Read a newspaper 14.6% 85.4%
Get a drink 65.9% 34.1%
Freshen up 17.1% 82.9%
Get breakfast 1.2% 98.8%
Use the internet/email 29.3% 70.7%
Other 9.8% 90.2%
n—84
7.2.3 Ability to Start Work Earlier or Later than Usual
Respondents were asked about their abilities to start work earlier than their usual 
start time (see Table 7.12). Almost 25% specified that they could not start work 
earlier than usual. Almost 41% indicated that there was no limit on how many hours 
earlier they could start because the building was always open. A further 19.6% 
indicated that they could start at least one hour earlier than usual. Of those who 
could not start work earlier than usual 80% were on fixed working hours (see Table 
7.13). Thirty eight percent of those who could not start earlier had dependent 
children. Furthermore, almost 33% of those who could not start work earlier than 
usual carried out activities before work, while 76.9% of them carried out activities 




Table 7.12 Ability of respondents to start work earlier than usual
Percent
Cannot start earlier 24.8%
No limit, the building is always open 41.0%





Table 7.13 Type of work hours of respondents who could not start work
earlier than usual




No fixed hours 2%
n=50
Respondents were also asked a similar question about their ability to start work later 
than usual (see Table 7.14). Over 36% said that they could not start later than their 
usual start time. Almost 43% said that their was no limit on the number of hours 
later they could start, while a further 16% indicated that they could start at least 60 
minutes later than usual. Of those who could not start later than usual 20% were on 
flexitime while almost 75% had fixed hours (see Table 7.15). Just over 31% of 
respondents, who could not start later than usual, had dependent children. Almost 
28% of respondents, who could not start work later than usual, carried out activities 
before work, while 72.4% carried out activities after work.
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Table 7.14 Ability of respondents to start work later than usual
Percent
Cannot start later 36.2%
No limit, the building is always open 42.9%
Up to 30 minutes 3.4%
Up to 59 minutes 1.5%
60-300 minutes 16.0%
n=210
Table 7.15 Type of work hours of respondents who could not start work
later than usual




No fixed hours 1.3%
ss II
In addition respondents were asked if they could continue to work on after their 
normal working hours had finished (see Table 7.16). Just over 15% said that they 
could not work later, while just over 50% indicated there was no limit on the 
number of hours they could continue working. Just over 8% indicated that they 
could continue to work on for 2 hours or over. Almost 10% of those who could 
not continue to work after their official hours had finished were flexitime workers 
while the vast majority (83.9%) were fixed hour workers (see Table 7.17). A third of 
those who could not continue to work on after their usual hours had finished were 
parents of dependent children. Almost 72%, of those who could not continue to 
work on later than usual, had a regular activity that they carried out after work.
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Table 7.16 Ability of respondents to continue working on after usual
working hours have finished
Percent
Cannot finish later 15.2%
No limit, the building is always open 50.5%





Table 7.17 Type of work hours of respondents who could not continue to 
work on after normal working hours finished




No fixed hours 3.2%
n —31
7.2.4 Importance of On-Time Arrival
Respondents were asked about the importance of on-time arrival (see Table 7.18). 
The first of these questions asked how often it was important to arrive at an exact 
set time. Over half the respondents (51.2%) indicated that it was important to arrive 
at an exact set time every day. Meetings and appointments with colleagues were 
cited by almost 41% of respondents as a reason for the importance of on-time 
arrival at work (see Table 7.19).
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2-4 times per week 12.3%
2-4 times per month 12.8%
Once a month or less 6.2%
n=211
Table 7.19 Reasons given for why it is important to arrive to work by a set
time
Reasons for importance of arriving at a set time Reason important is 
important
My employer monitors my arrival closely 20.7%
I have meetings/appointments with colleagues 40.8%
I have meetings /appointments with clients 33.9%
I must leave work at a set time 15.5%
Other 29.9%
n=174
7.2.5 Negative Consequences of Arriving Late to Work
On the negative consequences associated with arriving late to work, responses 
include: 76.3% indicated that there were negative consequences; of these, almost 
53% indicated that their reputation would suffer if they were late to work (see Table 
7.20). Almost 25% indicated that they would have to rush their work, which could 
cause stress and 17.5% said that they would lose flexitime.
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Table 7.20 The negative consequences of arriving late at work
Consequences of arriving late A negative consequence?
Y es N o
Would get paid less 4.3% 95.7%
Reputation would suffer 52.6% 47.4%
Would have to rush work, which would cause stress 24.6% 75.4%
Lose flextime 17.5% 82.5%
Other reason 14.2% 85.8%
n=161
7.2.6 Experience of Delays on the Way to Work
Respondents were asked about their experiences of car delays that resulted in them 
being at least 15 minutes late for work. Almost 31% car users (see Table 7.21), 
31.4% of bus users and 36.3% of train users experiences delays of this magnitude at 
least once a week. Over seventeen percent of regular car users stated that they 
experienced such delays more than once a week, while 13.8% of bus users and 
13.6% of train users experienced the same frequency of delays. Almost twenty three 
percent of train users experienced such delays once a week.
Table 7.21 Respondents’ experiences of delays, which resulted in 15 
minutes or more of late arrival at work
Frequency of delay Car delays Bus delays Train delays
Less than once a year 13.2% 11.3% -
1-5 times per year 32.4% 41.3% 27.3%
Twice a month 23.5% 16.3% 36.4%
Once a week 10.3% 16.3% 22.7%
More than once a week 17.6% 13.8% 13.6%
Everyday 2.9% 1.3% -
n 68 80 22
Over 80% of respondents indicated that they were unwilling to pay any money to 
avoid being late for work (see Table 7.22). Almost 11% were willing to pay between 
£\ and £2 to avoid being late for work. This is interesting since the proposed road
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user charging level for Edinburgh is £2. It is obvious that commuters in the city 
would be unwilling to pay higher charges.













7.2.7 Activities Carried Out Before Work
From the results of the survey, it is clear that, almost 74% of respondents do not 
carry out activities before work. Of those who carried out activities before work, 
52.7% of them dropped off children to school/nursery or a childminder. Just over 
68% of respondents regularly carried out activities on the way home from work. 
Over 79% carried out shopping activities while 20% of respondents went to the 
gym. Visiting friends and family was also common, with 36.1% of respondents 
stating that they regularly carry out this activity on the way home from work.
The presence or absence of regular activities before work was cross-tabulated 
against regular mode of travel to work to investigate if users of certain modes of 
travel were more likely to carry out activities before work (see Figure 7.3). Only for 
formal car sharers did 50% or more regular carry out activities before work, but this 
was a very small group of individuals with only four in the data set. Less than a third
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of car drivers regularly carried out activities before work, while 43% of cyclists 
carried out activities before work.
These are important factors that represent non-work commitments before work, 
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Figure 7.3 Regular mode of travel to work by presence/absence of regular
activities before work
7.2.8 Physical Effort, Mental Effort, Worry and Uncertainty Involved in the 
Journey to Work
Less than 2% of respondents indicated that there was a great deal of physical effort 
involved with the journey to work. However, the picture is slightly different when 
segmented by mode of travel to work. 14.3% of cyclists indicated that there was a 
great deal of physical effort involved with the journey to work while no bus 
passengers, taxi passengers or formal car sharers indicated that there was a great deal 
of physical effort involved. A further 57.1% of cyclists indicated that there was a lot
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of physical effort involved. The one regular taxi user in the data set indicated that 
there was quite a lot of physical effort involved in the journey to work! Twenty five 
percent of formal car sharers, 25% of car passengers, 8.6% of bus users and 8.9% of 
drivers indicated that there was no physical effort involved with their journeys to 
work.
Over 11% indicated that there was no mental effort involved in their journey to 
work while 3.3% indicated that there was a great deal of effort involved. When 
segmented by regular mode of travel to work it appears that 50% of formal car 
sharers believe that there is a great deal of mental effort involved in the journey to 
work, while 17.5% of drivers also believe this to be the case. Over 38% of bus users 
said that there was hardly any mental effort involved in the journey to work. Almost 
38% of car passengers indicated that there was no mental effort involved in the 
journey to work.
Over half of the respondents (51.2%) said that there was none or hardly any worry 
or uncertainty involved in the journey to work. A lower percentage (29.8%) of 
drivers believed this to be the case, while 21.1% of them said that there was quite a 
lot, a lot or a great deal of worry/uncertainty involved in the journey to work. A 
large percentage of walkers (78.6%) state that there was none or hardly any 
worry/uncertainty involved. Twenty five percent of formal car sharers said that 
there was a great deal of worry/uncertainty involved in their journeys to work.
Almost 73% of respondents indicated that the amount of physical effort involved in 
the journey to work was about right, while 1.4% said it was much more than they 
would like. When segmented by mode of travel to work 8.3% of train users 
indicated that the amount of physical effort involved with the journey was much 
more than they would like. Almost 4% of drivers said that the amount of physical 
effort involved in the journey was much less than they would like.
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Over 78% of respondents said that the amount of mental effort involved in the 
journey to work was about right, while 1% said it was much less than they would 
like and 2.4% said it was much more than they would like. Just over 23% of drivers 
said that the mental effort involved was a little more than they would like while 25% 
of train users also indicated this. Almost 89% of bus users stated that the amount of 
mental effort was about right.
Over 35% of respondents stated that the amount of worry /uncertainty involved in 
the journey to work was more than they would like (from a little more to much 
more than they would like), while 61.2% believed that it was about right. Almost 
42% of train users said that the worry/uncertainty was about right and the same 
amount said that it was a little more than they would like. Seven percent of drivers 
indicated that the worry/uncertainty was much more than they would like. Just over 
8% of train users said that the worry/uncertainty was a lot more than they would 
like and the same percentage said that it was much more than they would like. 
Almost 4% of walkers indicated that the worry/uncertainty was much less than they 
would like.
These types of factors, although important, were not further classified by gender, 
household type, occupation etc., nor were they included in the models presented in 
this work.
7.2.9 Alternative Working Patterns
Respondents were asked how practical it would be to consider alternative working 
patterns. Over 80% said that it would not be that practical or not at all practical to 
consider working from home. Almost 11% said it would be very practical while 
4.3% said that they were already doing this. When asked if they would consider 
working from home if it were available to them, almost 54% said yes.
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Seventy three percent said that it would not be that practical or not at all practical to 
consider working a compressed week. Almost 13% said it would be very practical 
while 1.9% said that they were already doing this. When asked if they would 
consider working a compressed week if it were available to them, almost 55% said 
yes.
Of those who said they would consider working a compressed week, 32.1% said 
that they would not take their car out during peak hours on their day off because of 
the compressed week, while almost 26% said they would be likely or very likely to 
do this.
7.3 SOCIO-ECONOMIC DATA
Sixty four percent of respondents were female. Almost half of the respondents were 
aged 35 or under (see Figure 7.4). There were fewer respondents in the oldest 
category with only 7% aged between 56 and 65 years old. Almost 92% of 
respondents had a fixed weekly/monthly salary while only 2.4% were on an hourly 
wage (Table 7.23). Twenty percent of respondents had an annual household income 
of £60,000 or more (see Table 7.24). Almost 6% had a household income less than 
£15,600 per annum. Respondents were asked, in an open question, to indicate their 
occupation. Nine occupational categories were set into which a respondent’s 
occupation was placed. Just over 40% of respondents indicated that their 






Figure 7.4 Profile of respondents’ age
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7%
 /  —--
20% 7








Basic plus commission 3.4%
Other 2.9%
n=208
Table 7.24 Household income of respondents
Household income Percent
£ 5200-00399  ’ 1.5%
£ 10400-05599  4.4%
0 5 6 0 0 - 0 0 7 9 9  9.8%
0 0 8 0 0 - 0 1 1 9 9  21.5%
0 1 2 0 0 - 0 9 9 9 9  18.0%
0 0 0 0 0 - 0 9 9 9 9  13.7%





Table 7.25 Occupation classification of respondents
Occupation classification Percent
Routine manual and service occupations 0.5%
Semi-routine manual and service occupations 1.5%
Technical and craft occupations 1.0%
Clerical and intermediate occupations 40.3%
Middle or junior managers 10.9%
Modern professional occupations 21.9%
Traditional professional occupations 17.4%
Senior managers or administrators 4.5%
Government officials 2.0%
«=20/
Respondents were asked to indicate which type of household they lived in (Table 
7.26). Almost 15% of respondents were living alone. Thirty seven percent were 
married/de facto couple and 25.5% were married/de facto couple with children 
under 18. Thirteen percent were in family households with adults only and 5.3% 
were adults living with other adults. Almost 3% were single-parent households with 
children aged under 18.
Table 7.26 Household structure of respondents
Household structure Percent
Living alone 14.9%
Married /de facto couple 37.0%
Married/de facto couple with children under 18 25.5%
Single adult with children under 18 2.9%
Extended family with children under 18 1.4%
Family with adults only 13.0%
Adult living with other adults 5.3%
n=208
Almost 30% of respondents had dependent children (see Table 7.27). Of those with 
children, 40.3% had dependent children under 5 years old, 37.1% had children aged
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5-12 years and 35.5% had children aged over 12 years old. In households with 
dependent children 85.5% had all adults in the house working.
Table 7.27 Dependent children of respondents






Under 5 years old 40.3% 59.7%
5-12 years old 37.1% 62.9%
Over 12 years old 35.5% 64.5%
n—62
Fifty-six per cent of respondents live in City of Edinburgh, 28.2% live in the 
Lothians and 15.8% live out with Edinburgh and the Lothians. Again, these data are 
further included in the analysis of departure time modelling (see Chapters 8, 9 and 
10)
7.4 POTENTIAL BEHAVIOURAL RESPONSES TO A ROAD USER 
CHARGING SCHEME IN EDINBURGH
Respondents who drove to work (whether or not this was on a regular basis) were 
asked to indicate their levels of agreement2 for a number of statements on likely 
behavioural responses to the introduction of a road user charging scheme in 
Edinburgh. These results are presented in Figure 7.5
The first statement to respondents asked for their level of agreement as to whether 
they thought they would be forced to change travel behaviour if road user charging
2 This was on a seven-point from strongly agree to strongly disagree. Here, the results were 




was introduced. Only 36% of respondents agreed with this statement with more 
(40%) disagreeing. Over 21% of respondents were neutral to this statement. This 
was the first of five statements probing for potential behavioural responses to the 
introduction of road user charging. It is possible that at this stage respondents were 
unsure of what behaviour exacdy might change if road user charging was 
introduced. The results show that 59% of respondents agreed that they would 
switch departure time. Although the route choice statement was included in the 
study, with 62% of respondents agreeing that they would switch route, it is unlikely 
that this would be a major response to any scheme introduced in Edinburgh 
because as cordon based scheme is the proposed scheme for the city. However, it is 
possible that some individuals will make route changes in the form of driving 
around the charging area rather than through it.
Again, as the scheme currendy stands, departure time switch is unlikely to be a 
behavioural response to the Edinburgh scheme, particularly for the commute to 
work because the inner proposed cordon will be operational from 07:00 each 
morning. However, some respondents who start work quite early may be 
encouraged to start work earlier and avoiding paying the charge. Departure time 
switch is unlikely to happen on a large scale under the current proposal for road 
user charging in Edinburgh. However, there is evidence, from the analysis, of some 
shifts in the patterns of departure times even before considering road user charging 
(see section 7.1.4), which is worthy of further investigation. Also, it may be desirable 
for the City Council to develop a more sophisticated scheme in the future, where 
variable charges applied at different times of day may be introduced. A large 
proportion of respondents indicated that departure time switch is a likely response 
to the introduction of road user charging, this will of course depend on other 
factors such as work schedule flexibility and non-work scheduling flexibility (this is 
discussed further in Chapters 9 and 10).
Mode switch almost received majority agreement from respondents as a potential 
response to road-user charges. This is certainly the behavioural response that the
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City Council expects from motorists. However, this behavioural response has a 
lower level of agreement than the choices of route and departure time switch. 
Nevertheless, as both of these responses are not as likely under the proposed 
scheme, there is the possibility that mode switch could become the most popular 
behavioural response if the charges are fixed and route switch is not possible (i.e. 
having to travel into the charging zone to get to work).
It appears that destination switch is much more unlikely, with over 60% disagreeing 
with this behavioural response. Moreover, this questionnaire is in the context of the 
commute to work; hence, it is unlikely that destination switch will be a major 
behavioural response (at least in the short term). However, destination switch may 
indeed be the response to a road user charging scheme for other trip types such as 
shopping as people look to other destinations where they will not have to pay road- 
user charges.
□  Total agree H Neutral □  Total disagree El Missing
Forced to Switch mode 






Figure 7.5 Levels of agreement for potential behavioural responses to the 




This chapter presents a summary of the statistics of the general questionnaire data. 
This included the travel characteristics, work and non-work schedules and other 
commitments, socio-economic data and the potential behavioural responses to road 
user charging in Edinburgh. While it is only the general results that are presented 
here, further analysis of the data, and modelling results are presented in the 
following chapters. The statistics presented here are useful to provide guidance for 
the selection of factors and variables for the subsequent analysis. Some of these 
variables were included in further analysis (i.e. in the departure time, mode choice 
and revenue allocation modelling) while others were not; hence, further research 
could be developed making use of the data.
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8 DEPARTURE TIME CHOICE: GENERAL RESULTS
AND ANALYSIS
8.1 INTRODUCTION
Departure time switch is an expected behavioural response to road user charging 
when variable charging levels are imposed. With time-varying tolls, some 
commuters will switch departure times to avoid paying the highest levels of tolls. In 
this chapter some general analysis of the departure time choice experiment is 
presented and discussed.
To recollect, a paper-based questionnaire was used to collect the data for this study. 
The sample was of people who worked in the city centre of Edinburgh, who 
normally departed for work between 06:00 and 10:00, drove to work (or own/had 
access to a car and could have used it to drive to work) and lived within a reasonable 
walking distance of a bus stop station (more details on the data collection exercise 
can be found in chapter 6).
There were five sections in the questionnaire for respondents to complete. They 
provided information about their journey to work, their work schedules and other 
commitments, and their socio-economic characteristics. Road user charging 
scenarios related to mode choice, departure time choice and combined mode and 
departure time choice were also presented to them. They were also questioned 
about the acceptability of revenue allocation options, and answered choice scenarios 
on revenue allocation within the bus sector.
The departure time stated choice scenarios were the second set of choice scenarios 
in section three of the questionnaire. Disaggregate choice-based models have been 
developed and estimated to investigate the affect of road user charging levels on 
departure time choice. Three departure time alternatives have been defined for the 
departure time model. Two of the alternatives represent a change in departure time 
from the respondents’ usual departure time for work, while the third alternative
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represents the respondents’ current departure time choice, but with changes in 
travel time and cost. The variables associated with each alternative were presented in 
Table 6.3, however, for convenience, the table is reproduced below. Each variable 
has three levels, though only one of the levels could appear at any one time in an 
alternative in a departure time scenario (for more on how the choice experiment was 
designed, see section 6.5.2).
Alternatives, attributes and attribute levels for the departure time choice
experiment (Table 6.3)
Alternative Variables of the alternative Levels of the variable
(i) Toll (a) £2
(b) £3-50
(c) £5
(a) 10 minutes earlier
(1) Depart earlier than usual (ii) Departure time change (b) 20 minutes earlier
(c) 30 minutes earlier
(a) 15%
(iii) Travel time saving (b) 20%
(c) 25%
(2) Depart at the same time as usual
(i) Toll (a) £3.50
(b) £4.50 
. (c) £5-50




(i) Toll (a) £2
(b) £3-50
....(c) £5
(a) 10 minutes later
(3) Depart later than usual (ii) Departure time change (b) 20 minutes later
(c) 30 minutes later




Before presenting the departure time choice modelling results (chapter 9), some of 
the more general results from the departure time choice section are discussed in this 
chapter. These general results relate to factors such as regular departure time to
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work, travel time to work, mode of travel, flexibility in departure times etc. which 
are necessary to put the choice results into context.
8.2 GENERAL RESULTS FROM DEPARTURE CHOICE 
EXPERIMENT
8.2.1 Survey Response to Departure Time Choice Scenarios
Although respondents to the questionnaire did not have to be car drivers1 for the 
journey to work, only respondents who drove to work (not necessarily just regular 
drivers) completed the departure time stated choice section of the questionnaire. 
Therefore, 94 respondents were eligible to complete the departure time choice 
scenarios. Each respondent was presented with seven departure time scenarios; 
thus, a total of 658 observations were possible. After removing respondents who 
did not provide all required information, for example, some socio-economic data, 
the dataset was reduced to 632 observations. The observations from a stated choice 
experiment are often referred to as pseudo respondents.
8.2.2 Usual Departure Time to Work and Choice of New Departure Time
Figure 8.1 shows the distribution of departure times for pseudo respondents’ 
journeys to work. The peak in departure times from home to work occurs between 
08:00 and 08:29 hours, with 40% of pseudo respondents departing in this half-hour 
time period. The two most obvious peaks occur for the period between 07:30 and 
08:29 and this period can be classified as the peak-hour as 69% of pseudo 
respondents depart to work is in this hour. Therefore, this reported usual departure 
time was taken as their ‘same as usual’ departure time alternative in the SP design, 
(see section 6.5.4).
1 However, respondents had to own or have access to a car to drive to work i f  they so wished.
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However, respondents were further asked to report on how often their departure 
time had varied from their ‘usual’ over the previous 10 working days (see Table 7.4). 
Of the total sample, 55% reported that their usual departure time did not vary or 
varied by only one or two days in the previous 10 days2. The rest of the sample 
(45%) reported variations in their usual departure time of 3 days up to 9 days over 
that period. This could be further investigated for any major differences in travel 
behaviour between the two groups (see for example the discussion of asymmetric 




05:30- 06:00- 06:30- 07:00- 07:30- 08:00- 08:30- 09:00- 09:30-
05:59 06:29 06:59 07:29 07:59 08:29 08:59 09:29 10:00
Departure time
n= 6 3 2
Figure 8.1 Distribution of usual departure time to work for pseudo 
respondents in the departure time choice experiment
There seems to be a willingness to change departure time when presented with 
departure time alternatives with the presence of road-user charges. In Figure 8.2, it 
can be seen that almost 39% of pseudo respondents chose the earlier than usual
2 However, 78% reported that their departure time did not vary from their ‘usual’ more than four 
days in the previous ten.
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departure alternative, while almost 28% chose the later departure time alternative, 
while the remainder chose their usual departure time. Thus, more often, an earlier 
departure time was chosen over a later departure time. Furthermore, in almost a 
third of observations the same as usual departure time was chosen. Considering 
that in over 64% of cases, the toll associated with the same as usual alternative was 
higher than the tolls associated with the earlier and later alternatives, the motivation 
to maintain usual departure time to work is not to avoid paying higher tolls. A 
plausible reason for continuing with usual departure time is that it requires no 
change in departure time thus having little impact on other activities carried out 
before or even after work. Besides, travel time savings were offered in the same as 
usual departure time alternative, thus respondents received some benefits for staying 
with their usual departure times. Moreover, constraints on working and private lives 
could limit respondents’ ability to choose alternative departure times to work. For 
instance, of those who regularly carried out activities before work (n=l 63), 46% 
chose the same as usual alternative (see Figure 8.3). And within this group, of those 
with dependent children (n=86), 52% chose their usual departure time, while of 
those without children (n=77), less than 39% chose the same as usual alternative. 
Furthermore, a higher percentage of pseudo respondents who did not carry out 
regular activities before work chose the earlier alternative regardless of whether or 
not they had dependent children.
The ability to choose a new departure time can be influenced by usual departure 
time to work. In Figure 8.4, of the pseudo respondents with a departure time 
between 07:30 and 07:59, almost 38% chose an earlier departure time, while 40% 
chose their usual departure time, with less than a quarter choosing the later 
departure time alternative. A possible explanation for this reluctance to switch to a 
later departure time could be that respondents in this category are already travelling 
in the first half hour of the peak-hour (as defined earlier) and thus switching to a 
later departure time will still mean that they travel in the peak-hour of the morning 
rush. In the 08:00 to 08:29 departure time category, the switches to alternative 
departure times were more evenly spread across the three departure time
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alternatives: 36% chose an earlier alternative, while 29% chose a later departure time 
alternative. Almost half (49%) of pseudo respondents in the 08:30 to 08:59 
departure time category chose an earlier departure time alternative. Pseudo 
respondents in this category are normally travelling closer to the common work start 
time of 09:00-09:30 and school start time; hence, they may be more reluctant to 
depart later than usual.
Later than u
28%
Earlier than usual 
38%
Same as usual 
34%
n= 6 3 2
Figure 8.2 Type of departure time switch chosen by pseudo respondents
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06:29 06:59 07:29 07:59 08:29 08:59 09:29 10:00
Usual departure time to work
Figure 8.4 Distribution of usual departure times and choice of departure 
time alternative from the SC experiment
Figure 8.5 shows both pseudo respondents’ usual departure times and their new 
departure times as chosen in the stated choice experiment. The findings shown are 
encouraging because they illustrate that time-varying tolls can impact on departure 
time choice and changes can take place in the composition of the peak period. The 
most notable change in departure times is in the period between 08:00 and 08:29 
where there has been a 10% decrease in departures during this period. The other 
notable change is in the time period between 07:00 and 07:29 where there has been 
a 6% increase in departures during this period. There is evidence of peak spreading 
as the number of departures in the time periods of 07:30-07:59 and 08:00-08:29 are 
now more evenly spread. That is, there is a flattening of the peak for the one-hour 
period between 07:30 and 08:30. In terms of the objective of a time-varying road 
user charging scheme, this result presents evidence that variable charges can 
produce changes in the composition of the peak-period and more specifically a 
flattening of the peak. Thus, achievement of this objective will help bring about a 
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Figure 8.5 Comparison of usual departure time and new departure time as 
a consequence of choosing a departure time alternative in the SC experiment
8.2.3 Usual and New Arrival Times at Work
A respondent’s arrival time at work was calculated on the basis of the information 
provided in section one of the questionnaire. That is, his/her reported usual 
departure time and his/her reported total travel time to work were added together 
to obtain an estimate of usual arrival time at work. Then, based on the departure 
time choice made in the stated choice scenarios, a new arrival time was calculated 
for each observation. For example, where the usual travel time to work was 20 
minutes and usual departure time was 08:00, choosing a departure time alternative 
with a 30-minute earlier departure time and 20% saving in travel time will result in a 
new arrival time of 07:46 (i.e. a new departure time of 07:30 and a new travel-time 
of 16 minutes).
Figure 8.6 shows both the usual arrival times of respondents and the new arrival 
times based on choice of departure time alternative in the stated choice experiment.
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There are notable changes in arrivals times for some categories, for example, arrivals 
between 08:30 and 08:59 decreased by 11%, while arrivals during the time period 
08:00 to 08:29 increased by 6%. Changes in arrival times are due in essence to 
changes made to departure times or in savings to travel time for those who 
continued to depart at their usual time. Furthermore, as with departure time 
changes, the direction of the change may be influenced by factors such as family 
commitments, activities before work and other factors such as flexible working 
conditions and preferred arrival times at work. However, it is important to note that 
this study focuses on the factors affecting choice of departure time rather than 
factors affecting choice of arrival time because choice of arrival time is not the 
decision variable: it is a consequence of the departure time decisions and exogenous 
factors (de Palma, Khattak & Gupta, 1997).
40
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Figure 8.6 Comparison of usual arrival time and new arrival time at work 




Figure 8.7 shows the changes (in minutes) for arrival time at work as a result of 
choice of departure time alternative from the choice experiment. For the majority of 
pseudo respondents (75%1) the consequences of their particular choice of departure 
time alternative on arrival time at work is that arrival time was earlier than the usual. 
This has arisen because a pseudo respondent could arrive earlier at work even by 
choosing his/her usual departure time since travel time-savings were offered in 
exchange for paying a road-user charge. In 27% of observations the new arrival time 
was more than 20 minutes earlier than usual and in just over 6% of observations the 
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Figure 8.7 Change in arrival time at work as a consequence of choosing a 
departure time alternative in the SC experiment
1 This includes six observations where the arrival time remained unchanged.
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8.3 MODE OF TRAVEL, DISTANCE AND TRAVEL TIME TO WORK
8.3.1 Mode of Travel to Work
As stated previously, respondents who drove to work (even occasionally) were 
eligible to complete the departure time stated choice section. The majority of 
pseudo respondents (57%) were regular car drivers, followed by regular bus users at 
21% (Figure 8.8). However, it is important to reiterate that the stated choice 
departure time experiment was in the context of road user charging and that 
departure time switch related to changes in departure time as a driver. However, all 
of those responding to the choice experiment were drivers of some sort for the 













Figure 8.8 Sample frequencies of most regularly used mode of travel to 
work for pseudo respondents of the departure time SC experiment
An analysis of the 2001 travel to work census data (City Development Department, 
2004) shows that over 46% of workers in the City of Edinburgh drive to work, a 
further 6% are passengers, 24% take the bus, 4% travel by train, 13% walk, and 2% 
cycle. Therefore, a comparison of these statistics with Edinburgh as a whole, reveals
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that in this study (i.e. the departure time choice experiment) more people travel by 
car, about the same amount take the bus, more travel by train, more cycle and fewer 
walk.
8.3.2 Time and Distance Travelled to Work
The average travel time from home to work for car drivers is 37 minutes (see 1 able 
8.1), which is 17 minutes longer than the average travel time to work for Scotland as 
a whole (Table 8.2). The figure for mean bus travel time is 35 minutes and is similar 
to that for Scotland as a whole. The average time taken for walkers in the sample 
was 20 minutes, which is longer than that for Scotland as a whole (12 minutes). 
Cyclists also have a longer mean travel time (25 minutes) than compared to Scotland 
as a whole (16 minutes). In fact, all of the mean travel times for each mode are 
larger in the sample than for the Scotland as a whole. An explanation for this might 
be that the travel times for this sample involve travel in a congested city, whereas 
the average travel times for Scotland as a whole include less congested rural areas 
too.
Table 8.1 Mean travel time from home to work for pseudo respondents of
the departure time SC experiment
Mode Mean travel time
Drive Car /Van 37 minutes
Bus 35 minutes
Train 60 minutes








Table 8.2 Average time taken to travel to usual place of work, Autumn
2003
Mean travel time
Car, van, minibus, works van 20 minutes
Bus, coach, private bus 33 minutes
Train (inc underground) 48 minutes
Other (inc taxi) 25 minutes
Walk 12 minutes
Cycle 16 minutes
All modes 21 minutes
Source: Scottish Executive (2004b)
The mean distances from home to work are shown in Table 8.3. Overall, the 
average distance travelled from home to work is 12.3 miles. This is greater than the 
average distance for commuting for Scotland as a whole, which was 8.2 miles in 
2002 (Scottish Executive, 2004b). The 2001 Census indicates that the average 
distance travelled to work or study for all of Scotland was 12.58km and 8.16km for 
the City of Edinburgh (General Register Office (Scotland), 2003).
Table 8.3 Mean distance from home to work for respondents answering
departure time choice experiment
Mode Mean distance
Drive Car/Van 13.2 miles
Bus 7.0 miles
Train 27.3 miles




All modes 12.3 miles
For 37% of pseudo respondents (n=232) the travel time to work was over 40 
minutes or more. Of these, 53% travelled more than 20 miles, while only 7% travel 
less than five miles to work (Figure 8.9). For 22% of pseudo respondents (n=138)
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the travel time to work was between 11 and 20 minutes or less; of these all travelled 
five miles or less to work.
□  1 to 5 miles ■  6 to 10 miles 0  11 to 15 miles □  16 to 20 miles §  Over 20 miles
I  Over 40 minutes 
1
g 31 to 40 minutes 
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"3>
g 11 to 20 minutes 
S 6 to 10 minutes









Figure 8.9 Time taken to travel to work by distance travelled for pseudo 
respondents of the departure time SC experiment
8.3.3 Usual Departure Time and Distance Travelled to Work
Almost 21% of pseudo respondents have a departure time before 07:30 (see Figure 
8.10). Of these, 46% travel more than 20 miles to work, while a further 26% travel 
between 11 and 20 miles to work. Almost 70% depart for work between 07:30 and 
08:29; of these, 50% travel between one and five miles to work, while only 16% 
travel 20 miles or more to work. Just over 10% of respondents depart for work after 
08:30; of these, almost 80% travel five miles or less to work.
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Figure 8.10 Usual departure time to work for pseudo respondents of the 
departure time SC experiment: segmented by distance travelled to work
8.4 FLEXIBILITY TO CHANGE DEPARTURE TIME
8.4.1 Work Schedule Flexibility
The ability to switch departure times will be much determined by factors such as 
flexibility in terms of work schedule and flexibility within one’s personal life. For 
instance, having a fixed work schedule, with no flexibility in terms of start and finish 
times, will certainly affect a respondent’s ability or willingness to switch departure 
times. This willingness to switch departure time to work is also influenced by the 
level of flexibility in a respondent’s personal life. For example, a single person with 
no children may have more flexibility in choosing a departure time because other 
family members do not affect his/her schedule. Consequendy, the data set was 
analysed to identify the proportion of respondents falling under the various 
categories related to departure time flexibility.
Just over half the pseudo respondents have fixed working hours (see Figure 8.11). A 
further 35% have flexible hours and 8% have no fixed hours. As quite a large 
proportion of pseudo respondents have flexible hours this may influence the
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responses to the departure time experiment, as many respondents will have the 
flexibility (in terms of work schedule) to switch departure times. This may be even 
more likely because many respondents with fixed working hours (n=315) stated that 
they had had the ability to start either earlier or later (or both) than their usual 
departure time to work (almost 75%) (see Table 8.4). Further analysis shows that 
almost 72% of pseudo respondents could start work at least 30 minutes earlier while 
almost 69% could start work at least 30 minutes later than usual (see Figure 8.12). 
This is an interesting finding that so many respondents claimed to have such 
flexibility in their schedules. Furthermore, this is an important finding because in the 
departure time choice experiments respondents were asked to consider departure 
time changes up to 30 minutes earlier or later than usual.
8%  2%
51%
El Regular hours H Flexible hours ¡1  Shifts H No fixed hours ■  N ot stated




Table 8.4 Ability of pseudo respondents (of the departure time SC 
experiment) with fixed working hours to start work earlier or later than
normal
Can start later
TotalN o Y es
Can start earlier N o 80 7 87
Y es 49 179 228
Total 129 186 315
□  Cannot change start time 0  1 0 - 2 9  mins H 3 0 -  49 mins
H 5 0 -  69 mins @ 70 + I  No limit
Start Earlier Start Later
Figure 8.12 Ability to start work earlier or later than usual: segmented by
number of minutes
8.4.2 Non-Work Schedule Flexibility
Less than 30% of pseudo respondents (189 observations) have dependent children 
(see Table 8.5). Of those with dependent children, 37% have dependent children 
aged under 5 (and 30% of these also have dependent children aged 5-12). Almost 
37% have dependent children aged 5-12 years old and of those in this category, 20% 
also have dependent children in the aged over 12 category and 30% also have 
dependent children in the under five’s category. Forty five percent of pseudo 
respondents with dependent children have children in the over twelve’s age 
category. Of these, almost 17% have dependent children in the 5-12 age categories.
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The presence of dependent children can affect the choice of departure time to work 
which will be investigated further in this study (see section 9.3.5.1).
Table 8.5 Dependent children in households of pseudo respondents of
departure time SC experiment
Children aged <5 Total
Children aged >12 N o Yes
N o Children aged 5-12 N o 49 49
Yes 34 21 55
Total 34 70 104
Yes Children aged 5-12 N o 71 71
Yes 14 14
Total 85 85
Almost 26% of pseudo respondents regularly carry out activities before work (for 
example, drop off children to school, attend educational classes, go to the gym etc.), 
while over 70% regularly carry out activities after work. Such activities can affect 
choice of departure time and ability to switch departure times, which is investigated 





Figure 8.13 Identification of presence/absence of regular activities carried 
out before or after work (by pseudo respondents of the departure time SC
experiment)
8.5 SUMMARY
In this chapter some of the general results pertaining to the departure time data set 
have been presented. Based on a basic investigation of usual departure time and 
choice of departure time from the stated choice experiment, there is evidence that 
variable road-user charges can produce changes in the composition of the peak- 
period and more specifically a flattening of the peak. Furthermore, the general 
results of the dataset are useful for identifying potential explanatory variables for 
investigation in the estimation of discrete choice models of departure time choice, 
which will be presented in the following chapter. For example, variables such as 
usual travel time and distance to work may influence departure time choice as well 
as variables relating to scheduling flexibility (both work and non-work aspects).
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9 DEPARTURE TIME MODEL ESTIMATION
9.1 INTRODUCTION
Discrete choice modelling is a common approach for investigating the departure 
time effects of road user charging; hence this approach has been used in this study 
(see chapter 5 for a review of discrete choice modelling). In chapter 8 the general 
statistics relating to the departure time choice experiment were presented and 
discussed. There are a large number of variables, which affect the choice of 
departure time, than is currently recognised and used in the models; for example, 
non-work commitments and socio-economic characteristics. In this chapter a large 
number of variables are specified in models of departure time choice.
Firstly, the base departure time model is presented. This is a MNL model, which has 
been specified with the variables from the choice experiment (see Table 6.3 for 
details of these variables). Then, further departure time models are presented, which 
have been specified with independent contextual variables (based on information 
taken from other sections of the questionnaire), which, a priori, made intuitive sense 
as explanatory variables of departure time choice. Although the level of road user 
charging is a crucial variable in any model that is in the context of time-varying 
road-user charges, it is recognised that other variables will also influence choice of 
departure time in this context. A vast array of contextual variables was available for 
examination due to the large amount of information gathered in the questionnaire. 
These variables were tested separately in models of departure time choice and then 
combined with others to estimate more appropriate models of departure time 
choice. The variables were categorised into three groups: 1) travel to work variables, 
2) work schedule variables and 3) socio-economic variables. Models estimated with 
these groups of variables are first presented separately for each category in sections 
9.3.1, 9.3.3 and 9.3.5: then one model incorporating variables from each of the three 
categories is presented in section 9.4.
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9.2 THE BASE DEPARTURE TIME MODEL
The first model presented in this section is the base model, which only includes the 
variables from the stated choice experiment. Hence, model DPI is the base 
multinomial logit (MNL) departure time choice model (Table 9.1), with the basic 
explanatory variables. The utility functions for the three departure time alternatives 
are as follows:
Ve = a , (TIME ) +  cc2(DEP ) +  a 3 (TOLL ) 
Vs = a4 (TIME ) +  a 5 (TOLL )




where L e, L s and L / are the utilities of earlier than usual departure, same as usual 
departure and later than usual departure time respectively. TIME is the travel time 
(in minutes), DEP is the change in departure time (in minutes) and TOLL is the
road-user charge. The CCs are the coefficients to be estimated.
Overall, all of the coefficients are statistically significantly different from zero at 
least at the 90% confidence level, with most being significant at the 99% level. 
Overall the model has a fT of 0.2377 when comparing the base likelihood (with 
constants) and the final likelihood. Although there is no strict guidance on what 
constitutes a ‘good’ rA?-squared value, it is deemed that values between 0.2 and 0.4 
are indicative of particularly good model fits (Louviere, Hensher & Swait, 2000).
The results from the base model indicate compliance with economic theory. 
Intuitively one would expect that increases in travel costs to result in greater 
disutility for the commuter, thus less probability of choosing that particular 
alternative. The negative sign for the toll variables suggests that as the toll increases 
the likelihood of an associated departure time being selected decreases. Alternative 
specific coefficients for tolls were estimated for the three departure time alternatives 
and the results indicate that toll is not valued equally on all three departure time 
alternatives. The toll associated with later than usual departure time is most onerous
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(-0.9142), followed by the toll associated with earlier departure time (-0.8832) and 
then the toll associated with the same as usual alternative (-0.8430). Thus, a greater 
disutility is associated with the toll of a later than usual departure time than for 
either of the other two departure time alternatives. This implies that there is less 
preference for paying for a toll for departures at a later time than usual. This makes 
intuitive sense because departing later than usual incurs the penalty of later arrival at 
work; hence many individuals will be reluctant to make this change, particularly in 
this situation where they are expected to pay a road-user charge.
The three travel time variables1 all have the expected negative signs and are highly 
significant (i.e. significant at the 99% level). The coefficient values for these three 
variables are quite similar with values of —0.1326, -0.1324 and —0.1290 for the 
earlier, same and later departure time alternatives respectively. In fact, there is high 
correlation between the three time variables, with a correlation value of 0.985 
between the earlier and same as usual alternatives, 0.983 between the same and later 
alternatives and 0.987 between the earlier and later alternatives. This result could be 
because travel time savings may not be the main motivational factor for changing 
departure time from home to work (see also de Palma et al, 1997, for a similar 
discussion).
Due to the high correlation between the three travel time variables, a second model 
using a generic travel time variable for all three alternatives was tested to investigate 
whether a generic coefficient would be preferable to three alternative specific 
coefficients. All of the other variables in the model were retained and the single 
travel time coefficient was estimated as -0.1321 (/-ratio of-3.7). The log-likelihood 
at convergence for this restricted model was —525.3082, whilst the log-likelihood at 
convergence for the unrestricted model was —525.0961. The application of the 
likelihood ratio test statistic yields a X2 value of 0.4242. Therefore, with a x2 value of
1 In the model specification phase, the travel time-saving variables for the three departure time
alternatives were converted to actual travel times by subtracting the travel time savings from 
respondents usual travel time to work.
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0.4242, two degrees of freedom (there are two degrees of freedom since two fewer 
parameters are estimated in the restricted model) and a 90% confidence level, the 
model of a generic time variable cannot be rejected. That is, the model with 
individual variables is not preferred to the model with a generic variable. Thus, 
sampling variability alone can explain the observed difference in the log-likelihoods; 
hence the model with individual travel time variables is rejected. However, as this 
thesis is investigating the impacts of toll levels on departure time choice, it was 
decided to continue with three alternative specific coefficients for travel time, 
particularly as separate coefficients will be required to investigate the policy 
implications of time varying tolls.
The coefficient value for the change in departure time variable (DEP) associated 
with the earlier alternative is significant at the 90% level, whereas, the later departure 
time coefficient value is significant at the 99% level. Both coefficients have the 
anticipated negative signs. That is, changes in departure time away from usual 
departure time have a negative impact on utility. Later departure time changes are 
more onerous than earlier changes in departure time (values o f-0.03701 and - 
0.02187 respectively). A possible explanation for greater disutility for later departure 
times is that if individuals have to change their departure time they may be reluctant 
to choose a later departure time that could result in them being late for work, or 
arriving later and thus having to work later than normal.
232
C hapter 9
Table 9.1 The base MNL departure time model
Variables Model DPI
Earlier alternative -.8832 (-11.6)
TOLL Same alternative -.843 (-11.3)
Later alternative -.9142 (-11.7)
DEP Earlier alternative -.02187 (-1.8)Later alternative -.03701 (-2.9)
Earlier alternative -.1326 (-3.7)
TIME Same alternative -.1324 (-3.7)
Later alternative -.129 (-3.6)




9.3 ESTIMATION OF MODELS WITH GROUPS OF RELATED 
VARIABLES
A huge number of factors have been investigated in the literature for inclusion in 
departure time models, which include: work-schedule, occupation, marital status, 
family obligations, income gender and age (see for example, Abkowitz, 1981; de 
Palma et al, 1997; Emmerink & van Beek, 1997; Ott, Savin & Ward, 1980; and Small, 
1982). Therefore, in addition to the specification of a base model, other models of 
departure time choice are calibrated, which incorporate other influencing factors on 
departure time choice. The other factors termed ‘contextual variables’ are 
categorised under three headings: 1) travel-to-work, 2) work-schedule and 3) socio­
economic contextual variables. These variables, which were considered a priori as 
potential explanatory variables for departure time choice, were separately added to 
the base model specification and MNL models were estimated. Some of these 
variables were identified from the literature, for example, age, income, occupation, 
preferred arrival time, while others were investigated in this research for inclusion in 
departure time choice models. For example, regular activities before/after work, 
experiences of regular delays on the way to work and definitions of flexibility. The 
model results are presented in the following sections.
233
C hapter 9
Table 9.2 Variable descriptions for the departure time models
Variable name Description
TOLL The toll variable from the stated choice experiment.
DEP The departure time variable in the stated choice experiment.
TIME The time variable from the stated choice experiment.
ACTSBEF Dummy variable: takes the value o f 1 if  respondent regularly carries out 
activities on the way to work, 0 otherwise.
ACTSAFT Dummy variable: takes the value o f 1 if  respondent regularly carries out 
activities on the way home from work, 0 otherwise.
AGE Categorical variable: describes a respondent’s age. The values o f 1-5 
represent: 17-24, 25-35, 36-45, 46-55, 56-65 respectively.
ARRIVAL Categorical variable: describes respondent’s usual arrival time at work. The 
values o f 1 to 6 represent: 07:01-07:30, 07:31-08:00, 08:01-08:30, 08:31- 
09:00, 09:01-09:30, after 09:30 respectively.
BUS Dummy variable: takes the value 1 if  regularly commutes to work by bus, 0 
otherwise.
CARDELAY Dummy variable: takes the value 1 if  travel to work by car and experience at 
least once a week delays that result in being at least 15 minutes late for work, 
0 otherwise.
CITADWRK Dummy variable: takes the value 1 if  have dependent children and all adults 
in the house are working, 0 otherwise.
CH ILD 04 Dummy variable: Takes the value o f 1 if the respondent has dependent 
children in both the five to twelve years old category and the over twelve 
years old category, 0 otherwise.
CH ILD 012 Continuous variable: The number o f children aged over 12 years old.
CHILDU5 Continuous variable: The number o f children aged under five years old.
CHILD112 Dummy variable: Takes the value o f 1 if  the respondent has dependent 
children in both the under five’s category and the five to twelve years old 
category, 0 otherwise.
CHILD512 Continuous variable: The number o f children aged between 5 and 12.
CLERICAL Dummy variable: 1 if  hold a clerical or intermediate position, 0 otherwise.
DEP712 Dummy variable: takes the value 1 if  normal departure time is before 07:12, 
0 otherwise.
DISTANCE Continuous variable: The number o f miles travelled from home to work.





usually arrives to work (flextime and no fixed hours workers set to zero). 
Continuous variable: Reported number o f minutes can start work earlier 
than usual.
FLEXLATE Continuous variable: Reported number o f minutes can start work later than 
usual.
FLEXHOURS Dummy variable: takes the value o f 1 if  a respondent works either flexitime 
or has no fixed hours, 0 otherwise.
FLEXRANGE Continuous variable: the difference between earliest allowed start time and 
latest allowed start time. Those who indicated unlimited flexibility were set 
to the maximum number o f minutes given in the dataset.
INCBLAV Dummy variable: takes the value 1 if  income below average (£399 p.w.), 0 
otherwise.
INCOME Continuous variable: the respondent’s household income.
LATE Continuous variable: Number o f minutes after start time that respondent 
usually arrives to work (flextime and no fixed hours workers set to zero).
PAT Continuous variable: The numbers o f minutes before start time respondent 
likes to arrive at work.
LIVEOUT Dummy variable: takes the value 1 if live out with Edinburgh and the 
Lothians, 0 otherwise.
LOGPAT Continuous variable: The log (to base 10) o f the number o f minutes before 
start time respondent likes to arrive at work.
MINSEARL Continuous variable: Number o f minutes new arrival time is earlier than 
usual arrival time.
NEGCONSQ Dummy variable: takes the value 1 if  perceive negative consequences o f 
arriving late at work, 0 otherwise.
NOEARLY Dummy variable: takes the value 1 if  cannot start work earlier than usual 
start time, 0 otherwise.
NOFINLATE Dummy variable: takes the value 1 if  cannot continue to work on after 
official hours have finished, 0 otherwise.
NOLATE Dummy variable: takes the value 1 if cannot start work later than usual start 
time, 0 otherwise.
PAT15 Dummy variable: takes the value 1 if like to arrive more than 15 minutes 
before starting work, o otherwise.
PATSD Continuous variable: Preferred arrival time (PAT) minus schedule delay 
(SD).





flextime or no fixed hours set to 0.
Dummy variable: 1 if  hold a senior management position, 0 otherwise.
SINGLE Dummy variable: takes the value 1 i f  a single-person household, or live in a 
household with other non-related people and 0 otherwise.
TIME38 Dummy variable: takes the value 1 if  usual travel time to work is less than 
38 minutes, 0 otherwise.
TOLLINC Continuous variable: the toll/divided by the respondent’s household 
income.
WILLPAY Continuous variable: The amount o f money a respondent has stated he/she 
would pay to avoid being late for work.
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9.3.1 Travel to Work Contextual Variables
Models have been specified with contextual variables related to the journey to work. 
The variables tested were: distance to work, usual departure time to work, usual 
travel time to work, experience of delays, activities before work, activities after work 
and mode of travel to work. Each of these variables was specified in a separate 
model of departure time choice.
9.3.1.1 D istance to Work
In general, it is expected that respondents travelling longer distances are likely to 
depart for work earlier than respondents with shorter distances. For example, 
Moore, Jovanis & Koppelman (1984) found that commuters travelling longer 
distances tended to arrive significantly earlier than commuters travelling shorter 
distances. This would imply that they were also departing earlier than others. As 
their study was not in the context of road user charging, it is not possible to infer 
what choices commuters in that study might have made if faced with road user 
charging. In this study, over half (52%) of those travelling to work before 07:30 had 
a travel distance of over 15 miles, while only 16% departing in this period travelled 
1-5 miles to work (see Figure 8.10). Therefore, the distance travelled to work was 
considered as an explanatory variable for departure time choice. Furthermore, in the 
choice experiment, a travel time saving was associated with each of the departure 
time alternatives; hence, the saving in travel time could counteract some of the 
negative aspects of departing later (for example, the worry of arriving very late to 
work). The distance variable was included as a continuous variable in the later 
departure time alternative.
The coefficient estimate for distance is statistically significant and the positive sign is 
consistent with expectations (see model DP2 in Table 9.3). The positive value 
implies that respondents with longer travel distances to work are more likely to 
choose a later departure time alternative when faced with paying a road-user charge.
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A likelihood ratio test was carried out (see Table 9.4), which shows that the distance 
coefficient is indeed significant. That is, using a 95% confidence level, the null 
hypothesis that the distance coefficient is zero can be rejected in favour of the 
alternative hypothesis that the distance coefficient is positive. The model also 
produces a reasonable goodness of fit with a p 2 value of 0.2489 when comparing the 
base likelihood (with constants) with the final likelihood.
9.3.1.2 Usual D eparture Time to Work
A respondent’s usual departure time choice to work was considered as an 
explanatory variable for departure time switch. The premise was that respondents 
leaving home quite early in the morning may be willing to depart a bit earlier in 
order to avoid paying higher tolls. As shown in Figure 8.4, 52% of pseudo 
respondents departing between 06:30 and 06:59 chose the earlier departure time 
alternative. For respondents departing between 07:00 and 07:29, 40% chose the 
earlier alternative.
A dummy variable was defined as 1 if the respondent departs work before 07:12 in 
the morning and 0 otherwise. A departure time of 07:12 was chosen having 
examined the distribution of departure times in the data-set. The mean departure 
time for the data set was 07:46 with a standard deviation of 34 minutes. The 07:12 
departure time was chosen because it was one standard deviation away from the 
mean and represented a relatively early departure time to work. The dummy variable 
(DEP712) was entered in the utility function of the earlier alternative.
Respondents who usually depart for work before 07:12am are more likely to switch 
to an earlier departure time as evidenced from the positive and significant (/-ratio is 
2.4) coefficient value for DEP712 (see model DP3). The likelihood ratio test result 
also confirms that the coefficient is significant. Flendrickson & Plank (1984) 
estimated actual departure time in one of their models, but found that the 
coefficient was not significant. The findings, with respect to individuals normally
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departing early for work, contradict the findings of Bates et a l (1990), who found 
that early morning commuters (that is, those travelling early in the peak) were averse 
to switching to an even earlier departure time. The p? statistic (with respect to 
constants) is 0.248, which suggests a reasonable goodness of fit for the model.
9.3.1.3 Travel Time to Work
As with the travel distance variable, the time taken to travel to work may impact on 
choice of departure time to work. In this study over 27% of respondents took 20 
minutes or less to travel to work; moreover, just less than half (48%) of them 
travelled in the peak of the peak period (i.e. 08:00-08:29, see Figure 7.1), with the 
remainder travelling outside this period (see Figure 9.1). Respondents with longer 
travel times may opt for the later departure time alternative when faced with road- 
user charges: in the choice experiment slightly more pseudo respondents with travel 
times greater than 40 minutes chose this alternative (34%) than the earlier alternative 
(31%). Whereas, respondents with shorter travel times may opt for an earlier 
departure time: almost 40% of pseudo respondents, with travel times of 20 minutes 
or less, chose the earlier than usual departure time alternative. A possible 
explanation for this is that respondents with shorter travel times do not allow much 
additional time in their schedule to take account of delays etc. on the way to work; 
therefore making it unlikely that they would switch to a later departure time because 
of the uncertainty of whether they will arrive at work on time.
A dummy variable (TIME38) was created, which took the value of 1 if a 
respondent’s travel time to work was less than 38 minutes (this is the mean travel 
time to work for the data set) and 0 otherwise, which was added to the utility 
function of the later than usual departure time alternative2.
The TIME38 variable has a negative coefficient value (see model DP4 in
2 Originally a continuous time variable was entered in the model but this was not significant.
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Table 9.3) and is significant at the 95% confidence level. The likelihood ratio test 
result (see Table 9.4) further substantiates the significance of this variable. The 
negative coefficient value for TIME38 implies that respondents with travel times to 
work of less than 38 minutes are less likely to switch to a later departure time if 
faced with paying a road-user charge. Other studies have found that commuters 
travelling longer distances are more likely to switch departure times (de Palma et al, 
1997; Mannering, 1989). In fact, de Palma et a l (1997) found that stated willingness 
to depart earlier from home to work increased for increasing travel time and stated 
willingness to depart later than usual from home to work also increased with longer 
travel times. However, neither of these studies was in the context of road user 
charging. The /lvalue (0.2413) for this model (with respect to constants) suggests a 
reasonable goodness of fit for the model.
□  06:00-06:29 ■  06:30-06:59 ■  07:00-07:29 0  07:30-07:59 El 08:00-08:29 
9  08:30-08:59 ^  09:00-09:29 §  09:30-10:00
¿4uO
*
o Over 40 minutes
21-40 minutes 
< 20 minutes
0 20 40 60 80 100
%
Figure 9.1 Travel time to work: segmented by usual departure time (for 
pseudo respondents of the departure time SC experiments)
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9.3.1.4 Car Users Experiences o f D elays
Experience of delays on the way to work was considered as a potential explanatory 
variable for choice of departure time. Respondents who regularly experience delays 
that result in being late for work may be more inclined to consider making changes 
to their departure time. However, the evidence from the general analysis of this 
study does not confirm this. Only 28% (n=98) of pseudo respondents who were car 
users experienced delays at least once a week that resulted in them being at least 15 
minutes late for work. Of these, 36% did not switch departure times over the 
previous ten days. This might be because of non-work constraints or commitments. 
Of those who did switch, 21% switched on only one day, 21% switched on 2-3 
days, 14% switched on 4-5 days and 7% switched on 6-7 of the previous 10 days. 
That is, 42% of pseudo respondents (who were car users), experiencing such delays, 
shifted departure times on at least two of the previous ten days. However, 64% of 
car users not experiencing such delays also switched departures times on at least two 
of the previous ten days. However, it should be noted that the question presented to 
respondents about shifts in usual departure time over the previous ten days was not 
asked in the context of experience of delays, thus it is not clear if shifts in departure 
time were in fact made because of congestion problems.
To investigate if car users experiencing delays at least once a week (resulting in late 
arrival at work of at least 15 minutes) would switch departure times because of the 
presence of road user charging, a dummy variable (CARDELAY) was defined with 
a value of 1 for respondents travelling to work by car and experiencing delays at 
least once a week that result in being at least 15 minutes late for work and 0 
otherwise. The variable was specified for the alternative of later departure time.
The CARD ELAY coefficient (see model DP5 in Table 9.3) is positive (0.9161) and 
significant at the 99% confidence level (/-ratio of 3.5), which is also reiterated by the 
likelihood ratio test result (see Table 9.4). The positive result suggests that for 
respondents who travel to work by car and experience delays at least once a week
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resulting in being at least 15 minutes late for work are more likely to choose a later 
departure time. Why might a car user who experiences delays choose a later 
departure time alternative? Two possible reasons are: 1) the toll costs for a later 
departure time alternative may be cheaper and 2) there might not be a penalty for 
arriving late to work.
For example, in some choice scenarios the charging levels in the choice experiment 
were lower if a respondent chose an earlier or a later departure time rather than their 
current time. And where charging levels were at their maximum for all three 
departure time alternatives, the charging level for departing at the same time as usual 
was higher than for the other two alternatives (that is, ¿5.50 rather than £5 see 
Table 6.3 for a recap of the attributes and attribute levels for departure time choice). 
Therefore, if experiencing delays at their normal departure time, such respondents 
may decide that they would fair just as well by paying a lower road-user charge and 
depart later than usual. Combined with the time saving offered, the arrival time may 
be quite similar to their usual departure time. Another possibility is that if these 
respondents are experiencing such delays regularly, then the consequences of 
arriving late to work are not important, or these respondents are not averse to 
taking risks. Again, the p 2 value of 0.2466 (with respect to constants) suggests a 
reasonable goodness of fit for the model.
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□  No: did not experience delays n=248 I  Yes: experienced delays n=98
0 days 1 day 2 days 3 days 4 days 5 days 6 days 7 days 
No. o f days out o f  last 10 switched departure times
Figure 9.2 Number of days in previous 10 days car users changed 
departure time: segmented by experience of delays at least once a week that 
resulted in them being at least 15 minutes late for work
9.3.1.5 Regular A ctivities Before or A fter Work
Regular activities before work could potentially influence choice of departure time 
to work. Since respondents with regular activities before/on the way to work may 
be constrained in their choice of departure time, they may be more likely to 
continue with their usual departure time to work. A dummy variable was created 
with the value of 1 if a respondent regularly carried out activities before work and 0 
otherwise. The variable (ACTSBEF) was included in the same as usual departure 
time alternative.
Similarly, a variable was created to capture regular activities after work. This variable 
was taken into account because a respondent’s departure time may be also 
constrained by the activities he/she carries out after work. For example, attending 
an adult education class after work may place constraints on the ability to change
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departure time to work (unless there is flexibility in the work schedule). If a 
respondent changes to a later departure time to work he/she will arrive at work 
later. The later arrival time at work may result in him/her having to stay on at work 
until the required number of working hours have been completed, thus, missing 
some or all of the adult education class. Moreover, arriving quite early (due to 
choice of earlier departure time to work) will result in a longer day at work for the 
respondent if he/she has to wait around at work until a suitable time to leave for the 
evening activity. A dummy variable (ACTSAFT) was created (1 if regularly carry out 
activities after work; and 0 otherwise) and added to the same as usual departure time 
alternative.
The ACTSBEF dummy variable has a positive coefficient value (see model DP6 in 
Table 9.3) and is significant at the 99% confidence level with a /-ratio value of 4.4. 
The significance is further reiterated by the likelihood ratio test result (see Table 
9.4). The coefficient sign makes intuitive sense because it suggests that all else being 
equal, the likelihood of respondents who regularly carry out activities before/on the 
way to work choosing their usual departure time to work increases. Additionally, the 
p 2 value of 0.2522 suggests a reasonable goodness of fit for the model. Similarly, 
respondents who regularly carry out activities after work or on the way home from 
work are more likely to choose their usual departure time as supported by the 
positive (value of 0.5573) and significant coefficient for the ACTSAFT variable (see 
model DP7, in Table 9.3).
Similar variables have not been found in other studies; therefore a comparison 
cannot be made.
9.3.1.6M od e o f  T ravel to  Work
As mentioned before, car drivers, regardless of whether or not they were regular 
drivers, completed the departure time choice experiment. However, respondents 
who never drove to work were excluded from completing the departure time choice
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experiment3. On the basis that respondents could be regular users of other modes of 
travel to work, a variable was included to represent regular mode of travel to work 
on the principle that such a variable could be a potential explanatory variable of 
departure time choice.
Due to their reliance on bus timetables, regular bus users are potentially more aware 
of the implications of changes in departure times on their arrival times at work. 
Another possibility is that bus users have less knowledge of the commuting 
conditions associated with taking the car and therefore, if they were to take the car 
they may risk choosing an earlier departure time and thus arrive earlier, rather than 
choosing a later departure time and risking a late arrival at work. Therefore, it was 
conceived that bus users would be more likely to choose an earlier departure time 
than a later one. A dummy variable was created with the value 1 if a respondent was 
a regular bus user and 0 otherwise. The variable was placed in the earlier departure 
time alternative.
The coefficient for the dummy bus variable is positive (see model DP8 in Table 9.3) 
and significant at the 95%confience level (/-ratio is 2.0), which implies that, all else 
being equal, respondents who regularly travel to work by bus are increasingly more 
likely to choose an earlier departure time. As the departure time choice model 
assumes that a respondent will now be travelling to work by car (because of the 
nature of the choice exercise), it is plausible that regular bus users would switch to 
an earlier departure time because of the uncertainties they might have about the 
travel time required to get to work by car. Thus, switching to an earlier departure 
time should ensure that they do not arrive late for work. This model specification 
also produces a reasonable goodness of fit with a p 2 value (with respect to 
constants) of 0.2404.
3 Even if  they owned or had access to a car and could drive to work if  they so wished.
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Table 9.3 Multinomial departure time models incorporating travel to work explanatory variables
Variables Model DP2 Model DP3 Model DP4 Model DP5 Model DP6 Model DP7 Model DP8
TOLL (1) -.918 (-11.8) -.8797 (-11.6) -.929 (-11.6) -.8789 (-11.6) -.8927 (-11.6) -.8739 (-11.4) -.8941 (-11.7)
TOLL (2) -.8912 (-11.6) -.8528 (-11.3) -.9061 (-11.2) -.8454 (-11.3) -.9301 (-11.5) -.915 (-11.2) -.8325 (-11.1)
TOLL (3) -.9073 (-11.5) -.9223 (-11.8) -.8595 (-10.6) -.9443 (-11.8) -.9236 (-11.7) -.9052 (-11.5) -.9081 (-11.6)
DEP (1) -.0239 (-2.0) -.02368 (-2.0) -.02539 (-2.1) -.0228 (-1.9) -.02511 (-2.1) -.02246 (-1.9) -.02274 (-1.9)
DEP (3) -.03348 (-2.6) -.03728 (-2.9) -.03237 (-2.5) -.03683 (-2.8) -.04024 (-3.1) -.03796 (-2.9) -.03643 (-2.8)
TIME (1) -.1056 (-2.9) -.1394 (-3.8) -.1248 (-3.4) -.1322 (-3.6) -.1362 (-3.7) -.136 (-3.8) -.1316 (-3.6)
TIME (2) -.1035 (-2.8) -.1353 (-3.8) -.1229 (-3.4) -.1318 (-3.7) -.136 (-3.7) -.1379 (-3.8) -.1315 (-3.7)
TIME (3) -.1311 (-3.6) -.1322 (-3.6) -.1284 (-3.6) -.1315 (-3.6) -.1326 (-3.6) -.1321 (-3.6) -.1277 (-3.5)
DISTANCE (3) .04955 (3.9) - - - - - -
DEP712 (1) - .6597 (2.4) - - - - -
TIME38 (3) - - -.5263 (-2.2) - - - -
CARPET.AY (3) - - - .9161 (3.5) - - -
ACTSBEF (2) - - - - 1.005 (4.4) - -
ACTSAFT (2) - - - - - .5573 (2.5) -
BUS (1) - - - - - - .4500 (2.0)
0) .2548 .2480 .2473 .2526 .2582 .2485 .2465
P 2 (c) .2489 .2419 .2413 .2466 .2522 .2425 .2404
Final likelihood -517.3287 -522.1527 -522.6023 -518.9335 -515.0706 -521.765 -523.1842
n 632 632 632 632 632 632 632
1 —Earlier than usual alternative, 2—Same as usual alternative, 3=Later than usual alternative.
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9.3.2 A Model of Departure Time Choice Incorporating Travel to Work 
Contextual Variables
The contextual travel to work variables, which were estimated one at a time in 
model specifications all have been significant and of a plausible sign. However, each 
of the seven models in Table 9.3 includes only one contextual variable. A further 
model was estimated to incorporate a number of these variables into one model. 
These were added, one at a time, to the base model; hence, when some variables 
were added and were not significant, they were excluded from the final model. The 
variables which were significant and hence included in this model were travel 
distance to work (DISTANCE), departures before 07:12am (DEP712), activities 
before work (ACTSBEF) and car users’ experiences of delays (CARDELAY). The 
model results are shown in model DP9 (Table 9.5).
All of the variables are significant at the 95% confidence level. The results imply 
that all else being equal, respondents who travel longer distances to work are less 
likely to switch to an earlier departure time when having to pay a road-user charge. 
With all else being equal, individuals, who normally depart for work before 07:12am, 
are more likely to switch to an earlier departure time alternative. Car users who 
experience delays at least once a week that result in them being at least 15 minutes
1 The critical value is 3.84 for 1 degree o f freedom and 95% confidence level. The comparison is 
with the base model (model DPI).
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late for work have with all else being equal an increasing likelihood of choosing a 
later departure time when faced with paying a time-varying road-user charge. 
Furthermore, all else being equal, respondents, who regularly carry out activities on 
the way to work, are more likely to persevere with their usual departure time to 
work.
The variables from the choice experiment are all significant at the 95% confidence 
level. The departure time variable DEP associated with the earlier alternative is 
significant at the 95% confidence level (/-ratio is —2.4), whereas this variable is only 
significant at the 90% confidence level in the base model. The toll associated with 
the later than usual departure time alternative is still most onerous, again followed 
by the toll for earlier than usual departures.
The addition of the four travel to work contextual variables has improved the model 
goodness of fit, as expected, from a p 2 (c) of 0.2377 for the base model to 0.2734 
for the new model. The likelihood ratio test also confirms that this is a good model: 




Table 9.5 Comparison of the base departure time model with a model
with travel to work explanatory variables
Variables Model DPI Model DP9
TOLL (1) -.8832 (-11.6) -.9292 (-11.7)
TOLL (2) -.8430 (-11.3) -.9150 (-11.2)
TOLL (3) -.9142 (-11.7) -.9443 (-11.6)
DEP (1) -.02187 (-1.8) -.02918 (-2.4)
DEP (3) -.03701 (-2.9) -.03840 (-2.9)
TIME (1) -.1326 (-3.7) -.1130 (-3.0)
TIME (2) -.1324 (-3.7) -.1391 (-3.8)
TIME (3) -.1290 (-3.6) -.1380 (-3.7)
DISTANCE (1) - -.05536 (-3.6)
DEP712 (1) - .8386 (2.7)
ACTSBEF (2) - 1.028 (4.5)
CARDELAY (3) - .8599 (3.3)
0) .2437 .2791
.2377 .2734
Final likelihood -525.0961 -500.5051
n 632 632
1 —Earlier than usual alternative, 2 —Same as usual alternative, 3=Later than usual alternative.
9.3.3 Work Schedule Contextual Variables
Models were calibrated that included work schedule contextual variables just as had 
been carried out for travel to work variables. This is a particularly important set of 
contextual variables as many studies have identified the importance of work 
schedule factors in the choice of departure and arrival times to work (for example, 
Abkowitz, 1981; and Small 1982). The results of this set of models can be found in 
Table 9.6, Table 9.7 and Table 9.8. Again, each potential explanatory variable is 
estimated in a separate model specification.
9.3.3.1 N ew A rrival Time at Work
A respondent’s new arrival time at work (as a result of choosing a departure time 
alternative from the choice experiment) was considered as an explanatory variable 
for departure time choice. Firstly, respondents’ usual arrival time at work was 
calculated on the basis of the departure time and travel time figures provided by 
them in section one of the questionnaire. Their choices from the departure time
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choice experiment were consulted and their new departure time choices noted.
From this information new arrival times at work were calculated for each 
respondent. This new arrival time was then subtracted from their usual arrival time 
at work to calculate the number of minutes earlier (if any) their new arrival time was 
compared to their usual arrival time. This variable (MINSEARL) was included in 
the same as usual departure time alternative.
The MINSEARL variable has a negative sign (-.05996) and is significant at the 99% 
confidence level (/-ratio is —6.0). The negative value was as expected because this 
suggests that there is disutility associated with arriving earlier than usual to work. 
This variable has improved the goodness of fit {p2 (c)) of the model from 0.2377 for 
the base model to 0.2682 for this model.
9.3.3.2 Usual A rrival Time at Work
Based on the information provided by respondents about their usual work start 
times, their usual arrival time at work were classified as being: 1) early, 2) late or 3) 
on-time. If a respondent regularly arrived late for work, then it was envisaged that 
they would be unlikely to choose the later departure time alternative. However, for 
those who regularly arrive early it could be supposed that they are choosing to arrive 
early because they are of a more cautious nature, perhaps even risk averse. On this 
basis it was theorised that respondents who regularly arrived early would be more 
likely to choose an earlier departure time alternative than a later departure 
alternative. 1 Vo continuous variables were created. The first variable (EARLY) 
represented the number of minutes by which respondents normally arrived early at 
work. Respondents on flexitime, with no-fixed hours, or who did not arrive early to 
work were set to zero. This variable was specified for the utility function of the 
earlier alternative and a positive coefficient value was expected. The second variable 
(LATE) represented the number of minutes by which respondents normally arrived 
late for work. The variable was placed in the utility function of the later alternative 
and a negative coefficient value was anticipated. The coefficient value for the
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EARLY variable is positive and significant at the 90% confidence level (/-ratio of 
1.9). The results implies that, all else being equal, as the number of minutes before 
start time that a respondent usually arrives at work increases, the greater the 
likelihood that he/she will choose an earlier departure time. This makes sense, 
because respondents, who normally arrive early to work, are used to departing early; 
hence, may not feel that it is a great penalty to arrive early. By choosing an earlier 
departure time to work, they can continue to arrive early and avoid paying the 
highest levels of road-user charge. The p 2 (c) value of 0.2404 suggests a reasonable 
goodness of fit for the model.
This coefficient for LATE is significant at the 90% confidence level (/-ratio of 1.9) 
and has a negative sign. Hence, with all else being equal, as the number of minutes 
after work start time that a respondent usually arrives at work increases, the less 
likely it is that he/she will switch to a later departure time. Again, this result makes 
sense: these respondents are already arriving (on a regular basis) for work after their 
usual work start time; hence it is unlikely they would want to extend this further by 
choosing a later than usual departure time to work.
A further variable representing usual arrival time was created. This variable called 
ARRIVAL is a categorical variable representing respondents’ usual arrival times at 
work. The six categories are: 1) 07:01-07:30, 2) 07:31-08:00, 3) 08:01-08:30, 4) 08:31- 
09:00, 5) 09:01-09:30 and 6) after 09:30. It was anticipated that respondents who 
arrive at work later in the peak are unlikely to switch to a later departure time to 
work. Such respondents may be arriving at work at their latest possible start time 
and therefore may be reluctant to depart later because this would mean an even later 
arrival time at work. The arrival time variable was placed in the later than usual 
alternative.
The ARRIVAL variable is statistically significant at the 95% confidence level (/-ratio 
is —2.5) and the negative sign (coefficient value of -.2014) is consistent with
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expectations. Hence, all else being equal, the later in the peak period a respondent 
normally arrives at work, the lower the likelihood that he/she will switch to a later 
departure time alternative when faced with the prospect of paying a road-user 
charge.
9.3.3.3Preferred A rrival Time at Work
Often when setting out on a journey an individual has a preferred arrival time at a 
destination. This is only a ‘preferred arrival time’ since an actual arrival time cannot 
be chosen and can be affected by factors such as congestion. Caplice & Mahmassani 
(1992) developed a ‘Preferred Arrival Time Model’ (PAT) for workers with regular 
fixed hours. The model included a ‘lateness tolerance’ variable, i.e. workers who 
could arrive late (up to a threshold level). They detected that workers with a lateness 
tolerance had a lower preferred arrival time, i.e. arrived closer to their start times. 
Emmerink & van Beek (1997) also studied early and late tolerance, naming them as 
‘indifference early’ and ‘indifference late’. They represented start time intervals for 
which the respondent would be almost as happy with as their preferred start time. 
They found that flexibility decreased as age increased; furthermore, where an 
employer allowed more flexibility, employees were more likely to have larger 
indifference intervals (i.e. more flexibility).
In this study preferred arrival time at work has been considered as a work schedule 
related variable. In the questionnaire respondents were asked to indicate the number 
of minutes before their start time that they liked to arrive at work. It is useful to 
associate respondents who like to arrive a great deal earlier than their actual start 
time as having a risk averse personality, thus potentially being unlikely to change 
departure time to one that could result in an arrival time at work quite different 
from preferred arrival time. It was envisaged that respondents who might be averse 
to late arrivals (or arrivals close to work start time) might have a higher propensity 
for choosing their usual departure time to work (where they know the commuting 
conditions) or an earlier departure time where they are not at risk of arriving later
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than their preferred arrival time. Furthermore, it could be interpreted that 
respondents with a risk averse nature may even prefer to choose their usual 
departure time over an earlier departure time, because they know more about the 
commute characteristics of their usual departure time than an earlier departure time.
A number of variables were created to investigate the preferred arrival times of 
respondents. The first of these was a straightforward continuous variable indicating 
the number of minutes before start time a respondent preferred to arrive at work. 
This variable (PAT) was placed as a generic variable in the earlier and same as usual 
alternatives. PAT has a positive coefficient value (see model DP14 in Table 9.6), but 
is not significant even at the 90% confidence level. Moreover, the likelihood ratio 
test revealed that the variable was not significant (see Table 9.9).
In addition to the continuous variable on preferred arrival time at work, the log to 
base 10 of this preferred arrival time was taken. The grounds for including this 
variable were based on the fact that the continuous variable was not significant and 
the log of the values could be used to iron out any outliers. The variable was 
specified in the utility function of the earlier and same as usual departure time 
alternatives.
The coefficient value for LOGPAT (see Table 9.7, model DPI5) is significant at the 
99% level (/-ratio is 3.4) and has a positive value (0.6321). The result implies that the 
greater the log of the number of minutes before start time that a respondent likes to 
arrive at work the greater the likelihood that he/she will choose an earlier departure 
time or their usual departure time to work than to the sample as a whole.
For over half (57%) of the pseudo respondents in the departure time choice 
experiments, their preferred arrival time at work was zero minutes before official 
work start-time (or usual start time for flexitime and no fixed hours workers): that 
is, there is a preference for arriving just-in-time for work, or for starting work as 
soon as the respondent arrives. However, 13% stated that they liked to arrive more
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than 15 minutes before starting work (only 1% like to arrive at least an hour before 
starting work). Therefore, a dummy variable was created to represent preferred 
arrival time at work taking the value 1 for those who like to arrive at least 15 
minutes early for work and 0 otherwise. This variable (PAT 15) was specified for the 
same as usual alternative on the assumption that respondents who prefer to arrive at 
least 15 minutes earlier are more risk averse and therefore more inclined to choose 
their usual departure time to work.
The variable PAT15 has a positive coefficient value and is significant at the 99% 
confidence level. The implied affect of this positive value is that all else being equal, 
respondents who like to arrive at least 15 minutes before their official work start 
time have a greater likelihood of choosing their usual departure time to work when 
faced with paying a road-user charge.
9.3.3.4 Perception o f N egative Consequences A ssociated with A rriving Late 
to Work
Some workers may perceive negative consequences associated with arriving late for 
work (for example, their reputation might suffer) and as such are cautious about 
making changes to their schedules that could cause them to be late for work. In 
other words, they may be reluctant to change their departure time to a later time 
because of the knock-on effects on arrival time at work. In the questionnaire 
respondents indicated whether there were negative consequences (real or perceived) 
associated with arriving late for work. A dummy variable (NEGCONSQ) was 
defined with a value of 1 if a respondent indicated any negative consequences of 
arriving late at work and 0 otherwise. The variable was placed in the later departure 
time alternative.
The coefficient estimate for NEGCONSQ (see model DP20 in Table 9.7) is 
negative (-0.4867) and significant at the 95% confidence level (/-ratio —2.4). The 
negative value suggests that, all else being equal, a respondent who perceives
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negative consequences associated with arriving late at work, is unlikely to switch to a 
later departure time compared to the sample as a whole. Moore et a l (1984) offer an 
explanation for this: they suggested that even workers with flexible work schedules 
can feel the pressure to arrive punctually to impress supervisors or perhaps to co­
ordinate with other group colleagues to maintain productivity.
9.3.3.SF lexible Work Schedules
Work schedule flexibility has been investigated as a factor influencing departure and 
arrival times at work. Abkowitz (1981) found that having a flexible work schedule 
was important for those intending to arrive at work on time and exceptionally 
important to those intending to arrive late to work. A similar finding was recorded 
by Small (1982), who revealed that people with flexible work schedules did not find 
late arrival as much of a problem as those on fixed hours. However, he noted that 
arrival after the reported flexibility limit was also serious for the flexible worker. 
Mannering (1989) found that people on flexible work schedules made more 
departure time changes than non-flexible workers; however, this result was not 
significant. He suggested that this might be due to the high congestion levels 
experienced over long periods in Seattle, thus rendering flexible working hours 
inadequate as a means of avoiding the congestion, de Palma et a l (1997) found that 
commuters with fixed working hours made fewer changes in their departure times 
and when changes were made, they were smaller than for flextime workers. In their 
stated preference experiment they found that workers on flexitime were less willing 
to switch to earlier or later departure times. Conversely, in their revealed preference 
modelling (of the same respondents), flexitime workers had a higher propensity for 
changing departure times. They proposed that flexitime workers used their flexibility 
to choose convenient departure times, but soon settled into habitual travel patterns 
just like their fixed hour colleagues.
The ability to start work earlier or later than usual may affect a respondent’s decision 
to change his/her departure time to work if confronted with time-varying road-user 
charges. Respondents working flexitime or those with no fixed hours generally have
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the ability to alter their work schedules. Generally there is a core set of hours that 
have to be worked by flexitime workers, often with a start time later or earlier than 
workers on fixed hours. Therefore, these workers may be more inclined to choose a 
later start time (hence a later departure time to work) than an earlier start time. For 
this reason a dummy variable was created (FLEXHOURS), which took the value of 
1 if a respondent had flexitime hours or no fixed hours and 0 otherwise. The 
variable was placed in the later than usual alternative.
The variable FLEXHOURS has a positive value (coefficient value of 0.3457, see 
model DP21 in Table 9.8). The sign is plausible, as one would expect a person with 
flexible hours to be able to switch departure times. However, the variable is 
significant only at the 90% confidence level (/-ratio is 1.7) and does not pass the 
likelihood ratio test (see Table 9.9).
Where a respondent cannot start work earlier than usual, there may be an inclination 
to avoid earlier departures that could result in wasted time at the workplace while 
waiting for work to start. This time could be better spent on other activities, for 
example, spending more time in bed, or more time with the family in the morning. 
Thus, arriving too early may incur a penalty for such respondents. In the 
questionnaire respondents specified if they had flexible working hours, but in 
addition, respondents indicated their abilities to start work both earlier and later 
than usual. It was found that even those who regarded themselves as having regular 
working hours also had the ability to start work earlier or later than usual. Almost 
70% of pseudo respondents without flexible working hours (n=357) had the ability 
to start work earlier and almost 58% had the ability to start work later than usual. 
The responses to the earlier and later start time questions were used in preference to 
the question on type of working hours as a means of defining flexible work 
schedules, particularly as the FLEXHOURS variable was significant only at the 90% 
confidence level. A dummy variable (NOEARLY) was defined with the value of 1 
for respondents who could not start work earlier and 0 otherwise. This variable was 
applied to the earlier alternative.
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A dummy variable, similar to NOEARLY, which represents the ability to start work 
later than usual, was introduced into the model. This variable was considered 
because as with the ability to start earlier, respondents who are unable to start work 
later than usual may be unlikely to choose a departure time that will result in them 
arriving late to work. The dummy variable (NOLATE) took the value 1 if the 
respondent could not start work later than usual and 0 otherwise. The variable was 
placed in the later departure time alternative.
The results for model DPI7 (see Table 9.7) show that respondents who cannot start 
work later than usual appear to be less likely to choose a later departure time as 
revealed by the negative and significant coefficient NOLATE. The coefficient value 
for NOEARLY (model DPI 8) has a positive coefficient but is not significant even 
at the 90% confidence level.
The ability to continue to work on after official/usual work time has passed was 
considered as an explanatory variable for departure time choice. Respondents who 
cannot continue to work after their usual finish time may be more inclined to 
choose their morning departure time to work such that they do not arrive late 
because they cannot make up for their lateness by staying on later at work in the 
evening. A dummy variable (NOFINLATE) was created with the value 1 if the 
respondent cannot finish work later than normal and 0 otherwise. The variable was 
placed in the utility function of the later alternative.
The coefficient value for NOFINLATE is significant at the 99% level and has the 
anticipated negative sign. This implies that, all else equal, respondents who cannot 
finish work later than their usual finish time are unlikely to switch to a later 
departure time.
As stated earlier, dummy variables were defined to indicate if a respondent could 
not start work earlier/later. In addition; two further variables were created using 
continuous values for the degree of start time flexibility available to respondents.
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The first continuous variable, addressed the ability to start earlier than usual2. 
Respondents who could not start earlier were given the value of 0. The variable 
(FLEXEARLY) was specified in the utility function of the earlier alternative. A 
variable similar to FLEXEARLY was created for the ability to start work later than 
usual. The continuous variable was placed in the utility function of the later 
alternative.
The variable FLEXEARLY is not significant. The second variable, FLEXLATE has 
the anticipated positive sign and is significant at the 95% confidence level. The 
result of this model specification suggests that the greater the number of minutes 
later a respondent can start work; the more likely he/she will be to choose a later 
departure time.
The range of a respondent’s flexibility of start time was also examined, that is the 
difference between their earliest and latest allowed start times. Respondents with 
both large early and late start time abilities will have a wider range of work start time 
flexibility, while a respondent who can say only start later will have a smaller range 
of work start time flexibility. This continuous variable was placed in both the earlier 
and later alternatives and a positive coefficient value was anticipated. A positive 
value would suggest that the greater the flexibility range the more likely a 
respondent would be to choose an alternative departure time.
The variable FLEXRANGE is significant at the 90% confidence level and has a 
positive coefficient value. This suggests that, all else being equal, the greater the 
range of flexibility in start time the more likely the respondent will be to switch to 
either an earlier or later departure time. That is, respondents are unlikely to choose 
their usual departure time to work.
2 Where a respondent indicated that there was no limit to how early they could start work, they 




Arriving too early or late to work may incur penalties for certain types of 
commuters. This penalty is often referred to as schedule delay and is defined as the 
difference between official work start time and chosen time of arrival at work 
(Small, 1982). Small (1982) explored the concept of schedule delay distinguishing 
between early and late delays and found that late arrivals were more of a problem 
than early arrivals to work. A number of other researchers also found this to be the 
case including Abkowitz (1981) and de Palma et ul (1997). A schedule delay variable 
was defined for this study, with new arrival time being calculated based on the 
respondent’s choice of departure time alternative from the stated choice experiment. 
Thus, the schedule delay is calculated by subtracting official work start time from 
new arrival time at work. Hence, the variable could have a positive value (schedule 
delay early) or negative value (schedule delay late). Where a respondent works 
flextime or has no fixed hours, their schedule delay is set at 0. The schedule delay 
variable was tested in the utility function of the earlier alternative.
Schedule delay (SCHD, see DP25 in Table 9.8) has a negative coefficient (-0.02246) 
and is significant at the 99% confidence level. The negative value means that there is 
disutility associated with arriving too early or too late for work. This finding is in 
line with results from other studies (for example, Small, 1982). Schedule could also 
be presented as two variables: early schedule delay and late schedule delay. These 
variables were tested in the model, but were not significant.
9.3.3.7Preferred A rrival Time and Schedule D elay
Preferred arrival time (PAT) and schedule delay (SCHD) have already been 
discussed in this section. However, a further variable was created to reflect how the 
interaction of schedule delay and preferred arrival time affect departure time choice. 
This variable (PATSD) is a continuous variable calculated as schedule delay (SCHD) 
minus preferred arrival time (PAT). In essence, this variable captures whether or not 
schedule delay falls before or after preferred arrival time. The values are negative if a
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respondent’s schedule delay is earlier than preferred arrival time and positive if 
schedule is later than preferred arrival rime. The variable was placed in the utility 
function of the earlier alternative.
The coefficient for PATSD is negative and significant at the 99% confidence level. 
Thus, there is disutility associated with arriving earlier or later than preferred arrival 
time. The / (̂c) of the model (0.2573) shows a reasonable goodness of fit and 




Table 9.6 Multinomial departure time models incorporating work schedule explanatory variables
Variables Model DP10 Model DP11 Model DP12 Model DP13 Model DP14
TOLL (1) -.8699 (-11.4) -.8855 (-11.6) -.9261 (-11.7) -.844 (-10.8) -.896 (-11.7)
TOLL (2) -.8633 (-11.4) -.8475 (-11.3) -.9028 (11.4) -.774 (-10.2) -.8584 (-11.3)
TOLL (3) -.927 (-11.8) -.9191 (-11.7) -.8567 (-10.7) -.9431 (-12.1) -.9017 (-11.5)
DEP (1) -.02136 (-1.8) -.0222 (-1.9) -.02565 (-2.1) -.03426 (-2.8) -.02246 (-1.9)
DEP (3) -.03831 (-3.0) -.03716 (-2.9) -.03469 (-2.7) -.03826 (-3.0) -.03619 (-2.8)
TIME (1) -.1373 (-3.8) -.1368 (-3.8) -.1289 (-3.6) -.1349 (-3.7) -.1315 (-3.6)
TIME (2) -.1358 (-3.8) -.1365 (-3.8) -.1274 (-3.6) -.1269 (-3.5) -.131 (-3.6)
TIME (3) -.133 (-3.7) -.131 (-3.6) -.1196  (-3.3) -.1296 (-3.6) -.1284 (-3.5)
EARLY (1) .01078 (1.9) - - - -
LATE (3) - -.1253 (-1.9) - - -
ARRIVAL (3) - - -.2014 (-2.5) - -
MINSEARL (2) - - - -.05996 (-6.0) -
PAT (1,2) - - - - .01577 (1.5)
0) .2465 .2496 .2484 .2740 .2455
P*<P) .2404 .2436 .2424 .2682 .2395
Final likelihood -523.1752 -520.9881 -521.8211 -504.0716 -523.8493
n 632 632 632 632 632
1 —Earlier than usual alternative, 2=Same as usual alternative, 3=Later than usual alternative.
C
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Table 9.7 Multinomial departure time models incorporating work schedule explanatory variables
Variables Model DP15 Model DP16 Model DP17 Model DP18 Model DP19 Model DP20
TOLL (1) -.9158 (-11.8) -.8796 (-11.5) -.9042 (-11.7) -.8938 (-11.6) -.9065 (-11.8) -.9087 (-11.8)
TOLL (2) -.8834 (-11.5) -.8832 (-11.4) -.863 (-11.4) -.8393 (-11.2) -.8632 (-11.4) -.872 (-11.5)
TOLL (3) -.9016 (-11.5) -.9113 (-11.6) -.8948 (-11.4) -.9109 (-11.7) -.9172 (-11.6) -.8955 (-11.4)
DEP (1) -.0236 (-2.0) -.02231 (-1.9) -.02178 (-1.8) -.02136 (-1.8) -.02167 (-1.8) -.02278 (-1.9)
DEP (3) -.0326 (-2.5) -.03738 (-2.9) -.03721 (-2.9) -.03691 (-2.9) -.03273 (-2.5) -.03158 (-2.4)
TIME (1) -.1277 (-3.5) -.1367 (-3.8) -.129 (-3.6) -.1327 (-3.7) -.1307 (-3.6) -.1234 (-3.4)
TIME (2) -.1265 (-3.5) -.1343 (-3.7) -.1283 (-3.6) -.1314 (-3.7) -.1302 (-3.6) -.1225 (-3.4)
TIME (3) -.1243 (-3.4) -.1331 (-3.7) -.1234 (-3.4) -.1280 (-3.5) -.1279 (-3.5) -.1181 (-3.2)
LOGPAT (3) .6321 (3.4) - - - - -
PAT15 (2) - .7411 (2.7) - - - -
NOLATE (3) - - -.7212 (-3.0) - - -
NOEARLY (1) - - - .3071 (1.4) - -
NOFINLATE (3) - - - - -1.366 (-3.4) -
NEGCONSQ (3) - - - - - -.4867 (-2.4)
0) .2526 .2489 .2508 .2451 .2540 .2477
P 2 ® .2466 .2428 .2448 .2390 .2480 .2416
Final Likelihood -518.9056 -521.5275 -520.1958 -524.1608 -517.9793 -522.3546
n 632 632 632 632 632 632





Table 9.8 Multinomial departure time models incorporating work schedule explanatory variables
Variables Model DP21 Model DP22 Model DP23 Model DP24 Model DP25 Model DP26
TOLL (1) -.8736 (-11.5) -.8865 (-11.6) -.8673 (-11.4) -.888 (-11.7) -.9282 (-11.7) -.8942 (-11.4)
TOLL (2) -.8308 (-11.1) -.8383 (-11.1) -.813 (-10.7) -.79 (-10) -.8148 (-10.8) -.8202 (-10.9)
TOLL (3) -.9315 (-11.8) -.9111 (-11.6) -.9406 (-11.8) -.9196 (-11.8) -.9537 (-11.2) -.8980 (-11.5)
DEP (1) -.02135 (-1.8) -.02248 (-1.9) -.01919 (-1.6) -.0231 (-1.9) -.2507 (-2.1) -.02441 (-2.0)
DEP (3) -.03732 (-2.9) -.03672 (-2.9) -.04064 (-3.1) -.0378 (-2.9) -.03323 (-2.5) -.03611 (-2.8)
TIME (1) -.1321 (-3.6) -.1324 (-3.7) -.1352 (-3.7) -.1323 (-3.7) -.1283 (-3.5) -.1277 (-3.5)
TIME (2) -.1322 (-3.7) -.1321 (-3.7) -.1359 (-3.8) -.1328 (-3.7) -.1283 (-3.5) -.1268 (-3.5)
TIME (3) -.1301 (-3.6) -.1286 (-3.6) -.1325 (-3.6) -.1288 (-3.6) -.1236 (-3.4) -.1229 (-3.3)
FLEXHOURS (3) .3457 (1.7) - - - - -
• FLEXEARLY (1) .0005542 (.4) - - - -
FLEXLATE (3) - - .003562 (2.2) - - -
FLEXRANGE (1,3) .001565 (1.9) - -
SCHD (1) - -.02246 (-5.0) -
PATSD (1) - - -.02356 (-4.9)
f * { o) .2458 .2438 .2473 .2464 .2673 .2632
P*(P) .2397 .2378 .2413 .2403 .2615 .2573
Final Likelihood -523.6619 -525.0174 -522.5837 -523.2515 -508.7033 -511.5639
n 632 632 632 632 632 632













DPI 3 42.049 Yes
DP14 2.4936 No
DPI 5 12.381 Yes
DP16 7.1372 Yes
DP17 9.8006 Yes









9.3.4 A Model of Departure Time Choice Incorporating Work Schedule 
Contextual Variables
As with the travel to work contextual variables, a departure time choice model was 
specified which incorporated a number of the work schedule contextual variables 
into one model. The variables included in this model are: FLEXEARLY, 
FLEXLATE, SCHD and NEGCONSQ. Table 9.10 shows the comparison of the 
base model with this model. In model DP28 all of the variables are significant at the 
95% confidence level, apart from FLEXEARLY and NEQCONSQ, both of which 
are significant at the 90% confidence level. The FLEXEARLY variable was not 
significant when it was specified on its own in a model (model DP22); therefore, its 
specification in a model with other variables has improved the significance of the 
variable, but it is still below the significance level for the 95% confidence level. All 
of the variables have their anticipated signs and the p t (with respect to constants)
1 The critical value is 3.84 for 1 degree of freedom and 95% confidence level. The comparison is 
with the base model (model DPI).
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value of 0.2663 implies a reasonable goodness of fit for the model and compares 
favourably with the p 2 (c) value of the base model, which has a value of 0.2377. The 
likelihood ratio test for model DP28 shows that the null hypothesis can be rejected
y 2 — IQ 98
even at the 0.01 level of significance ' ). Therefore, model DP27 does
improve the data significandy better than the base model (model DPI).
Table 9.10 Comparison of the base departure time model with a model 
incorporating work schedule explanatory variables
Variables Model DPI Model DP28
TOLL (1) -.8832 (-11.6) -.9318 (-11.5)
TOLL (2) -.843 (-11.3) -.7665 (-9.6)
TOLL (3) -.9142 (-11.7) -.8928 (-11.0)
DEP (1) -.02187 (-1.8) -.0258 (-2.1)
DEP (3) -.03701 (-2.9) -.03497 (-2.6)
TIME (1) -.1326 (-3.7) -.1207 (-3.2)
TIME (2) -.1324 (-3.7) -.1210 (-3.3)
TIME (3) -.129 (-3.6) -.1158 (-3.1)
FLEXEARLY (1) - .002679 (1.7)
FLEXLATE (3) - .004932 (2.7)
SCHD (1) - -.02256 (-5.0)
NEGCONSQ (3) - -.3602 (-1.7)
o) .2437 .2722
P * ® .2377 .2663
Final likelihood -525.0961 -505.3335
n 632 632
1—E a rlie r  than  u su al alternative, 2 —S a m e  as u su al alternative, 3 = L a te r  th an  u su a l alternative.
9.3.5 Socio-Economic Contextual Variables
It is anticipated that the propensity to change time of departure is influenced by 
more than just the characteristics of a person’s work schedule and the characteristics 
of the commute to work. Consequendy a number of socio-economic variables were 
considered as potential explanatory variables for departure time choice. These are 
discussed in turn in this section.
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9.3.5.1 H ousehold Structure and Dependent Children
One important and potentially rather influential variable considered was household 
structure. The motivation for investigating this variable is that respondents without 
the constraints of other household members might be in a better position to choose 
different departures times than their counterparts in households of more than one 
person. Small (1982) concluded that significant differences existed between the 
scheduling choices of married and single commuters. Yet, he could make no further 
conclusions about the influence of this variable. Mannering (1989) found that single 
commuters were happier to take risks pertaining to their departure times, thus made 
more departure time switches. He argued that married commuters perhaps were 
more risk adverse because of their family commitments and thus had less freedom 
in their choices of departure time. Chin (2000) investigated this issue further using 
three variables: 1) marital status, 2) number of family members and 3) number of 
family members under 10 years old. He detected that married commuters were more 
likely to switch departure times when faced with tolls; however, his tests on the two 
family-member variables were not significant. His result for marital status was not 
consistent with those of Small (1982) and Mannering (1989); however his work was 
in the context of road user charging. In that context commuters were not just 
trading off departure time against schedule delay, but also cost.
In this study a dummy variable (SINGLE) was created with the value 1 if the 
respondent lived alone (or was in a household with only other non-related adults) 
and 0 otherwise. The variable was placed in the earlier departure time alternative on 
the premise that single commuters without the constraints of other family members 
would be unlikely to depart for work earlier than usual when confronted with paying 
a road-user charge.
The coefficient estimate for SINGLE (see model DP29 in Table 9.11) is negative (- 
1.046) and significant at the 99% confidence level (/-ratio is -4.0). The sign of the 
coefficient implies that all else being equal, single people or those living with other
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non-related adults, are unlikely to switch to an earlier departure time compared to 
the sample as a whole. This makes sense because individuals in this category are not 
relying on other members of the household when making decisions about departure 
times to work and they are not constrained by the actions of other household 
members. The p 2 value (with respect to constants) is 0.2501, which is an 
improvement on the p 2 value for the base model, which is 0.2377.
Building on the hypothesis that household structure is an influential factor affecting 
departure time choice for the journey to work; further investigation of household 
structure was warranted. Evidence for the literature has revealed the impacts of 
family constraints such as dependent children on departure time choice (for 
example, Small, 1982; Mannering, 1989; Chin, 2000; and Ott et al 1980). 
Furthermore, the specific impacts of dependent children on departure time choice 
may be different depending on the age of the child/children in the household. For 
instance, Ott et al (1980) showed that households with higher numbers of children 
and other household members had earlier mean arrival times at work. More 
specifically, workers with children aged less than five years old had earlier arrival 
times than those with older children. Their study was in the context of arrival times 
at work rather than departure times; however, it does indicate that individuals with 
more children or very young children tend to depart earlier than individuals without 
such characteristics.
Therefore, three separate variables related to dependent children were considered as 
explanatory variables for departure time. The rationale for defining three separate 
variables pertaining to dependent children was to investigate the differences in the 
constraints placed on the family by children in different stages of childhood. The 
first of the dependent children variables to be examined was the number of 
dependent children aged less than five years old in the household. The justification 
for considering this variable is that young children tend to have a routine, which if 
not adhered to can cause household upheaval. Therefore, parents of young children
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are potentially unlikely to choose departure times earlier or later than usual if it is 
likely to upset the family routine. In particular, departing earlier would involve 
getting up earlier than usual and people with young children are probably already 
rising early because of the longer time taken to get young children ready to leave the 
house. The more children to dress, feed, etc. the earlier the family will have to rise in 
the morning. Ott et al (1980) found that individuals with children under the age of 
five favoured earlier schedules than those with older children. A continuous variable 
was created to express the number of children in the household aged less than five 
years old. The variable (CHILDU5) was placed in the alternative of the same as 
usual departure time.
The positive coefficient estimate for CHILDU5 (0.6659, see model DP30 in Table 
9.11) suggests that, all else equal, the more children a respondent has in the aged 
under five category the more likely they will be to persevere with their usual 
departure time to work. Furthermore, the coefficient estimate is significant at the 
99% confidence level.
Since children aged between five and twelve years old are of primary school age it 
was anticipated that their needs would place different constraints on the family than 
older (or younger) children. In particular, the ability to switch to later departure 
times from home may be unacceptable due to the requirement of getting children to 
school by a particular time (generally 09:00). A continuous variable (CHILD512) 
was created, representing the number of children in this age category in the 
household, which was placed in the utility function of the later than usual departure 
time alternative.
The negative and significant coefficient estimate for CHILD512 (see model DP31 
in Table 9.11) implies that all else being equal, the more children a respondent has in 




The third variable to represent dependent children was for children aged over 12 
years old. Children in this age group can take more responsibility for getting 
themselves ready for school, and indeed, can travel to school (on public transport, 
cycle and walk) without the need for parents to accompany them. The variable 
(CHILD012) was defined, in the same manner as the two previous variables, but 
was placed in the alternative of same as usual departure time. This was because it 
was unclear whether parents of children in this group would choose an earlier or 
later departure time alternative. However, there was a feeling that the coefficient 
would be negative, because, in general, parents with children in this age group are 
more able to alter their departure times to avoid the highest toll charges, because 
their children are old enough to take themselves to school.
Unlike, the other two dependent children variables, it appears that the more children 
a respondent has in the over twelve’s category the more unlikely they will be to 
choose their usual departure time to work. The coefficient value for CHILD012 is 
negative (-.5805) and significant at the 95% confidence level (/-ratio is —2.5).
Using three separate variables to indicate dependent children in the household did 
not allow consideration that some households will have children in more than one 
life-stage category. Hence, two dummy variables were classified to represent 
households with children in various life-stages. In the first of these, respondents 
with children in both the under five’s and five to twelve’s years old categories were 
assigned the value 1 and 0 otherwise. The dummy variable (CHILD112) was then 
assigned to utility functions of both the earlier and later alternatives.
Respondent’s with children in the both the five to twelve years old category and the 
over twelve’s categories were assigned the value 1  in the dummy variable and 0  
otherwise. Again, the variable (CHILD04) was placed in the utility functions of 
both the earlier and later departure time alternatives. As this dummy variable spans 
two child age categories with different commitments required of parents for each 
group, no priory coefficient sign was anticipated.
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The dummy variable for dependent children in both the under five and five to 
twelve years old category (CHILD112) has the anticipated negative sign (-2.535, see 
model DP33 in Table 9.11) and is significant at the 99% confidence level (/-ratio is — 
4.3). This implies that, all else being equal, respondents with children in both of 
these categories are unlikely to switch to earlier or later departure times. The 
coefficient estimate for CHILD04 (model DP34, in Table 9.11) was not significant.
Where a respondent has dependent children and an adult at home not working, 
their responses to departure time shift may differ from those who live in households 
where all adults are working. For example, where there is an adult at home to look 
after children the same time pressures may not be present in the morning to get 
children ready and out of the house as in households where all adults are working. 
To investigate this further a dummy variable was set up which took the value of 1 if 
the respondent had dependent children and all adults in the house were working and 
0 otherwise. The variable (CHADWRK) was added to the utility function of the 
same as usual departure time alternative. It was anticipated that where respondents 
had dependent children and all adults in the household were working they would be 
more likely to depart at the same time as usual, thus a positive coefficient value was 
anticipated.
The coefficient estimate for the dummy variable CHADWRK (see model DP35 in 
Table 9.11), has a positive coefficient estimate and is significant at the 90% 
confidence level. It suggests that where a respondent has dependent children and all 
adults in the household are working, he/she is more likely to continue choosing 
his/her usual departure time to work when confronted with time-varying road-user 
charges. However, this model did not pass the likelihood ratio test (see Table 9.13).
9.3.5.2Respondent Age
Evidence suggests that older workers are less likely to make changes to their 
departure times to work than their younger colleagues. Mannering (1989) found that
270
C hapter 9
as commuters get older they take fewer risks and make fewer departure time 
changes. This might also be because it is usually more difficult for older people to 
change their travel patterns, as well as make other changes to lifestyle. Chin (2000) 
found that commuters in the 40-49 age group were less likely to switch departure 
times. Furthermore, Abkowitz (1981) concluded that older workers preferred to 
choose a departure time such that they arrived earlier than their official work start 
time. Similarly, Moore et al (1984) found that workers aged over 45 consistently 
arrived earlier to work than younger workers. In this study a categorical variable was 
included to represent respondent age. The five categories are as follows: 17-24 years 
old, 25-35 years old, 36-45 years old, 46-55 years old and 56-65 years old 
respectively. This categorisation was adopted because it could be used to divide the 
data-set by different stages in the life-cycle. The variable was included in the later 
departure time alternative with a negative sign expected as it was anticipated that 
older workers would not choose a later departure time alternative.
The categorical variable indicating a respondent’s age (model DP36) has a negative 
and significant coefficient estimate, which implies that older respondents are less 
likely to choose later departure times. Therefore, the findings for this study are 
consistent with findings from other studies (although other studies were not in the 
context of road user charging).
9.3.5.3 Income
As the departure time choice experiment was in the context of road user charging, it 
is expected that household income should have an affect on the respondent’s ability 
to choose an alternative departure time. That is, respondents on low incomes may 
try to avoid departures times where the toll is more expensive. Income was 
presented in the questionnaire as a list of income categories from which 
respondents chose their household income. Taking the mid-point value from each 
of the eight income categories created a continuous income variable. The variable 
(INCOME) was placed in the utility functions of the earlier and later alternatives
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and a positive coefficient value was anticipated. However, in model DP37 (see Table 
9.12) the variable INCOME is not significant.
The distribution of income in the data set was examined and this revealed that over 
51% of pseudo respondents had a household income in excess of £39,999 per 
annum. With such a large proportion of household incomes above the national 
average, it is possible that a categorical variable for income with levels from 1  to 8  ( 1  
representing the lowest income band of £5,200 -£10,399 and 8  representing the 
highest incomes in excess of £60,000 per year) would reveal little in terms of impact 
on departure time choice. The household incomes reported by respondents were 
not equivalised (that is, adjusted to take account of the number of persons in the 
household). The number of persons in the household could only be ascertained for 
the following groups: living alone, couples, couples with children and single parents 
with children. Where a respondent indicated that he/she lived with other adults (i.e. 
family with adults only, adults living with other adults, or extended family with 
children), specific details on the number of persons in the house were not available. 
Without such information and in particular information on housing costs it is not 
possible to equivalise household incomes to take account of number of persons in 
the household.
Household income as reported by the respondent (without equivalisation) was used 
to construct a dummy income variable. As household incomes for Scotland are on 
average just over £2 0 , 0 0 0  per annum, a value of 1  was given to households below 
£20,800 (the starting point of one of the income categories) and 0 otherwise. The 
variable (INCBLAV) was placed in the later departure time alternative.
The coefficient estimate for INCBLAV is negative (-1.261) and significant at the 
99% confidence level (see model DP39 in Table 9.12). This result suggests that, all 
else equal, respondents with a household income below the Scottish average are less 
likely to switch to a later departure time for the journey to work. This could be due 
to a preference (or requirement) to arrive at work at a particular time. This finding
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fits in with Abkowitz’s (1981) results, who found that low-income workers preferred 
to arrive on time or slighdy early for work. Furthermore, Emmerink & van Beek 
(1997) found that low income workers were more likely to have a fixed start time.
More specifically, it would be interesting to investigate the impact of income, taking 
into account the toll level. This was achieved by dividing the toll variable by the 
income variable. The variable was placed in the utility function of the later 
alternative and the estimated coefficient TOLLINC (-6398) was significant at the 
99% confidence level (see model DP38 in Table 9.12). The expected sign implies 
that as toll increases relative to income, it is less likely that respondents would 
switch to a later departure time.
9.3.5.4 Occupation
In addition to considering income as an explanatory variable, the impact of 
occupation on departure time choice was also investigated. The motivation for 
classifying variables to reflect occupation is that people in certain occupations may 
be more inclined to depart earlier so as to avoid arriving at work late, while others 
may have the flexibility (e.g. senior positions) to allow them to arrive later without 
repercussions. Examination of the distribution of occupations in the data set 
showed that the largest percentage of pseudo respondents (39%) was for the clerical 
and intermediate occupation category. All other pseudo respondents were in 
occupations at a more senior level (apart from government officials, which 
accounted for only 3% of observations). Two dummy variables were created, the 
first of which took the value of 1  if the respondent held a clerical/intermediate post 
and 0 otherwise. The variable (CLERICAL) was placed in the later than usual utility 
function. The second variable (SENIORMGM) took the value of 1 if the 
respondent held a senior management position and 0 otherwise. It too was placed in 
the later than usual utility function. As with all variables discussed so far in this 
section, these variables were estimated in separate models of departure time choice.
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The CLERICAL variable (see model DP40 in Table 9.12) has a negative and 
significant coefficient estimate (/-ratio is -3.7), which implies that clerical and 
intermediate workers are, all else being equal, less likely to switch to later departure 
times. In contrast, the opposite was true of respondents with occupations as senior 
managers/administrators (see model DP41 in Table 9.12). The coefficient estimate 
is positive (0.7810) and significant at the 90% level (/-ratio is 1.9). The coefficient 
sign implies that senior managers/administrators are more likely to switch to later 
departure times. However, the coefficient estimate does not pass the likelihood ratio 
test at the 95% confidence level (see Table 9.13). de Palma et al (1997), in a revealed 
preference study found that managers were significantly more likely to depart earlier; 
however, in their stated preference model they found that the stated willingness to 
depart earlier than usual decreased for managers.
9.3.5.5Home Location
A home location variable was included on the basis that people living further away 
from their workplace generally have to depart earlier (in order to arrive at work on 
time) than their colleagues who live closer to work. Therefore, such respondents 
may be reluctant to get up even earlier in the morning to depart earlier than usual. A 
dummy variable (LIVEOUT) was created which took the value 1 if the respondent 
lived out with Edinburgh and the Lothians and 0 otherwise. The variable was placed 
in the earlier departure time alternative.
The LIVEOUT variable (model DP42 in Table 9.12) has a negative and significant 
coefficient estimate, thus suggesting that respondents who live out with Edinburgh 
and the Lothians are less likely to choose earlier departure times. This variable is 
essentially measuring the same thing as the distance variable; hence, it is unlikely that 
the two variables would appear in the same model.
274
Table 9.11 MNL models of departure time choice incorporating household structure explanatory variables
Variables Model DP29 Model DP30 Model DP31 Model DP32 Model DP33 Model DP34 Model DP35
TOLL (1) -.8904 (-11.6) -.8942 (-11.6) -.8954 (-11.7) -.8858 (-11.6) -.8929 (-11.6) -.8828 (-11.6) -.888 (-11.6)
TOLL (2) -.8730 (-11.5) -.8753 (-11.4) -.8518 (-11.3) -.8447 (-11.2) -.8936 (-11.4) -.8409 (-11.2) -.8663 (-11.3)
TOLL (3) -.9291 (-11.9) -.9191 (-11.7) -.9087 (-11.6) -.9211 (-11.8) -.9310 (-11.8) -.9171 (-11.7) -.9140 (-11.7)
DEP (1) -.02126 (-1.8) -.02198 (-1.8) -.02452 (-1.8) -.02994 (-1.9) -.02548 (-2.1) -.02179 (-1.8) -.02238 (-1.9)
DEP (3) -.03994 (-3.1) -.0383 (-3.0) -.037 (-2.9) -.03723 (-2.9) -.0392 (-3.0) -.03703 (-2.9) -.03832 (-3.0)
TIME (1) -.1368 (-3.7) -.1333 (-3.7) -.1321 (-3.6) -.1341 (-3.7) -.1377 (-3.8) -.1351 (-3.7) -.1316  (-3.6)
TIME (2) -.1392 (-3.8) -.1333 (-3.7) -.1318 (-3.7) -.1316 (-3.7) -.1368 (-3.8) -.1352 (-3.7) -.1326 (-3.7)
TIME (3) -.1365 (-3.7) -.1297 (-3.6) -.1281 (-3.5) -.1306 (-3.6) -.1342 (-3.7) -.1305 (-3.6) -.1281 (-3.5)
SINGLE (1) -1.046 (-4.0) - - - - - -
CHILDU5 (2) - .6659 (3.1) - - - - -
CHILD512 (3) - - -.5749 (-2.0) - - - -
CH ILD 012 (2) - - - -.5805 (-2.5) - - -
CHILD112 (1,3) - - - - -2.535 (-4.3) - -
CH ILD04 (3) - - - - - -1.208 (-1.4) -
CHADWRK (2) - - - - - - .4168 (1.8)
.2561 .2506 .2468 .2485 .2590 .2453 .2462
p *  (c) .2501 .2446 .2408 .2424 .2530 .2393 .2401
Final Likelihood -516.5208 -520.3351 -522.9584 -521.8125 -514.5137 -523.9950 -523.3984
n 632 632 632 632 632 632 632





Table 9.12 More multinomial departure time models incorporating socio-economic explanatory variables
Variables Model DP36 Model DP37 Model DP38 Model DP39 Model DP40 Model DP41 Model DP42
TOLL (1) -.9192 (-11.7) -.8878 (-11.6) -.886 (-11.6) -.8982 (-11.7) -.9088 (-11.8) -.8807 (-11.6) -.9046 (-11.7)
TOLL (2) -.8914 (-11.3) -.8089 (-9.3) -.8476 (-11.3) -.869 (-11.4) -.8726 (-11.5) -.8352 (-11.1) -.8304 (-11.0)
TOLL (3) -.869 (-10.8) -.9199 (-11.7) -.7565 (-8.0) -.9276 (-11.8) -.9207 (-11.6) -.929 (-11.8) -.9113 (-11.7)
DEP (1) -.02428 (-2.0) -.02214 (-1.9) -.02222 (-1.9) -.02391 (-2.0) -.02292 (-1.9) -.02099 (-1.8) -.02412 (-2.0)
DEP (3) -.03352 (-2.6) -.03707 (-2.9) -.03546 (-2.8) -.03555 (-2.8) -.03138 (-2.4) -.03578 (-2.8) -.03585 (-2.8)
TIME (1) -.1277 (-3.5) -.1326 (-3.7) -.1362 (-3.8) -.1338 (-3.7) -.1324 (-3.6) -.1325 (-3.7) -.1249 (-3.4)
TIME (2) -.1262 (-3.5) -.132 (-3.7) -.136 (-3.8) -.133 (-3.7) -.1315 (-3.6) -.1326 (-3.7) -.1352 (-3.7)
TIME (3) -.1216 (-3.4) -.1291 (-3.6) -.132 (-3.6) -.1285 (-3.5) -.1264 (-3.5) -.1289 (-3.6) -.1311 (-3.6)
AGE (3) -.1762 (-2.2) - - - - - -
INCOME (1,3) - .4495E-05 (.7) - - - - -
TOLLINC (3) - - -6398. (-2.7) - - - -
INCBLAV (3) - - - -1.261 (-3.3) - - -
CLERICAL (3) - - - - -.8259 (-3.7) - -
SENIORMGM (3) - - - - - .781 (1.9) -
LIVEOUT (1) - - - - - - -.975 (-3.0)
( * { 0) .2472 .2441 .2498 .2531 .2541 .2463 .2503
.2411 .2381 .2438 .2417 .2481 .2402 .2443
Final Likelihood -522.7168 -524.8184 -520.8935 -518.5595 -517.8868 -523.3400 -520.5185
n 632 632 632 632 632 632 632




Table 9.13 Likelihood ratio tests for departure time models including 
socio-economic explanatory variables
















9.3.6 A Model of Departure Time Choice Incorporating Socio-Economic 
Contextual Variables
As with the other two categories of contextual variables, a larger model 
incorporating a number of socio-economic variables into one model was estimated. 
Not all of the variables tested under the socio-economic category were significant at 
the 95% confidence level, but the variables were still taken forward and tested in 
larger model specifications. The socio-economic contextual variables were added 
one at a time to the model specification. When a variable was not significant it was 
removed from the model. The best model calibrated is model DP43 in Table 9.14, 
which includes the variables SINGLE, INCBLAV, SENIORMGM, CHILDU5 and 
CHILD512 (see Table 9.2 for an explanation of these variables).
All the coefficient estimates are significant at the 95% confidence level and all have 
plausible coefficient signs. Furthermore, the variables specific to the departure time 
choice scenarios have the expected signs and all are significant at the 95%
1 The critical value is 3.84 for 1 degree o f freedom and 95% confidence level. The comparison is 
with the base model (model DPI).
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confidence level. Moreover, the model DP43 has a better goodness of fit than the 
base model with a fP  (c) of 0.2865 compared with 0.2377 for model DPI.
Table 9.14 Comparison of the base departure time model with a model 
incorporating socio-economic explanatory variables
Variables Model DPI Model DP43
TOLL (1) -.8832 (-11.6) -.9307 (-11.7)
TOLL (2) -.843 (-11.3) -.9989 (-12.0)
TOLL (3) -.9142 (-11.7) -.9910 (-12.0)
DEP (1) -.02187 (-1.8) -.0262 (-2.1)
DEP (3) -.03701 (-2.9) -.04129 (-3.1)
TIME (1) -.1326 (-3.7) -.1434 (-3.9)
TIME (2) -.1324 (-3.7) -.1472 (-4.0)
TIME (3) -.129 (-3.6) -.1419 (-3.8)
SINGLE (1) - -1.492 (-5.3)
CHILD512 (2) - .9218 (3.7)
CHILDU5 (2) - .8012 (3.6)
INCBLAV (3) - -1.725 (-4.3)
SENIORMGM (3) - .8762 (2.1)
P2 (0) .2437 .2922
P 2 ® .2377 .2865
Final likelihood -525.0961 -491.4528
n 632 632
1 —Earlier than usual alternative, 2—Same as usual alternative, 3=Later than usual alternative.
9.4 A MODEL OF DEPARTURE TIME CHOICE COMBINING ALL 
THREE GROUPS OF CONTEXTUAL VARIABLES
After estimating models separately under the three categories of contextual 
variables, the variables were brought together and specified in one model of 
departure time choice. The best model calibrated is model DP44 (see Table 9.15). 
The variables included in this model (in addition to the choice experiment variables) 
are: DISTANCE, DEP712, ACTSBEF, CARDELAY, SCHD, CHILD512, 
SINGLE, CHILDU5, INCBLAV, SENIORMGM, FLEXEARLY, FLEXLATE, 
WILLPAY and ARRIVAL (see Table 9.2 for an explanation of these variables). In 
this model all coefficient estimates are significant at the 95% confidence level and all 
signs are as anticipated. It is worth noting that the FLEXEARLY variable, which
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was not significant in model DP22 (where it was estimated as the only additional 
explanatory variable in the model) and significant only at the 90% confidence level 
in model DP28 (where it was estimated with other work schedule explanatory 
variables), is now significant at the 95% confidence level.
An additional variable was specified in this model, which was not included in earlier 
models. This variable (WILLPAY) is a continuous variable representing the amount 
of money a respondent stated he/she would pay to avoid being late for work. It was 
placed in the utility of the earlier than usual departure time alternative. The 
coefficient value is positive and significant at the 99% confidence level (/-ratio of 
3.7). The positive value implies that, ceteris paribus, as the sum of money a 
respondent is prepared to pay to avoid being late for work increases the likelihood 
that they will switch to an earlier departure time also increases. This suggests that 
respondents who are prepared to pay money to avoid being late to work are unlikely 
to take chances with choosing a later departure time alternative or even their usual 
departure time to work. There is great improvement between models DP44 and the 
base model (model DPI) with a fP(c) of 0.3632 and 0.2377 respectively, which 
suggests that model DP44 is a better model.
To recap on the interpretation of the results for model DP44: there is disutility 
associated with paying road-user charges, departing at times other than usual 
departure time to work and for longer travel times. All of these findings are as 
expected and are consistent with economic theory. Other factors also have a bearing 
on the choice of departure time to work. For instance, individuals with longer travel 
distances to work are unlikely to switch to an earlier departure time to work. This 
also applies to individuals living in single person households. On the other hand, 
individuals who depart for work early (before 07:12) are more likely to switch to an 
earlier departure time, which also applies to respondents with greater flexibility for 
starting work earlier than normal and to individuals who are prepared to pay higher 
charges to avoid being late to work. Furthermore, respondents with regular activities
279
C hapter 9
before work, with children in the 5 to 12 age category, or children aged less than 
five are more likely to choose their usual departure time to work even when faced 
with paying road-user charges that vary within the morning peak period. Senior 
managers, regular car users experiencing delays at least once a week that result in 
being 15 minutes or more late to work, and individuals with greater flexibility in the 
number of minutes later than usual they can start work are more likely to switch to a 
later departure time if faced with time-varying road-user charges. In contrast, 
individuals with incomes below the Scottish average, or individuals who normally 
arrive to work later in the peak period are unlikely to switch to later departure times.
Table 9.15 Comparison of the base model with a model incorporating 
explanatory variables from all three categories
Variables Model DPI Model DP44
TOLL (1) -.8832 (-11.6) -1.093 (-11.8)
TOLL (2) -.8430 (-11.3) -1.021 (-10.4)
TOLL (3) -.9142 (-11.7) -.9532 (-10.5)
DEP (1) -.02187 (-1.8) -.047525 (-3.5)
DEP (3) -.03701 (-2.9) -.04290 (-3.0)
TIME (1) -.1326 (-3.7) -.1258 (-3.2)
TIME (2) -.1324 (-3.7) -.1496 (-3.9)
TIME (3) -.129 (-3.6) -.1416 (-3.6)
DISTANCE (1) - -.05438 (-3.1)
DEP712 (1) - 1.370 (3.9)
ACTSBEF (2) - .6433 (2.4)
CARDELAY (3) - 1.232 (4.2)
SCHD (1) - -.02816 (-5.5)
CHILD512 (2) - .9301 (3.4)
SINGLE (1) - -1.745 (-5.5)
CHILDU5 (2) - .6368 (2.6)
INCBLAV (3) - -1.605 (-3.8)
SENIORMGM (3) - 1.422 (3.2)
FLEXEARLY (1) - .003973 (2.2)
FLEXLATE (3) - .005803 (2.9)
WILLPAY (1) - .5576 (3.7)
ARRIVAL (3) - -.2774 (-2.9)
0) .2437 .3683
P*(c) .2377 .3632
Final likelihood -525.0961 -438.5873
n 632 632
1 -Earlier than usual alternative, 2=Same as usual alternative, 3=Later than usual alternative.
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In general, the decision to choose a particular departure time to work is influenced 
by many factors such as those investigated in this chapter. These factors will still be 
important even if a road user charging scheme is introduced. For instance, 
particularly in the short term, individuals will still have to deal with the impact 
young children on scheduling choice even if a charge is introduced. However, they 
will also have to take account of the level of charging and the variability of the 
charge when making decisions on departure time choice. As seen from the results of 
the departure time models choice decisions were not based solely on the road-user 
charge. However, in the context of road user charging, many respondents in the 
survey changed their departure time to work. Whether this was to an earlier or later 
departure time was influenced by their travel to work, work-schedule and socio­
economic characteristics.
The departure time choice experiment did not allow respondents to choose a ‘none 
of these’ option, which could have represented many other choice alternatives. For 
instance, a respondent could have chosen another mode of travel, chose not to 
travel (however this is unlikely in the short term for the journey to work), chose 
another destination (again, unlikely in the short-term) etc. However, allowing the no 
choice option would result in a loss of data: because respondents would not be 
providing information about this option (i.e. what exactly they would choose 
instead, what variables and variable levels would define this ‘other’ option etc.), 
therefore it would not be possible to estimate these choices in the model. However, 
if a time-varying road user charging scheme was introduced by a local authority the 
objective would be to shift traffic to different times of the day more so than shift 
people from their cars. Therefore, it is realistic to expect that the majority of car 
drivers would continue to drive if variable road-user charges were introduced.
Nonetheless, it may be more difficult to shift travel times for the commute to work 
than for other trip purposes. On the basis of the findings presented in this chapter it 
appears that the ability to switch departure times for the commute to work may not 
be available to every individual. For example, individuals with young children are
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more likely to keep to their usual departure times for the journey to work. In reality, 
if individuals cannot change their departure times, then they will either continue to 
drive to work at their usual departure times and incur whatever road-user charge is 
imposed at that time, switch to an alternative mode of travel that allows them to 
keep to the same schedule (although this may involve departing earlier if a slower 
mode of travel is chosen) or perhaps in the longer term they will make moves to 
alter the constraints that impede them from making changes to their departure time 
schedule. Such changes could include asking for more flexible working hours, 
changing jobs, changing the sequence of activities before work and, of course, 
children growing up and no longer needing to be escorted to nursery, school etc. 
With variable road-user charges there is the assumption that many people can alter 
their schedules so that they can travel at different times of the day. The 
implementation of flexible working hours can be one method of shifting workers 
out of the peak period traffic, but still allowing them to travel to work by car. 
However, as seen above, flexibility in the work schedule is not the only factor 
affecting departure time choice. Many other non-work scheduling constraints such 
as dependent children can affect departure time choice. This is investigated further 
in the following chapter.
9.5 SUMMARY
In this study respondents made a choice of departure time in the context of road 
user charging, choosing from a series of choice scenarios each with a choice 
between three alternative departure times with varying levels of toll. Discrete choice 
logit models of departure time choice were specified, estimated and discussed in this 
chapter. This process was carried out by first estimating separate models with 
explanatory variables of departure time choice, then building up models by 
including a number of explanatory variables into one model.
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It was found that the level of road-user charge was just one of the factors 
influencing the decision to change departure time to earlier or later than usual (or to 
keep usual departure time). Travel to work, work schedule and socio-economic 
variables were found to influence choice of departure time to work in addition to 
the level of toll, the amount of change in departure time required and the potential 
savings in travel time. Furthermore, not all respondents were found to be able to 
switch their departure times even when road-user charges are imposed. For instance, 
respondents with young children were found to be more likely to keep to their usual 
departure times to work. Other respondents were found to be more likely to switch 
to earlier departure times (for example, respondents who normally depart quite early 
for work), while others were found to be more likely to switch to a later departure 
time to work (for example, senior managers and respondents with higher levels of 
flexibility in terms of being able to start work later than usual). These results have 
identified differences in individuals’ ability to switch to earlier or later than usual 
departure times, thus showing that not all respondents have alternative departure 
times available to them. Furthermore, this is due not only to work scheduling 
flexibility but also to non-work scheduling constraints, which will be discussed in 
more detail in the following chapter.
The investigation, in this chapter, of factors that affect departure time choice, 
reveals that it is crucial to try to investigate and incorporate, in these models, more 
variables than just those that are usually included in such models. The results show 
that there are a large number of factors, which contribute to departure time 
decisions. Other approaches to investigate and model this choice behaviour include 
activity diaries, which is a growing tool for data collection in this field. The analysis 
of data from these surveys is not that advanced and needs further research. In this 
research, the discrete choice modelling approach has been adopted, yet a more 
comprehensive investigation of the variables has been carried out. Other, newer 
approaches could be used, such as investigation of asymmetric churn (Goodwin, 
1998), which could provide a useful approach to deal with similar issues.
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10 INVESTIGATING WORK AND NON-WORK 
SCHEDULING FLEXIBILITY*
10.1 INTRODUCTION
In the previous chapter variables related to work schedule flexibility were identified 
in the models as having an affect on departure time choice, for example, the number 
of minutes earlier/later a respondent can start work. Furthermore, there is evidence 
from the literature that work schedule flexibility influences departure time choice for 
the work trip. It has been discussed in this study, so far, that, all else being equal, the 
greater the flexibility in starting work earlier than usual, the more likely a respondent 
is to switch to an earlier departure time and the greater the flexibility for starting 
work later than usual the more likely a respondent is to choose a later departure 
time (see model DP44 in Table 9.15). Moreover, even respondents of this survey 
who stated that they did not have flexible working hours also said that they had the 
ability to start work earlier or later than usual (see section 8.4).
Naturally, an individual with limited scheduling flexibility is restricted in his/her 
ability to change departure, compared to another individual who is very flexible. In 
the first case, the individual is captive to the options of departing at his/her usual 
departure time. While, conversely, an individual with flexibility has more scope to 
alter his/her departure time. However, the definitions of flexibility in other studies 
often have been over simplistic, referring only to whether or not a worker has 
flexible working hours. For example, Small (1982) defined flexibility as the number 
of minutes a respondent could arrive late without it mattering, while Abkowitz 
(1981) defined it as a dummy variable ( 1  if commuter could be late, 0  otherwise). 
Whereas, Emmerink & van Beek (1997) defined a flexibility variable indicating the 
number of minutes between the latest and earliest work times as allowed by the 
employer. What is common between all definitions is that they rely solely on the
1 This chapter is based largely on Farrell & Saleh (2005).
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respondent’s work schedule to define flexibility. Indeed, so far this study has 
defined flexibility in this manner.
Defining flexibility in terms of only work schedule implies that flexibility relates to 
arrival time at work and/or work start time only. It would be better perhaps to 
consider flexibility from the perspective of departure time rather than arrival time, 
which would imply that other commitments (other than work start time) should be 
considered. Indeed, de Palma et al (1997) asserted that choice of arrival time was not 
a decision variable but more the consequence of choice of departure time and 
exogenous travel conditions. Focusing solely on work schedule constraints for 
departure time choice will not bring about major changes in departure time patterns 
(McCafferty & Hall, 1982), because it is more than the work schedule that 
influences choice of departure time for the work trip. Moreover, in addition to 
choice of departure time to work, many other decisions are made on a daily basis 
and the decision on time of departure to work may be conditional on other 
constraints imposed by an individual’s stage in the life cycle or personal preferences 
(McCafferty & Hall, 1982).
The availability of alternative departure times to any individual is influenced by 
factors that affect his/her scheduling flexibility such as the work schedule and other 
non-work commitments. What is more, flexible working hours and other work 
related policies, which have been adopted and promoted in a larger number of 
workplaces, may influence choice of departure time to work; hence the availability 
of alternative departure times to work. Nevertheless, the ability to take advantage of 
these flexible work patterns an individual must have scheduling flexibility in their 
non-work activities/commitments.
Table 10.1 shows the distribution of departure time choices from the stated choice 
experiment and factors that could affect scheduling flexibility. The factors that are 
included in this table are the result of a comprehensive investigation of a larger set 
of relevant factors (as examined in chapter 9). Generally, it seems that individuals
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with lower levels of scheduling flexibility are restricted to their usual departure time 
alternative or choose to arrive at work early. On the other hand, a later than usual 
departure time will only be available to those with the highest levels of flexibility (in 
terms of work and non-work commitments).
From the table it can be seen that of the pseudo-respondents who stated that they 
could not start work earlier than usual, 39% of them chose their usual departure 
time to work, while only 31% of pseudo-respondents who could start work earlier 
than usual chose this alternative. However, it is noted that slightly more respondents 
who stated that they could not start work earlier than usual chose the ‘earlier’ 
alternative in the choice experiment, compared to respondents who could start work 
earlier than usual. This raises the question of what these respondents will do when 
they arrive at work too early. Will they have to wait outside until the workplace 
opens? For this group of respondents there are negative consequences of departing 
earlier than usual for work in the form of wasted time before starting work, because 
they cannot start earlier than usual. However, they may benefit from departing 
earlier than usual by either avoiding the toll altogether or paying a lower level toll. 
Similarly, almost 42% of pseudo-respondents who could not start work later than 
usual chose their usual departure time. In contrast, only 30% of respondents who 
could start work later than usual chose this alternative.
On the other hand, some respondents who are more flexible are observed to be able 
to choose the early departure alternative over the same as usual alternative when 
having to pay a variable road-user charge. For example, from Table 10.1 it can be 
seen that more pseudo-respondents without dependent children (or with dependent 
children and an adult at home) chose the earlier alternative (41%) rather than the 
same as usual alternative (32%). In general, individuals who chose the later 
departure time alternative also tend to have more scheduling flexibility. For 
example, only 15% of pseudo-respondents with below average household incomes 
chose the later departure time alternative compared to 30% with higher incomes.
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Furthermore, only 15% of respondents with regular activities before work chose the 
later alternative compared to almost 30% with no such activities.
The findings suggest that individuals who choose the later alternatives tend to have 
the highest levels of scheduling flexibility. From the discussion above it appears that 
travelling at the same time as usual is the most available alternative (as expected as 
this is an individual’s usual departure time to work), followed then by travelling 
earlier than usual and finally by travelling later than usual. Furthermore, these results 
show that that availability to an individual of alternative departure times depends on 
the individual’s level of scheduling flexibility. In the following section levels of 
scheduling flexibility are defined based on the factors discussed here.





































































As discussed in the previous section, more factors than just those related to the 
work schedule can affect any individual’s flexibility in choosing departure times. 
Moreover, the availability of departure time alternatives will depend on the 
individual’s levels of flexibility. These factors could include socio-economic, work 
schedule or activities/commitments regularly carried out by an individual, or indeed 
any other factor that is deemed appropriate to define flexibility. In fact, Small (1982)
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indicated that scheduling flexibility was determined by factors related to family 
status, mode choice, occupation and work schedule flexibility. He found that the 
coefficients of his departure time models were dependent on these factors.
In this study, five factors have been defined as affecting an individual’s level of 
flexibility, these are:
1. ATi: this represents an individual’s ability to start work at least 30 minutes 
earlier than official work start time (or usual start time if on flexitime or no 
fixed hours). It takes a value of 1 if a respondent answers yes and 0 
otherwise.
2. xy. this represents an individual’s ability to start work at least 30 minutes later 
than official work start time (or usual start time if on flexitime or no fixed 
hours). It takes a value of 1 if a respondent answers yes and 0 otherwise.
3. xy. this represents whether or not an individual has dependent children with 
all adults in the household working. It takes a value of 1 if a respondent 
answers no and 0  otherwise.
4. .V4 : this represents whether or not an individual regularly carries out activities 
before work (excluding dropping off children). It takes a value of 1 if a 
respondent answers no and 1  otherwise.
5. X 5:  this represents whether or not an individual has a household income 
below the Scottish average. It takes a value of 0 if a respondent has below 
average household income and 1  otherwise.
Two of these five factors are work schedule related; hence they relate to the ability 
to start work earlier (START30E) or later than usual (START30L). A cut-off of 30 
minutes earlier or later was used to be compatible with the SC experiment. A 
variable indicating presence or absence of flexible hours was not used because as 
mentioned earlier, many individuals on ‘fixed’ working hours indicated that they had 
some degree of flexibility in work start times. Two variables associated with non­
work flexibility were included in this definition of level of flexibility. These were the
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presence/absence of before work activities (ACTSBEF) and the presence/absence 
of dependent children where all adults in the household worked (CHWRK). Both of 
these factors will influence an individual’s scheduling choices; the benefits of a 
flexible work schedule may be negated by such commitments. One socio-economic 
variable (in this case income) was included in the definition of flexibility. As this 
study is in the context of road user charging it is important to acknowledge the 
ability of individuals to pay the toll (and hence ability/necessity to change departure 
times).
In this work it is assumed that individuals with the highest levels of flexibility have a 
choice of the three departure time alternatives (earlier than usual, same as usual and 
later than usual), while those with lower levels of flexibility are constrained in their 
choices, subject to their level of flexibility. In general, those who are non-flexible are 
captive to their usual departure time alternative. Therefore, departure time choice 
sets can be defined in descending order as:
1. Highest levels of flexibility: earlier than usual, same as usual and later than 
usual alternatives
2. Lower levels of flexibility: same as usual and earlier than usual alternatives
3. Non-flexible individuals, i.e. captive to their usual departure time: same as 
usual alternative
The flexibility factors have been included in the departure time choice model in 
three different ways. First, they have been treated as five dummy variables added to 
the base model. Second, these factors were then combined to define levels of 
flexibility, using a simple scoring approach as set out in as set out in Figure 10.1. 
Third, the dummy variables were included in the model to calibrate three separate 
coefficients related to work schedule, non-work schedule and socio-economic types. 
Each of these methods is presented in the following sections.
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Figure 10.1 A flow chart to define a respondent’s flexibility level
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10.3 MODELLING THE FLEXIBILITY OF DEPARTURE TIME 
CHOICE
The first method for modelling flexibility of departure time choice was to treat the 
five flexibility factors (as set out in section 10.2) as dummy variables. This model is 
similar to Model DP45, but with the addition of the five flexibility related dummy 
variables and the exclusion of any of the variables from Model DP46 that were 
similar to the flexibility variables. The results from this model are shown in Table 
10.2, Model FLX1. All of the coefficients that are common to this model and model 
DP47 are significant and of the anticipated sign. However, not all of the additional 
flexibility related coefficients are significant (nor is the constant associated with the 
earlier than usual alternative). For instance, the work schedule related variables (i.e. 
START30E and START30L) are not significant in either of the departure time 
alternatives. Also, the variable representing the presence/absence of dependent 
children where all adults in the household work (CHWRK) is not significant in the 
later than usual departure time alternative. However, the dummy variable for 
activities before work (ACTSBEF) is significant in the utility function of the later 
than usual departure time alternative. Correlations in the data between different 
measures of flexibility were tested as a possible reason for the lack of significance 
for these dummy variables; however, no multi-colinearity was found. This might 
suggest the need for a larger sample size or for the testing of other functional forms 
of the model. In the following sections alternative specifications of these variables in 
the model are presented.
10.4 MODELLING THE FLEXIBILITY OF DEPARTURE TIME 
CHOICE AS SINGLE COEFFICIENTS
The second method used to model scheduling flexibility was to treat the flexibility 
related variables as single coefficients. The five factors (as set out in section 10.2) 
were combined to define levels of flexibility using a simple scoring approach as set 
out in Figure 10.1. Figure 10.2 shows the trend in departure time choice with the
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calculated values of the flexibility score. From the graph it appears that as flexibility 
increases, the number of respondents choosing the earlier or same as usual 
departure time alternative decreases while the numbers choosing the later than usual 
departure time alternative increases. This suggests that individuals with the highest 
levels of flexibility have more choice of the three departure time alternatives, while 
those with lower levels of flexibility are constrained in their choices, subject to their 
levels of flexibility. As stated previously, a simple scoring approach has been used in 
this study; however, other scoring approaches could be adopted including the 
weighting of certain variables.
Earlier o r  sam e  
L ater
Figure 10.2 Choice of departure time alternative against level of flexibility
The results of the departure time model with single coefficients representing 
scheduling flexibility is shown in Table 10.2, Model FLX2. Two alternative specific 
coefficients were specified in the utility functions of the earlier and later alternatives 
(FLEXSCORE). All of the coefficients for model FLX2 are statistically significant 
(including the two flexibility coefficients) at the 95% confidence level. Both of the
292
C hapter 10
flexibility coefficients have the expected positive sign. Thus, respondents with more 
flexibility will have more freedom in departure time choice in response to a road 
user charging scheme. Furthermore, the later alternative (with its higher positive 
value for the flexibility coefficient) is more likely to be selected than the earlier 
alternative. This might have implications for the design of a road user charging 
scheme and the levels of charging within the morning peak period.
In the following section, three coefficients to represent the three components of 
flexibility (i.e. work schedule flexibility, non-work schedule flexibility and socio­
economic type) are estimated.
10.5 MODELLING THE FLEXIBILITY OF DEPARTURE TIME 
CHOICE AS THREE COEFFICIENTS
Flexibility of departure time choice in this section is defined as three coefficients. 
The first coefficient reflects work scheduling flexibility of individuals; the second 
coefficient reflects non-work scheduling flexibility and the third reflects the socio­
economic type of an individual.
The work scheduling flexibility coefficient (WORKFLEX), is the linear sum of two 
dummy variables (ability to start work at least 30 minutes earlier than usual and 
ability to start work at least 30 minutes later than usual). Other variables could be 
included in this category (for example, availability of teleworking, compressed 
working hours etc.). Similarly, two variables were linearly added to represent non­
work scheduling flexibility (NONWORKFLEX). These were the presence of 
dependent children where all adults in the household work and commitments to 
regular activities before work. The third coefficient (INCOME) which represents 
the socio-economic type of an individual is only represented by income in this case. 




Model FLX3 shows the results of this specification (see Table 10.2). All of the 
coefficients have their anticipated signs and are statistically significant at the 95% 
confidence level (apart from the alternative specific constants). The signs of the 
income coefficients in the model suggest that where road user charging is 
implemented, individuals with household incomes higher than the Scottish average 
are more likely to choose the later rather than the earlier departure time alternative. 
The positive and statistically significant coefficients of the WORKFLEX and 
NONWORKFLEX variables, suggest that individuals with work or non-work 
schedule flexibility are able to choose to depart earlier or later than normal.
The overall performance of model FLX3 is similar to that of model FLX1 (i.e. /T(c) 
values). However; the flexibility coefficients in model FLX3 are statistically 
significant, which suggests that the flexibility related variables are more 
appropriately specified in model FLX3. In addition, model FLX3 performs slighdy 
better overall than model FLX2 (model FLX3 has four additional variables than 
model FLX2). In both models however the flexibility coefficients are statistically 
significant. Therefore, there is merit to both modelling approaches (models FLX2 




Table 10.2 Models of flexibility of departure time choice
Variables Model FLX1 Model FLX2 Model FLX3
TOLL (1) -1.057 (-10.8) -1.026 (-10.9) -1.037 (-10.7)
TOLL (2) -1.072 (-7.0) -1.013 (-6.8) -1.056 (-7.0)
TOLL (3) -0.9488 (-10.0) -0.8900 (-9.7) -0.9265 (-9.9)
DEP (1) -0.03857 (-2.8) -0.03218 (-2.5) -0.03861 (-2.9)
DEP (3) -0.03319 (-2.3) -0.03654 (-2.6) -0.03577 (-2.5)
TIME (1) -0.1132 (-2.8) -0.1011 (-2.6) -0.1069 (-2.7)
TIME (2) -0.1461 (-3.7) -0.1343 (-3.5) -0.1432 (-3.7)
TIME (3) -0.1365 (-3.4) -0.1261 (-3.2) -0.1331 (-3.4)
DISTANCE (1) -0.0605 (-3.4) -0.06600 (-3.7) -0.06477 (-3.6)
DEP712 (1) 1.713 (4.5) 1.404(4.0) 1.414(4.0)
CARDELAY (3) 1.127 (3.9) 1.016(3.7) 0.9931 (3.5)
SINGLE (1) -2.26 (-6.2) -1.283 (-4.3) -2.135 (-5.9)
SENIORMGM (3) 0.9139 (2.1) 1.029 (2.4) 1.033 (2.4)
SCHD (1) -0.02873 (-5.6) -0.02728 (-5.5) -0.02939 (-5.7)
ARRIVAL (3) -0.2997 (-2.5) -0.2805 (-2.5) -0.3396 (-2.9)
Constant (1) -0.9524 (-1.1) -1.486 (-1.8) 0.1471 (0.2)
Constant (3) -3.078 (-3.0) -2.141 (-2.4) -1.575 (-1.7)
Flexibility
(i) As five dummy variables 
START30E (1) 0.5212 (1.6)
START30E (3) 0.2966 (0.9) - -
START30L (1) 0.1968 (0.6) - -
START30L (3) 0.4840 (1.5) - -
CHWRK (1) 1.033 (3.3) - -
CHWRK (3) 0.1999 (0.7) - -
ACTSBEF (1) 0.1438 (0.4) - -
ACTSBEF (3) 1.112  (2.7) - -
INCOME (1) -1.224 (-3.1) - -
INCOME (3) 1.029 (2.2) - -
(ii)As single coefficients:
FLEXSCORE (1) - 0.2156 (2.1) -
FLEXSCORE (3) - 0.4528 (3.9) -
(iii) As three coefficients:
INCOME (1) - - -1.268 (-3.2)
INCOME (3) - - 1.033 (2.4)
WORKFLEX (1) - - 0.3854 (2.4)
WORKFLEX (3) - - 0.3480 (2.0)
NONWORKFLEX (1) - - 0.6126 (2.5)
NONWORKFLEX (3) - - 0.5018 (2.0)
0) .3567 .3277 .3471
P \ c) .3515 .3223 .3419
Final likelihood -446.6483 -466.7793 -453.3173
n 632 632 632
(1) earlier than usual alternative; (2) same as usual alternative; (3) later than usual alternative
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10.6 BEHAVIOURAL OUTPUTS OF MODELS
A road user charging scheme has the potential to significantly impact on travel 
behaviour; in particular, it can impact on departure time switch if the scheme 
adopted is based on a variable charging structure. Although many local authorities 
may plan to introduce a fixed charge in the initial stages (for example, London), it is 
quite likely that their longer-term objectives will envisage time-varying charges (for 
example, Singapore). If a scheme is introduced with variable charges applied during 
the day, the objective will be for changes in travel behaviour particularly in the form 
of departure time switch, where individuals shift from peak period travel to off peak 
periods, thereby helping to reduce peak period traffic congestion. Therefore, it is 
imperative that departure time switch is addressed in the analysis of potential 
impacts of a charging scheme.
Habitual behaviour can play a part in the travel behaviour of commuters; it may take 
a change in commute conditions such as the introduction of a road user charging 
scheme to force car drivers to take a look at their behaviour and perhaps change it 
in light of changing circumstances. Flexible working hours and flexible working 
patterns (for example, working from home) are becoming more commonplace in 
business. However, employees do not always take advantage of the flexibility in 
work schedule offered by employers (Emmerink & van Beek, 1997). This may be 
for a variety of reasons such as the presence of young children in the household 
with restrictive demands in time and space, or other issues such as regular activities 
carried out before work. It is possible too that people just have a preference for 
being at work at the same time as their colleagues and travelling to work at the same 
time as other commuters. Indeed, Boden & Molotch (1994) discussed the human 
‘compulsion for proximity’, or co-presence and the limited capacity for new 
technology to act as substitutes for co-presence.
Possibly more people would change their commute patterns rather than travel 
habitually during the peak if faced with the prospect of paying road-user charges.
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Encouraging commuters to travel outside of the morning peak period or at the 
margins of the peak (that is, at the beginning or end of the peak period) can be one 
of the objectives of a road user charging scheme; however the extent of the switch 
needs to be clearly understood.
In the following sections elasticities and marginal rates of substitutions are 
calculated as a means of investigating the policy implications of road user charging 
levels.
10.6.1 Elasticity Values from Departure Time Model Incorporating Work 
and Non-Work Scheduling Flexibility
The general consensus is that in general transport demand is relatively inelastic with 
respect to price. However, there is not much evidence of the responsiveness of car 
use with regard to road-user charges, particularly with respect to scheduling changes. 
Forms of road user charging have been in operation in Norway and Singapore for 
many years now; however, the impacts on traffic levels in the UK will not 
necessarily be the same as in other places. This is particularly so because in other 
places road-user charges have been introduced in conjunction with other polices, for 
example the vehicle quota system in Singapore, which make it difficult to separate 
the impacts of a charging scheme solely. Menon (2000) estimates a short-run 
elasticity of demand of between -0.12 and -0.35 for peak period travel (08:00 and 
09:00) in Singapore. For Oslo, a figure of -0.22 has been estimated by Jones & 
Hervik (1992). Furthermore, the schemes that have been introduced are relatively 
simplistic and have not adopted time-varying charges; hence, excluding the 
possibility to investigate responsiveness of car use with respect to time-varying 
charges, that is, as temporal shift in the time of the trip (as opposed to switching 
trips to other modes, routes, abandoning trips etc.). Burris, Cain & Pendyala (2001) 
calculated demand elasticities across different off-peak periods for two bridges in 
Florida and found that these varied considerably. They revealed estimates of the
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price elasticity of demand in the range of -0.03 to -0.36; however, their study was 
conducted for trips carried out in an un-congested traffic environment.
To more accurately assess the implications of the coefficient estimates, it is useful to 
compute point elasticities. The computed values for the model with the single 
flexibility coefficients (FLX2) and the model with three flexibility coefficients 
(FLX3) are shown in Table 10.3. The elasticities for both earlier and later departure 
time with respect to departure time are inelastic. In model FLX2 a 1% change in 
departure time (to an earlier departure time) will, all else being equal, cause a 0.24% 
decrease in the overall probability of earlier choice of departure time (the decrease is 
almost 0.27% for model FLX3). Similarly, in model FLX2, a 1% change in 
departure time (to a later departure time) will, all else being equal, cause a 0 .3 4 % 
decrease in the overall probability of later choice of departure time (the decrease is 
slightly lower for model FLX3, with a values 0.32%).
The travel time variables for all models are elastic. It has been found (in model 
FLX2) that the average elasticity for departures later than usual with respect to 
travel time is —1.87. This means that for the average commuter, a 1% increase in the 
travel time when departing later than usual will decrease the probability of the later 
departure time alternative being selected by almost 1.9%. The average elasticity for 
earlier departure time with respect to travel time is —1.16. This means that for the 
average commuter, a 1 % increase in the travel time when departing earlier than 
usual will decrease the probability of the earlier departure time alternative being 
selected by almost 1.2%. Hence, based on the results of this model (model FLX2), 
an increase in travel time has a slighdy greater affect on later than usual departures 
than on departures at an earlier than usual time. Increased travel time associated 
with departing later than usual will result in a respondent being even later for work 




The departure time choice elasticities with respect to toll are elastic. Moreover, the 
same as usual departure time choice elasticity with respect to toll is higher than for 
either earlier or later departure time choice for both of the models. Looking at the 
elasticity values for model FLX2, a 1% increase in the toll applied to departures at 
the same time as usual, will all else equal, result in 1.89% decrease in the probability 
of the same as usual departure time being chosen. This finding is encouraging as 
one expects respondents to look to alternative departure times in an attempt to 
avoid paying the toll or to reduce the amount of toll that they would pay. The 
elasticity for later departure time with respect to tolls is -1.39, which is higher than 
the elasticity values for earlier than usual departure times (-1.25).
The limited experience of road user charging schemes suggest elasticities of demand 
with respect to toll in the region o f-0.1 to -0.3. However, the elasticity figures with 
respect to toll in this study are high. The estimates presented here are in the context 
of departure time choice; therefore the elasticities are not for the demand for travel 
by car per se, but rather the demand for travel by car at particular times within the 
peak period.
Although there is little evidence of the responsiveness of car use with respect to toll, 
there is a plethora of evidence for the responsiveness of car use and petrol 
consumption with respect to fuel prices (see for example, Goodwin, Dargay & 
Hanly, 2003; Graham & Glaister, 2004; Dodgson, Young & van der Veer, 2002). 
Dodgson et al (2002) suggest using the elasticity of traffic levels with respect to fuel 
prices as a proxy for elasticity of traffic levels with regard to road-user charges. The 
responsiveness of car use (car-km), with respect to fuel prices, ranges from -0.15 in 
the short run to -0.31 (Graham & Glaister, 2002). Santos & Shaffer (2004) estimated 
price elasticity of demand with respect to generalised costs for the London Road 
user charging scheme ranging from -1.3 to -2.1 (the latter including fixed costs). 
They suggested that the high elasticities were probably linked to the wide availability 
of public transport in London.
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The high elasticity values in this study are interesting: they show a willingness to 
shift departure times. A possible reason for the high values is that there is flexibility 
in many respondents’ schedules; therefore, alternative departure times are available. 
This shows that there may be more potential for departure time switch than mode 
switch in road user charging schemes. Essentially road user charging schemes 
should have variable charges (although it is recognised that this may not happen at 
first); hence, there are great opportunities for departure time shifts.
The elasticity values shown in this section should be taken with care, since there are 
claims in the literature that there may be problems with the SC methodology: the 
errors that individuals make when responding to SC surveys may not be the same as 
they would be if they were making these choices in the real world. In logit models 
the parameter estimates are scaled relative to the estimated variance of the error 
term. Hence, for given relative variations, all the coefficients will be bigger if there is 
little unexplained error variance than if there is large unexplained error variance 
(Fowkes, 1991). Although this is not a problem when estimating the relative 
valuations of coefficients (because these are a ratio of the estimated coefficients, so 
the scale factor cancel out), it is, however, a problem when forecasting and 
estimating elasticities, where estimates of the coefficients themselves and not just 
their ratios are required. Therefore, a possible method for obtaining forecasts and 
elasticities from SC data is to pivot on a known elasticity (Fowkes, 1991). For 
example, if it is assumed that the price elasticity is known, then the journey time 
elasticity can be found with a few assumptions from the value of time {ibid). As the 
value of time is a relative valuation (i.e. obtained from the ratio of two scaled 
coefficients, so that the scale factor cancels out) there is then no problem.
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Table 10.3 Direct elasticity values for the departure time flexibility models
(FLX2 and FLX3)
Coefficient Model FLX2 Model FLX3
TOLL (1) -1.25 -1.21
TOLL (2) -1.89 -1.91
TOLL (3) -1.39 -1.42
DEP (1) -0.24 -0.27
DEP (2) -0.34 -0.32
TIME (1) -1.16 -1.18
TIME (2) -1.80 -1.87
TIME (3) -1.87 -1.95
10.6.2 Valuations of Attributes from the Departure Time Choice Models
The relative magnitude of any two variables estimated in a model can be determined 
by computing marginal rates of substitution. The marginal rate of substitution 
between two attributes a and h is; therefore,
M RS(i)ba
(26)
Trade-offs (marginal rates of substitution) between the variables from the SC 
experiment were estimated using the coefficient values from the final model (which 
includes the flexibility/availability related variables). These marginal rates of 
substitution for the final model are shown in Table 10.3.
10.6.2.1 Trade-O ff Between D eparture Time Adjustm ent and Travel
Time Savings
The issue of how respondent’s trade-off travel time and departure time for 
departures either earlier or later than usual is quite interesting. The MRS is estimated 
as follows: the estimated coefficients (for the final model FLX3) are -0.03861 for 
departure time (earlier than usual) and -0.1069 for travel time (earlier than usual). 
Thus, the marginal rate of substitution between travel time and departure time is 2.8
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minutes (-0.1069/-0.03861). This estimate implies that for every extra minute of 
travel time (which increases the probability of the earlier departure time being 
selected), departure time change (to earlier than usual) is increased by almost 3  
minutes on average while the same departure time choice probability is maintained. 
In other words, a respondent is willing to trade, on average, almost three minutes of 
departure time to save one minute of travel time at an earlier than usual departure 
time. However, a sampled individual is willing to pay more minutes of later 
departure time than earlier departure time to save a minute of travel time. That is, a 
respondent is prepared to depart 3.7 minutes later than usual to save a minute of 
travel time. However, for both switches to earlier and later than usual departure 
times, it is clear that respondents value savings in travel time higher than savings in 
the number of minutes of either earlier or later departure time.
Small (1982) estimated the trade-off between travel time and schedule delay of 
between 0.83 and 3.23 minutes of early schedule delay for one minute of travel time 
and between 0.32 and 0.91 minutes of late schedule delay for one minute of travel 
time, de Palma et al (1997) found that respondents were willing to trade between 
2.44 and 2.63 minutes of early schedule delay and between and 0.81 and 0.97 minute 
of late schedule delay in order to save one minute of travel time. In these other 
studies late schedule delay was found to be more onerous than early schedule delay. 
However, in this study the opposite was found to be the case. However, it is 
important to bear in mind that this study is in the context of road user charging, 
besides, the final multinomial model estimated incorporated many factors shown to 
influence choice of departure time. Furthermore, the findings suggest that non-work 
activities, as well as work schedule flexibility have an impact on departure time 
choice for the journey to work. This means that even for those with flexible work 
schedules, but with other non-work commitments, the timing of their work trip may 
not be so flexible. For example, for some groups of commuters, such as those with 




10.6.2.2 Value o f Travel Time
An examination of the trade off between toll and travel time (that is, the value of 
time) for the final model coefficients shows the highest value of time is accredited 
to the later than usual alternative. Respondents are willing to pay £8.62 to save an 
hour of travel time if departing later than usual, £8.14 to save an hour of travel time 
if departing at the same time as usual and only £6.19 to save an hour of travel time 
if departing earlier than usual. It makes intuitive sense that the highest value of time 
is for the later than usual alternative because as stated previously, it is assumed that 
the highest levels of flexibility are bestowed to respondents who can depart later 
than usual. Respondents in this category generally can start work later than usual; 
have higher incomes and less non-work scheduling constraints.
The average hourly rate of pay for the Edinburgh travel-to-work area was £12 in 
April 2002 (Office for National Statistics, 2002); hence, the values of travel time in 
this departure time study range from 52% to 72% of gross wage, depending on 
whether the estimate is for departures made earlier or later than usual. Again, as 
discussed in chapter 1 1 , there are differences in the estimates of value of time 
depending on which model the estimates are taken. In the case of the values of 
time in this chapter, they are based on estimates for car drivers only and are in the 
context of departure time switch, assuming that mode switch is not a viable 
alternative.
10.6.2.3 Value o f D eparture Time Adjustm ent
In terms of rate of substitution between tolls and departure time (that is, the value 
of departure time adjustment), a respondent is willing to pay £2.23 to save hour of 
earlier departure time. Hence, this is the value a respondent places on avoiding 
having to depart an hour earlier than usual. In examining the trade off between 
departure time on the late side and tolls it is shown that a respondent is willing to 
pay almost the same (only 9p in the difference) to save an hour of later departure
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time (£2.32). Consequently, respondents place only a slighdy higher value on saving 
minutes of change in departure time on the late side than the early side.
Wardman (2001) evaluated a number of studies that identified values of departure 
time adjustment. His main conclusion was that there was no evidence to suggest 
that values of departure time adjustment were different for earlier or later departure 
times. Moreover, Wardman (2001) found that there was evidence that values of 
departure time changes are determined by the levels that their variables take and that 
valuations of departure time shift differed a great deal in relation to whether the 
departure time shifts involved were implicit or explicit. The values of departure time 
adjustment are quite low when compared to wage rates for the Edinburgh travel to 
work area. The average hourly rate of pay for the Edinburgh travel-to-work area was 
£12 in April 2002 (Office for National Statistics, 2002); hence, the values of 
departure time adjustment in this study are over five times less than the average 
hourly rate of pay. Indeed, Wardman (2001) found that on average departure time 
adjustment was valued less highly than in-vehicle travel time.
Figure 10.3 Marginal rates of substitution derived from the final MNL
departure time model (FLX3)
Variables Traded Off Departure Time Alternative Marginal Rates of Substitution 
Model FLX3
Travel time/departure time Earlier
Later
2.8 minutes per minute 
3.7 minutes per minute
Departure time/toll EarlierLater
£2.23 per hour 
£2.32 per hour
Earlier £6.19 per hour
Travel time/toll Same £8.14 per hour
Later £8.62 per hour
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10.7 TESTS OF THE IIA ASSUMPTION
The fundamental assumption of multinomial logit analysis is the property of 
independence from irrelevant alternatives (IIA, which has previously been discussed 
in section 5.3). In brief, this property specifies that the ratio of probabilities of any 
two alternatives is independent of the presence/absence of a third alternative. In 
some choice contexts this is unreasonable (see for example the red bus/blue bus 
paradox in Ben-Akiva & Lerman, 1985, pp. 52-53). A number of statistical tests can 
be conducted in order to detect violations of the IIA assumption. A common test 
used is one developed by Small & Hsiao (1985). The basic idea of this test is that if 
the IIA assumption holds, the (maximized) log-likelihood for the restricted choice 
set will not be too different from the log-likelihood computed over the restricted 
choice set using parameters obtained from the full choice set.
The procedure for conducting their test is as follows:
1. Split the data file randomly into two samples NA and NB
2. Run the two models to obtain parameter estimates for both models (y# 4  and
/P)
3. Calculate a weighted average of these parameters using the following 
equation
0 AB=(\/42)0A +(\-i/yl2)0B ^
4. Reduce sample N 3 by omitting one of the choice outcomes, thus N 3* is a 
reduced sample where one choice outcome has been omitted
5. Estimate two models using the restricted sub-sample N 3*
6 . Estimate one of the models by constraining the parameter vector to be equal 
to f}43 as computed in equation 27
7. Estimate the second model with the unconstrained parameter vector J33*
8 . Compare the final likelihoods of the two models by substituting the log 
likelihood values into the following equation:
X  ="2 LLB' [ ß AB)-L L B'{ ß B')\ (28)
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9. Assess the suitability of the MNL structure by creating a chi-square statistic 
with the number of degrees of freedom equal to the number of parameters in
p 4* .
When the test statistic (with appropriate degrees of freedom) is less than the critical 
value, then the null hypotheses2 cannot be rejected.
The above procedure was carried out using model FLX3. Two tests were run: 1 ) 
omitting the earlier than usual alternative and 2 ) omitting the later than usual 
alternative. The results of these tests (see Table 10.4) indicate that the null 
hypothesis can be rejected (that is, reject the MNL structure), thus, it is appropriate 
to look at alternative structures to the MNL. Hence, nested logit models (based on 
model FLX3) were estimated. These are presented in the following section.
Table 10.4 Results of Small-Hsiao Tests of the IIA for the model FLX3
Statistic Earlier than usual 
alternative omitted
Later than usual 
alternative omitted
LL8’ (/TIB) -100.2559 -154.0261
-65.8005 -91.6882
Test statistic value 68.9108 124.6758
Degrees o f freedom 12 13
Critical value o f X2 with appropriate degrees o f 21 03 2? 63
freedom (0.05 level)
Reject or accept null hypotheses? Reject Reject
10.8 NESTED LOGIT MODELS OF DEPARTURE TIME CHOICE
Tests of the IIA assumption show that the null hypotheses (that there is no IIA 
violation) can be rejected. Hence, alternative model structures to that of the MNL 
have been estimated. These models have been estimated using the nested logit
2 The null hypothesis is that there is no IIA violation.
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(NMNL) model structure. Two structures have been tested3: 1) with the earlier than 
usual and same as usual alternatives in one nest and 2 ) with the same as usual and 
later than usual alternatives in the same nest. Both of these nested structures are 
displayed in Figure 10.4 and Figure 10.5 respectively. The results of the model 
estimation are shown in Table 10.5.








Figure 10.4 First nested structure for departure time choice (model NM1)
3 A  third nested structure with the earlier than usual and later than usual alternatives in one nest 
were also tested. However, the LOGSUM value was greater than one. For the model to be 
consistent with utility theory all o f the LOGSUM values must be positive and less than or equal to 
one (Hague Consulting Group, 1992).
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Choice of Departure Time Alternative
Figure 10.5 Second nested structure for departure time choice (model NM2)
A comparison of the two nested models (presented in Table 10.5) reveals that there 
is litde difference between the two nested structures. The inclusive value 
(LOGSUM4) is only slighdy higher for model NM1 (0.8158 compared to 0.8154 for 
model NM2). However, as discussed in section 10.2, it is assumed that the highest 
levels of scheduling flexibility apply to respondents who can choose to depart later 
than usual (as well as earlier than usual). Therefore, it is more appropriate to choose 
the nested structure of model NM2, where the choices of earlier than usual 
departure and same as usual departure are nested under the same branch of the tree 
structure. This structure proposes that when faces with paying road-user charges 
respondents will first choice between departing later than usual or something else. 
Then, if a respondent chooses ‘something else’ he/she will choose between 
departing earlier than usual or at the same time as usual. For respondents with 
limited scheduling flexibility, they may be more likely to choose from these latter 
two options.
4 The coefficient o f the inclusive value (LOGSUM) indicates the level o f independence between the 
unobserved parts o f the utility alternatives in the nest, where a higher value for the coefficient 
implies greater independence and less correlation.
308
C hapter 10
Table 10.5 Comparison of the NMNL models and MNL model of
departure time choice
Variables NMNL Models MNL Model
Model NM1 Model NM2 Model FLX3
TOLL (1) -1.126 (-9.1) -1.235 (-5.2) -1.037 (-10.7)
TOLL (2) -1.167 (-6.4) -1.141 (-6.3) -1.056 (-7.0)
TOLL (3) -1.088 (-6.1) -1.004 (-8.3) -0.9265 (-9.9)
DEP (1) -0.04027 (-2.8) -0.04198 (-2.6) -0.03861 (-2.9)
DEP (3) -0.03784 (-2.2) -0.03701 (-2.4) -0.03577 (-2.5)
TIME (1) -0.0.1244 (-2.7) -0.1079 (-2.4) -0.1069 (-2.7)
TIME (2) -0.1616 (-3.6) -0.1502 (-3.4) -0.1432 (-3.7)
TIME (3) -0.1490 (-3.3) -0.1390 (-3.1) -0.1331 (-3.4)
DISTANCE (1) 0.06897 (-3.5) -0.07672 (-3.1) -0.06477 (-3.6)
DEP712 (1) 1.536 (4.0) 1.652 (3.4) 1.414 (4.0)
CARDELAY (3) 1.166 (3.2) 0.9974 (3.4) 0.9931 (3.5)
SINGLE (1) -2.264 (-5.6) -2.512 (-4.3) -2.135 (-5.9)
SENIORMGM (3) 1.202 (2.2) 1.082 (2.3) 1.033 (2.4)
SCHD (1) -0.03039 (-5.5) -0.03496 (-4.1) -0.02939 (-5.7)
ARRIVAL (3) 0.3853 (2.7) -0.3569 (-2.9) -0.3396 (-2.9)
Constant (1) -1.245 (-1.3) -0.8904 (-0.8) 0.1471 (0.2)
Constant (3) -2.987 (-2.6) -2.848 (-2.7) -1.575 (-1.7)
Flexibility
As three coefficients:
INCOME (1) -1.339 (-3.2) -1.533 (-2.8) -1.268 (-3.2)
INCOME (3) -1.286 (2.3) 1.205 (2.5) 1.033 (2.4)
WORKFLEX (1) -0.3983 (2.4) -0.4286 (2.2) 0.3854 (2.4)
WORKFLEX (3) -0.4100 (2.0) 0.3576 (2.0) 0.3480 (2.0)
NONWORKFLEX (1) -0.6421 (2.5) 0.7231 (2.3) 0.6126 (2.5)
NONWORKFLEX (3) -0.5683 (1.9) 0.5788 (2.2) 0.5018 (2.0)
LOGSUM 0.8158 (6.2) 0.8154 (5.2) -
0) .3483 .3480 .3471
P*{c) .3430 .3427 .3419
Final likelihood -452.5008 -452.7284 -453.3173
n 632 632 632
10.9 SUMMARY
In this study the scheduling of work trips was examined in the context of road user 
charging. The multinomial logit model of departure time choice was estimated with 
three departure time alternatives: 1 ) depart at the same time usual, 2 ) depart earlier 
than usual and 3) depart later than usual).
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In addition to identifying the role of work schedule on choice of departure time to 
work, non-work schedule flexibility was also identified as an important factor 
affecting departure time to work. Individuals with little or no flexibility in the work 
schedule may be captive to their usual departure times to work. Moreover, even 
individuals with flexibility in their work schedules but inflexibility in their non-work 
activities could be constrained in their choice of departure time to work. Non-work 
activities such as dropping children to school can limit an individual’s choice of 
departure time to work. Previous studies of departure time choice for work trips 
have tended to ignore non-work activity scheduling and its influence on work 
departure time choice.
In this study it was found that the ability to reschedule the work trip depended on 
both work schedule and non-work scheduling flexibility. Five factors were defined 
has having an affect on an individual’s level of flexibility: ability to start work at least 
30 minutes earlier than usual; ability to start work later than usual; whether or not 
regular activities were carried out before/on the way to work; whether or not a 
respondent had dependent children where all adults in the household were working; 
and household income. The highest levels of scheduling flexibility were bestowed 
on individuals with flexibility in both their work schedules and non-work activities.
Several trade-off rates among the attributes from the choice experiment have been 
identified and these seem plausible. For example, the trade-off between departure 
time and travel time (where flexibility levels are taken into consideration), shows 
that a respondent is willing to trade off more departure time (4 minutes) to save a 
minute of travel time if travelling at a later departure time than to save a minute of 
travel time travelling at an earlier than usual departure time (3 minutes).
The trade-off between toll and departure times is lower than for the trade-off 
between toll and travel time. Therefore, travel time savings are valued higher than 
departure time savings. It was shown by the methodology adopted that it is possible
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to incorporate non-work scheduling flexibility into models of departure time choice 
for the work trip.
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11 MODE CHOICE: MODELLING RESULTS AND
ANALYSIS
11.1 INTRODUCTION
One way of helping to reduce traffic congestion on our roads would be for less 
people to travel by private cars and more to travel by bus. However, it is unlikely 
that using ‘carrot’ measures alone could significandy influence the numbers of 
people transferring to the bus. Indeed, measures such as car restrictions, parking 
policies and other pricing measures such as road user charging will be required if a 
significant change is to be realised. Road user charging can have a significant impact 
on mode choice switch, which is one the main objectives of an intended charging 
scheme. In London, it has been estimated than between 50% and 60% of the 
reduction in car trips into or through the charging zone is represented by car users 
that transferred to public transport (Transport for London, 2003).
In this chapter mode choice and combined mode and departure time choice models 
that were estimated from the survey data are presented and discussed (see section
6.4 for a description of the survey). Firsdy, the bulk of the chapter is devoted to 
presentation of the results from the mode choice stated choice experiment and the 
multinomial logit mode choice model. Secondly, models of combined mode and 
departure time choice are discussed.
As discussed in section 6 .6 , the data for this study was collected using a paper-based 
questionnaire, with the sample drawn from employees working in the city centre of 
Edinburgh. As a prerequisite, all respondents had to normally depart for work 
between 06:00 and 1 0 :0 0 , drive to work (or own/have access to a car and could use 
it to drive to work) and live within a reasonable walking distance of a bus stop 
station (more details on the data collection exercise can be found in chapter 6 ). 
Based on these prerequisites, it was assumed that all respondents could drive to 
work or could choose to travel to work by bus if they so wished.
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As discussed previously, section one of the questionnaire, respondents provided 
information about their journey to work, (for example, mode of travel, travel time to 
work, usual departure time to work, etc.). In section two of the questionnaire 
respondents supplied information about their work schedules and other 
commitments (for example, usual start-time, regular activities carried out 
before/after work). In section three respondents were presented with three sets of 
road user charging scenarios related to mode choice, departure time choice and 
combined mode and departure time choice. Section four of the questionnaire dealt 
with the public acceptability of road user charging and included a set of stated 
choice scenarios related to revenue allocation, socio-economic characteristics of 
respondents were investigated in section 5.
The mode choice stated choice scenarios were the first set of choice scenarios in 
section three of the questionnaire. Disaggregate choice-based models were 
developed and estimated to investigate the effects of road user charging levels on 
mode choice. Two mode alternatives were defined for the mode choice model: one 
of the alternatives was for travel by car whilst the other was for travel by bus. Table
6 . 2  shows the variables associated with each alternative (for convenience, a copy of 
this table is shown below). The following sections discuss the general statistics from 
this part of the stated choice experiments.
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Variables of the Levels of the variable
alternative
(») ¿ 2
(i) Toll (b) £3.50____________
(ii) Travel time (a) 15% saving
(b) 20% saving
(iii) Parking fee (a) Yes
(i) Travel time (a) Same as usual
(b) 10%
(ii) Reliability (a) 95% o f buses on time
(b) 99% o f buses on time





11.2 GENERAL STATISTICS FROM THE MODE CHOICE STATED 
CHOICE EXPERIMENT
The general results of the mode choice experiments are presented in this section. 
Firsdy, the general response to the survey experiment is discussed. Then, the 
responses to the mode choice scenarios are examined with reference to a number of 
characteristics of the respondents, which were considered to be important factors 
determining mode choice.
11.2.1 Survey Response to Mode Choice Scenarios
All respondents completing the questionnaire were eligible to complete the mode 
choice stated preference scenarios (211 respondents). Each respondent was 
presented with seven mode choice scenarios; and as such a total of 1477 
observations were possible. However, after removing observations where all 
required information was not provided (for example, some socio-economic data);
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the dataset was reduced to 1460 observations (referred to as pseudo respondents). A 
general analysis of the mode choice dataset is undertaken in the following sections.
11.2.2 Choice of Mode made by Pseudo Respondents in the SC Scenarios
From all the scenarios that were presented to respondents on mode choice, the bus 
alternative was the overwhelming choice, with 79% of pseudo respondents choosing 
this alternative in response to the scenarios presented to them (see Figure 11.1). 
Accordingly, only 21% chose a car alternative in any of the mode choice scenarios 
presented to them. This outcome suggests that a road user charging regime could 
achieve the objective of modal switch away from the car. However, the scheme’s 
impacts on the revenues is another issue (this is explored further later in this 
chapter).
Car Bus
Choices made in the choice experiment
n—1460
Figure 11.1 Mode choice in SC experiment
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11.2.3 Regular Mode of Travel to Work
The largest proportion of pseudo respondents were regular bus users (38%) 
followed then by car drivers (27%, see Table 11.1). Thus, 65% of pseudo 
respondents to the mode choice experiment made choices between their usual mode 
of travel to work (that is, drive or bus) and an alternative mode (that is, drive or 
bus). Consequently, almost a third of pseudo respondents (30%') were neither 
regular car users nor regular bus users; hence they made choices in the choice 
experiment between two modes of travel neither of which were their regular mode 
of travel to work. As these pseudo respondents were neither regular bus users nor 
regular car drivers it is possible to classify them as potential switchers to the car or 
to the bus. If some of these pseudo respondents perceive that network conditions 
could improve sufficiently as a result of road user charging they may consider 
switching to the car. On the other hand, they could be potential switchers to the bus 
if bus services should improve as a result of road user charging.
Table 11.1 Regular mode of travel to work of pseudo respondents of the
mode choice experiment
Regular mode n %
Car driver 397 27%
Bus 559 38%
Train 168 12%
Car passenger 49 3%





1 A  further 5% were regular car passengers or formal car-sharers.
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11.2.3.1 Choice o f M ode in SC  Scenarios Segm ented by R egular M ode
o f Travel to Work
As anticipated, the majority of regular bus users (95%) chose the bus alternative 
over the car alternative in the choice scenarios (see Figure 11.2). As bus users it 
would seem unlikely that they would consider switching to the car for travel to work 
hence incurring a road-user charge. Some of these bus users may perceive 
themselves as being captive to the bus because of current traffic conditions, but, 
perhaps could have considered driving to work if network conditions improved (as 
a result of road user charging) such that the driving to work became a viable 
alternative.
When faced with paying road-user charges for driving to work, more regular car 
drivers (56%) chose the bus alternative over the car alternative (see Figure 11.2).
The split between bus and car is much more even for this group of respondents.
The introduction of road-user charges seems to have encouraged over half to switch 
modes. Again, this finding suggests that with appropriate levels of road-user 
charges, car drivers will switch to alternative modes of travel to work (as discussed 
further in section 11.3) rather than continue to drive and incur a road-user charge.
Figure 11.3 shows the choices made by regular car drivers and regular bus users in 
the choice scenarios. The breakdown between car driving and bus use was originally 
42% and 58% respectively (based only on the number using these two modes); 
however, in response to the mode choice scenarios the breakdown between these 
two modes was 21% and 79% respectively. Flence, it is clear that road user charging 
has had an impact on mode choice, with an increase in bus patronage and a decrease 
in driving to work. In fact, in response to road user charging the percentage of 
regular car users driving to work has reduced by 48% and bus patronage has 
increased by 34%. Hence, there may be an issue about whether the bus system can 
cope with this increase, particularly as this is a 34% increase in the morning peak 
period, not just a 34% increase over the entire day. The decrease in driving to work 
(as calculated from this study) is higher than that for the London Road user
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charging Scheme. There, car movements (12 months on from implementation) 
reduced by approximately 30% (Transport for London, 2004a).
Similar to the findings for car drivers and bus users, for all other modes of travel to 
work the proportion of pseudo respondents choosing the bus alternative was far 
greater than for those choosing the car alternative. As this group of respondents 
were non-car drivers and non-bus users it is not unusual that they would choose the 
bus alternative over the car alternative. In most cases the bus alternative would be 
cheaper than the car alternative.
The proportion of other car users (that is, car passengers and formal car sharers) 
who chose the car alternative was higher (27%-29%) than for users of other modes 
(excluding drivers and bus users). Although the proportion of car users who chose 
the bus alternative was greater than for those who chose the car alternative, it is not 
surprising that some car users chose the car alternative over the bus alternative. The 
comfort and convenience of the car as experienced by these car users may induce 
reluctance to switch to the bus. Furthermore, as they are car passengers and formal 
car sharers, they may not be obliged to pay the toll on every occasion that they enter 
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Figure 11.2 Mode choice in SC experiment: segmented by regular mode of
travel to work
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Figure 11.3 Mode choice in SC experiment for regular car drivers and 
regular bus users: before and after mode choice experiment
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11.2.4 Choice of Mode in SC Scenarios Segmented by Distance Travelled to 
Work
Six different distance categories were considered here, firsdy based on separating the 
distance travelled into what might be deemed acceptable for walk/cycling, and then 
segmenting the remainder based on the range of values in the data set. Choice of 
mode from the SC experiment was analysed in terms of distance to work. The 
percentage of pseudo respondents choosing the bus alternative was greater than the 
percentage choosing the car alternative for all six distance categories2 (see Figure 
11.4). It appears that, up to distances of 20 miles, as the distance increases an 
increasing percentage of pseudo respondents chose the car (but still a greater 
percentage chose the bus alternative). In the 1-5 mile category over 30% of pseudo 
respondents were regular walkers and cyclists and only 19% were car drivers and as 
such it’s not surprising that the percentage of respondents travelling 1-5 miles who 
chose the car alternative was so small. There were no walkers and few cyclists in the 
higher distance categories and this may be a contributing factor as to why as 
distance increased and the choice of car increased.
The proportions of pseudo respondents in the 21-25 mile category choosing the car 
alternative was lower than for the pseudo respondents in the 16-20 mile category 
and the over 25 mile categories. There were more regular car drivers in the 21-25 
mile category than in the 16-20 mile category but fewer than in the over 25 mile 
category; however there were more train users in the 21-25 mile category than either 
of the other two categories. Perhaps regular train users were prepared to choose 
another public transport mode rather than travel by car.
2 All distances greater than 25 miles were put into one category (‘over 25 miles’) because only 6% o f 
pseudo respondents fell into this category.
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Figure 11.4 Mode choice in SC experiment: segmented by distance travelled
to work
11.2.5 Choice of Mode in SC Scenarios Segmented by Travel Time to Work
Seven travel time categories (1-10 minutes, 11-20 minutes, 21-30 minutes, 31-40 
minutes, 41-50 minutes, 51-60 minutes and > 60 minutes) were considered here, 
and choice of mode of travel was analysed by these categories. Over 20% of pseudo 
respondents who took 1 - 1 0  minutes to travel to work chose the car alternative while 
the remainder chose the bus alternative. This was higher than for the pseudo 
respondents in the time categories up to (and including) 31-40 minutes. In the 1-10 
minutes time category over 63% were car drivers and only 13% were bus users 
which may have accounted for a higher percentage choosing the car alternative than 
in the other time categories (up to and including 31-40 minutes). In contrast, in the 
11-20 minute category only 23% of pseudo respondents were car drivers while 40% 
were bus users. In that category only 13% of pseudo respondents chose the car 
alternative. In the 51-60 minute category 32% of pseudo respondents chose the car 
alternative, this was the highest percentage choosing the car alternative in any of the
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seven travel time categories. In this category 32% were car drivers and 27% were 
bus users; therefore, there is almost no mode switch within this category.
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Figure 11.5 Mode choice in SC experiment: segmented by travel time to
work
11.2.6 Choice of Mode in SC Scenarios Segmented by Household Income
It was anticipated that household income would have an effect on choice of mode 
when road-user charges are in force. Modelling results prior to the implementation 
of the London road user charging scheme suggested that proportionally there would 
be a greater reduction in car trips into the Central London charging area by low to 
medium income households than from higher income households (ROCOL 
Working Group, 2000). The effect of household income on mode choice has been 
examined for this study.
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The effect of income level on choice of mode is evident from Figure 11.6. There 
appears to be a direct relationship between choice of mode under a road user 
charging regime and the level of household income: choice of the car alternative 
increases as household income rises. For household incomes below £20,800 (close 
to the Scottish average), only 13% of pseudo respondents chose the car alternative. 
With household incomes between £20,800 and £49,999, 19% of pseudo 
respondents chose the car alternative. In contrast, with household incomes in excess 
of £49,999, 29% of pseudo respondents chose the car alternative. A chi-square test 
of these two variables (income and choice of mode) shows that there is a pattern of 
relationship between these two variables, X,2(2)=29.72, p=0.000.
However, as with the findings for many other variables in this study, a greater 
proportion of pseudo respondents in each household income category chose the 
bus alternative over the car alternative when faced with the prospect of paying road- 
user charges. Hence, even high income earners were prepared to choose the bus 
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Figure 11.6 Mode choice in SC experiment: segmented by income level of
pseudo respondents
11.2.7 Choice of Mode in SC Scenarios Segmented by Regular Activities 
before Work
Activities before work were considered as a potential influence on a respondent’s 
choice of mode of travel to work. For instance, respondents dropping children to 
school/nursery may be more inclined to travel to work by car; however, the general 
analysis of the dataset did not reveal this to be the case (see Figure 7.3). However, 
the implementation of road-user charges may force individuals to re-consider these 
activities to work or to reconsider the mode of travel used to get to work.
Over a quarter of pseudo respondents (26%) regularly carried out activities 
before/on the way to work. It is shown in Figure 11.7 that a greater proportion of 
pseudo respondents who regularly carried out activities before work selected the car 
alternative than in the group who did not carry out such activities before work. The 
activities carried out by respondents before work may require them to use their car,
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or the timing of the activities may give rise to the car being a more attractive 
alternative (for example, a very early journey start time) than the bus even if this 
entails a road-user charge. A chi-square test reveals that there is a pattern of 
relationship between choice of mode (in the SC experiment) and the presence or 
absence of regular activities before work, %2(1)=27.34, p=0.000.
Nonetheless, more pseudo respondents chose the bus alternative than the car 
alternative regardless of the presence or absence of regular activities before work. 
Therefore, the majority of respondents were prepared to remain on the bus or 
switch to the bus than pay road-user charges even if this might require changes to 
be made to the activities regularly carried out in the morning.





Figure 11.7 Mode choice in SC experiment: segmented by regular activities
before work
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11.2.8 Choice of Mode in SC Scenarios Segmented by Regular Activities 
after Work
In a similar approach to the previous section, the presence or absence of regular 
activities after work and its impact on choice of mode when road-user charges are 
imposed was examined. The majority of pseudo respondents (6 8 %) regularly carried 
out activities after or on the way home from work. Slighdy more respondents who 
regularly carried out activities after work chose the car alternative than respondents 
without regular activities after work. A chi-square test revealed that the null 
hypothesis could be accepted and there was not a pattern of relationship between 
choice of mode (when road-user charges are imposed) and the presence/absence of 
regular activities after work, %2(1)=2.41, p<0.20. The lack of a relationship between 
these variables may be attributable to the fact that respondents’ choice of mode is 
made in the morning and thus not affected by activities later in the day.
Furthermore, evening activities may be easier to reschedule, for instance, visiting 
friends and family may be rescheduled to the weekend and shopping trips may be 









Figure 11.8 Mode choice in SC experiment: segmented by regular activities
after work
11.2.9 Choice of Mode in SC Scenarios Segmented by Presence or Absence 
of Dependent Children
In general, constraints such as dependent children may contribute to choice of 
mode of travel to work. Almost a third (29%) of the 1460 pseudo respondents had 
dependent children in their household. As it is likely that the age of dependent 
children may also be a factor, the presence or absence of dependent children was 
split into three groups: 1) children aged less than five, 2) children aged 5-12 and 3) 
children aged over 12. Respondents’ choice of mode segmented by presence or 
absence of dependent children (under these three groups) is shown in Figure 11.9.
A higher proportion of pseudo respondents with dependent children, than without 
dependent children selected the car alternative. This is the case for all three 
categories of dependent children (see Figure 11.9). A chi-square test shows that the 
distribution is significant and there is a pattern of relationship between choice of
327
C hapter 11
mode (in SC experiment) and dependent children in the household, X2=23.138,
p=0 .0 0 0 .
Nevertheless, within each of these categories, still, a higher proportion chose the 
bus alternative than the car alternative. Thus, if faced with paying road-user charges, 
constraints such as dependent children appear not to deter respondents from 
considering the bus.
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Figure 11.9 Mode choice in SC experiment: segmented by dependent
children
11.2.10 Choice of Mode in SC Scenarios Segmented by Gender
There were almost twice as many female pseudo respondents in the data set than 
males. Gender appears to influence choice of mode when road user charging is a 
consideration. Nearly twice as many males than females chose the car alternative 
over the bus alternative. However, yet again, for both groups the bus is the favoured
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response with 70% of males and 84% of females choosing the bus alternative. A 
chi-square test shows that there is a pattern of relationship between the gender and 
choice of mode in the SC experiment, X2 (1)=43.16, p=0.000. Further investigation 
of the effect of gender on choice of mode when road-user charges are imposed is 
presented in section 11.3.5.
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Figure 11.10 Mode choice in SC experiment: segmented by gender
11.3 THE INFLUENCE OF TOLL LEVELS ON CHOSEN MODE IN SC 
SCENARIOS
In this section the influence of the toll levels on choice of mode is investigated.
Each level of the toll was examined against specific characteristics of respondents. 
These characteristics were: regular mode of travel to work, household income, 
regular activities carried out before work, dependent children and gender. Although 
these characteristics did not form part of the SC scenarios, it was expected that they 
might be important influences on mode choice.
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11.3.1 Choice of Mode in SC Scenarios Segmented by Regular Mode of 
Travel to Work
As the level of toll increased, the percentage of drivers choosing the bus alternative 
increased, consequendy the percentage choosing the car alternative decreased (see 
Figure 11.11). For example, at the £2 level, 58% of car drivers chose the car 
alternative and 42% chose the bus alternative. Thus, at this level of charge, more 
drivers were prepared to stay in their cars than switch to the bus. Whereas, when the 
toll increased to £3.50 more drivers chose the bus alternative than the car alternative 
(58% chose the bus). Furthermore, when the toll increased to £5, only 29% of car 
drivers chose the car alternative while 71% chose the bus alternative.
The affect of specific toll levels on mode choice for car drivers is clear: at relatively 
low levels (that is, £2), a greater proportion will choose the car alternative than the 
bus alternative. However, as the charge increases above £2 (that is, at £3.50 and £5) 
a greater percentage of car drivers will be persuaded to stop driving to work.
In general bus users tended to choose the bus alternative over the car alternative. At 
the £2 level 90% of bus users chose the bus alternative, while 96% chose this 
alternative at the £3.50 toll and 99% chose the bus alternative when the toll was £5. 
Although this finding is as expected, i.e. bus users remaining on the bus, it is still 
worthy of note that some bus users were prepared to switch to the car even though 
tolls were payable (for example, for bus users, 10% chose the car alternative when 
the toll was at £2). As stated earlier, some bus users may feel that they are captive to 
the bus due to traffic conditions on the roads. The car may appear as a more 
attractive alternative than the bus when the time savings on offer were taken into 
consideration, even if a £2 toll was required. Furthermore, a £2 toll may be similar 
to the cost of a return bus fare for the work trip. This may be particularly the case 
considering that these regular bus users also owned or had access to a car for their 
journey to work and as such were already paying the fixed costs of commuting by 
car, for example, insurance, tax, part of the maintenance cost etc.
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It was not anticipated that this type of response to road user charging would be that 
significant for the London road user charging scheme. However, it was anticipated 
that a small number of public transport users could switch to the car as congestion 
levels fell or as public transport crowding increased (ROCOL Working Group, 
2000). It is interesting to see that in the hypothetical road user charging scheme 
presented to respondents in this Edinburgh study a small number of them 
responded in this manner.
For all other modes of travel, at each toll level, more pseudo respondents chose the 
bus alternative over the car alternative. Again, it is important to reiterate that all of 
these commuters are also car owners who could choose the car as a mode of travel 
to work if they so wished. Like current bus users, these other mode users could be 
potential switchers to the car if conditions improve sufficiently. In the case of the 
London road user charging scheme there are large exemptions (90% discount on 
toll charge) for residents within the road user charging zone3. Some of these 
residents may have been regular walkers/cyclists for the journey to work prior to the 
implementation of road user charging, but may now find it cheap enough and the 
travel time so much better that they choose to drive to work instead. The 
generalised cost function can include congestion: if congestion levels are one 
contributor to choice of mode of travel, then there may be an argument that when 
congestion levels reduce sufficiently, some people will choose the car even though 
they may have previously walked, cycled or used modes other than the car to travel 
to work.
3 Up to the week ending January 4th 2004 there were 28,100 discount registrations for residents o f 
the congestion-charging zone and on a typical charging day approximately 14,000 residents’ vehicles 
travel in the congestion charging zone (Transport for London, 2004).
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Figure 11.11 Mode choice in the SC scenarios: segmented by regular mode of
travel to work and toll
The current toll for the London road user charging scheme is £5. Transport for 
London expected a reduction of 17%-28% in car movements entering the charging 
zone. After one year of the scheme in place the reduction in car movements was in 
fact 30%, which was slighdy above the top end of their expectations (Transport for 
London, 2004c). It is fair to say that there was an underestimation in the impact of 
the road-user charge on car movements into the road user charging zone. In this 
basic analysis it is suggested that 42% of drivers would switch to the bus if the toll 
was £2, whereas, 71% would switch if the charge was £5. If a similar trend were to 
occur in Edinburgh, there could be even larger reductions in car usage as a result of 
introducing a £5 road-user charge. If the charges were £2 per day, the reductions in 
car use might not be as large as in London.
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11.3.2 Choice of Mode in SC Scenarios Segmented by Household Income 
and Toll Level Offered
As discussed in section 11.2.6, behavioural responses to road user charging can be 
influenced by an individual’s level of income. This is investigated further here by 
examining household income and level of toll against choice of mode in the SC 
experiment.
At the £2 level 20% of pseudo respondents with incomes below £20,800 chose the 
car alternative with the remainder of pseudo respondents in this category choosing 
the bus alternative. Just slightly more (26%) of pseudo respondents with incomes 
between £20,800 and £49,999, chose the car alternative when the toll was £2, 
whereas this figure increased to 39% for pseudo respondents with incomes in excess 
of £49,999. Thus, with tolls of £2, more pseudo respondents on lower incomes 
chose the bus alternative compared to respondents with higher incomes.
At the £3.50 toll level only 12% of pseudo respondents with the lowest incomes 
chose the car alternative, whereas this figure was 18% for those with household 
incomes between £20,800 and £49,999 and 25% for those with household incomes 
greater than £49,999. With a toll of £5, only 4% of pseudo respondents with 
household incomes below £20,800 chose the car alternative, while 11% of those 
with household incomes between £20,800 and £49,999 chose the car alternative. 
Where household incomes were in excess of £49,999, 20% chose the car alternative. 
These findings suggest fact that higher-level tolls will have a greater impact on mode 
choice than lower levels of tolls even for higher income travellers, but that there is 
more of an impact on low income groups.
The percentage of pseudo respondents in higher income households choosing the 
car alternative (at all levels of toll) is greater than for those in lower income 
households. However, over all income categories more pseudo respondents choose 
the bus alternative than the car alternative, stressing the influence of road-user 
charges on mode choice, even at tolls as low as £2.
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Figure 11.12 Mode choice in SC experiment: segmented by income level of
pseudo respondents and toll
11.3.3 Choice of Mode in SC Scenarios Segmented by Regular Activities 
Before Work and Level of Toll Offered
Figure 11.13 shows the influence of each toll level on the choice of mode for 
respondents with and without regular activities before work. It appears that at each 
toll level, the proportion of pseudo respondents who chose the car alternative was 
greater for those with regular activities to carry out before work. For example, with 
a £1 toll, 41% of pseudo respondents with regular activities before work chose the 
car alternative, whereas only 25% of pseudo respondents without regular activities 
before work chose this alternative.
As the toll level increased, fewer respondents chose the car alternative, even for 
those who stated that they regularly carried out activities before work. Thus, as the 
toll increased, even pseudo respondents with regular activities before work were 
forced to consider alternative modes of travel.
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