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Using fMRI in experimental philosophy: Exploring the prospects 
Rodrigo Díaz 
 
Abstract: This chapter analyses the prospects of using neuroimaging methods, in 
particular functional magnetic resonance imaging (fMRI), for philosophical purposes. To 
do so, it will use two case studies from the field of emotion research: Greene et al. (2001) 
used fMRI to uncover the mental processes underlying moral intuitions, while Lindquist 
et al. (2012) used fMRI to inform the debate around the nature of a specific mental 
process, namely, emotion. These studies illustrate two main approaches in cognitive 
neuroscience: Reverse inference and ontology testing, respectively. With regards to 
Greene et al.’s study, the use of Neurosynth (Yarkoni 2011) will show that the available 
formulations of reverse inference, although viable a priori, seem to be of limited use in 
practice. On the other hand, the discussion of Lindquist et al.’s study will present the so 
far neglected potential of ontology-testing approaches to inform philosophical questions. 
 




Experimental philosophy is an interdisciplinary approach that consists in investigating 
traditional philosophical questions using experimental methods from the social sciences 
(Knobe and Nichols 2017). After a first period in which experimental philosophers 
basically relied on the use of questionnaires, the field has grown to adopt a wide variety 
of methods from other disciplines such as linguistics or neuroscience (see other chapters 
in this volume for several examples). The present chapter will analyse the possibilities of 
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neuroimaging methods, fMRI in particular, within the practice of experimental 
philosophy. 
1.1. fMRI 
Functional Magnetic Resonance Imaging (fMRI) is probably the most used neuroimaging 
method in cognitive neuroscience. Most research in cognitive neuroscience is committed 
to the goal of localizing mental processes in the brain1, and fMRI serves this purpose well. 
Researchers use fMRI to measure activity in the brain of the participants in their 
experiments. Used while participants perform cognitive tasks, it provides information 
about the neural correlates of those tasks, which is used to make links between brain 
structure and mental function. The localization of the brain activity found in an 
experiment is usually represented through colouring superimposed on brain pictures. The 
resulting ‘neuroimages’ are not like photographs, however, and there is a considerable 
number of inferential steps from the acquisition of raw fMRI data to the attainment of 
brain activity maps (Roskies 2008).  
The details of fMRI technology are complex and I can only explain a few key points here 
(Logothetis 2008; Klein 2010; Parens and Johnston 2014). First, fMRI is an indirect 
measure of brain activity. The fMRI signal measures changes in the oxygenation of blood 
in the research subject’s brain. These changes are detected taking advantage of the 
different magnetic properties of deoxygenated haemoglobin in comparison to oxygenated 
haemoglobin in cerebral blood flow. As brain activity consumes oxygen, it is inferred that 
more deoxygenated haemoglobin in a particular brain area equals activity in that area. 
Second, the signal has limitations in terms of temporal and spatial resolution: changes in 
blood oxygenation are slower than brain activity, and the signal is recorded in volume 
units called voxels that include millions of neurons. Finally, and most importantly, fMRI 
results are qualitative. The final neuroimage is the result of complex mathematical and 
statistical processing of the signal, and it does not map the intensity of the signal, but the 
statistical significance of differences in the signal between experimental conditions. 
However, despite these limitations, fMRI is generally assumed to be suitable for the 
purpose of associating mental processes with their neural substrates, mapping mental 
function to brain structure. 
                                                             
1 But see section 4.1 
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1.2. Experimental philosophy 
To evaluate the prospects of using fMRI within experimental philosophy, it is necessary 
to explain the ways in which this movement employs experimental methods to address 
philosophical questions. For this purpose, it is useful to differentiate two different projects 
within the practice of experimental philosophy based on their relation with the analytical 
philosophy tradition (Rose and Danks 2013; Fischer and Collins 2015; Knobe and 
Nichols 2017): The intuitions project, and the psychology project. 
The intuitions project builds on the use – widespread in analytic philosophy – of the 
method of cases: using hypothetical scenarios to trigger intuitions about a particular topic 
(e.g. knowledge, moral responsibility, free will). But instead of relying on ‘armchair 
reflection’, experimental philosophers use surveys and questionnaires to investigate 
people’s intuitions, as well as the factors that underlie those intuitions: psychological 
mechanisms, cultural background, etc. The ultimate goal behind this investigation 
differentiates between two programs within the intuitions project: the positive program, 
and the negative program. Work in the positive program collects data to make progress 
on the understanding of the concept at hand, while work on the negative program tries to 
raise questions about the validity of the method of cases by showing that intuitions depend 
on unreliable mental processes or are affected by putatively irrelevant factors (Machery 
2017). 
The psychology project, in contrast to the intuitions project, is not primarily concerned 
with the study of intuitions and does not necessarily engage with the method of cases. 
Instead of collecting data on people’s thoughts and feelings to inform some further 
philosophical issue, the issue is people’s thoughts and feelings themselves. Work on this 
project blurs the boundaries between disciplines, as most questions involved are both 
questions of philosophy and questions of psychology. For example, the question of how 
people come to attribute mental states to others is of interest to both psychologists 
(mentalizing processes) and philosophers (the problem of other minds). 
Within the intuitions project, using fMRI can help to uncover the mental processes 
underlying people’s intuitions about hypothetical cases. An example of this approach is 
Greene et al.'s 2001 study on the impact of emotion on responses to moral dilemmas. In 
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this study, fMRI is used to identify the mental processes underlying different moral 
intuitions to assess their epistemological warrant. 
Within the psychology project, fMRI data can also be used in a different way, to inform 
questions about cognitive architecture. An example of this approach is Lindquist et al.'s 
(2012) meta-analysis of studies investigating the brain basis of emotion. In this study, 
fMRI data is used to elucidate the nature of emotion and examine whether emotions are 
‘basic’ or ‘constructed’. 
In the following, I will use Greene et al. (2001) and Lindquist et al. (2012) as case studies 
to present and discuss the above two ways in which fMRI could be used to inform 
philosophical work. These two influential papers2 are selected because while both use 
fMRI to study the same mental process, emotion, they use different approaches. By 
looking at fMRI-recorded patterns of brain activity, Greene et al. aim to infer the 
engagement of emotion, while Lindquist et al. use fMRI to infer the nature of emotions. 
The former strategy is an instance of reverse inference (from brain activity to what the 
mind is doing), the latter constitutes an example of ontology testing (from brain activity 
to how the mind is organized). The problems associated with reverse inference, in 
particular the lack of one-to-one mappings between mental function and brain structure, 
is one of the aspects that motivate the use of ontology testing approaches. The discussion 
of Greene et al. (2001) and Lindquist et al. (2012) will provide a concrete illustration of 
how information about the neural substrates of a particular mental process (e.g. emotion) 
cannot support reverse inferences but can tell us something about the nature of that mental 
process. Furthermore, each study exemplifies one of the most used methods within each 
strategy: subtraction within reverse inference, and meta-analysis within ontology testing 
(see table 1). The discussion of these two studies will serve to argue against reverse 
inference and in favour of ontology testing approaches within experimental philosophy. 
                                                             
2 According to Google Scholar, Greene et al. (2001) has been cited 3656 times, while Lindquist et al. (2012) has been 
cited 1067 times (date of the search: 14.03.2018). 
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Study Project Strategy Method 
Greene et al. (2001) Intuitions project Reverse inference Subtraction 
Lindquist et al. 
(2012) 
Psychology project Ontology testing Meta-analysis 
Table 1. Project, strategy, and method of the studies discussed. Note that there is no one-
to-one correspondence between method, strategy and project. For example, subtraction is 
not only used for reverse inference, and reverse inference is not only used within 
experimental philosophy’s intuitions project. 
 
2. Greene et al. (2001): Intuitions Project and Reverse inference 
2.1. Research context 
Greene et al.’s 2001 study uses a subtractive design common in cognitive neuroscience. 
This design usually involves two tasks, which differ in one specific task component. For 
example: task T1 (hear a ‘beep’ sound), consisting in one component C1 (auditory), and 
task T2 (tap a finger when hear a ‘beep’ sound) involving components C1 (auditory) and 
C2 (motor). The design tries to isolate the differing component (C2), which is the target 
of investigation. Neuroimaging is used to record participants’ brain activity while they 
perform each task, and the recorded pattern of brain activity in the contrast task (T1) is 
subtracted from the pattern of brain activity in the task that involves the component of 
interest (T2). This subtraction consists on performing a statistical test for each voxel to 
see if it shows a significant difference in activity between the two tasks. The result is the 
identification of differential activity in certain areas of the brain, which is taken to be the 
neural correlate of the investigated task component (C2). This design can be used for two 
different goals: to identify the neural basis of a specific mental process, or to identify the 
mental process(es) involved in a task.  
First, a subtractive design can aim at identifying the neural basis of a specific mental 
process. If the isolated task component is assumed to correspond to the involvement of a 
specific mental process, the differential pattern of activity is interpreted as the neural basis 
of that mental process. For example, on this approach, the differential brain activity 
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between listening to emotionally un-evocative music and listening to emotionally 
evocative music is interpreted as the neural basis of emotion (Mitterschiffthaler et al. 
2007). This strategy is known as forward inference, and it serves to establish ‘structure-
function links’, links between localized brain activity and mental processes.  
Second, subtractive designs can be used to identify the mental process(es) involved in a 
task. In some cases, the mental process(es) associated with the isolated task component 
are unknown, and subtraction is used to identify them. For example, contrasting an 
evaluative judgment task with a factual judgment task can serve to investigate the mental 
processes underlying evaluation (Moll et al. 2001). In these cases, the differential pattern 
of brain activity between one task and the other is interpreted in the light of previously 
established structure-function links. The logic is the following: (1) In task T, activation is 
found in region R; (2) In previous studies, activity in region R has been associated with 
mental process M; therefore (3) T recruits M. This is known as reverse inference: inferring 
the involvement of a particular mental process by looking at the localization of brain 
activity. Greene et al.’s study follows this strategy: It uses subtraction to study the mental 
processes underlying moral intuitions. 
2.2. Greene et al.’s study 
Participants in Greene et al.’s study were presented with a battery of dilemmas while their 
brain activity was recorded using an fMRI scanner. There were three different types of 
dilemmas: personal moral dilemmas, impersonal moral dilemmas, and non-moral 
dilemmas (which served as a control condition). Non-moral dilemmas involve decisions 
such as which of two coupons to use at a store. The paradigmatic example of an 
impersonal moral dilemma is the switch dilemma: A runaway trolley is about to run over 
five persons, and you have to decide whether to hit a switch that turns the trolley onto a 
different set of tracks in which it will only kill one person instead of five. Its personal 
counterpart is the footbridge dilemma: A runaway trolley is about to run over five persons, 
and you have to decide whether to push a fat person onto the tracks in front of the trolley 
in order to stop it, saving the other five people but killing the one that you push. 
Both personal and impersonal dilemmas involve the same trade-off of lives: sacrifice one 
person to save five; but they differ in the kind of action required: pulling a switch versus 
pushing the person to sacrifice. Performing these actions is interpreted as an ‘utilitarian’ 
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response (choosing the better outcome), while inaction is interpreted as a ‘deontological’ 
response (not violating someone’s rights). It is a consistent finding that, despite both types 
of dilemmas involving the same trade-off of lives, most people give utilitarian responses 
in impersonal dilemmas but deontological responses in personal dilemmas. Greene and 
colleagues hypothesize that this asymmetric pattern of responses is due to the higher 
emotional salience of personal dilemmas in comparison to impersonal ones. The 
deontological intuitions triggered by personal dilemmas would be grounded in people’s 
emotional reactions, while utilitarian responses would be triggered in more ‘cognitive’ 
settings. They used fMRI to test this hypothesis via reverse inference. 
When comparing the fMRI data relative to each category of dilemmas, Greene et al. found 
that personal moral dilemmas, in comparison to impersonal and non-moral dilemmas, are 
more likely to trigger activity in brain areas associated with emotion (Brodmann’s Areas 
9-10, 31 and 39). Conversely, personal dilemmas are less likely to trigger activity in areas 
associated with working memory (Brodmann’s Areas 46 and 7/40).  
2.3. Discussion 
The results seem to support Greene and colleagues’ hypothesis: personal dilemmas differ 
from impersonal ones in that they generate emotional reactions in participants, what 
would in turn explain the prevalence of ‘deontological’ responses to this type of dilemma. 
This evidence is supposed to undermine the epistemological warrant of deontological 
intuitions (Greene 2014). Moral dilemmas are unfamiliar situations, and in unfamiliar 
situations (e.g. driving a car for the first time) we shouldn’t rely on ‘automatic’ but rather 
‘controlled’ processes. As the results suggest that deontological responses to moral 
dilemmas are associated with ‘automatic’ emotional reactions, this would undermine 
deontological intuitions. However, it is important to take a closer look at the evidence 
that supports Greene et al.’s reverse inference from the fMRI data to the engagement of 
emotion. The inference has the following structure: 
(1) When responding to personal moral dilemmas, activity in areas 9-10, 31 and 39 is 
found. 
(2) Activity in areas 9-10, 31 and 39 has been associated with emotion. 
(3) Therefore, responding to personal moral dilemmas involves emotion. 
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In order for (3) to follow from (1) and (2), there must be a one-to-one correspondence 
between brain structure and cognitive function (Poldrack 2006): emotion should 
consistently recruit activity in areas 9-10, 31 and 39; and activity in areas 9-10, 31 and 39 
should not be consistently recruited by other mental processes. Deducing the engagement 
of a mental process from activity in a particular brain area is justified only if no other 
mental processes have been associated with activity in that area. However, as Klein 
(2011) has already noted, none of the areas reported by Greene and colleagues are 
selective for emotion. Instead, they are pluripotent: they are involved in the realization of 
multiple different mental processes. Thus, we cannot know whether activity in those areas 
means that emotion or one of the other processes that have been associated with those 
areas are engaged. Activity in areas 9-10, 31, and 39 is not sufficient to infer emotion 
engagement. 
However, selectivity might be an excessive requirement for reverse inference. Although 
activity in areas 9-10, 31 and 39 is not selective for emotion, it might be that activity in 
those areas is preferentially associated with emotion. That is, when there is activity in 
those areas, the probability that emotion is being engaged is higher than the probability 
that other mental processes are being engaged. By reformulating reverse inference in 
probabilistic terms, it is possible to use fMRI data to provide some support for cognitive 
hypotheses (Poldrack 2006). To calculate the probability of emotion engagement given 
activation in areas 9-10, 31, and 39, we need to know how many times those regions were 
active when emotion was engaged, and how many times those regions were active when 
emotion was not engaged. Although the latter information is difficult to obtain, fMRI 
databases can be used to estimate the probability of a mental process being engaged given 
activation in a particular brain area.  
Neurosynth (Yarkoni et al. 2011) is an automated database of fMRI studies that can help 
determine the selectivity and consistency of structure-function links. Neurosynth uses 
text-mining techniques to provide information about the probability of finding a term (e.g. 
“emotion”, “memory”, “attention”…) in the abstract of a paper when activation in a 
specific brain area is reported in that paper (reverse inference / selectivity) and, 
conversely, the probability of finding activation across different brain areas given the 
presence of a specific term (forward inference / consistency). A search in Neurosynth3 
                                                             
3 The Talairach coordinates for peak activations reported by Greene et al. were transformed to MNI space (Lacadie et 
al. 2008) to enable the search in Neurosynth (date of the search: 14.03.2018). Full results can be found in the 
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revealed that, within the areas that Greene and colleagues reported, only area 9-10 is 
consistently associated with emotion (z = 6.93), and it is thus the only candidate to provide 
evidence for the engagement of emotion.  There was a high probability of finding the term 
‘emotional’ (.71) or ‘affective’ (.68) given activity in this area.4 However, this probability 
was as high as the probability of finding other terms such as ‘mentalizing’ (.85), ‘theory 
of mind’ (.83), ‘social cognition’ (.83), ‘self-referential’ (.79), ‘inferences’ (.83), 
‘evaluation’ (.76), ‘intentions’ (.82), ‘belief’ (.84), ‘autobiographical’ (.80), ‘default 
mode’ (.71), ‘judgments’ (.73), ‘moral’ (.82), or ‘economic’ (.81) (see note 5 for a 
complete list). The data suggests that the selectivity of area 9-10 for emotion is low. Thus, 
the presence of activity in this area is not able to provide strong support to Greene et al.’s 
hypothesis. 
Nevertheless, one could argue that the possibility of mentalizing, theory of mind, social 
cognition, etc. being involved should not be taken into account. The only mental 
processes that should be considered are those relevant in the case at hand. Although this 
possibility is not systematically investigated by Greene and colleagues, some have argued 
that their study could help deciding whether deontological responses to personal moral 
dilemmas are generated by (H1) emotional reactions to the vignette or (H2) the 
application of an abstract moral rule, e.g. the doctrine of double effect (Del Pinal and 
Nathan 2013; Machery 2013). In this case, the only mental processes to take into account 
would be (1) emotion and (2) rule application. Although fMRI evidence cannot provide 
strong support to a cognitive hypothesis in isolation, it could help selecting between two 
competing hypotheses. Our search in Neurosynth for areas 9-10 and 31 revealed that the 
use of the term ‘rule’ was not consistently associated with activity in any of these areas 
(see note 5). Thus, in this comparative framework, Greene et al.’s results would support 
H1 over H2, as activity in area 9-10 is more likely to be found when reacting emotionally 
than when applying an abstract rule. 
However, the hypothesis that participants are applying an abstract rule when responding 
to personal moral dilemmas is compatible with those subjects experiencing emotion 
(Huebner et al. 2009; Mole and Klein 2010). Emotion and rule application can occur 
                                                             
following links: BA 9-10 (http://neurosynth.org/locations/2_56_20_6/) BA 31 (http://neurosynth.org/locations/-6_-
58_38_6/). The coordinates for BA 39 are not provided in Greene et al.’s paper. 
4 Some terms related to emotion such as ‘empathy’ (.78) or ‘unpleasant’ (.79) could arguably support Greene et al.’s 
hypothesis too, while others like ‘positive’ (.67) don’t.  
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alongside each other. Thus, even if it is the case that activity in area 9-10 is due to 
emotional engagement, we should not prefer H1 over H2. In order for the neuroimaging 
data to help us select between these two competing hypotheses, we need strong structure-
function links for both of them. This is necessary to contrast the predictions of H1 and 
H2 one against the other. H1 posits that personal moral dilemmas, in contrast to 
impersonal ones, engage emotional processes. Thus, it predicts differential activity in 
areas associated with emotion for personal dilemmas. Conversely, H2 posits that 
responding to both personal and impersonal moral dilemmas involve the application of a 
rule: a deontological rule in the former, and a consequentialist rule in the latter. Thus, it 
predicts activity in areas associated with rule application for both types of dilemmas.  
We might say that the neuroimaging data was in line with H1 predictions5, but was it 
against H2 predictions? For this, we need to know the link between rule application and 
localized brain activity. Although emotions have been the target of much neuroimaging 
work, this is not the case for rule application.6 In Greene et al.’s study, rule application 
processes would putatively be supported by areas 46 and 7/40, which showed diminished 
activity in personal dilemmas in comparison to impersonal ones. This pattern of activity 
would favour H1 over H2. However, the consistency and selectivity of these areas for 
rule application is important at this point. If the link is weak, a proponent of H2 could 
argue that other areas which didn’t show differential activity, and not areas 46 and 7/40, 
are the ones supporting rule application. A search in Neurosynth7 revealed that activity in 
areas 46 and 7/40 was not consistently associated with the term ‘rule’. Thus, the evidence 
does not undermine H2, and H1 should not be preferred over it. 
The use of Neurosynth and Greene et al.’s study has shown the problems that the different 
formulations of reverse inference face when they are to be applied. It is important to note 
that the problems exposed in this section are not exclusive to Greene et al.’s study, but of 
reverse inference in general. Lack of selectivity is not an anomaly of some brain areas, 
                                                             
5 One could still question why differential activity was only found in 9-10 but not in other areas that are also 
consistently associated with emotion. 
6 Using Neurosynth, 790 studies were found to be associated with the term ‘emotion’ 
(http://neurosynth.org/analyses/terms/emotion/). There were no results for ‘rule application’, and only 141 studies 
associated with the term ‘rule’ (http://neurosynth.org/analyses/terms/rule/) 
7 The Talairach coordinates for peak activations reported by Greene et al. were transformed to MNI space (Lacadie et 
al. 2008) to enable the search in Neurosynth (date of the search: 14.03.2018). Full results can be found in the 
following links: BA 46 (http://neurosynth.org/locations/46_36_24_6/), left BA 7/40 (http://neurosynth.org/locations/-
48_-68_26_6/) right BA 7/40 (http://neurosynth.org/locations/50_-60_18_6/) 
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such as the ones that Greene and colleagues associate with emotion. Decades of fMRI 
research have provided a structure-function mapping that is far from selective, with most 
brain areas involved in many different mental processes (Poldrack 2010; Anderson et al. 
2013). When differential activity is found in a specific brain area, it is usually not possible 
to determine which of the many mental processes that are (to a similar extent) likely to 
be engaged is actually engaged. Thus, although the probabilistic approach makes reverse 
inference viable in principle, in practice it is of limited use in most cases. The same seems 
to be true for extant comparative approaches to reverse inference, which also need strong 
structure-function links in order to avoid the ‘compatibility problem’. 
 
3. Lindquist et al. (2012): Psychology Project and Ontology Testing 
3.1. Research context 
Lindquist et al.’s 2012 study is an example of ‘science by synthesis’. Instead of 
conducting a new fMRI experiment to investigate emotion, Lindquist and colleagues 
conducted a meta-analysis of the neuroimaging literature on emotion. A meta-analysis is 
a statistical technique that allows to obtain a formal synthesis of the results across 
different studies. In neuroimaging research, the difficulty of establishing selective 
structure-function links is one of the main motivations for conducting these formal 
syntheses of the existing evidence (Yarkoni et al. 2010). Meta-analyses of neuroimaging 
studies can serve to evaluate both the consistency and the selectivity of associations 
between localised brain activity and mental function. First, by aggregating data across 
experiments investigating the neural correlates of the same mental process, meta-analyses 
can provide information about the brain areas that are consistently associated with that 
mental process. Second, when used to aggregate data across studies investigating different 
mental processes, meta-analyses can also allow to evaluate the selectivity of brain areas 
for those mental processes.  
The lack of selectivity of structure-function associations has also prompted a debate about 
whether we should rethink our cognitive ontology, our theory about the organization of 
the mind (Price and Friston 2005; Poldrack et al. 2009; Lenartowicz et al. 2010). Some 
authors have suggested that mental processes might not map well onto brain structures 
because the cognitive ontology that has guided the design of neuroimaging experiments 
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is not adequate. That is, the task components isolated in forward inferences might not 
correspond to basic operations of the mind. Neuroimaging research assumes that 
psychology is not independent from neuroscience, so it is to be expected that basic 
operations of the mind are also basic operations of the brain. Thus, when tasks that are 
supposed to isolate different mental processes produce overlapping patterns of brain 
activity, the nature of those processes as basic operations or building blocks of our mind 
is called into question.  
Following this ‘same pattern of brain activity equals same mental processes’ logic, 
neuroimaging results can be used to test the adequacy of our cognitive ontology, and 
possibly guide a reformulation of the categories we use to understand the organization of 
the mind. Meta-analyses are specially well suited for this ontology testing approach, as 
they can tell us whether tasks that are supposed to involve similar (distinct) mental 
processes, recruit activity in the same (distinct) brain structures. This approach is used by 
Lindquist and colleagues to inform the debate around the nature of emotions. In particular, 
they investigate the question of whether emotions are “basic” or “constructed”. 
3.2. Lindquist et al.’s study 
Lindquist and colleagues conducted a meta-analysis of the results from almost a hundred 
neuroimaging studies. They selected studies investigating the neural correlates (forward 
inference) of the perception and experience of five discrete emotions: anger, sadness, fear, 
disgust, and happiness. These have been considered to be ‘basic emotions’. According to 
this basic emotion theory (Ekman 1999), these emotions are irreducible building blocks 
of the mind, which are the result of evolutionary pressures, and have their roots in hard-
wired mechanisms in the brain and the body. On this view, it is to be expected for each 
basic emotion to be associated with activity in a specific region or network of regions in 
the brain8. That is, that there are brain regions selectively associated with each basic 
emotion (but see Scarantino and Griffiths 2011). In contrast to basic emotion theory, a 
constructionist view about emotion posits that all emotions emerge from the combination 
of the same domain-general mental processes: core affect and conceptualization 
(Lindquist and Barrett 2008). Thus, constructivism predicts that the patterns of brain 
                                                             
8 It is necessary to posit emotion-specific central nervous system (CNS) activity in my account of basic emotions. 
[…] There must be unique physiological patterns for each emotion, and these CNS patterns should be specific to 
these emotions not found in other mental activity. (Ekman 1999, page 50) 
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activity associated with each emotion will overlap. In other words, that there are no 
selective associations between brain regions and each basic emotion. 
The results of Lindquist et al.’s meta-analysis shows that it is not possible to distinguish 
each basic emotion by its associated pattern of brain activity. Each emotion was 
associated with activity across a number of different brain regions, and none of those 
regions were selective for a particular emotion. For example, the amygdala, which has 
been taken to be the ‘fear area’, or at least the most important hub in a fear circuit, is 
shown to be consistently recruited by the experience and perception of all the emotions 
in the analysis. Similar results were found for other areas such as the anterior insula and 
the lateral orbitofrontal cortex, among others. 
3.3. Discussion 
Lindquist and colleagues’ results show that there are no ‘basic emotion circuits’ in the 
brain. Instead, different basic emotions share (to some extent) the same neural substrates. 
Contrary to what basic emotion theory posits, this suggests that emotions are not basic 
operations of the mind. Furthermore, the brain regions consistently activated by emotions 
have also been associated with non-emotional processes. This seems to support the 
constructivist view, in which emotions are built from the combination of operations that 
are not specific to emotion, but rather domain-general. These conclusions, however, do 
not remain unchallenged. It is possible to question both the negative claim against basic 
emotions (A. Scarantino 2012), and the positive claim in favour of constructivism (Sander 
2012; Scherer 2012). Regarding the second objection, it has been argued that the results 
of Lindquist et al.’s meta-analysis do not provide clear support for constructivism. The 
evidence is merely consistent with this theory, and thus also compatible with other 
theories of emotion such as appraisal theory. However, the evidence is inconsistent with 
basic emotion theories. Thus, the negative claim about the status of emotion categories as 
basic operations of the mind still holds. 
Even proponents of basic emotions theory have accepted the evidence regarding the 
absence of basic emotion circuits in the brain (Scarantino 2012; Adolphs 2016). Similar 
to Lindquist and colleagues, they have used the data to argue in favour of a reformulation 
of our cognitive ontology, although not a constructivist one. 
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Scarantino (2012) agrees that there are no specific biological markers for each emotion 
category. However, he argues that this does not prove basic emotion theory wrong. He 
claims that basic emotions exist, but they do not match our traditional folk-psychological 
categories of emotion. The reason that there are no selective associations between brain 
activity and emotion categories is that neuroimaging studies of emotion have been guided 
by the wrong cognitive ontology. Like Lindquist and colleagues, Scarantino argues that 
the evidence should make us rethink the organisation of the mind. However, instead of 
considering that emotions are not part of an adequate cognitive ontology, he argues that 
our current emotion categories are not part of an adequate cognitive ontology. 
Adolphs (2016) has argued that the main problem with the cognitive neuroscience of 
emotion to date has been the lack of conceptual clarity. On his view, in order to find 
selective associations between emotions and brain circuits, neuroimaging studies need to 
employ more rigorous designs. In particular, it is important to distinguish between 
emotion states and the conscious experience, attribution, conceptual knowledge, and 
expression of emotions. Only emotion states would constitute building blocks of the 
mind, while the others are abilities derivative from them. Neuroimaging studies usually 
conflate these different dimensions, and do not properly isolate or control for them. This 
is why neuroimaging studies have not found specific neural correlates for emotions, and 
not because basic emotion theory is wrong. On Adolphs’ view, in order for the 
neuroscientific study of emotion to progress, researchers should take into account these 
conceptual distinctions when designing neuroimaging experiments. 
In both examples above, the fMRI evidence is taken to be relevant to assess hypotheses 
about our cognitive ontology, and the categories we use to capture the organization of the 
mind are reformulated in the light of this evidence. Further meta-analysis of 
neuroimaging data regarding constructs other than emotion, such as working memory 
(Lenartowicz et al. 2010), have been used for the same ontology-testing purpose. 
 
4. General discussion 
The two case studies presented in this chapter exemplify different ways in which fMRI 
evidence can be used to inform philosophical work, and the problems associated with 
them. 
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The discussion of Greene et al.’s (2001) results brought out the problems associated with 
using fMRI to identify the mental processes involved in an experimental task. This 
strategy, known as reverse inference, faces a problem because associations between brain 
structure and mental processes are always one-to-many. There are two main proposals to 
make reverse inference a viable strategy: (1) to reformulate it in probabilistic terms and 
(2) to use it to decide between competing hypotheses. Greene et al.’s example showed 
that (1) usually provides little support for cognitive hypotheses and (2) is prone to fail 
because cognitive hypotheses are often compatible with multiple different neuroimaging 
results (see Russell A. Poldrack 2006; and G. Del Pinal and Nathan 2017 for similar 
conclusions). 
Lindquist et al. (2012) provided an example of how the many-to-many character of 
structure-function links, which limited the use of reverse inference, can be used to inform 
questions about cognitive architecture. Their approach consists in looking at the degree 
of overlap between patterns of brain activity across tasks, to assess whether those tasks 
involve the same or distinct mental processes. Lindquist et al.’s example is especially 
powerful because their results are used against a theory about the organization of the mind 
that makes predictions about brain activity. However, it has been argued that this strategy 
can inform debates about the organization of the mind even when the theories involved 
make no predictions about brain activity (Mather and Kanwisher 2013). Although this 
approach implies assumptions which are debatable, such as the correspondence between 
brain and mental function, and the relevance of neuroscientific data for psychological 
science, it has greater potential than reverse inference. 
4.1. Network-based approaches  
A fundamental difference between Greene et al.’s and Lindquist et al.’s approaches is that 
the latter does not rely on localising mental processes in particular brain structures. 
Lindquist et al.’s conclusions against basic emotions theory depend just on the degree of 
overlap between emotions’ neural correlates, in whichever part of the brain this overlap 
happens. The ‘localizationist paradigm’ in cognitive neuroscience has been heavily 
criticised. In particular, it has been argued that the subtractive method (see section 2.1) 
relies on certain theoretical assumptions about the modular and serial organization of the 
mind and the brain which are likely to be false (Orden and Paap 1997; Uttal 2001). In 
consequence, many researchers in cognitive neuroscience have switched from location-
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based to network-based approaches. On the network-oriented view, mental function does 
not depend on the activity of isolated brain modules, but on complex patterns of 
interaction between anatomically separated neural populations. This switch of perspective 
requires refining our methods, to be better able to detect these kinds of interactions. 
A method of increasing popularity is multivariate decoding (Hebart and Baker 2017). 
Multivariate decoding differs from the subtractive method in two substantial ways. First, 
while subtractive designs use univariate methods of analysis, which consist in running a 
separate analysis on each voxel (aggregation of neurons, see section 1.1), multivariate 
methods consist on the joint analysis of multiple voxels. This allows us to analyse 
distributed patterns of activity across separate neural populations. Second, while 
subtractive designs use methods of encoding, which aim to predict the neural data from 
the experimental task, decoding aims to predict the experimental task from the neural 
data. Multivariate decoding strategies use tools from machine learning to create classifiers 
which, after being ‘trained’ (or ‘fed’) with fMRI data for different tasks, can predict 
(decode) which task is being performed, just by looking at the associated pattern of brain 
activity. Multivariate decoding has been proposed as a methodological improvement on 
both strategies discussed here: reverse inference and ontology testing. 
Some authors have claimed that the use of multivariate decoding could provide a viable 
alternative to traditional location-based reverse inference (Poldrack 2011; Del Pinal and 
Nathan 2017). For example, if we want to know whether a task T involves mental process 
M or mental process M’, we can design a task that uncontroversially engages M, a second 
task that uncontroversially engages M’, and train a classifier with fMRI data for both 
tasks. Then, we collect data for task T, and use the classifier to determine whether T 
involves M or M’ based on the decoding accuracy. That is, based on whether the pattern 
of brain activity in T resembles the one in the task that involves M or the one in the task 
that involves M’. This pattern-based reverse inference is an interesting possibility. 
However, at least to date, it does not seem suitable for use within experimental 
philosophy’s intuitions project. Multivariate decoding is especially informative with 
simple tasks, in which we are certain about the mental processes involved. For example, 
it is possible to decode whether a subject is viewing a shoe or a bottle by looking at the 
pattern of brain activity associated with each task (Norman et al. 2006). However, the 
possibilities of multivariate decoding as a base for reverse inferences are limited when 
using complex tasks, which are likely to involve several different processes (not just M 
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or M’, but also M1, M2, Mn). In these cases, it is difficult to determine whether the 
decoding accuracy is due to the tasks being similar in terms of the mental process of 
interest (M or M’), or similar in terms of the other mental processes involved (M1, M2, 
Mn).  
Multivariate decoding has also been proposed as an improvement on Lindquist et al.’s 
methodology and has led to doubts about their conclusions. Although Lindquist and 
colleagues’ claim against basic emotions theory does not rely on the localisation of mental 
states, their meta-analysis uses data coming from location-based subtractive designs. If 
the neural basis for each basic emotion is to be found in distributed patterns of brain 
activity, then their study is fundamentally incapable of finding distinct neural correlates 
for each basic emotion (Hamann 2012). Using multivariate decoding strategies, other 
studies have shown that it is possible to discriminate between basic emotions based on 
their associated patterns of brain activity (see Kragel and LaBar 2016 for a review). 
However, it is important to note that the success of multivariate decoding has to do with 
predictive power, and predictive power does not necessarily imply neurobiological reality 
(Poldrack 2011; Hebart and Baker 2017; Ritchie et al. 2017). That a distributed pattern 
of brain activity can be used to predict, for example, the engagement of an emotion 
(decode the emotion), doesn’t mean that that pattern of activity has the function of 
generating the emotion (encode the emotion). That pattern is not necessarily present in 
any of the individual emotion instances, so it cannot be considered as an emotion circuit 
in the brain (Clark-Polner et al. 2016). In fact, the pattern of distributed neural activity 
associated with each emotion differs across studies (Kragel and LaBar 2016). This is not 
an argument against the success of multivariate decoding in distinguishing between 
different emotions. But it is an argument against its significance. It suggests that 
successfully decoding an emotion is not the same as finding a neural circuit for that 
emotion. Thus, successful decoding of emotions will not provide evidence in favour of 
basic emotion theory.  
 
5. Conclusion 
In this chapter, I discussed the possibilities of fMRI for the purposes of experimental 
philosophy. In the introduction, I briefly described fMRI and the two main projects within 
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experimental philosophy: the intuitions project, and the psychology project. This allowed 
us to identify two specific ways in which fMRI can be used in experimental philosophy: 
reverse inference within the intuitions project, and ontology testing within the psychology 
project. I used two examples to discuss the methods associated with each of these 
approaches. 
The pluripotency of brain areas, that is, the one-to-many character of associations 
between brain structure and mental function, was shown to limit the possibilities of 
reverse inference. Although methodological advances might overcome this problem, the 
ones available to date do not seem suitable for the purposes of experimental philosophy’s 
intuitions project. Similar to Greene et al.’s hypothesis regarding deontological intuitions, 
other researchers in experimental philosophy have advanced explanations in terms of 
emotional biases for compatibilist intuitions (Nichols and Knobe 2007) or intuitions about 
the intentionality of bringing about negative side-effects (Nadelhoffer 2006). The latter 
hypothesis has already been tested with fMRI (Ngo et al. 2015). However, as in the case 
of Greene et al.’s study, their neuroimaging results are open to alternative explanations 
(Díaz, Viciana and Gomila 2017). One of the main conclusions of this chapter is that 
experimental philosophers should not use fMRI to test these kinds of hypotheses. 
Ontology testing, on the other hand, was shown to have the potential to address 
philosophically relevant issues about the organization of the mind. Although this 
approach itself raises a series of philosophical questions about the relationship between 
neuroscience and psychology, this should be an additional reason for philosophers to 
engage in the debate. Building a proper cognitive ontology is a project that calls for the 
interdisciplinary approach characteristic of experimental philosophy’s Psychology 
Project. Furthermore, questions about the nature of mental states such as pain are at the 
centre of much philosophical debate. Here, I suggest that fMRI evidence can be used to 
inform these debates. For example, it could be possible to use fMRI to investigate whether 
pain should be understood as a bodily sensation (like a tickle) or a complex emotional 
state (like disgust) by looking at the degree of overlap between the patterns of brain 
activity recruited by each of these processes. 
To sum up, I argue that (1) fMRI is currently not suitable for the intuitions project’s goal 
of discovering the mental processes underlying intuitions, but (2) experimental 
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philosophers should explore the potential of fMRI to inform questions about cognitive 
architecture within the psychology project. 
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