Abstract: Periodic operations can be beneficial to chemical and biological systems, leading to better efficiency and plant economy compared to steady state operation. In this paper, the tracking control of desired periodic operation based on control contraction metrics is considered. A relaxation method is proposed to convert the nonconvex control synthesis problem into a convex sum-of-squares programming. Finally, an application to a Lotka-Volterra system of sustained oscillating chemical reactions is presented for illustration. The main advantages of this approach include: (1) the feedback information is geodesics, which is a general deviation considering local nonlinearity; (2) the differential state feedback control law is reference trajectory independent; (3) the control design can be carried out via numerical optimization.
INTRODUCTION
Periodic control can be beneficial to operations of chemical reactors (Bailey (1974) ; Silveston (1987) ; Silveston and Hudgins (2012) ), such as hydrogenation processes, catalytic oxidation, combustion systems and electrochemical process. In biological systems, oscillations are observed in all types of organisms from the simplest to the most complex (Rapp (1987) ). As shown in those survey papers (Silveston (1987) ; Rapp (1987) ), periodic operation is more efficient and economic than steady state operation. In the context of economic MPC for chemical process, periodic operation is not pathological but rather constitutes the normal operation since it can offer better long-time averaged economic performance (Müller (2014) ).
In Shiriaev and Fradkov (2001) , periodic orbits stabilization is achieved by the Lyapunov function based the information of first integrals for the drift dynamics. A review on the periodic motion planning and feedback control design based on the Poincaré first-return map and the transverse linearization is presented in Shiriaev et al. (2008) . All these approaches focus on the periodic orbits in the phase space without considering the time domain informationthe trajectory tracking. In Hudon and Guay (2010) , timedependent damping tracking controller is developed based on time-varying dissipative potential with respect to the difference between the drift vector field and the reference dynamics. But there is no general rules to show how to choose a proper closed 2-form and the domain of attraction of the time-varying controller.
In this paper, tracking control of periodic operation is considered in the framework of contraction theory. Sys- tem analysis and control synthesis are performed on the displacement dynamics which is the original nonlinear system equipped with its differential dynamics (continuous linearization). First, the synthesis problem with respect to control contraction metrics (CCM) and differential state feedback control is addressed, which can be seen as the "differential" version of control Lyapunov function and state feedback control. For polynomial systems, the nonconvex contraction inequality can be converted into a convex sum-of-squares (SOS) optimization problem through a relaxation method, which can be further translated into a semi-definite programming by SOS softwares, such as YALMIP (Löfberg (2004) ). A feasible CCM can be used to calculated the geodesics connecting the reference point and current state at each time instant. The actual control law is the integral of differential state feedback control along the geodesics. Furthermore, a trajectory dependent Lyapunov function, which reflects the closed-loop asymptotic tracking behavior, can be constructed from the CCM automatically.
In this work, the control action is the integral of differential state feedback along the geodesics connecting the reference trajectory and state trajectory. Thus, the information feedback to the system is the geodesics, a general form of deviation, which usually is a curve with respect to a Riemannian metric. The control synthesis part does not involves the reference trajectory which means that the differential feedback control is trajectory independent. Therefore, the change of periodic operation mode does not require a new control design procedure as long as the reference trajectory is feasible for the nonlinear dynamics and certain constraints for synthesis results. Moreover, since the synthesis problem is solved through SOS programming for polynomial systems, it is a flexible numerical analytic approach, which can take certain level of analytic nonlinearity into account while allowing for Fig. 1 . Graphical interpretation of displacement dynamics numerical optimization to search for a proper CCM and differential feedback control. Furthermore, the contraction rate and attraction domain can be specified in the SOS formulation, to meet the design specifications on tracking performance.
The remainder of this paper is structured as follows. In Section 2 we presents the background of control contraction metrics including displacement dynamics, synthesis problem and control algorithm. In Section 3, the nonconvex control synthesis task is converted into an SOS programming problem through a relaxation method. An application of the proposed approach to the Lotka-Volterra (LV) model of sustained oscillating reactions is presented in Section 4. Conclusion and future areas for investigation are outlined in Section 5.
PRELIMINARIES

Control synthesis based on contraction analysis
Consider following nonlinear control-affine systeṁ x = f (x) + B(x)u (1) where x ∈ M, u ∈ U are state and control variables, M and U are state manifold and input manifold which are locally diffeomorphic to R n and R m , respectively. Contraction analysis is based on the displacement dynamics which is the combination of (1) and its associated differential dynamics (Lohmiller and Slotine (1998) 
where
A graphical representation of the virtual displacement (δx, δu) is given by Forni and Sepulchre (2014) . Consider a continuous parameterized C 2 solution family (x, u)(s, t) of (1) where s ∈ R is the implicit parameter as shown in Figure 1 , by taking derivatives of (1) with respect to parameter s, we obtain
Comparing it with 2, the displacement (δx, δu) is nothing but the tangent vector ( ∂x ∂s , ∂u ∂s ) ∈ T M × T U. So the differential dynamics (2) characterizes how tangent vector travels along any feasible state trajectory. For example, if δx vanishes along x * (t) (as shown in Figure 1 ), all trajectories contract to each other and converge to the reference trajectory x * (t).
The state manifold M is said to be a Riemannian manifold if it is endowed with a Riemannian metric tensor
is smooth positive definite matrix function. Given any Riemannian metric M (x), the length of geodesics connecting two points x 0 and x 1 can be calculated through following optimization problem:
From system analysis point of view, the Riemannian metric tensor is differential Lyapunov function (Forni and Sepulchre (2014) ). The SOS programming is applied to search for Riemannian metric for polynomial systems in Aylward et al. (2008) . The control contraction metric can be thought of as a special type of Riemannian metric which satisfies that the value of g(δ, δ) for any displacement δ of (2) decays along the flow of system (1) with certain control action. The basic idea of CCM is given by Manchester and Slotine (2015) . Suppose every state trajectory is locally stabilizable where each point x(s, t) has a small region of stability, but if a "chain" of states x k , k = 0, 1, . . . , n joining the current state x(1, t) to the reference point x(0, t) is stabilized, in the sense that if x k lies in the stability region of x k+1 , then x(t) can be driven towards x * (t) steps by steps. As the number of chain states goes to infinity, the limit of chain becomes a smooth path γ(s), s ∈ [0, 1] in the state space. The differential dynamics (2) can also describe the dynamics of tangent vector travel along the state space. In this sense, the stability result of differential dynamics implies the contraction behavior of state trajectories. Following theorem gives out the control synthesis based on contraction analysis. Theorem 2. (Manchester and Slotine (2014) ). For a positive constant λ, if there exist a contraction metric M (x) and a differential state feedback law δu = K(x, u)δx where K is affine in u for displacement dynamics (1), (2) satisfying following differential Lyapunov inequality:
then the system is universally stabilizable by following state feedback control law:
where γ(s) is the geodesics connecting x * (t) and x(t) subject to the contraction metric M (x). The contraction rate between closed-loop trajectory and the reference is λ, that is
where k is positive constant. Remark 3. The CCM to contraction theory is like control Lyapunov function to Lyapunov stability theory. In order to handle bilinear terms: M BK, K T B T M , Condition (5) is transformed to following inequality:
where W = M −1 and Y = KW . However, Condition (8) is affine in u since following termsẆ , A, Y are affine in u, which is still infeasible for SOS programming. If u is treated as an implicit function of x as shown in (6), the set of W and Y satisfying (8) is not jointly convex. IFAC DYCOPS-CAB, 2016 June 6-8, 2016 In Manchester and Slotine (2015) , only the simplest case where W and B are constant matrix and Y is independent of u can be solved by SOS programming. In Section 3, a relaxation method is proposed to address this issue. Remark 4. The online control algorithm is divided into two stages: (1) at each frozen time point, a convex nonlinear MPC for an integrator with respect to parameter s is solved to obtain state geodesics connecting x(t) and x * (t), which is relative simple and computational tractable; (2) integrate the differential state feedback law along the geodesics to compute the actual control action. Thus, the differential state feedback law together with CCM is just an abstract mathematical machine, which works out a control law given a feasible reference trajectory (x * (t), u * (t)). It means both the controller and closedloop stability property are setpoint independent for regulation or trajectory independent for tracking. Moreover, the trajectory dependent Lyapunov function for state space stability analysis can be expressed as:
where the geodesics γ(s) is given by (4).
Sum-of-squares program
For polynomial nonlinear systems, Condition (8) is solved by SOS programming. Let R[x] be the set of all polynomials in x with real coefficients.
} is the subset of R[x] containing the SOS polynomials. A polynomial, p(x), being a sum of squares polynomial is equivalent to the existence of a positive semidefinite matrix Q such that p(x) = m T (x)Qm(x) (10) for a properly chosen vector of monomials, m(x). Therefore checking the nonnegativity of a polynomial can be relaxed to a SOS program and then solved as a semidefinite program Parrilo (2000) .
MAIN RESULTS: CONTROL SYNTHESIS VIA SOS RELAXATION
As mentioned in Section 2, a simultaneous search for pair (W, Y ) through (8) is hard since (8) is affine in u. In this section, a relaxation method is proposed to decompose and encode the contraction inequality into several SOS constraints.
Suppose A is a matrix, then denote [A]
j as the element of ith row and jth column, ith row vector and jth column vector, respectively. Rearrange Inequality (8) as follow:
where Y 1i is an m × n matrix of zeros except the ith row equals to y i . One natural idea to cancel the bilinear terms is to search for a pair (W, Y 1i ) such that Ω i (x) = 0 for all i = 1, 2, . . . , m, but these equations do not necessarily have solutions. Moreover, it will add m×r hard constraints into the original problem, which may cause the feasible region shrink too much. The SOS relaxation technique proposed follow is inspired by Ma and Yang (2009) . The basic idea is to restrict the effect of these terms indirectly by encoding them into SOS constraints. Given SOS polynomials η i (x), define an index γ i as the upper bound of Ω i (x), that is,
Then, the original problem is converted into an SOS programming problem as shown by following theorem. Theorem 5. Consider the nonlinear system (1) and its differential dynamics (2), given a constant
is feasible, where Φ(x), Ω i (x) are represented in (11), v, w ∈ R n , then the control synthesis problem (8) is solvable. The reference periodic operation trajectory (x * (t), u * (t)) can be asymptotically tracked through the control law given by (4) and (6), if the actual control action satisfies following input constraint:
Proof. By the Schur complement, (12d) implies
. If the optimum of all γ i is zero, then (13) is automatically satisfied and Ω i (x) = 0, which makes the bilinear terms disappear. If there exists a nonzero optimum γ i , from (11) and (12), by Hölder's inequality
Due to the arbitrary of v, (8) is verified. Remark 6. The term "universally stabilizable" means any feasible state trajectory can be tracked as long as the control action is large enough which is not applicable for many applications. Usually, Condition (12) is solved with additional constraint x ∈ X where X can be described by polynomial inequalities p j (x) ≥ 0, j = 1, 2, . . . , r. The local analysis with SOS formulation can be referred to Topcu et al. (2008) . It is hard to perform analysis with respect to input constraint since the actual control law (6) is a implicit function of (M, k).
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Fig. 2. Periodic orbits of uncontrolled dynamics
Remark 7. The input constraint (13) can be used as a discriminant condition of γ i . When the inputs u and γ i satisfy (13), then the periodic operation is asymptotically stabilized. Otherwise, the tracking controller may fail to stabilize the periodic operation when the initial state is far away from the reference trajectory or the velocity of reference trajectory is large.
ILLUSTRATIVE EXAMPLE
The LV system, a typical polynomial system generating sustained oscillation, has been an active research for system and control theory (Evans and Findley (1999) ). In Evans and Findley (1998) , the LV model can be used to characterize following oscillating chemical reactions:
Assume that the concentration of A 1 is held constant by feeding, the concentration of A 2 is constant during the course of reaction, and A 3 is unreactive. The concentrations of the two autocatalytic intermediates X 1 and X 2 can be expressed by:
where x 1 , x 2 ∈ R ≥0 are the concentrations of X 1 , X 2 , the controlled input u is the feeding concentration of catalytic , as shown in Figure 2 . The invariant set of periodic orbits (Evans and Findley (1999) ) can be defined as
(16) Suppose the periodic operation is the reference trajectory generated by uncontrolled dynamics with y = y * where y * is a constant. And the parameters of LV model are a = b = c = 1.
Usually, global contraction in application is hard to achieve and not necessary since there are physical constraints for states. Suppose states belong to the compact region 0.1 ≤ x 1 , x 2 ≤ 4 and the specific contraction rate is λ = (12) is handled by YALMIP (Löfberg (2004) ) with SDP solver -Sedumi (Sturm (1999) ). The solution is given as below:
The optimum of γ is 8.2 × 10 −9 which equals to zero in the sense of optimization tolerance. Closed-loop simulations using above differential controller with initial condition
T and r(0) = [1.5, 0.5] T are presented in Figures 3 and 4 . Since the metric M (x) = W −1 (x) is nonuniform, the geodesics connecting the closed-loop state trajectory and reference are curves other than straight lines (as seen in Figure 4) . Compared with the deviation or error dynamics approach, the control contraction metrics with displacement dynamics is more general. Actually, the control algorithm can be seen as a general proportional feedback control since the control action is the integral of local infinitesimal proportional gain with respect to the tangent vector of the geodesics. The length of geodesics between closed-loop trajectory and reference is decreasing with the specified contraction rate, as seen in Figure 5 .
CONCLUSION
In this paper, a periodic tracking control approach is developed for control affine systems. The proposed approach involves searching for a control contraction metrics and differential state feedback control through a differential Lyapunov inequality. A relaxation method is applied to convert the nonconvex inequality into a convex SOS programming problem. The proposed approach is illustrated using a Lotka-Volterra chemical reactions. Future work includes an extension of this approach to the periodic operation of interconnected systems, which is common in biological systems. 
