For the statistical selection problem we formulate a general framework comprising both sequential sampling allocation and optimal design selection, for which the traditional probability of correct selection measure is inadequate. Therefore, we introduce the integrated probability of correct selection to better characterize the objective. In this framework, the usual selection policy of choosing the design with the largest sample mean as the estimate of the best is no longer optimal. Rather, the optimal selection policy is to choose the design that maximizes the posterior integrated probability of correct selection, which is a function of both the posterior mean and the correlation structure induced by the posterior variance.
INTRODUCTION
Statistical ranking and selection (R&S) aims to select the best of a finite set of alternatives, where best is determined with respect to the largest mean, and the mean is inferred via statistical sampling (Bechhofer et al. 1995) . By analyzing the least favorable configuration, R&S can guarantee a predetermined lower bound on the probability of correct selection (PCS) (Kelton and Law 2000) . The downside of R&S is that it usually allocates more replications than necessary to guarantee the PCS.
Alternatively, optimal computing budget allocation (OCBA) (Chen et al. 2000) maximizes the PCS subject to a finite amount of simulation budget, which usually leads to s substantially higher PCS for a specified simulation budget, or achieves the same level of PCS using a smaller simulation budget. OCBA assumes the parameters of the underlying designs are known, and relaxes the objective function with the Bonferroni inequality. In practice, sample statistics are used to get an initial estimate for the parameters. OCBA can also be understood in the Bayesian framework (Branke et al. 2007 ). Then, how to interpret the meaning of the prior distribution, and how it is related to the original framework are worthwhile questions. To construct a coherent theoretical framework is the first motivation of our work.
The optimal sampling allocation method studied in Bayesian framework is still formulated as a parametric optimization problem, not accounting for sequential allocation. Chen et al. (2006) found that for some special cases, the OCBA algorithm with perfect information may be far inferior to that of the sequential
PROBLEM FORMULATION
We have k designs, the performance means m i , i = 1, , .., k, of which are unknown. We can only observe the performance of design i by random experiments. The observations satisfy (x 1,l , .., x k,l ) ∼ Q(·; q ), i.i.d., l ∈ Z + , where q ∈ Q comprise of all parameters of parametric family Q(·; q ). The total simulation budget is T . Our objective is to select the best design from these k competing designs, based on the information collected from T samples allocated to the alternative designs.
We formulate this statistical selection problem as a SADS policy. The allocation policy is a sequence of maps A = (a 1 (·), ..., a T (·)), a s (·) : E s → {1, .., k}, E s is all the information collected in step s. The selection policy is a map D(·) :
[·] denote the order statistics. The PCS is defined as
which is the probability that, with specific policy (A , D) and the underlying parameters given, after depleting all replications, the best design is successfully selected. Obviously, the distribution of E T is dependent on A ; therefore, we write E A T to specify this dependence. The brute-force equal allocation (EA) and OCBA are special cases with selection policy
and static allocation policy determined at the beginning.
To define an "optimal" policy, a natural definition is a policy (A * , D * ) that dominates the rest of policies (A , D) in PCS, which means ∀ q ,
Peng, Chen, Fu, and Hu Unfortunately, this "optimal" policy doesn't exist, assuming that there exist q , q ′ ∈ Q such that {m 1 , ..,
, and [1] = (1), i.e., there exist at least two configurations of parameter settings in question such that the indices of their respective best design are different.
Since there is no policy that can dominate the rest of the policies, we need to define a criterion under which there exists an "optimal" policy in some sense. The tradeoff of PCSs under different true parameters should be specified. To do this, we can introduce the prior distribution of parameters P(q ), q ∈ Q. For practitioners, this prior distribution can be understood as the information gathered from previous study, past experience, expert opinion and individual preference. After specifying the prior, the "optimal" policy can be defined by the solution to a stochastic dynamic programming problem (SDP):
where
Because the objective function (2) is the weighted average of the PCSs under different parameters, we call it the integrated PCS (IPCS).
Additionally, we denote A s
, and E 0 is the information set before allocating any simulation replication, which can be an empty set or comprises of some prior information. Obviously, 
and we call the conditional expectation on the left hand side the posterior IPCS in step s.
in the last step is bounded and the decision variable a s (·) only takes finite possible values, the Bellman equation (3) has a solution that is also the solution of the SDP problem (1).
The case that is easiest to understand is when P(q ) is uniformly distributed on a compact set Q, in which we impose equal weights on the PCS under different parameters in the compact set. It can also be understood as a uninformative prior on a compact set. In this prior, IPCS = 1/k for the trivial policy (A , D tr ).
The case considered henceforth is when P(q ) is the conjugate prior of distribution Q(·; q ). In this case, the posterior distribution of q falls into the same parametric family as the conjugate prior, and the parameters in the posterior distribution can be updated easily.
Assume
, and the conjugate prior is the normal-Gamma, i = 1, .., k,
where l i
which is called the precision. Parameters in prior distributions are called hyper-parameters, to distinguish them from parameters in the distribution of the underlying designs. The sufficient statistics Peng, Chen, Fu, and Hu for a normal distribution are the sample mean and variance defined as
., k, which are the replications number, and sample mean and variance for design i after allocation of s simulation replications. Under this framework, from Berger (2004), we know the posterior distribution of
We also know the posterior marginal distribution of m i is a t-distribution, i = 1, .., k,
, and the posterior predictive distribution of
In this case, we have
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We then illustrate the meaning of each input parameters in the prior distribution. From (4), the prior distribution of the inverse of true variance s i > 1, and its variance exists when a
From (4), the prior distribution of the true mean m i conditional on s 2 i is a normal distribution with mean m
i ) = 0 . With these relationships, we can understand the meaning of the hyper-parameters in the prior distribution.
A special case is when the variance vector (s 2 1 , .., s 2 k ) is known. Then the only unknown parameter is q = (m 1 , .., m k ). In this case, the conjugate prior P(q ) is the normal distribution, i = 1, .., k,
OPTIMAL SELECTION POLICY
Now we consider the optimal selection policy. Suppose that A * is found, and all the replications are exhausted following this allocation policy. Based on the collected information E T , we make the final selection decision D * based on E T , which D * maximize the posterior IPCS in step T :
Peng, Chen, Fu, and Hu In the literature of optimal sampling allocation, the selection policy is assumed to be
i . Is D m the solution of (12) 
., k, are mutually independent; (ii) for i = 1, 2, ..., k, ∀ x and any finite (T ) i , we have 0 < Pr(m i > x|E T ) < 1.
Remark. Statement (i) rules out the possibility that by simulating design i, we can gain information on design j. Statement (ii) basically says the support space of the posterior distribution of the mean of each design wouldn't shrink with only finite many observations. Proposition 1 Suppose the sample space and parameter space are a subset set of Euclidean space, 
Remark. The assumption of conditions (i) and (ii) is only to make sure that, under the optimal allocation policy, the number of replications allocated to each design would approach infinity as the total simulation budget grows to infinity. We believe that this conclusion holds for a wide range of distributions, although to give a more general but simple condition to describe this category of distributions is not an easy task. The identifiability condition is to apply Doob's consistency theorem (Van der Vaart 2000) . For the normalGamma model introduced in Section 2, the identifiability condition is satisfied, and the consistency of Bayesian posterior measure can be directly obtained by utilizing the the form of posterior distribution of the normal-Gamma model without resorting to the Doob's consistency theorem.
follows the normal-Gamma model defined in (4), then the conclusion in Proposition 1 holds.
However, from the small sample perspective, D m may not be a good approximation to D * , and there should be some other factors. To see the structure of this problem clearly, consider a simple case that the variance vector (s 2 1 , .., s 2 k ) is considered as a known value. In this case,
As we can see in (11), hyper-parameters m i , i = 1, .., k. As the following lemmas and propositions show that even under this special case defined above,
is not necessarily the optimal selection policy. Let's first introduce a notation
where X ,Y are two r.v.'s
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Lemma 2 Suppose y j ∼ N(0, s 2 j ), j = 1, .., k, y j ′ , y j mutually independent, j = j ′ , and
Then Pr(y i − y j > 0, j = i) is fully determined by r j, j
Although it's much more complicated to analyze the joint influence of posterior mean and variance on the IPCS, Lemma 2 shows that, when the posterior mean of each design are equal, the IPCS is determined by the correlation structure induced by the posterior variance of the selected design. The following lemma shows that selecting the design with larger posterior variance will lead to larger correlation between difference pairs.
Lemma 3 Suppose y j ∼ N(0, s 2 j ), j = 1, .., k, y j ′ , y j mutually independent, j = j ′ , and r
Lemma 4 Suppose z i ∼ N(0, 1), i = 1, 2, and cor(z 1 , z 2 ) = r (0 < r < 1). Then we have Pr(z 1 > 0, z 2 > 0) is increasing with respect to r. Remark. Actually, the quadrant probability can be given analytically by
(see Rose and Smith 2002, p. 231) . By this result, the conclusion of Lemma 4 is quite obvious. Lemma 4 proves that for two correlated standard normal distributed random variables, the probability that they have the same sign increases with the correlation value. With the conclusion of this lemma, we can easily show that for three designs, if they have equal posterior means, selecting the design with larger posterior variance will lead to larger IPCS, as it is stated in the statement (i) of Proposition 2. Usually, the posterior mean of different designs wouldn't be equal, and, in this case, the IPCS is a function of both the posterior mean and the correlation structure induced by the posterior variance of the selected design. We can imagine that the optimal selection policy is not just choosing the design with largest posterior mean but a function of both posterior mean and the correlation. The rigorous statement which proves that the policy choosing largest posterior mean is not the optimal selection policy in general is illustrated in Proposition 3.
and, for i
Proposition 3 Suppose (W, P, M ) is the probability space. Define
and
and, if Pr(D c ) > 0, there exists X ⊂ D c and P(X) > 0 such that, ∀ w ∈ X,
Remark. The probability of the event (14) that all posterior variances are equal depends on the hyperparameters, the true variances of each design, and the allocation policy A , as shown from (11). For example, if s
., k, and the allocation policy is the equal allocation policy A e , we have Pr(D) = 1, but, if we let the allocation policy depend also on the samples collected at each step, e.g. OCBA, it is quite possible that Pr(D) = 0.
As we can see from the analysis, D * generally doesn't equal D m , and the correlation structure induced by the posterior variance of the selected design also has big impact on the selection policy, especially from the small sample perspective. As we can see in (ii) of Proposition 2, in this extreme case, due to the induced correlation structure, design i only needs to compete with one design, while alternative design i ′ needs to compete with all designs. The following example captures the idea behind the conclusions in this section.
3 ) 2 , and m
3 ) 2 = (−0.1, 1). Then, we have
101 100 100 101 .
By numerical calculation, we have
Therefore, we should choose design 2 which gives us highest posterior IPCS, although design 1 has largest posterior mean.
Although we only rigorously prove that the increasing the correlation would lead to increasing of the posterior IPCS when k = 3 and the designs have equal posterior mean, the numerical experiments often indicate that this conclusion would hold in numerous application examples (see Fu et al. 2007 and Peng et al. 2013) . From Lemma 2 and 3, we know the larger the posterior variance of the selected design the higher the posterior IPCS. Then we can have a rule of thumb that selecting the design with larger posterior mean and variance will lead to higher posterior IPCS.
For this special case defined above, the optimal selection policy D * defined by (12) can be easily calculated. We can first first rule out the designs that have both the posterior mean and variance smaller than some other design based on the analysis above, which will increase the efficiency of solving (12). For the case when s i , i = 1, .., k are unknown, the posterior distribution should be the t-distribution (6), instead of the normal distribution (10). Because T 2a
enough, all the conclusions made in this section could be understood as some approximate descriptions in the case that s i , i = 1, .., k are unknown, and we also use the normal approximation to solve (12) for the sake of simplicity.
MYOPIC ALLOCATION POLICY
A myopic policy is the policy that looks just one step ahead, based on the current information about the distribution. The KG policy is a myopic policy studied in Frazier et al. (2008) . It maximizes the value of information for the posterior mean, which basically solves a myopic optimization problem, for s = 1, .., T , and
From (7), we know the predictive distribution of
To simplify the notation, define n i
, for which the dependence on s is omitted. To ensure the expectation in (15) exists, we need n i , i = 1, .., k. If we let a (0) i > 1 2 , i = 1, .., k, in the prior distribution, (15) is well defined for all s = 1, .., T .
As shown in Section 3, both the posterior mean and variance would lead to higher IPCS. Based on this fact, we also want to incorporate posterior variance into the value of information. To do this, we derive the second-order KG policy which maximize the value of information for the linear combination of the posterior mean and variance. The myopic optimization problem for second-order KG policy is, for s = 1, .., T , and i = 1, .., k,
where J
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These terms are known after conditioning on (E s−1 , a s = i). Let's introduce some additional notations:
and c
Let u i , u i be the two roots of the second order equation, if the equation has two roots,
To ensure the variance in (17) exists, we need n i > 2, i = 1, .., k. If we let a (17) is well defined for all s = 1, .., T . To efficiently solve the myopic optimization problem (15) and (17) numerically, we establish the following proposition.
where f n i (·) is the probability density function (pdf) of Student's t-distribution with degrees of freedom n i
and F n i (·) is the cumulative distribution function (cdf) of Student's t-distribution with degrees of freedom n i . In addition, if equation (18) has two roots, we have
otherwise, (19) = c
n i −2 . Therefore, with Proposition 4, by calculating the pdf and cdf of t-distribution, gamma function, and some basic functions, we can efficiently solve the myopic optimization problem (15) and (17) numerically.
NUMERICAL EXAMPLE
In this section, numerical results are offered for comparison of various selection and allocation policies experimentally. We implement two allocation policies: the first-order KG policy denoted as KG 1 and the second-order KG policy denoted as KG 2 . To combine the allocation policy with the selection policy, we denote KG 1 (1) as the SADS policy comprising of allocation policy KG 1 and the selection policy D pm , KG 1 (2) with D * . Same notation system is applied to the SADS policy with the second-order KG policy. In all experiments, the simulation replications of one design are i.i.d. normally distributed, replications between alternative design are independent, and the IPCSs, which are accurate up to three decimal points, are obtained by 10 5 independent experiments. The estimated IPCSs are graphed as a function of simulation budget.
There are 3 designs in this example, which illustrates the enhancement by implementing the optimal selection policy, and the improvement of the KG policy by adding posterior variance information. The prior distribution is the normal-Gamma conjugate prior with parameters given as: m In this example, the expected value of the simulation variance is significantly large, and the expected variance of the first design is 10 times of that other two.
From Figure 1 , we can see the KG 2 outperforms KG 1 whether the selection policy is D * and D pm , and the IPCS of the KG 2 (1) is even slightly higher than that of KG 1 (2). Since the simulation budget is relatively small with the expected variance so high, the numerical results in this example can be understood as the small sample performance of various SADS policies.
CONCLUSION
This paper rigorously formulates the statistical selection problem as an optimal sampling allocation and design selection policy. We show that the optimal selection policy is not necessarily choosing the design with the largest sample mean, but can also depend on the correlation structure induced by the posterior variance. We derive a second-order KG policy to better utilize the information in posterior variance. The numerical experiments shows that our optimal selection policy and the myopic allocation policy can improve the IPCS especially in the small sample case. Ongoing work adds the dynamic structure for finding an optimal allocation policy. 
