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Longitudinal analysis has been widely employed to examine between-individual differences in within-
individual change. One challenge for such analyses lies in that the rate-of-change is only available
indirectly when change patterns are nonlinear with respect to time. Latent change score models
(LCSMs), which can be employed to investigate the change in growth rate at the individual level,
have been developed to address this challenge. We extend an existing LCSM with the Jenss-Bayley
growth curve (Grimm et al., 2016c) and propose a novel expression of change scores that allows for
(1) unequally-spaced study waves and (2) individual measurement occasions around each wave. We
also extend the existing model to estimate the individual ratio of growth acceleration (that largely
determines the trajectory shape and then is viewed as the most important parameter in the Jenss-
Bayley model). We present the proposed model by simulation studies and a real-world data analysis.
Our simulation studies demonstrate that the proposed model generally estimates the parameters of
interest unbiasedly, precisely and exhibits appropriate confidence interval coverage. More importantly,
the proposed model with the novel expression of change scores performed better than the existing
model shown by simulation studies. An empirical example using longitudinal reading scores shows
that the model can estimate the individual ratio of growth acceleration and generate individual growth
rate in practice. We also provide the corresponding code for the proposed model.




Reading is a key developmental process for all students to establish the cornerstone to acquire increasingly difficult
skills. Some existing studies, for example, Torgesen (2002), have demonstrated that reading ability has a wide range of
implications for later academic performance and even economic success. The individual-level developmental process of
reading ability has also been examined quantitatively. For instance, by approximating the developmental trajectory as a
linear-linear piecewise functional form, Sullivan et al. (2017); Liu and Perera (2020) assessed within-individual change
and between-individual difference simultaneously in the latent growth curve modeling and the mixed-effect modeling
framework, respectively. The linear-linear piecewise functional form allows for analyzing the rate-of-growth directly:
for each stage, the linear slope is equal to the growth rate. Both studies concluded that the developmental process of
reading ability slows down later on and that the growth rate and the transition time (i.e., the change-point or knot) to the
slower rate are individually different.
These two studies lead to an interesting but challenging question: how the individual growth rate looks if we relax the
linear-linear piecewise underlying change pattern. Liu and Perera (2020) has examined other nonlinear functional forms
for the development of reading ability, such as quadratic and Jenss-Bayley, which can also capture the trajectory shape
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of the development. However, the random coefficient of growth rate does not appear in those nonlinear growth curve
models explicitly, and therefore, the between-individual difference in the rate-of-growth cannot be analyzed directly.
Fortunately, recent studies, for example, Grimm et al. (2013a,b, 2016c) have demonstrated how to implement latent
change score models to investigate the instantaneous rate-of-change by taking the first-order derivative for latent growth
curve models with respect to time t. In this article, we extend the Jenss-Bayley latent change score model constructed
in Grimm et al. (2016c) to investigate the growth rate of the developmental process in reading ability.
1.2 Introduction of Jenss-Bayley Growth Curve
The Jenss-Bayley model is a four-parameter nonlinear model described by Jenss and Bayley (1937), which can be
viewed as a combination of linear and exponential growth models. Its functional form is as follows
yj = a0 + a1tj − exp(c0 + c1tj) + ε,
which is a negative-accelerated exponential that approaches a linear asymptote with a positive slope. In the function,
yj and tj are the measurement and measurement occasion at time j, a0 and a1 are the intercept and slope of the
linear asymptote, respectively, exp(c0) is the vertical distance between the initial status and the intercept of the linear
asymptote, and exp(c1) is the growth or acceleration constant that measures the ratio of acceleration of growth at time
j to that at the preceding time j − 1 (Jenss and Bayley, 1937). Through straightforward algebra, Grimm et al. (2016a)
rewrote the model as
yj = η0 + η1tj + η2(exp(γtj)− 1) + ε,
where η0 = a0−exp(c0) (i.e., η0 is the initial status), η1 = a1, η2 = − exp(c0) (i.e., η2 is the vertical distance between
two intercepts), and γ = c1. According to Jenss and Bayley (1937), the magnitude of exp(γ) is what largely determines
the trajectory shape (see Figures 1a and 1b for the Jenss-Bayley growth curve and growth rate with three different γ’s:
γ = −1.1,−0.7,−0.3). From the figures, we can see that a smaller γ leads to a more curvature at the early stage, with
a steep initial development followed by level-off growth and an earlier approach to the linear asymptote. In contrast, a
larger value of γ results in a flatter curve with a later approach to the asymptote.
=========================
Insert Figure 1 about here
=========================
1.3 Introduction of Latent Change Score Model
Latent change score models (LCSMs), also referred to as latent difference score models (McArdle, 2001; McArdle
and Hamagami, 2001; McArdle, 2009) were developed to integrate a difference equation into the structural equation
modeling (SEM) framework where the difference scores determine sequential temporal states of longitudinal records of
an outcome. Contrary to latent growth curve models that represent the time-dependent status, LCSMs emphasize the
time-dependent change. The specification of LCSMs starts from the ideas from classical test theory: an individual’s
score at a specific time point can be viewed as a linear combination of the latent true score and a residual
yij = lyij + εij ,
where yij , lyij and εij are the observed score, the latent true score, and the residual for the ith individual at time j,
respectively. The true score at time j is a linear combination of the true score at the prior time point j − 1 and the latent
change score from time j − 1 to time j, which can be written as
lyij = lyi(j−1) + ∆yij ,
where lyi(j−1) is the latent true score for the ith individual at time j − 1 and ∆yij is the latent change scores from time
j − 1 to time j for the ith individual. We provide the path diagram of the basic LCSM with six repeated measurements




j = 2, ...6) of the latent change scores in addition to the mean (µly1) and variance (σ
2
ly1
) of initial status as well as
the residual variance (σ2ε ). These estimated means and variances of the change scores allow for investigating the
within-individual change and between-individual difference in growth rate.
=========================
Insert Figure 2 about here
=========================
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We can also investigate the within-individual change in nonlinear growth models. Grimm et al. (2013a) has demonstrated
how to obtain the latent change scores at a specific time point by taking the first-order derivative for a growth curve
function with respect to time t. Grimm et al. (2016c) has shown that this approach is useful by illustrating the Jenss-
Bayley LCSM with an assumption that the ratio of growth acceleration is roughly similar across all samples (i.e., only
considering the fixed effect of γ, see Figure 2b for its path diagram with six measurements). From Figure 2b, the
intercept (i.e., η0) is indicated by the true score at the initial time of the study (we will explain the implications of this
definition in the LCSM framework in the Discussion section). The latent variables (or growth factors in the growth
curve model framework) η1 and η2 are defined by the latent change scores with weights 1 and γ exp(γt), respectively.
We estimate the mean vector and variance-covariance matrix of the growth factors (i.e., η0, η1 and η2) as well as the
value of the additional parameter γ with this specification of Jenss-Bayley LCSM.
1.4 Challenges of Jenss-Bayley Latent Change Score Model Implementation
Grimm et al. (2016c) has demonstrated the Jenss-Bayley LCSM is useful with the longitudinal height data collected
as part of the Berkeley Growth Study. The study duration is 36 months with measurement occasions that occurred at
Month 1, 3, 6, 9, 12, 15, 18, 24, and 36. The existing model successfully addresses unequally-spaced measurement
occasions by specifying the latent change score in each month in the study duration. However, we cannot apply the
model to our motivating data directly due to other challenges.
First of all, the latent change score ∆yij is the change that occurs in the time interval (tj−1, tj). It is reasonable to
employ the instantaneous growth rate at tj to approximate the interval’s average growth rate, and then the change
occurs in a scaled time interval, only with prior knowledge that the change in the growth rate is infinitesimal or the time
interval tends towards zero. To illustrate our point, suppose we have a Jenss-Baylay trajectory, whose instantaneous
growth rate-time graph is provided in Figure 3a. The true latent change score from t = 3 to t = 4 is the area under the
curve (AUC) during that time interval, while the approximated latent change score is the area enclosed by the rectangle
with solid lines. The approximation only works well when the difference in the instantaneous growth rate at t = 3 and
t = 4 is negligible, or we can rescale the time to a smaller unit (for example, rescale time to one month from three
months as in Grimm et al. (2016c)) so that the change in the rescaled-unit is minimal.
=========================
Insert Figure 3 about here
=========================
However, this approximation may not be applicable in our motivating data for two reasons. (1) To our knowledge, no
existing study has examined the instantaneous growth rate of reading ability development. (2) The evaluation of reading
ability is school-semester or even school-year based, and the assessment lasted over five years; accordingly, rescaling
the time to a smaller unit, such as a month, would complicate the model specification. To address this challenge, we
propose to utilize the instantaneous growth rate at the mid-point of the time interval (tj−1, tj) to approximate the
average growth rate in that interval. For example, for the latent change score from t = 3 to t = 4 in Figure 3b, we
employ the instantaneous growth rate at t = 3.5 to approximate the average growth rate; accordingly, the approximated
latent change score is the area in the rectangular with solid lines as shown in Figure 3b.
Our motivating data is from a developmental study where the response is more sensitive to age than the measurement
waves, and the students differ in age at each measurement wave. This leads to another challenge: to account for
the heterogeneity in age, we have to construct a Jenss-Bayley LCSM in the framework of individual measurement
occasions. In the SEM framework, it can be realized by the definition variable approach. Mehta and West (2000);
Mehta and Neale (2005) defined the ‘definition variables’ as manifested variables which adjust model parameters to
individual-specific values. This approach has been widely employed in the latent growth curve modeling framework for
nonlinear development, for example, Preacher and Hancock (2015); Sterba (2014); Liu et al. (2019); Liu and Perera
(2020). In the LCSM framework, Grimm and Jacobucci (2018) proposed to specify the latent true scores at individual
measurement occasions to obtain the latent change scores during individually-varying time intervals. In this article, we
define the individual time intervals between any two consecutive measurement occasions as those individual-specific
values. This alternative specification for the ‘definition variables’ in the LCSM framework is capable of addressing the
above two challenges conveniently.
We provide the path diagram for the alternative specification of the Jenss-Bayley LCSM in Figure 4. We replace the
latent change score from t = j − 1 to t = j with the latent instantaneous growth rate at t = j − 12 and modify the
corresponding weight to be the length of the individual time interval (i.e., tij − ti(j−1)). With this specification, the
latent change score in the time interval (ti(j−1), tij) is the product of the latent instantaneous growth rate and the
weight. It is also convenient to address the issue of unequally-spaced measurement occasions with this alternative
model specification. Suppose we skip the measurements at t = 7 as shown in Figures 3a and 3b. With the Jenss-Bayley
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LCSM in Grimm et al. (2016c), we have to specify the latent change score for the time interval from t = 6 to t = 7
and that from t = 7 to t = 8 separately, which are approximated by the instantaneous growth rate at t = 7 and
t = 8, respectively. With the modified specification, we can approximate the latent change score by the product of the
instantaneous growth rate at t = 7 (i.e., the mid-point between t = 6 and t = 8) and the time interval from t = 6 to
t = 8. The approximation of latent change score from t = 6 to t = 8 defined by the existing method and the proposed
method is the area enclosed by the rectangle with dashed lines in Figure 3a and 3b, respectively.
=========================
Insert Figure 4 about here
=========================
More importantly, as demonstrated in Sullivan et al. (2017); Liu and Perera (2020), the transition time to the slower
growth rate of the development in reading ability is individually different. Accordingly, it is not reasonable to assume
the ratio of growth acceleration γ is roughly similar across all students since an earlier transition to the slower growth
rate suggests a smaller γ while a later change-point indicates a larger γ. In the proposed model, we consider the ratio of
growth acceleration γ as the fourth growth factor in addition to η0, η1 and η2. Earlier studies, for example, Preacher and
Hancock (2012, 2015); Liu et al. (2019); Liu and Perera (2020); Grimm et al. (2016b) have demonstrated how to obtain
an additional growth factor by utilizing the first-order Taylor series expansion for latent growth curve models, and Liu
et al. (2019); Liu and Perera (2020) have shown that the approximation introduced by the Taylor series expansion only
affects the model performance slightly by simulation studies. In this article, we extend the first-order Taylor series
expansion to the latent change score modeling framework and estimate both fixed and random effects of the ratio of
growth acceleration.
The proposed model fills existing gaps by demonstrating how to fit a Jenss-Bayley LCSM in the framework of individual
measurement occasions to estimate the individual ratio of growth acceleration and simultaneously examine the within-
individual change and between-individual difference in the growth rate. The remainder of this article is organized as
follows. We describe the model specification and model estimation as well as demonstrate how to obtain individual
growth rates over time for the proposed model in the Method section. We also propose a reduced model with the
assumption that the ratio of growth acceleration is roughly similar across individuals. In the subsequent section, we
depict the design of the Monte Carlo simulation to evaluate the proposed model. We then present the performance
metrics, including relative bias, the empirical standard error (SE), the relative root-mean-squared-error (RMSE), and
the empirical coverage probability for a nominal 95% confidence interval of each parameter of interest. We also
compare two approximation methods for the latent change scores by the simulation study. In the Application section,
we analyze the motivating data, longitudinal reading achievement scores from the Early Childhood Longitudinal Study,
Kindergarten Class 2010 − 11 (ECLS-K: 2011) to demonstrate how to implement the proposed model. We finally
frame discussions regarding practical considerations, methodological considerations, and future directions.
2 Method
2.1 Model Specification
In this section, we describe a Jenss-Bayley latent change score model with an unknown random ratio of growth
acceleration in the framework of individual measurement occasions. For the ith individual, we specify the model as
yij = lyij + εij , (1)


























Equations 1 and 2 together define the basic setup for a LCSM, where yij , lyij and εij are the observed measurement,
latent true value and the residual of the ith individual at time j, respectively, while ∆yij is the true amount of change
that occurs during the time interval (tj−1, tj) of the individual i. For each individual, as shown in Equation 3, we





) and the length of that time interval (i.e., tij − ti(j−1)) to account for the heterogeneity in measurement
occasions and then the heterogeneity in time intervals.
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We take the first-order derivative for the Jenss-Bayley trajectory of the ith individual and provide the expression of
the instantaneous growth rate at the mid-point of the time interval (tj−1, tj) for individual i in Equation 4. In the
equation, η0i, η1i, η2i and exp(γi) are the initial status, the slope of the linear asymptote, the vertical distance between
two intercepts (i.e., the initial status and the intercept of the linear asymptote), and the ratio of growth acceleration at
individual-level, respectively.





and the growth factor γi, which cannot be estimated in the SEM framework directly. We extend the
first-order Taylor series expansion, an approach that has been utilized in the latent growth curve modeling framework to
address such nonlinear relationships (Preacher and Hancock, 2012, 2015; Liu et al., 2019; Liu and Perera, 2020; Grimm
et al., 2016b) to the LCSMs, and express the derivatives as a linear combination of the growth factors that related to the
growth rate (see Appendix A.1 for details of Taylor series expansion). That is, the derivative specified in Equation 4 can
be written as
dyi ≈ Λri × ηri, (5)
where dyi is a (J − 1)× 1 vector of the instantaneous growth rate at the mid-point of each time interval between two
consecutive measurement occasions for the ith individual (in which J is the number of measurements), ηri is a 3× 1
vector of growth factors related to the growth rate for the individual i and Λri, a (J−1)×3 matrix, is the corresponding
factor loadings. The notation ‘r’ in the subscript in Equation 5 indicates that the growth factors and the corresponding
factor loadings are related to the change rate. For the individual i, the growth factors and the corresponding factor
loadings are as follows
ηri = ( η1i η2i δi )
T




1 µγ exp(µγti(j− 12 )) µη2 exp(µγti(j−
1
2 )
)(1 + µγti(j− 12 ))
)
(j = 2, · · · , J), (6)
respectively, where µγ is the mean value of the log-ratio of growth acceleration, and δi is the deviation from the mean
value of the ith individual. Note that in Equation 5, the elements in dyi are also latent variables; additionally, we have
latent variables for latent true scores at measurement occasions lyi and the initial status η0i for each individual. For
those additional latent variables, the weights of dyi and lyi are the length of corresponding time intervals and one,
respectively, while η0i is indicated by the true score of the initial time point. The estimation objective of the Jenss-Bayley
LCSM is to obtain the coefficients related to the initial status and the growth rate; that is, we want to estimate the
mean vector and the variance-covariance matrix of all four growth factors ηgi (ηgi = ( η0i η1i η2i γi )T , and the
notation ‘g’ in the subscript suggests all four factors are related to growth). For the ith individual, the factor loadings of
ηgi is as follows
Λgi = ( 1J×1 Ωi ×Λri ),
where Λgi is a J × 4 matrix. In the above equation, Ωi is a J × (J − 1) matrix and defined as
Ωi =

0 0 · · · · · · · · · 0
ti2 − ti1 0 0 · · · · · · 0
ti2 − ti1 ti3 − ti2 0 0 · · · 0
· · · · · · · · · · · · · · · · · ·
ti2 − ti1 ti3 − ti2 ti4 − ti3 · · · · · · tij − ti(j−1)
 (7)
so that the jth row of the product Ωi and Λri can be interpreted as the accumulated amount of each rate-related growth
factor till time tj . We then express the repeated outcome yi with all four growth factors as follows
yi ≈ Λgi × ηgi + εi, (8)
where ηgi can be further written as deviations from the corresponding mean values
ηgi = µηg + ζgi, (9)
in which µηg is a 4 × 1 mean vector of growth factors, and ζgi is a 4 × 1 vector of deviations of the ith individual
from the growth factor means. To simplify estimation, we assume that the growth factors are normally distributed,
so ζgi ∼ MVN(0,Ψηg ), where Ψηg is a 4 × 4 variance-covariance matrix of growth factors. We also assume that
individual residuals, εi in Equation 8, are independent and identically distributed normal distributions, that is, for the
ith individual, εi ∼ MVN(0, θεI), where I is a J × J identity matrix.
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2.2 Model Estimation
For the ith individual, the expected mean vector and the variance-covariance structure of the repeated measurements of






The parameters in the model given in Equations 8 and 9 include the mean vector and variance-covariance matrix of
growth factors, as well as the residual variance. Θ1 shown below
Θ1 = {µηg ,Ψηg , θε} = {µη0 , µη1 , µη2 , µγ , ψ00, ψ01, ψ02, ψ0γ , ψ11, ψ12, ψ1γ , ψ22, ψ2γ , ψγγ , θε}
lists the parameters.
The proposed model is estimated by the full information maximum likelihood (FIML) to account for the heterogeneity
of individual contributions to the likelihood. The log-likelihood function of each individual and that of the overall
sample can be expressed as















respectively, where C is a constant, n is the number of individuals, µi and Σi are the mean vector and the variance-
covariance matrix of the repeated outcome yi. We construct the proposed model using the R package OpenMx with the
optimizer CSOLNP (Neale et al., 2016; Pritikin et al., 2015; Hunter, 2018; Boker et al., 2018). To demonstrate how
to fit the proposed Jenss-Bayley LCSM, we provide OpenMx code in the online appendix (https://github.com/
Veronica0206/Extension_projects).
2.3 Obtaining Growth Rate over Time
One objective of employing LCSMs is to obtain the growth rate over time, including the mean values and individual
scores. In this section, we describe how to calculate these values for LCSMs specified in the framework of individual
measurement occasions. The mean values of the growth rate can be calculated from the mean values of rate-related
growth factors (i.e., the mean values of ηri) and the corresponding factor loadings (i.e., Λri), that is
µdyi = Λri × µηr , (10)
where µηr is a 3× 1 vector of the mean values of rate-related growth factors (i.e., the last three elements of µηg defined
in Equation 9), and Λri is the corresponding factor loadings of the ith individual defined in Equation 6. Note that the
mean values of the growth rate are individual-specific in the framework of individual measurement occasions since all
of these individual-specific values are on the same growth rate-time curve but correspond to individually-varying time
points.
There are multiple approaches to estimate the individual scores of growth rate, for example, the regression method
(Thomson, 1939) and the Bartlett method (Bartlett, 1937). In this article, we use the regression method to estimate
the scores. For the ith individual, the joint distribution of repeated measurements yi and all latent variables ηi (i.e.,


























where µη and Ψη are the mean vector and variance-covariance matrix of all latent variables, Λi is the matrix of the
factor loadings from all latent variables to the repeated outcome yi (we provide the deviation and expression of these
matrices in Appendix A.2).
From the joint distribution, we can calculate the conditional expectation of the individual scores of all the latent variables
ηi given yi
E(ηi|yi) = µη + ΨηiΛTi (ΛiΨηiΛTi + θεI)−1(yi − µi),
which suggests the following estimator by substituting in estimates for µη , Ψηi, ΛTi , and Θε






In practice, the estimation of η̂i can be realized by the OpenMx function mxFactorScores() with specifying the regression
method (Neale et al., 2016; Pritikin et al., 2015; Hunter, 2018; Boker et al., 2018; Estabrook and Neale, 2013).
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2.4 Reduced Model
With an assumption that the ratio of growth acceleration is roughly similar across all individuals, we can fix the
between-individual differences in the γ to 0 and construct a reduced model to estimate a ratio of growth acceleration
without considering its variance. The reduced model can be specified as
yi = Λgi × ηgi + εi
ηgi = µηg + ζgi
where ηgi is a 3× 1 vector for three growth factors (i.e., the initial status η0i, the slope of the linear asymptote η1i, and
the vertical distance between two intercepts η2i). The corresponding factor loadings Λgi also reduces to a J × 3 matrix,
which can be further expressed as
Λgi = ( 1J×1 Ωi ×Λri ),
where Ωi has the same definition as Equation 7, while Λri only contains the first two columns of the matrix defined in
Equation 6. The mean vector and variance-covariance matrix of growth factors (i.e., µηg and Ψηg ) also reduce to a
3× 1 vector and a 3× 3 matrix. For this reduced model, Θ2 is defined as
Θ2 = {µηg , γ,Ψηg , θε} = {µη0 , µη1 , µη2 , γ, ψ00, ψ01, ψ02, ψ11, ψ12, ψ22, θε}
and it lists the parameters. We construct the reduced model using the R package OpenMx with the optimizer CSOLNP
and employ the FIML technique to estimate the parameters and provide the OpenMx syntax in the online appendix.
3 Model Evaluation
We evaluate the proposed model using a Monte Carlo simulation study with three goals. The first goal is to evaluate
how the approximation for the latent change score during a time interval and that introduced by the Taylor series
expansion affects the performance measures, including the relative bias, the empirical standard error (SE), the relative
root-mean-square error (RMSE), and the empirical coverage probability for a nominal 95% confidence interval of
each parameter. The definitions and estimates of these four performance metrics are given in Table 1. The second
goal is to compare the proposed expression of the latent change score to the existing definition. We generate the data
structure from the Jenss-Bayley latent growth curve model rather than that from the proposed model to compare the two
specifications of the latent change scores. Additionally, we investigate whether the reduced model performs sufficiently
well compared to the full model.
=========================
Insert Table 1 about here
=========================
Following Morris et al. (2019), we decided the number of replications S = 1, 000 by an empirical approach in the
simulation design. We conducted a pilot simulation run and found that standard errors of all coefficients except the
parameters of initial status and vertical distance between two intercepts (i.e., η0, η2, ψ00 and ψ22) were less than 0.15.
We needed at least 900 replications to keep the Monte Carlo standard error of the bias2 below 0.005. Accordingly, out
of more conservative consideration, we decided to proceed with S = 1, 000.
3.1 Design of Simulation Study
As mentioned earlier, the parameters of the most interest in the full model are the log-ratio of growth acceleration (µγ)
and its variance (ψγγ). The conditions hypothesized to influence the estimation of these γ parameters, along with other
model parameters, are the number of repeated measurements, whether the measurement occasions are equally-spaced,
shapes of trajectories, the variance of the ratio of growth acceleration, measurement precision, and the sample size.
Accordingly, we did not examine the conditions that presumably would not affect the model performance meaningfully.
For example, the distribution of initial status, which only affects each trajectory’s position, does not impact the growth
rate. We then fixed its distribution and kept its index of dispersion (σ2/µ) at 0.2 (i.e., a one-tenth scale). As shown in
Figure 1a, a reasonable range of γi in a Jenss-Bayley growth curve is (−1.1, −0.3); accordingly, we took their average
−0.7 as the mean value of the log-ratio of growth acceleration. Additionally, we fixed the distribution of the vertical
difference between the two intercepts and set the growth factors positively correlated to a moderate level (ρ = 0.3).
2Bias is the most important performance measure, and the formula for its Monte Carlo standard error is Monte Carlo SE(Bias) =√
V ar(θ̂)/S (Morris et al., 2019).
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All conditions that we considered in the simulation design are provided in Table 2. For the proposed model, one factor
that we are interested in is the number of repeated measurements. In general, a model for analyzing longitudinal data
should perform better if we have more follow-up times. We want to examine if it is the case for the proposed model.
Additionally, we want to examine whether the measurement occasions are equally-placed or not would affect the model
performance given the growth rate is not constant in the proposed model. To this end, we selected two different levels
of the number of measurement occasions: seven and ten, assuming that the study duration is the same across conditions.
As shown in Table 2, for the conditions with seven measurements, we considered equally-spaced waves, while for the
conditions with ten measurements, we set them equally spaced or placed more measurements at the early phase of the
study since the initial development of the Jenss-Bayley growth curve is steep, as shown in Figure 1b. We then set the
time-window around each wave at a medium level (−0.25,+0.25) for individual measurement occasions (Coulombe
et al., 2015).
=========================
Insert Table 2 about here
=========================
Additionally, we set the standard deviation of the log-ratio of the growth acceleration as 0, 0.1 and 0.2 as the zero,
medium and large individual-differences. We chose these values to keep 95% individual ratios in the range shown in
Figure 1a. With the three levels of magnitude of between-individual differences, we aim to examine whether and/or
how the approximation introduced by the Taylor series expansion affects model performance. We also investigated
other coefficients that affect the trajectory shape and then presumably influence the model performance. For example,
we considered two different distributions for the slope of the linear asymptote: N(2.5, 1.02) and N(1.0, 0.42) for a
large and small growth rate in the later development. We adjusted the variance of the distribution so that the slope of
95% individuals is positive. In addition, we considered two levels of measurement precision and two levels of sample
size as shown in Table 2.
3.2 Data Generation and Simulation Step
For each condition listed in Table 2, we conducted the simulation study for the proposed models according to the
general steps outlined as follows:
1. Generate data for growth factors using the R package MASS (Venables and Ripley, 2002),
2. Generate the time structure with J waves tj as specified in Table 2 and obtain individual measurement
occasions: tij ∼ U(tj −∆, tj + ∆) (∆ = 0.25) by allowing disturbances around each wave,
3. Calculate factor loadings, which are functions of individual measurement occasions and the ratio of growth
acceleration, for each individual,
4. Calculate values of the repeated measurements based on growth factors, factor loadings, and residual variances
by the functional form of the Jenss-Bayley growth curve,
5. Implement the full model and the reduced model on generated data, estimate the parameters, and construct
corresponding 95% Wald CIs,
6. Repeat the above steps until achieving 1, 000 convergent solutions.
4 Result
4.1 Model Convergence and Proper Solution
We first examined the convergence3 rate and the proportion of improper solutions for each condition before assessing
how the proposed Jenss-Bayley LCSM performed. The proposed model and its reduced version converged satisfactorily.
Out of a total 72 conditions, 69 conditions reported a 100% convergence rate for the full and reduced Jenss-Bayley
LCSM. We only had one non-convergent replication from one and two conditions for the reduced and the full model,
respectively.
We also investigated the pattern of improper solutions, including negative estimated variances of growth factors and/or
out-of-range (i.e., beyond [−1, 1]) correlations between growth factors. Table 3 presents the occurrences of improper
solutions produced by the proposed Jenss-Bayley LCSM across all conditions. The improper solutions include negative
3The convergence rate was defined as achieving OpenMx status code 0, indicating a successful optimization, until up to 10 runs
with different sets of initial values (Neale et al., 2016).
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variances of the log-ratio of growth acceleration or its out-of-range correlation with any other growth factors. From
the table, the proposed model is capable of producing proper solutions when we correctly specified the model (i.e.,
employ the model under the conditions with a non-zero standard deviation of log-ratio of growth acceleration), although
the number of improper solutions was relatively large if the model was over-specified under the conditions where the
standard deviation of the log-ratio was 0. We replaced the Jenss-Bayley LCSM with its reduced version for the model
evaluation when such improper solutions occurred.
=========================
Insert Table 3 about here
=========================
4.2 Performance Measures
This section presents the performance measures, including the relative bias, empirical SE, relative RMSE, and empirical
coverage probability for a nominal 95% confidence interval for each parameter, for the simulation studies. Generally, the
proposed Jenss-Bayley LCSM is able to estimate parameters unbiasedly, precisely, and exhibit appropriate confidence
interval coverage. We first provide the median and range for each performance measure of each parameter of interest
across conditions considering the size of parameters and simulation conditions. We then discuss how the simulation
conditions affect model performance.
Tables 4 and 5 present the median and range of the relative bias and empirical SE of each parameter of interest across
conditions with ten repeated measurements for the proposed Jenss-Bayley LCSM and the reduced model. We first
obtained the relative bias/empirical SE over 1, 000 replications under each condition with ten repeated measurements
and then summarized them across conditions as the corresponding median and range.
=========================
Insert Table 4 about here
=========================
=========================
Insert Table 5 about here
=========================
From Tables 4 and 5, we can see that the proposed Jenss-Bayley LCSM generally generated unbiased point estimates
along with small empirical standard errors with the proposed expression of latent change scores. Specifically, for the
proposed Jenss-Bayley LCSM, the magnitude of relative biases of the growth factor means was under 0.09, and that of
the variance of initial status and slope asymptote was under 0.06. From Table 4, the proposed model may produce biased
estimates for the variance of the distance between two intercepts (ψ22) and that of the log-ratio of growth acceleration
(ψγγ): the median values of relative biases of ψ22 and ψγγ were 0.2243 and −0.0082, respectively. Additionally, fewer
follow-up times increased the relative biases slightly (we summarize each parameter’s relative bias under the conditions
with seven repeated measurements in Table B.1 in Appendix Appendix B).
We plot the relative bias under each condition for ψ22 and ψγγ in Figure 5. From the figure, we can observe the
influence on these estimates of the conditions we considered in the simulation design. First, relative biases were small
under the conditions where the standard deviation of the log-ratio of growth acceleration was 0.1. Second, ψ22 was
over-estimated while ψγγ was under-estimated when the standard deviation was set to 0.2. Third, the relative biases
were smaller under the conditions with ten repeated measurements; more importantly, placing more measurements at
the early stage of the study would further decrease the bias.
=========================
Insert Figure 5 about here
=========================
As shown in Table 5, estimates from the proposed Jenss-Bayley LCSM and its reduced model were precise: the
magnitude of empirical standard errors of the parameters related to the slope or log-ratio growth acceleration was under
0.15 although those values of other parameters were relatively large: the empirical standard error of the mean of the
initial status and that of the vertical distance between two intercepts was around 0.5, while the value of the variance of
the initial status and that of the vertical distance between two intercepts was around 1.5 and 4.0, respectively. Those
relatively large empirical SEs were due to the large scale of their population values.
We provide the median and range of relative RMSE of each parameter for the proposed model and its reduced version
under the conditions with ten repeated measures in Table 6. The relative RMSE combines bias and precision to examine
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the point estimate holistically. From the table, the magnitude of relative RMSEs of the growth factor means was under
0.09, and the value of the variances of the initial status and asymptote slope was under 0.16.
=========================
Insert Table 6 about here
=========================
Table 7 presents the median and range of the coverage probability (CP) of each parameter of interest for the Jenss-Bayley
LCSM and its reduced model. Overall, the full model performed well regarding empirical coverage as the values of
coverage probabilities of all parameters except for µη2 and ψ22 (i.e., the mean and variance of the vertical distance
between two intercepts) were near 0.95. The unsatisfied coverage probability for µη2 and ψ22 was due to underestimated
standard errors and biased point estimates, respectively.
=========================
Insert Table 7 about here
=========================
For the proposed expression of latent change scores, as shown in Tables 4 and 5, we noticed that the mean value of
the log-ratio of the growth acceleration estimated by the reduced model is biased, while the relative bias of other
parameters and the precision of each estimate from the two models are comparable. From Table 7, the coverage
probabilities produced by the reduced model were less satisfied. Additionally, fewer measurement waves reduced the
model performance slightly, as shown in Table B.1 in Appendix Appendix B.
We compared the model performance between the LCSMs with the proposed or existing expression of the latent change
scores. Tables 4 and 5 also present the median and range of the relative bias and empirical SE of each parameter from
LCSMs with the existing definition of latent change scores across conditions with ten repeated measures, respectively.
From Table 4, we can see that the relative bias of the µη2 and ψ22 achieved 1.18 and 14.34, respectively, which was
much larger than the corresponding value from the LCSM with the novel expression of the latent change scores.
Additionally, we noticed that the proposed LCSM improved the precision of the estimates µη2 and ψ22 as well as
shown in Table 5. To summarize, based on our simulation study, the estimates from the proposed Jenss-Bayley LCSM
were unbiased and precise, with proper 95% coverage probabilities in general. Some factors, for example, the number
of repeated measurements and the placement of those measurements, influenced model performance. Specifically,
within a fixed study duration, more measurements, especially more measurements at an early stage, improved model
performance. Through the simulation study, we found that the proposed Jenss-Bayley LCSM was robust under the
conditions with the medium level of the standard deviation of the log-ratio of growth acceleration (i.e., sd(γ) = 0.1),
although it was less satisfactory when the standard deviation was large, which is within our expectation to see.
5 Application
This section demonstrates how to employ the proposed model to estimate the individual ratio of growth acceleration
and obtain individual instantaneous growth rates over time. This application has two goals. First, we provide a set of
feasible recommendations for real-world practice. Second, with the hope to gain insights on how different frameworks
with the same functional form of the underlying change patterns affect estimations, we construct a Jenss-Bayley latent
growth curve model with an individual ratio of growth acceleration in the sensitivity analysis. We extracted 400
students randomly from the Early Childhood Longitudinal Study Kindergarten Cohort: 2010-2011 (ECLS-K: 2011)
with complete records of repeated reading IRT scaled scores and age at each wave4.
ECLS-K: 2011 is a nationwide longitudinal study of US children enrolled in about 900 kindergarten programs that
started from the 2010− 2011 school year. In ECLS-K: 2011, children’s reading ability was evaluated in nine waves:
fall and spring of kindergarten (2010− 2011), first (2011− 2012) and second (2012− 2013) grade, respectively, as
well as spring of 3rd (2014), 4th (2015) and 5th (2016) grade, respectively. As stated in Lê et al. (2011), only about
30% students were evaluated in the fall semester of 2011 and 2012. In the analysis, we used children’s age (in years) at
each wave to obtain individual measurement occasions. In the subsample, 50.25% and 49.75% of children were boys
and girls. Additionally, the selected sample was represented by 39.75% White, 7.25% Black, 41.75% Hispanic, 5.75%
Asian, and 5.50% others.
4There are n = 18174 participants in ECLS-K: 2011 is. After removing records with missing values (i.e., rows with any of
NaN/-9/-8/-7/-1), we have n = 3418 entries.
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5.1 Main Analysis
In this section, we fit the full and reduced Jenss-Bayley latent change score models in the framework of individual
measurement occasions. Table 8 lists the obtained estimated likelihood, information criteria, including AIC and BIC,
residuals, and the number of parameters of each latent change score model. As shown in Table 8, the Jenss-Bayley
latent change score model with an individual ratio of growth acceleration has the larger estimated likelihood, smaller
AIC, smaller BIC, and smaller residual variance, which lead to an unequivocal selection for the full Jenss-Bayley latent
change score model.
=========================
Insert Table 8 about here
=========================
Table 9 presents the estimates of parameters of interest. We noticed that development in reading skills slowed down
gradually as the log-ratio of the growth acceleration was negative. On average, the ratio of the growth acceleration at
any given year to the acceleration at the preceding year was 0.70 (i.e., exp(−0.35)), indicating that the development in
reading ability was a decelerating process from Grade K to Grade 5. The estimated variance of the log-ratio of growth
acceleration was 0.19. It tells us that individual students had ‘personal’ ratios of growth accelerations for reading ability.





and about 95% of the time, the ratio was in the range of (0.29, 1.69) (i.e., (exp(−0.35 −
√
0.19 × 2), exp(−0.35 +√
0.19× 2))). The linear asymptote slope is 0.39 per year on average, and it is not statistically significant. It suggests
that the development of reading ability achieved a stable status. Additionally, the linear asymptote slope and the
vertical distance between two intercepts varied substantially across individuals suggested by their large and statistically
significant variances.
=========================
Insert Table 9 about here
=========================
To further understand how the individual ratio of growth acceleration affects the growth rate over time, we provide the
mean and individual yearly growth rate over time obtained by the full and the reduced Jenss-Bayley latent change score
model in Figures 6 and 7, respectively. As shown in Figure 6, the yearly rate-of-growth estimated from both full and
reduced model was expected to slow down in the late stage of the study, so did the magnitude of between-individual
differences. However, the 95% confidence interval on the growth rate was narrower from the full model. Figure 7 plots
individual yearly growth rate for six individuals from the data set. From the figure, we can see that the longitudinal plots
of the two models’ growth rates were similar for most individuals. However, for the fourth individual, the estimated
growth rate from the full model was more gradual than that from the reduced model. We then examined the observed
growth trajectory (see Figure 8) for each individual and found that one possible reason for the steep rate estimated by
the reduced model for Individual 4 is the fluctuation in academic performance. The findings from these plots suggest
that the Jenss-Bayley LCSM with an individual ratio of growth acceleration can capture the growth rate more precisely
than the model with a fixed ratio for our motivating data.
=========================
Insert Figure 6 about here
=========================
=========================
Insert Figure 7 about here
=========================
5.2 Sensitivity Analysis
We then constructed Jenss-Bayley latent growth curve models as a sensitivity analysis. We list the estimated likelihood,
AIC, BIC, and residual variance in Table 85. From the table, we can see that the latent growth curve model with an
individual ratio of growth acceleration still performed better than its reduced version. We can still calculate the mean
yearly growth rate over time based on the estimates from latent growth curve models. Figure 9 presents the growth rates
obtained from the LCSMs on those from the latent growth curve models, from which we can see that the estimates
5Note that we do not recommend comparing the models constructed in the sensitivity analysis to those in the main analysis by
likelihood-based criteria as they are models specified in different ways.
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of growth rates from two types of models are very close, especially during the late stage of the study. However, the
individual growth rate is not estimable from the latent growth curve model directly.
=========================
Insert Figure 9 about here
=========================
6 Discussion
This article extends an existing Jenss-Bayley latent change score model to estimate an individual ratio of growth
acceleration in the framework of individual measurement occasions to account for the heterogeneity in the measurement
time. We propose approximating the latent change scores using a product of the instantaneous growth rate at the
mid-point of consecutive measurement occasions and the time interval between the two occasions to allow for individual
measurement occasions. More importantly, we extend the Taylor series expansion, which has been shown useful in
the latent growth modeling framework to address a nonlinear relationship between a target function and a random
coefficient, to the latent change score modeling framework to allow for an individual ratio of growth acceleration. We
examine the proposed model by extensive simulation studies on the data structure generated by the Jenss-Baylay latent
growth curve model to investigate whether the approximation introduced by the expression of latent change scores and
Taylor series expansion affects the model performance.
To demonstrate how well the Taylor series expansion works, we compared the full Jenss-Bayley LCSM (that requires
the Taylor series approximation) to its reduced version and found that the full model performed better than the reduced
model under the conditions with varying ratio of growth acceleration. The simulation study also showed that the full
model performed well under the conditions with a medium level standard deviation of the log-ratio, which aligns with
the essential condition using the Taylor series expansion. We demonstrate the proposed model’s implementation on a
subset with n = 400 from ECLS-K: 2011.
6.1 Practical Considerations
In this section, we provide a set of recommendations for empirical researchers based on the simulation study and the
real-world data analysis. First, the Jenss-Bayley model, determined by four parameters, can be viewed as a combination
of an exponential and linear growth model with a steep initial development followed by level-off growth. Accordingly,
we recommend visualizing the trajectories to check whether they demonstrate such change patterns. Second, for an
empirical study, we still recommend assessing the issue of improper solutions. As shown in the simulation study, almost
all improper solutions were observed when we over-specified the model. Based on this result, an improper variance
and/or correlation may simply suggest that the ratio of growth acceleration is roughly similar across all individuals.
Third, based on the simulation studies, the proposed Jenss-Bayley LCSM performed well generally. However, in cases
with challenging conditions such as a large standard deviation of the log-ratio of growth acceleration, the estimates of
the random effect of the vertical distance between two intercepts exhibited some bias greater than 10%. It suggests that
the estimate of ψ22 is potentially over-estimated and unreliable in a real-world data analysis.
Additionally, the time unit selection affects the estimates of the ratio of growth acceleration since it measures the ratio of
growth acceleration at two consecutive time points and changes with the time unit. It suggests that the ‘personal’ ratio
of growth acceleration may not be detectable if a small unit is employed. For example, the ratio of growth acceleration
in reading development only has a fixed effect if we use age-in-month instead of age-in-year in the Application section.
Moreover, as shown in the sensitivity analysis, we are able to obtain the mean values of the growth rate over time from
the latent change score model and the latent growth model, and the estimated rates from the two models are close,
especially at a late stage of the study. However, we can only obtain the individual growth rate from the Jenss-Bayley
latent change score model.
In the sensitivity analysis, we calculate the yearly growth rate from the latent growth curve model by plugging the
estimated growth factors in the expression of the growth rate. However, we do not recommend deriving the growth
curve from the LCSM in practice. In the Application section, the estimated mean value of the initial status is 54.35
and 36.63 from the latent change score model and the latent growth curve model, respectively (the raw mean of the
initial status is 54.25). The derived growth curve from the LCSM would have larger values of reading ability than
the latent growth curve model: with the comparable growth rates, the larger estimated initial status would result in an
overestimated growth status over time.
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6.2 Methodological Considerations and Future Directions
In this article, we focus on the latent change score model with a Jenss-Bayley functional form. The expression we
proposed for the latent change scores can be generalized to latent change score models with other functional forms, such
as polynomial or logistic. The proposed expression for latent change scores can also be extended to other commonly
specified LCSMs, such as proportional change models and dual change models. Additionally, we can extend the
proposed Jenss-Bayley LCSM to the dual change modeling framework by replacing the time-invariant additive constant
with a Jenss-Bayley functional form to investigate more complicated change patterns as recommended by Hamagami
and McArdle (2018). Moreover, the proposed model can also be extended to investigate the covariates to explain the
individual-difference in the growth rate.
We noticed that the proposed model generates biased estimates for the random effect of the vertical distance between
two intercepts when the standard deviation of the log-ratio of the growth acceleration was set as 0.2 from the simulation
studies. Other than the approximation introduced by the Taylor series expansion, there are additional possible
explanations. First, as stated earlier, γi can achieve −0.3 when its distribution follows N(−0.7, 0.22), and a growth
curve with such a large log-ratio of growth acceleration approaches to the linear asymptote relatively late as shown in
Figure 1a. The study duration that we considered in the simulation design may not be long enough to capture its entire
change pattern. It suggests that it is important to determine the study duration based on available growth factors when
designing a longitudinal study where the Jenss-Bayley model is a candidate for the underlying change pattern. Second,
in the simulation study, we constructed a latent change score model for the data generated from a latent growth curve
model, which is another possible reason for the bias.
Additionally, as shown in the Application section, the estimates from the latent change score model and those from the
latent growth curve model could be different even if we specify the same functional form for the underlying change
patterns. As pointed out earlier, the intercept is only indicated by the true score at the study’s initial time, while the
other three growth factors are related to all latent true scores over time. Accordingly, the estimates obtained from the
latent change score model maximize the likelihood of getting the initial status and the growth rates determined by the
other three growth factors. In comparison, the estimates obtained from the latent growth curve model maximize the
probability of getting the growth curve determined by all four growth factors. The comparison between latent change
score models and latent growth curve models by simulation studies is beyond the scope of the current study, but it can
be examined in future work.
6.3 Concluding Remarks
In this article, we propose a novel expression of latent change scores for LCSMs with parametric nonlinear functional
forms to allow for individually-varying time points. We illustrate the proposed expression using the Jenss-Bayley
functional form. We also demonstrate the linearization approach, the first-order Taylor series expansion, which has
been widely employed for latent growth curve models, can be extended to the latent change score modeling framework.
The results of the simulation studies and a real-world data analysis demonstrate the model’s valuable capabilities of
estimating the ratio of growth acceleration and its variance in the framework of individual measurement occasions. As
discussed above, the proposed method can be generalized in practice and further examined in methodology.
References
Bartlett, M. S. (1937). The statistical conception of mental factors. British Journal of Educational Psychology, General
Section, 28:97–104.
Boker, S. M., Neale, M. C., Maes, H. H., Wilde, M. J., Spiegel, M., Brick, T. R., Estabrook, R., Bates, T. C., Mehta, P.,
von Oertzen, T., Gore, R. J., Hunter, M. D., Hackett, D. C., Karch, J., Brandmaier, A. M., Pritikin, J. N., Zahery, M.,
Kirkpatrick, R. M., Wang, Y., Driver, C., Massachusetts Institute of Technology, Johnson, S. G., Association for
Computing Machinery, Kraft, D., Wilhelm, S., and Manjunath, B. G. (2018). OpenMx 2.9.6 User Guide.
Coulombe, P., Selig, J. P., and Delaney, H. D. (2015). Ignoring individual differences in times of assessment in growth
curve modeling. International Journal of Behavioral Development, 40(1):76–86.
Estabrook, R. and Neale, M. (2013). A comparison of factor score estimation methods in the presence of missing data:
Reliability and an application to nicotine dependence. Multivariate behavioral research, 48(1):1–27.
Grimm, K., Zhang, Z., Hamagami, F., and Mazzocco, M. (2013a). Modeling nonlinear change via latent change and
latent acceleration frameworks: Examining velocity and acceleration of growth trajectories. Multivariate Behavioral
Research, 48(1):117–143.
13
A PREPRINT - MARCH 2, 2021
Grimm, K. J., Castro-Schilo, L., and Davoudzadeh, P. (2013b). Modeling intraindividual change in nonlinear growth
models with latent change scores. GeroPsych: The Journal of Gerontopsychology and Geriatric Psychiatry,
26(3):153–162.
Grimm, K. J. and Jacobucci, R. (2018). Individually varying time metrics in latent change score models. In Ferrer, E.,
Boker, S., and Grimm, K. J., editors, Longitudinal Multivariate Psychology, chapter 3, pages 61–79. Guilford Press.
Grimm, K. J., Ram, N., and Estabrook, R. (2016a). Growth models with nonlinearity in parameters. In Grimm, K. J.,
Ram, N., and Estabrook, R., editors, Growth Modeling: Structural Equation and Multilevel Modeling Approaches,
chapter 11, pages 234–274. Guilford Press.
Grimm, K. J., Ram, N., and Estabrook, R. (2016b). Growth models with nonlinearity in random coefficients. In
Grimm, K. J., Ram, N., and Estabrook, R., editors, Growth Modeling: Structural Equation and Multilevel Modeling
Approaches, chapter 12, pages 275–308. Guilford Press.
Grimm, K. J., Ram, N., and Estabrook, R. (2016c). Rate-of-change estimates in nonlinear growth models. In
Grimm, K. J., Ram, N., and Estabrook, R., editors, Growth Modeling: Structural Equation and Multilevel Modeling
Approaches, chapter 18, pages 445–476. Guilford Press.
Hamagami, F. and McArdle, J. J. (2018). Latent change score models with curvilinear constant bases. In Ferrer, E.,
Boker, S., and Grimm, K. J., editors, Longitudinal Multivariate Psychology, chapter 4, pages 80–108. Guilford Press.
Hunter, M. D. (2018). State space modeling in an open source, modular, structural equation modeling environment.
Structural Equation Modeling, 25(2):307–324.
Jenss, R. and Bayley, N. (1937). A mathematical method for studying the growth of a child. Human Biology,
9(4):556–563.
Lê, T., Norman, G., Tourangeau, K., Brick, J. M., and Mulligan, G. (2011). Early childhood longitudinal study:
Kindergarten class of 2010-2011 – sample design issues. JSM Proceedings, pages 1629–1639.
Liu, J. and Perera, R. A. (2020). Estimating knots and their association in parallel bilinear spline growth curve models
in the framework of individual measurement occasions.
Liu, J., Perera, R. A., Kang, L., Kirkpatrick, R. M., and Sabo, R. T. (2019). Obtaining interpretable parameters from
reparameterized longitudinal models: transformation matrices between growth factors in two parameter-spaces.
McArdle, J. J. (2001). A latent difference score approach to longitudinal dynamic structural analysis. In Cudeck,
R., du Toit, S. H. C., and Sorbom, D., editors, Structural equation modeling: Present and future, pages 342–380.
Lincolnwood, IL: Scientific Software International.
McArdle, J. J. (2009). Latent variable modeling of differences and changes with longitudinal data. Annual review of
psychology, 60:577–605.
McArdle, J. J. and Hamagami, F. (2001). Latent difference score structural models for linear dynamic analyses with
incomplete longitudinal data. In Collins, L. M. and Sayer, A. G., editors, Decade of behavior. New methods for the
analysis of change, page 139–175. American Psychological Association.
Mehta, P. D. and Neale, M. C. (2005). People are variables too: Multilevel structural equations modeling. Psychological
Methods, 10(3):259–284.
Mehta, P. D. and West, S. G. (2000). Putting the individual back into individual growth curves. Psychological Methods,
5(1):23–43.
Morris, T. P., White, I. R., and Crowther, M. J. (2019). Using simulation studies to evaluate statistical methods. Statistics
in Medicine, 38(11):2074–2102.
Neale, M. C., Hunter, M. D., Pritikin, J. N., Zahery, M., Brick, T. R., Kirkpatrick, R. M., Estabrook, R., Bates,
T. C., Maes, H. H., and Boker, S. M. (2016). OpenMx 2.0: Extended structural equation and statistical modeling.
Psychometrika, 81(2):535–549.
Preacher, K. J. and Hancock, G. R. (2012). On interpretable reparameterizations of linear and nonlinear latent growth
curve models. In Harring, J. R. and Hancock, G. R., editors, CILVR series on latent variable methodology. Advances in
longitudinal methods in the social and behavioral sciences, chapter 2, pages 25–58. IAP Information Age Publishing,
Charlotte, NC, US.
Preacher, K. J. and Hancock, G. R. (2015). Meaningful aspects of change as novel random coefficients: A general
method for reparameterizing longitudinal models. Psychological Methods, 20(1):84–101.
Pritikin, J. N., Hunter, M. D., and Boker, S. M. (2015). Modular open-source software for Item Factor Analysis.
Educational and Psychological Measurement, 75(3):458–474.
14
A PREPRINT - MARCH 2, 2021
Sterba, S. K. (2014). Fitting nonlinear latent growth curve models with individually varying time points. Structural
Equation Modeling: A Multidisciplinary Journal, 21(4):630–647.
Sullivan, A. L., Kohli, N., Farnsworth, E. M., Sadeh, S., and Jones, L. (2017). Longitudinal models of reading
achievement of students with learning disabilities and without disabilities. School psychology quarterly: the official
journal of the Division of School Psychology, American Psychological Association, 32(3):336–349.
Thomson, G. (1939). The factorial analysis of human ability. British Journal of Educational Psychology, 9:188–195.
Torgesen, J. K. (2002). The prevention of reading difficulties. Journal of School Psychology, 40(1):7–26.
Venables, W. N. and Ripley, B. D. (2002). Modern Applied Statistics with S. Springer, New York, fourth edition.
Appendix A Formula Derivation
A.1 Taylor Series Expansion
For the ith individual, suppose we define a function f(γi) and its first derivative with respect to γi, shown below




(γi) = η2i(exp(γitij)) + η2iγitij(exp(γitij)),
respectively. Then the Taylor series expansion of f(γi) can be expressed as
f(γi) = f(µγ) +
f ′(µγ)
1!
(γi − µγ) + · · ·
= η1i + η2iµγ(exp(µγtij)) + (γi − µγ)
[
η2i exp(µγtij) + η2iµγtij exp(µγtij)
]
≈ η1i + η2iµγ(exp(µγtij)) + (γi − µγ)
[
µη2 exp(µγtij)(1 + µγtij)
]
,
from which we then have the reparameterized growth factors and the corresponding factor loadings for the ith individual.
A.2 Individual Scores of Latent Variables

























In this section, we provide the expression for the vectors and matrices that appeared in the distribution. Corresponding





T . We can calculate µdyi as Equation 10. Similarly, µlyi can be
obtained by
µlyi = Λgi × µηg .
For the ith individual, the variance-covariance matrix of all latent variables Ψηi can be calculated as
Ψηi = Γi × S × ΓTi ,
in which S can be further expressed as
S =
 Ψηg 04×J 04×(J−1)0J×4 0J×J 0J×(J−1)
0(J−1)×4 0(J−1)×J 0(J−1)×(J−1)
 .
Since lyi and dyi are not freely estimated in the model specification, we put 0’s in the block matrices that are for the
variances of lyi and dyi as well as their covariances with other blocks. With the matrix Γi, we specify the relationship
among and between each type of latent variables.
Γi =
 I4×4 04×J 04×(J−1)Λgi LJ×J Ωi
( 0(J−1)×1 Λci ) 0(J−1)×J I(J−1)×(J−1)
 ,
where LJ×J is a J × J lower-triangular matrix, and all its non-zero elements are 1.
Additionally, the matrix Λi specifies the relationship between the latent variables ηi and the repeated outcome yi,
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Appendix B More Results
=========================
Insert Table B.1 about here
=========================














Jenss−Bayley Growth Curve with e−0.7 Ratio of Growth Acceleration
Jenss−Bayley Growth Curve with e−0.3 Ratio of Growth Acceleration
Jenss−Bayley Growth Curve with e−1.1 Ratio of Growth Acceleration
Linear Asymptote of Jenss−Bayley Growth Curve
(a) Jenss-Bayley Growth Curve

























First−order Derivative of Jenss−Bayley Growth Curve with e−0.7 Ratio of Growth Acceleration
First−order Derivative of Jenss−Bayley Growth Curve with e−0.3 Ratio of Growth Acceleration
First−order Derivative of Jenss−Bayley Growth Curve with e−1.1 Ratio of Growth Acceleration
First−order Derivative of Linear Asymptote of Jenss−Bayley Growth Curve
(b) Instantaneous Rate-of-Change of Jenss-Bayley Growth Curve
Figure 1: Jenss-Bayley Trajectory and Its Instantaneous Rate-of-Change with Different Ratio of Growth Acceleration
(Values of Other Coefficients: η0 = 50; η1 = 1.0; η2 = −30)
(a) Path Diagram of the Basic Latent Change Score Model (b) Path Diagram of the Jenss–Bayley Latent Change Model
Figure 2: Path Diagram of the Latent Change Score Models
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(b) Latent Change Scores Defined by the Proposed Method
Figure 3: Definition of Latent Change Scores for Jenss-Bayley LCSMs
Figure 4: Path Diagram of the Modified Jenss-Bayley LCSM
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Sample Size & Slope of Asymptote: 
●
●
200, Large Slope of Asymptote
200, Small Slope of Asymptote
500, Large Slope of Asymptote
500, Small Slope of Asymptote
Residual Variance: ● ●1 2










































Sample Size & Slope of Asymptote: 
●
●
200, Large Slope of Asymptote
200, Small Slope of Asymptote
500, Large Slope of Asymptote
500, Small Slope of Asymptote
Residual Variance: ● ●1 2
(b) Variance of the Log-ratio of Growth Acceleration
Figure 5: Relative Biases of Variances of Two Growth Factors
LCM for Jenss−Bayley Growth Curve with Random Ratio of Growth Acceleration LCM for Jenss−Bayley Growth Curve with Fixed Ratio of Growth Acceleration



























Trajectory Type: 95% Confidence Interval on the between−child Difference in Rate Mean Rate of Growth in Reading Ability
Figure 6: Longitudinal Plot of the Mean Yearly Growth Rate from Jenss-Bayley LCSMs
Table 1: Performance Metrics: Definitions and Estimates
Criteria Definition Estimate













Coverage Probability Pr(θ̂low ≤ θ ≤ θ̂upper)
∑S
s=1 I(θ̂low,s ≤ θ ≤ θ̂upper,s)/S
a θ: the population value of the parameter of interest
b θ̂: the estimate of θ
c S: the number of replications and set as 1, 000 in our simulation study
d s = 1, . . . , S: indexes the replications of the simulation
e θ̂s: the estimate of θ from the sth replication
f θ̄: the mean of θ̂s’s across replications
g I(): an indicator function
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Ratio of Growth Acceleration: Random Fixed
Trajectory Type: 95% Confidence Interval on Individual Growth Rate in Reading Ability Individual Growth Rate in Reading Ability
Figure 7: Longitudinal Plot of the Individual Yearly Growth Rate from Jenss-Bayley LCSMs
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Figure 8: Observed Trajectory of Individual Growth Curve in Development of Reading Ability
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Model: Jenss−Bayley Latent Growth Curve Model Jenss−Bayley Latent Change Score Model
Figure 9: Longitudinal Plot of the Mean Yearly Growth Rate for Two Jenss-Bayley Models




Distribution of the Initial Status (True Intercept) η0i ∼ N(50, 42) (i.e., µη0 = 50, ψ00 = 16)
Distribution of the Vertical Distance between Two Interceptsa η2i ∼ N(−30, 62) (i.e., µη2 = −30, ψ22 = 36)
Mean of the Log-value of Ratio of Growth Acceleration µγ = −0.7 (i.e., exp(µγ) = 0.5)
Correlations of Growth Factorsb ρ = 0.3
Manipulated Conditions (Full Factorial)
Variables Conditions
Time (tj)
7 equally-spaced: tj = 0, 3, 6, 9, 12, 15, 18
10 equally-spaced: tj = 0, 2, 4, 6, 8, 10, 12, 14, 16, 18
10 unequally-spaced: tj = 0, 1.5, 3.0, 4.5, 6.0, 7.5, 9.0, 12.0, 15.0, 18.0
Individual tij tij ∼ U(tj −∆, tj + ∆) (∆ = 0.25)
Sample Size n = 200n = 500
Distribution of the Slope of the Linear Asymptote η1i ∼ N(2.5, 1.0
2) (i.e., µη1 = 2.5, ψ11 = 1.00)
η1i ∼ N(1.0, 0.42) (i.e., µη1 = 1.0, ψ11 = 0.16)
Variance of the Log-value of Ratio of Growth Acceleration
ψγγ = 0
ψγγ = 0.1
2 (i.e., 95% of exp(γi) are in the interval of (0.41, 0.61).)
ψγγ = 0.2
2 (i.e., 95% of exp(γi) are in the interval of (0.33, 0.74).)
Residual Variance θε = 1θε = 2
a Two intercepts mean the actual intercept (i.e., the initial status) and the linear asymptote intercept.
b In the simulation design, by ‘Growth Factors’, we mean the initial status, the slope of the linear asymptote, the vertical distance between two
intercepts, and the log-value of ratio of growth acceleration.
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Table 3: Number of Improper Solutions among 1, 000 Replications of the Proposed Model
θε = 1 θε = 2
n = 200 n = 500 n = 200 n = 500
Ten Equally-spaced Wave
η1i ∼ N(2.5, 1.02)
sd(γ) = 0 513//39a 462//30 518//39 497//35
sd(γ) = 0.1 0//0 0//0 0//1 0//0
sd(γ) = 0.2 0//0 0//0 0//0 0//0
η1i ∼ N(1.0, 0.42)
sd(γ) = 0 470//41 487//20 497//34 522//28
sd(γ) = 0.1 0//0 0//0 0//0 0//0
sd(γ) = 0.2 0//0 0//0 0//0 0//0
Ten Unequally-spaced Wave
η1i ∼ N(2.5, 1.02)
sd(γ) = 0 512//35 486//21 532//42 511//29
sd(γ) = 0.1 0//0 0//0 0//0 0//0
sd(γ) = 0.2 0//0 0//0 0//0 0//0
η1i ∼ N(1.0, 0.42)
sd(γ) = 0 518//33 517//31 527//40 506//20
sd(γ) = 0.1 0//0 0//0 0//0 0//0
sd(γ) = 0.2 0//0 0//0 0//0 0//0
Seven Equally-spaced Wave
η1i ∼ N(2.5, 1.02)
sd(γ) = 0 507//39 490//21 533//41 500//20
sd(γ) = 0.1 1//6 0//0 37//53 4//10
sd(γ) = 0.2 0//0 0//0 0//0 0//0
η1i ∼ N(1.0, 0.42)
sd(γ) = 0 544//23 472//20 511//43 507//31
sd(γ) = 0.1 1//8 0//0 33//54 6//13
sd(γ) = 0.2 0//0 0//0 0//0 0//0
a 513//39 suggests that, for the proposed model, among 1, 000 replications with convergent solutions, we have 513 and 39 improper
solutions result from negative variances of log-ratio of growth acceleration and its out-of-range correlations with other growth factors,
respectively.
Table 4: Median and range of the Relative Bias of Parameters in the Jenss-Bayley LCSMs (10 Repeated Measurements)
Proposed Expression of Latent Change Scores
Para. Reduced Model Full Model
Median (Range) Median (Range)
Growth Factor
Means
µη0 −0.0003 (−0.0012, 0.0001) 0.0001 (−0.0003, 0.0014)
µη1 0.0073 (−0.0020, 0.0543) 0.0035 (−0.0026, 0.0422)
µη2 0.0554 (0.0226, 0.0861) 0.0546 (0.0228, 0.0860)
µγ 0.0082 (−0.0031, 0.0251) −0.0030 (−0.0268, −0.0005)
Growth Factor
Variances
ψ00 −0.0491 (−0.1118, 0.0004) −0.0030 (−0.0113, 0.0073)
ψ11 0.0618 (−0.0067, 0.2533) 0.0009 (−0.0071, 0.0523)
ψ22 0.2330 (0.0859, 0.5529) 0.2243 (0.0866, 0.4934)
ψγγ —a −0.0082 (−0.1408, NA)b
Existing Expression of Latent Change Scores
Para. Reduced Model Full Model
Median (Range) Median (Range)
Growth Factor
Means
µη0 −0.0001 (−0.0010, 0.0003) 0.0003 (−0.0002, 0.0013)
µη1 0.0054 (−0.0044, 0.0521) 0.0023 (−0.0049, 0.0410)
µη2 0.9600 (0.7471, 1.1821) 0.9388 (0.7246, 1.1800)
µγ −0.0012 (−0.0129, 0.0148) −0.0108 (−0.0281, −0.0044)
Growth Factor
Variances
ψ00 −0.0511 (−0.1142, −0.0016) −0.0050 (−0.0139, 0.0022)
ψ11 0.0626 (−0.0063, 0.2539) 0.0007 (−0.0065, 0.0561)
ψ22 3.5483 (2.1535, 5.5775) 5.4746 (2.2961, 14.3431)
ψγγ — 0.1128 (−0.1272, NA)
a — indicates that the relative biases are not available from the reduced model.
b NA indicates that the bound of relative bias is not available. The model performance under the conditions with 0 population
value of the variance of the log-ratio of growth acceleration is of interest where the relative bias of those correlations would go
infinity. The median (range) of the bias of the log-ratio of growth acceleration for the proposed expression and existing expression is
−0.0001 (−0.0056, 0.0017) and 0.0011 (−0.0051, 0.0025), respectively.
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Table 5: Median and range of the Empirical SE of Parameters in the Jenss-Bayley LCSMs (10 Repeated Measurements)
Proposed Expression of Latent Change Scores
Para. Reduced Model Full Model
Median (Range) Median (Range)
Growth Factor
Means
µη0 0.2364 (0.1785, 0.3102) 0.2343 (0.1720, 0.3124)
µη1 0.0452 (0.0278, 0.0734) 0.0453 (0.0277, 0.0733)
µη2 0.4047 (0.2839, 0.5593) 0.4067 (0.2807, 0.5602)
µγ 0.0092 (0.0036, 0.0168) 0.0091 (0.0036, 0.0172)
Growth Factor
Variances
ψ00 1.3502 (1.0017, 1.8543) 1.3989 (1.0431, 1.8835)
ψ11 0.0587 (0.0251, 0.1165) 0.0600 (0.0248, 0.1097)
ψ22 4.0736 (2.6776, 6.5056) 3.9532 (2.5787, 6.3083)
ψγγ —a 0.0017 (0.0000, 0.0054)
Existing Expression of Latent Change Scores
Para. Reduced Model Full Model
Median (Range) Median (Range)
Growth Factor
Means
µη0 0.2363 (0.1785, 0.3102) 0.2362 (0.1791, 0.3084)
µη1 0.0453 (0.0279, 0.0734) 0.0454 (0.0281, 0.0733)
µη2 0.9193 (0.5046, 1.8256) 0.9251 (0.5086, 1.8694)
µγ 0.0095 (0.0039, 0.0168) 0.0095 (0.0040, 0.0173)
Growth Factor
Variances
ψ00 1.3512 (1.0031, 1.8545) 1.4042 (1.0428, 1.8917)
ψ11 0.0588 (0.0251, 0.1166) 0.0601 (0.0252, 0.1098)
ψ22 14.0377 (7.8914, 30.7140) 23.233 (8.7193, 74.6761)
ψγγ — 0.0019 (0.0000, 0.0055)
a — indicates that the empirical standard errors are not available from the reduced model.
Table 6: Median and range of the Relative RMSE of Parameters in the Proposed Jenss-Bayley LCSMs (10 Repeated
Measurements)
Para. Reduced Model Full Model
Median (Range) Median (Range)
Growth Factor
Means
µη0 0.0048 (0.0036, 0.0062) 0.0047 (0.0034, 0.0062)
µη1 0.0301 (0.0168, 0.0717) 0.0296 (0.0171, 0.0632)
µη2 −0.0572 (−0.0876, −0.0250) −0.0564 (−0.0874, −0.0255)
µγ −0.0150 (−0.0337, −0.0054) −0.0131 (−0.0348, −0.0054)
Growth Factor
Variances
ψ00 0.1074 (0.0668, 0.1550) 0.0876 (0.0653, 0.1179)
ψ11 0.1124 (0.0621, 0.2877) 0.0999 (0.0620, 0.1523)
ψ22 0.2678 (0.1162, 0.5741) 0.2539 (0.1188, 0.5183)
ψγγ —a 0.1864 (0.1069, NA) b
a — indicates that the relative RMSEs are not available from the reduced model.
b NA indicates that the bound of relative RMSE is not available. The model performance under the conditions with 0 population
value of the variance of the log-ratio of growth acceleration is of interest where the relative RMSE of those correlations would
go infinity. The median (range) of the RMSE of the log-ratio of growth acceleration for the proposed model is 0.0019 (0.0005,
0.0075).
Table 7: Median and range of the Coverage Probabilities of Parameters in the Proposed Jenss-Bayley LCSMs (10
Repeated Measurements)
Para. Reduced Model Full Model
Median (Range) Median (Range)
Growth Factor
Means
µη0 0.9455 (0.9290, 0.9600) 0.9487 (0.9244, 0.9675)
µη1 0.9445 (0.6380, 0.9670) 0.9442 (0.7190, 0.9722)
µη2 0.0040 (0.0000, 0.7630) 0.0031 (0.0000, 0.7000)
µγ 0.7615 (0.2240, 0.9570) 0.9384 (0.4520, 0.9707)
Growth Factor
Variances
ψ00 0.8855 (0.5650, 0.9550) 0.9430 (0.9227, 0.9667)
ψ11 0.9210 (0.0990, 0.9600) 0.9468 (0.8960, 0.9650)
ψ22 0.3855 (0.0000, 0.9270) 0.4652 (0.0000, 0.9376)
ψγγ —a 0.9460 (0.5080, 0.9844)
a — indicates that the coverage probabilities are not available from the reduced model.
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Table 8: Summary of Model Fit Information For the Models
Proposed Latent Change Score Models
Model -2ll AIC BIC # of Para. Residual
Full Jenss-Baylay Latent Change Score Model 26105 26135 26195 15 41.41
Reduced Jenss-Baylay Latent Change Score Model 26248 26270 26314 11 44.31
Latent Growth Curve Models
Model -2ll AIC BIC # of Para. Residual
Full Jenss-Baylay Latent Growth Curve Model 26118 26148 26207 15 42.02
Reduced Jenss-Baylay Latent Growth Curve Model 26225 26247 26291 11 44.68
Table 9: Estimates of the Jenss-Baylay Latent Change Score Model with Individual Ratio of Growth Acceleration
Growth Factor Initial Statusa Slope of Linear Asymptote
Parameter Estimate SE P value Estimate SE P value
Mean 54.35 0.62 < 0.0001∗ 0.39 0.98 0.6904
Variance 113.45 10.34 < 0.0001∗ 244.08 80.23 0.0023∗
Growth Factor Vertical Distance between Two Intercepts Log-ratio of Growth Acceleration
Parameter Estimate SE P value Estimate SE P value
Mean −113.62 8.85 < 0.0001∗ −0.35 0.03 < 0.0001∗
Variance 23199.31 8228.92 0.0048∗ 0.19 0.05 0.0001∗
a For this analysis, the initial status of reading ability is the reading ability at five years old.
b ∗ indicates statistical significance at 0.05 level.
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Table B.1: Median and range of Performance Measures of Parameters in the Proposed Jenss-Bayley LCSMs (7
Repeated Measurements)
Relative Bias
Para. Reduced Model Full Model
Median (Range) Median (Range)
Growth Factor
Means
µη0 −0.0001 (−0.0005, 0.0002) 0.0001 (−0.0004, 0.0005)
µη1 0.0061 (−0.0025, 0.0375) 0.0028 (−0.0027, 0.0244)
µη2 0.1904 (0.1683, 0.1951) 0.1888 (0.1614, 0.1959)
µγ −0.0026 (−0.0083, 0.0011) −0.0101 (−0.0430, −0.0015)
Growth Factor
Variances
ψ00 −0.0182 (−0.0508, 0.0012) −0.0023 (−0.0093, 0.0056)
ψ11 0.0525 (−0.0047, 0.1975) 0.0023 (−0.0063, 0.0406)
ψ22 0.5665 (0.4261, 0.8968) 0.7081 (0.4276, 1.2143)
ψγγ —a −0.0033 (−0.1533, NA)b
Empirical Standard Errors
Para. Reduced Model Full Model
Median (Range) Median (Range)
Growth Factor
Means
µη0 0.2413 (0.1768, 0.3130) 0.2428 (0.1779, 0.3137)
µη1 0.0460 (0.0279, 0.0738) 0.0455 (0.0281, 0.0737)
µη2 0.4836 (0.3243, 0.6911) 0.4761 (0.3255, 0.6813)
µγ 0.0117 (0.0064, 0.0195) 0.0117 (0.0063, 0.0192)
Growth Factor
Variances
ψ00 1.4126 (1.0541, 1.8322) 1.4321 (1.0581, 1.8552)
ψ11 0.0573 (0.0264, 0.1133) 0.0550 (0.0267, 0.1089)
ψ22 5.3251 (3.3982, 8.2953) 5.8277 (3.4470, 9.8237)
ψγγ — 0.0034 (0.001, 0.0079)
Relative RMSE
Para. Reduced Model Full Model
Median (Range) Median (Range)
Growth Factor
Means
µη0 0.0048 (0.0035, 0.0063) 0.0049 (0.0036, 0.0063)
µη1 0.0293 (0.0176, 0.0599) 0.0293 (0.0177, 0.0530)
µη2 −0.1911 (−0.1957, −0.1688) −0.1895 (−0.1967, −0.1620)
µγ −0.0175 (−0.0286, −0.0095) −0.0204 (−0.0488, −0.0096)
Growth Factor
Variances
ψ00 0.0942 (0.0672, 0.1244) 0.0895 (0.0661, 0.1162)
ψ11 0.1072 (0.0626, 0.2269) 0.1000 (0.0616, 0.1241)
ψ22 0.5836 (0.4382, 0.9158) 0.7254 (0.4417, 1.2387)
ψγγ — 0.3401 (0.1685, NA)
Coverage Probabilities
Para. Reduced Model Full Model
Median (Range) Median (Range)
Growth Factor
Means
µη0 0.9480 (0.9320, 0.9600) 0.9469 (0.9340, 0.9626)
µη1 0.9425 (0.7960, 0.9590) 0.9439 (0.8630, 0.9671)
µη2 0.0000 (0.0000, 0.0000) 0.0000 (0.0000, 0.0000)
µγ 0.9105 (0.7910, 0.9530) 0.8878 (0.1800, 0.9671)
Growth Factor
Variances
ψ00 0.9260 (0.8570, 0.9610) 0.9421 (0.9223, 0.9570)
ψ11 0.9290 (0.2740, 0.9580) 0.9460 (0.9140, 0.9693)
ψ22 0.0010 (0.0000, 0.1870) 0.0000 (0.0000, 0.2394)
ψγγ — 0.9536 (0.6440, 0.9901)
a — indicates that the performance measures are not available from the reduced model.
b NA indicates that the bounds of performance measures are not available. The model performance under the conditions with 0
population value of the variance of the log-ratio of growth acceleration is of interest where the relative bias and the relative RMSE
of those correlations would go infinity.
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