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ABSTRACT 
The unique stochastic eigenvectors for two irreducible stochastic matrices corres- 
ponding to the eigenvalue 1 are compared coordinatewise on the basis of assumed 
ine~ua~ties between the corresponding elements of the matrices. An interesting 
statistical application is given. 
1. INTRODUCTION AND THE MAIN RESULT 
We consider two N X N irreducible row-stochastic matrices A = (qi), 
A’= (a&) that satisfy the relations ai,/ < Bu,(~ and a:,/ < Bu,,~ for all i,i. Let 
4X= (a 1 ,..., (Ye) and LY’=(LZ; ,..., &) be the unique stochastic eigenvectors of 
A and A’ respectively, corresponding to the eigenvalue 1. This means that (Y, 
(Y’ are uniquely determined by the normaljzing relations ,Col, = 1 and 2 (yi’ = I 
respectively. We have 
~u~,~=I and ~u’~,~=I foreveryi=I,.+.,N. 
i i 
We prove the 
THEOREM 
; ,(fw)“-’ for each i. 
If Pi = cyt/(~~, then for all i, i 
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Aside from their independent interest, the results have interesting statisti- 
cal applications [l]. We provide an application in the last section. 
Proof of the Theorem The eigenvectors (Y, (Y’ in the theorem are the 
unique solutions of the systems 
I. 
(a) cuA=a, 
and 
II. 
respectively. 
Since the solution of the system I is unique, it follows that one of the 
equations cuA = (Y can be dropped, and the unique solution cr is obtained by 
solving the remaining N-l equations together with the last of the system I. 
Without loss of generality we can drop the last of the equations CUA = CX. 
Hence ( aI,. . . , 01~) are the unique solutions of the N equations 
igl Wij = afT j=l ,...,N-1 
and 
Eliminating (Ye, we get (~i,, . . , q,,_ 1 as the unique solution of the system 
N-l 
C+(l+a,,i-Q)+ x Cp(aN,i-ai,i)=aN,i, i=l ,...,N-1. (3) 
j#i 
By Cramer’s rule, 
ai=Ai/A, (4) 
where Ai is the determinant obtained from the coefficient matrix on the 
left-hand side of (3) after replacing the ith column by the column 
(aN,i,...,aNN_J, and A is the determinant of the coefficient matrix in the 
left-hand side. From symmetry considerations it is enough to analyze the 
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expression (4) for i = 1. In what follows, for any square matrix A4 we shall use 
[MI to denote its determinant: Furthermore, for any (n X n) matrix (nij) = A, 
the following expansion of IAl will be called the classical expansion of IAl: 
I Al = Ozs sgn(a)a,,,ci)a,,,(~). . . %W (5) 
n 
where the summation ranges over the set S,, of all permutations (I of the set 
of integers (I,. , . , n), and where sgn(a) = + 1 or - 1 according as u is even or 
odd. It must be emphasized that in the classical expansion the aii’s are 
regarded as indeterminate quantities, although IAl itself is a numerical 
quantity when uii’s are so. In what follows, in certain matrices (namely the 
ones in classes dk “Gk and ek to be defined later) some of the elements will 
appear in the form ‘of a sum Z:, rEKnii, where K is a subset of {l,...,N}. In 
this case we “simplify” the classical expansion in (5), using the distributivity 
law of multiplication and canceling like terms with opposite signs, and call 
the resulting indeterrrrinnte form the “simplified expansion” of JAI. 
For example, 
%, 1+ %,3 - al,2 
1 42,l %,2 + a1.3 
= ‘2,1’1,3 + ‘2,3%,2 + u2,3”1,3. 
Now note that 
uN, 1 
A,= uN> 2 
. . . 
‘N,N-1 
‘N, 1 -a2,1 
. . . 
aN, 1 -aN-l,l 
1+aN,2-u2,2 ... a,, 2 -‘N-l,2 
. . . . . . . . . 
‘N,N- 1 -a2,?,-1 “’ l+“N,N-,-aN-l,N-l 
which on subtracting the first column from each of the remaining ones and 
using (*) gives 
aN, 1 - u2, 1 . . . - ‘N-l,1 
‘N, 2 $a,,i ... - ‘N- 1,2 
A,= i#Z 
. . . . . . . . . . . . 
aN,N-l - U2,N--1 . . . 5 aN-l,j 
j#N-1 
(6) 
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Similarly, 
l+aN,l-%,l aN,l-a2,1 ’ * ’ ‘N, I - aN-l,l 
aN, 2 - al,2 1+ a,,, - u2,2 . * . ‘N, 2 - ‘N-l,2 
. . . . . . . . . . . . 
. . . . . . . . . . 1 . 
ah’,N-l-al,N-l %,N- 1 -u2,+1 *.. l+aN,N-l-ui,-l,N-l 
A= 
Introducing the column (1, a,,,, l,. . . , a,,,_ 1)’ and the row (LO,. . . ,O) in the 
leading positions, then subtracting the first column from each of the remain- 
ing ones and finally using (*), we get 
1 -1 -I . . . . . . . . . -1 
‘N, 1 5 a1,j 
-a2,1 . . . . . . . . . 
- ‘N- 1,l 
A=... 
jr1 
. . . . . . . . . . . . *.. 
‘N,N- 1 - ‘l,N-1 
_ a2,N_1 . . . . . . . . . 
ii ‘N-1,j 
j#N-1 
We now assert that the quantity A, [A] as presented in (6) [(7)] has a 
“simplified expansion” that’ can be expressed in an indeterminate form 
YE ITai,p (**I 
the sum of a finite number of nonnegative terms, each summand being the 
product of exactly N - 1 uij’s. From this, the proof of the theorem is 
immediate. For if Ai (A’) are the expressions corresponding to Ai (A) for the 
matrix A’, then 
“i AiA’ 
Ai’A and 
,q AiAi’ 
- = - -=-_ 
(Yi’ ,Gj Ai’Ai 
But in view of the inequalities uii < Oa$ aij’ Q O’aii and the assertion (**), 
a i 
a., < eN-l, 
I 
$- <(o’)v-’ and 
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From the above, (1) and (2) follow readily. It now remains to prove the 
assertion (**). For the gioen matrix A and any subset K = {i,, . . . ,ik} 
c{l,..., N} of size k < N- 1, we define the (k X k) matrix 
B(K)= 
jfi, 
-aizi, .*. , - aik.i, 
- ai,, i, 
. . . 
5 ai,,i - ‘i,,ip ’ ’ * 
i#i, 
. . . . . . . . . 
- ak,i, 
. . . 
- ‘i,,ik -ai,& ..* 2 a$,/ 
j#ik 
(8) 
Furthermore, for any i E Kc = { 1,. . . ,N} - K, and any L c K ‘, define the 
(k+l)~(k+l) matrix 
AW,L,i) = 
22 qi 
/EL 
‘i i . 1 
‘i i . 7. 
. . . 
‘i, ik 
-EUi,j 
jEL 
IX ‘i,,i 
i#i, 
- ail,i, 
. . . 
- ‘il, i; 
and the (k+l)x(k+l) matrix 
1 -1 
C(K,I), ai i 3 I 
. 1 . 
ai,k 
-2ai2,i . . . 
/EL 
. . . * . . 
- ai2,ik . . . 
- ‘ik, il 
Z’ ‘ik,j 
i# ik 
B(K) 
(9) 
(10) 
For fixed k let @‘+I, ??I’ 
matrices A (‘SL,i), B cK) and C 
and ek represent respectively the class of all 
cKsi) for all K, L and i subject to the conditions 
above. Note that the matrix appearing in the determinant (6) is a member of 
&?-I with K={2 ,...,N-1}, L=(l) and i=N. The one in (7) is a member 
of ?i with K={l,...,N-1) and i=N. 
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To prove the assertion in (**) we prove more generally the 
LEMMA , For k < N - 1, the determinants of matrices in Wk+ ‘, 9’ and 
ek have simplified expansions in the indeterminate form ,ZIIai,i, with k+ 1, 
k and k factors respectively in each product term IIa,,i. 
Proof. We first note that the row (column) operations that leave the 
value of a determinant unaltered also keep its simplified expansion unal- 
tered. The lemma is trivially true for k=2. Before proceeding with an 
inductive argument with ek ( 91 k ), we first note that if the assertion in the 
lemma holds for all matrices in Wk for any fixed k, then it holds for all 
matrices in gk as well. This is so because in \B cK)j, the addition to the first 
row of the sum of the remaining rows, followed by a change of signs in the 
first column and then the same in the first row, yields 
IB(K)I = IA(K’,L,i,) I> with L= Kc, 
and K’={i,,...,i,}, so that A (K’,L,il) E gk. Thus the lemma holds for 
matrices in 31 k. Let us now assume inductively that the lemma holds for 
members in Wk for a fixed k. For any K= {i,,...,i,}, LcK” and i~iX”, let 
A(K,L*i)~ 6?+‘. Expanding IA (K,L*i)l by its first column, we get 
01) 
where B cK) is the matrix in (8) and hence is in ?i3 k, and A, is the minor of 
ai,i,. We note that l- 1 transpositions are needed to bring the Zth column in 
A, to the first column position of A,. If we then change the sign of the first 
column we get a matrix A(K’,L*4), where K’=K-{I,}, L=K”c(K’)“. Also 
then IAll = IA (K’,L,4)l. Hence from (11) we get 
IA(KsLgi)I = ( &uij)~RiX)\ + 7 u~,~~A(~',~~")I. 
Since K’ has k - 1 elements, A (K’,L,4) E 6?k, and hence the lemma applies to 
the determinants IB cK)I and IA(K’,Lxe)I, which will have k factors each in the 
product terms II aii. Also, using the simplified expansions of these de- 
terminants on the RHS above, we get an expression identical with the 
simplified expansion of the LHS. Hence the simplified expansion of \A(K’L2i)l 
will have the form asserted in the lemma. Thus the lemma holds for classes 
ek+r 9’ for k < N- 1. For the classes ek, k < N- 1, we 
argkent again, proceeding exactly as in the case of Bk . 
use an inductive 
Note, however, that 
in this case the elements in the first row are not indeterminate. This accounts 
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for the number k of factors in the simplified expansion, a fact easily proved 
in the course of induction. This completes the proof. H 
Before giving an application of the above theorem we prove the follow- 
ing. 
COROLLARY Zf aii < 0~‘~~ for all i, i and if A’ can be obtained from A by a 
permutation of the suffixes (1,2,. . . , N), then 
Proof. Immediate, since A’= A in this case. To see this, it suffices to 
note that the value of A remains the same under any transposition of the 
indices. Without loss of generality, it will be enough to show invariance 
under the transpositions (1,2) and (1, N). Let A(i,f) denote the determinant 
obtained from A by the transposition (i,j). Then an interchange of the first 
two rows of A(‘,“), followed by an interchange of the first two columns, gives 
back A. To prove invariance under (l,N), we note that 
2 al,i+aN,l 
if1 
aN, 1 - %,l 
. . . 
‘N, 1 -‘N-1,1 
A= aN,Z - %,2 2 a2,i+aN,2 “’ ‘iv, 2 - aN- 1,2 
i#2 
. . . . . . . . . . . . 
a N,N-1 - ‘l,N-1 aN,N- 1 -a2,+1 “’ f? aN-l,i+aN,N-l 
i#N-1 
Replacing the first row by the sum of all rows and then changing the signs of 
the remaining rows, we get 
A(W) = ( _ I)N-2 X 
2 uN,i+al,N x aN,i +a,,, ’ . ’ c ‘N,i + ‘N-l,, 
i#N i#N i#N 
a1,2 - aN,2 - iz2u2,i + ‘N,2) ’ ’ ’ 
( 
aN- 1.2 - ‘N,2 
‘l,N-l- ‘N,N-1 ‘2,N- 1 -a,,,_, “. - 2 aN-l,i+aN,N-l 
i#N-1 ) 
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Subtracting now the first column from each of the rest and subsequently 
changing the signs of each of these N -2 columns, we get the determinant 
A(l,N) Hence A = A(1.N) n 
2. AN APPLICATION 
Suppose there are two coins C,, C, and two numbers p,, p, satisfying 
0 < p, < p, < 1. Let H, and H, be the two hypotheses given by 
HI: Probabilities of heads for C, and C, are respectively p, and p, 
and 
H,: Probabilities of heads for C, and C, are respectively pz and p,. 
A priori, let H, and H, be equally likely (that is, we assign prior probability 
of i to each). We also have a memory register with N “states” 1,2,. . . , N. We 
are allowed to toss the coins sequentially one at a time. The coin to be tossed 
depends only on the current state. The experimenter determines the transi- 
tion law from one state to the next depending on the current state, the coin 
tossed and the outcome of the toss. The “rule” of tossing is this required to 
be stationary. The objective is to maximize the expected limiting frequency of 
heads. 
Formally, a rule R is a pair of mappings (R,,R,) where RI: S-+{ C,,C,} 
and R, : S X {C,, C,} X (23, T}-+S. In a “randomized” rule, R, is a mapping 
from S to the set of probabilities on the pair {C,, C,}, and R, is a mapping 
from S X {C,, C,} X {H, 2’) to the set of probabilities on S. The successive 
states corresponding to each randomized rule R give rise to a stationary 
Markov chain. Naturally, we consider only those rules that yield ergodic 
Markov chains, which use all N states, and we shall refer to such rules as 
“irreducible” rules. Let R = (R,,R,) be an irreducible rule. For i = 1,. . . , N, 
let R,(i) assign probability Si to coin C,. Then if ai, c$ denote the stationary 
transition probabilities for the state i under hypotheses H, and H, respec- 
tively, we have the expected limiting frequency fN of heads (to be called the 
“worth” of the rule) given by 
where gi = 1 - cSi 
=%Pl+nzP2 say. 
Note that n, + n2 = 1. Also by assumption p, > p,, so that fN is a monotoni- 
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tally increasing function of nl/n2. Hence n1/n2 can be used as an index for 
comparing worths of different rules. In view of the symmetry in the worth 
function, we would consider only “symmetric” rules, viz those which do not 
extend preferential treatment to any one of the coins over the other. More 
precisely, a rule is “symmetric” if there exists a permutation u of S such that 
(a) For all s, R,(s) assigns the coin C, the same probability as R,(a(s)) 
does to C,. 
(b) For all s and s’, R,(s, C,,E) assigns to s’ the same probability as 
R,( a(s), Ci,e) does to a(~‘), where i # j and e stands for a fixed outcome 
either H or T. 
Thus for a symmetric irreducible rule there exists a mapping u: S onto S 
such that the transition matrices A,A’ corresponding to H, and H,, and the 
corresponding (aJ, (a;), satisfy a*;= a,(iJ,O(ij and oi = +iJ for all i, j. 
Furthermore, 4 = SO(+ i = 1,. . , , N. 
Hence the RHS of (12) reduces to 
so that 
(13) 
Also note that if A = (R,,R,) is such that R, assigns probability Si to coin C, 
from state i, and if R, requires the move to state i with probability elii (aiii) 
if C, shows H (T) and with probability eZii (raii) if C, shows H(T), then 
uij=8i(P1Elij+ql Iif 7~ .) + 6 ( p2ezii + q2rzii) where qi = 1 - pi 
( Pl’2ii + 91772iJ] where < 8 [ si ( pjlii + q27rlii) + I$ 
ecrnax EL ‘z 91 ( P2 ’ Pl ’ K 
= Ba,;. 
92 
¶41  
Hence by the corollary, ai/eZ: < ON-l, so that from (13), n,/n,< ON-‘, 
giving an upper bound to the index n1/n2. It can be proved [l] that this 
bound is sharp. 
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