The use of pointers and data-structures based on pointers results in circular memory references that are interpreted by a vital compiler analysis, namely pointer analysis. For a pair of memory references at a program point, a typical pointer analysis specifies if the points-to relation between them may exist, definitely does not exist, or definitely exists. The "may be" case, which describes the points-to relation for most of the pairs, can not be dealt with by most compiler optimizations. This is so to guarantee the soundness of these optimizations. However the "may be" case can be capitalized by the modern class of speculative optimizations if the probability that two memory references alias can be measured. Focusing on multithreading, a prevailing technique of programming, this paper presents a new flow-sensitive technique for probabilistic pointer analysis of multithreaded programs. The proposed technique has the form of a type system and calculates the probability of every points-to relation at each program point. The key to our approach is to calculate the points-to information via a post-type derivation. The use of type systems has the advantage of associating each analysis results with a justification (proof) for the correctness of the results. This justification has the form of a type derivation and is very much required in applications like certified code.
INTRODUCTION
Multithreading is enjoying a growing interest 1 and becoming a prevailing technique of pro-1. a ≔ &c; 2. i f (. . .) then b ≔ &c 3.
else b ≔ &d; 4. par{ 5.
{a ≔ &c} 6.
{a ≔ &d} 7.
}; 8. while(. . .) 9.
i f (. . .) then e ≔ &d 10.
else e ≔ 5; in the last section of the paper.
123

PROBABILISTIC OPERATIONAL SEMANTICS
This section presents the programming language 124 we study and a probabilistic pointer analysis for 
150
Except that arithmetic and Boolean opera- semantics.
156
We notice that none of the assignment state- absence of edge profiling, heuristics can be used.
165
The par command is the main parallel con-
166
cept. This concept is also known as cobegin- of these executions at the end of the construct.
172
Then the subsequent command can be executed.
173
The inference rule (par-sem) approximates the 174 execution methodology of the par command. The 175 probability p ′ in the rule (par-sem) is multiplied by n ∈ Z, x ∈ Var, and ⊕ ∈ {+, −, ×} Fig. 3 The programming language.
otherwise. e 1 ⊕ e 2 γ = e 1 γ ⊕ e 2 γ if e 1 γ, e 2 γ ∈ Z, ! otherwise.
e 1 e 2 γ = ! if e 1 γ Z or e 2 γ Z, e 1 γ e 2 γ otherwise. 
219
The following definition presents some nota-
220
tions that are used in the rest of the paper. 
Pre-PTS
= {pts | pts : Var → 2 Addrs p s.t. 224 ∀y ∈ Var. (y ′ , p 1 ), (y ′ , p 2 ) ∈ pts(x) =⇒ p 1 = p 2 }.
For every pts ∈ Pre-PTS and x ∈ Var,
5. For A ∈ Addrs p , pts ∈ Pre-PTS, and 0 q 1,
233
We note that the set of symbolic addresses x has an address with respect to pts. The
• Fork-join:
• Conditionally spawned threads: 
We note that the order of the points-to , q 1 ) , n : pts → ∅ x : pts → pts(x) e 1 ⊕ e 2 : pts → ∅ ((pts 1 , p 1 ) , . . . , (pts n , p n ))(x)] skip : pts → pts definition is based on probabilities.
418
Theorem 1 (Soundness) Suppose that
421
Proof : A structure induction on type derivation 422 can be used to complete the proof of this theorem.
423
Some cases are presented below.
424
• The case of (≔ prob ): in this case p
427
• The case of (≔ * prob ): in this case for some 1 , p 1 ) , . . . , (pts n , p n ))(x)].
433
• The case of ( * ≔ prob ): in this case there
since (γ, p) | = pts. Hence by assumption 437 z i ≔ e : pts → pts i . Therefore by soundness
440
• The case of (par prob ): in this case there exist 441 a permutation θ : {1, . . . , n} → {1, . . . , n}
442
and n + 1 states (
), and for every 
451
Therefore by a simple induction on n, 452 we can show that (γ n+1 , p n+1 ) | = pts n 453 ∇((pts 1 , 1/n), . . . , (pts n , 1/n)) = pts ′ . This
• 
