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Abstract
Let k be a ﬁeld of characteristic zero and let B be a graded k-algebra. We obtain information on a
given derivationD : B → B by studying the behavior of the associated homogeneous derivation grD.
As an application, we give a complete classiﬁcation of locally nilpotent derivationsD : k[X, Y,Z] →
k[X, Y,Z] satisfyingD2X=D2Y = 0; in particular, it is proved that every k-derivationD satisfying
D2X =D2Y =D2Z = 0 is essentially a partial derivative.
© 2004 Elsevier B.V. All rights reserved.
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0. Introduction
We study locally nilpotent derivations of polynomial rings over k, where k is a ﬁeld of
characteristic zero. Our special interest is in so called “nice” derivations over a polynomial
ring k[X1, . . . , Xn], which satisﬁes D2Xi = 0 for all i. The main result of the paper is the
following.
Theorem. Let B = k[X, Y,Z] and let 0 = D : B → B be a locally nilpotent derivation.
If D is irreducible and D2X = 0=D2Y , then one of the following holds:
1. There exists a coordinate system (L1, L2, Z) of B, where L1 and L2 are linear forms
in X, Y , such that D(L1)= 0, D(L2) ∈ k[L1] and D(Z) ∈ k[L1, L2] = k[X, Y ].
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2. There exists a coordinate system (V ,X, Y ) of B such that D(V ) = 0 and DX,DY ∈
k[V ].
Conversely, if D is any k-derivation satisfying (1) or (2) then D is locally nilpotent and
satisﬁes D2X = 0=D2Y .
For a special case, it is also proven that:
Proposition. Let B = k[X, Y,Z] and letD be a nonzero locally nilpotent derivation of B.
If D2X =D2Y =D2Z = 0, then
1. ker D contains a nonzero linear form of {X, Y,Z},
2. rankD = 1,
3. if D is irreducible then, for some coordinate system (X′, Y ′, Z′) of B related to
(X, Y, Z) by a linear change of variables, we have D = f (X′) Y ′ + g(X′) Z′ , where
gcd(f (X′), g(X′))= 1.
Recently, I was delighted to learn that de Bondt and van den Essen [1,2] found some
application of these results, which formed part of my Ph.D. thesis [9], in their study of
Jacobian Conjecture.
1. Preliminaries
Throughout this paper, all rings are commutative and have an identity element. If B is a
ring then B∗ denotes the group of units of B; if B is an integral domain then qtB denotes
the ﬁeld of fractions of B.
IfA is a ring andB is anA-algebra, for an integer n> 0, the notationB=A[n] means that
B is A-isomorphic to the polynomial algebra in n variables over A. Suppose that B = k[n];
by a coordinate system of B we mean an ordered n-tuple (b1, . . . , bn) of elements of B
such that B = k[b1, . . . , bn].
Deﬁnition 1.1. LetB be a ring, and letD be a derivation ofB.D is called locally nilpotent
if ∀x ∈ B, ∃n ∈ N such that Dn(x) = 0. We say D is irreducible if the only principal
ideal of B containing D(B) is B (or equivalently, if D cannot be written as D = D′ with
 representing a nonunit element of B, and D′ representing a derivation of B).
1.2. Let B be a domain containingQ, letD : B → B be a locally nilpotent derivation, and
let B[T ] be a polynomial ring of one variable. Deﬁne
 : B → B[T ]
b →
∞∑
n=0
Dnb
n! T
n.
Note that  is a homomorphism of A-algebras, where A = ker D. For any b ∈ B
we can deﬁne the exponent D(b) of b with respect to D as follows: Deﬁne
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D : B → {−∞} ∪N by
D(b)=
{
max{n ∈ N|Dnb = 0} if b = 0,
−∞ if b = 0.
When the context is clear we use  instead of D . Note the very useful formula:
(ab)= (a)+ (b) (1)
for any a, b ∈ B. (Proof:  is the composition B →B[T ] deg→{−∞} ∪N.) Note that  is a
degree function (see 2.1).
Next, we will consider some well-known facts about locally nilpotent derivations. The
reader is referred to [4] for the notations and the proofs.
1.3. Let B be an integral domain of characteristic zero, let D : B → B be a nonzero
derivation of B, and let A= ker D. Then we have:
1. If D is locally nilpotent then A is a factorially closed subring of B.
2. Let S be a multiplicatively closed subset of B\{0}, and consider the derivation S−1D
of S−1B. Then
(a) S−1D is locally nilpotent if and only if D is locally nilpotent and S ⊆ A.
(b) If S ⊆ A then ker S−1D = S−1A and S−1A ∩ B = A.
3. Assume that Q ⊆ B. If D is locally nilpotent and Db = 1 for some b ∈ B, then
B = A[b] = A[1].
4. Assume that Q ⊆ B. If D is locally nilpotent, choose any b ∈ B such that Db = 0
andD2b= 0, and let S = {1,Db, (Db)2, . . .} ⊂ A. Then S−1D(b/Db)= 1, so, by (3),
S−1B = (S−1A)[b] = (S−1A)[1].
5. If D is locally nilpotent, let S = A\{0}. Then (4) implies S−1B = (qtA)[1], and (2)(b)
implies qtA ∩ B = A.
In connection with (3) and (4), the following is given.
Deﬁnition 1.4. Let B be a domain, and let D : B → B be a locally nilpotent derivation.
An element s ∈ B is a slice for D if Ds ∈ B∗.
The following deﬁnition was ﬁrst introduced by Freudenburg [5].
Deﬁnition 1.5. LetD be a k-derivation of B= k[n]. The rank ofD is the least integer r0
forwhich there exists a coordinate system (X1, . . . , Xn) ofB satisfying k[Xr+1, . . . , Xn] ⊆
ker D.
Wewill now consider locally nilpotent derivations ofB=k[n]. Information on derivations
of low rank can be found in references [3,4,7,8]. First, to state some facts which we will
need later in our discussion, including the following theorem attributable to Miyanishi [7].
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Theorem 1.6. If D is any nonzero locally nilpotent derivation of k[3], then ker D ∼= k[2].
Remark 1. If D is homogeneous, then f and g can be chosen to be homogeneous, by a
theorem of Zurkowski [10].
The next result is attributable to Daigle [3].
Lemma 1.7. Let B = k[3] = k[X, Y,Z], let D : B → B be a nonzero locally nilpotent
derivation, and let A= ker D = k[f, g]. Then D = a (f,g,·)(X,Y,Z) for some a ∈ A.
2. Homogeneization
Deﬁnition 2.1. Let B be an integral domain. By a degree function on B, we mean a map
w : B → Z ∪ {−∞} satisfying, for all f, g ∈ B,
1. w(f )=−∞ if and only if f = 0,
2. w(f + g) max(w(f ),w(g)) and
3. w(fg)= w(f )+ w(g).
If A is a subring of B and w()= 0 for all  ∈ A\{0}, we can say that w is over A.
Every degree function w : B → Z ∪ {−∞} determines a ﬁltration F = {FiB}i∈Z of B,
deﬁned by FiB = {f ∈ B |w(f ) i}. To be precise, each FiB is a subgroup of (B,+),
with FiB ⊆ Fi+1B for all i ∈ Z and the following conditions hold:
1.
⋃
i∈Z FiB = B,
2.
⋂
i∈Z FiB = {0},
3. FiBF jB ⊆ Fi+jB (for all i, j ∈ Z) and
4. the associated graded ring, grB, is an integral domain.
Here, the associated graded ring is grB=⊕i∈Zgri B, where gri B=FiB/Fi−1B. In order
to stress that these objects are determined by w, one may write Fw = {Fwi B}i∈Z, grw B =⊕
i∈Z grwi B and grw : B → grw B.
Conversely, if F = {FiB}i∈Z is a ﬁltration of B satisfying the above conditions, then the
map w : B → Z ∪ {−∞} deﬁned by
w(f )= inf{i ∈ Z |f ∈ FiB}
is a degree function on B.
By a ﬁltration of B, we always mean the special type of ﬁltration described in the above,
meaning that it is always assumed that conditions (1–4) are satisﬁed. So ﬁltrations are now
equivalent to degree functions.
Consider the special case where B is already a graded ring.
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2.2. Let B =⊕i∈ZBi be a graded integral domain. For each i, let hi : B → Bi denote the
projection map (i.e., f =∑hi(f ) for all f ∈ B).
The grading determines the ﬁltration FnB =⊕in Bi and the corresponding degree
function on B is
w(f )= sup{i ∈ Z |hi(f ) = 0},
where f ∈ B\{0}. The ﬁltration F determines the associated graded ring grB and, clearly,
the maps Bn ↪→ FnB → grn B give an isomorphism B → grB of graded rings.
We will often need to consider two degree functions on a ring B. In this case we note the
following.
2.3. LetB be an integral domain and , ′ : B → Z∪{−∞} two degree functions satisfying
′ (i.e., (b)′(b) for all b). Then we have F i ′B ⊆ F i B for all i and this deﬁnes a
ring homomorphism ,′ : gr′ B → gr B which is homogeneous of degree zero. The
kernel of ,′ is a homogeneous prime ideal of gr′ B and, given any b ∈ B\{0},
,′(gr
′
b)= 0 ⇔ (b)< ′(b).
In particular, ,′ is injective if and only if = ′.
The following special case of 2.3 is particularly useful.
2.4. Let B be an integral domain,  : B → Z ∪ {−∞} a degree function, F = {FiB}i∈Z
the ﬁltration determined by  and R = gr B the associated graded ring (Ri = gri B). Let
also B =⊕i∈ZBi be a Z-grading satisfying Bi ⊆ FiB for all i ∈ Z; this is equivalent to
assuming that w, where w : B → Z ∪ {−∞} is the degree function corresponding to
the grading.
We have Bi ↪→ FiB → gri B = Ri for each i, and this deﬁnes a ring homomorphism
 : B → R which is homogeneous of degree zero. Note that  is the composition of
the isomorphism B → grw B with the homomorphism ,w : grw B → gr B. Denote
p=ker ; then p is a homogeneous prime ideal ofB. If h ∈ B is nonzero and homogeneous,
then
h ∈ p⇔ (h)<w(h).
We also observe that:
• p = 0 if and only if  = w and that, if we assume that  is nonnegative (i.e., (B) ⊆
N ∪ {−∞}),
• p is contained in the prime ideal B+ =⊕i>0 Bi ,• p is maximal if and only if B0 is a ﬁeld and p= B+.
We shall now deﬁne an associated derivation grD from a given derivation D:
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2.5. Let B be an integral domain, F a ﬁltration of B and w the corresponding degree
function. Recall the following notions:
1. Given a map D : B → B, deﬁne w(D) ∈ Z ∪ {−∞,∞} by
w(D)= sup{w(Dx)− w(x) | x ∈ B\{0}}.
Note that w(D)=−∞ if and only if D is identically zero. We call w(D) the degree of
D (with respect to w).
2. If 0 = D : B → B is an additive map and w(D)<∞, the associated map grD:
grB → grB is deﬁned as follows. Let d = w(D) ∈ Z; then D(FiB) ⊆ Fi+dB holds
for all i ∈ Z, so D determines additive maps gri D : gri B → gri+d B; then the gri D
extend uniquely to an additive map grD : grB → grB. Note that grD is nonzero and
homogeneous of degree w(D).
IfD is the zero map then we deﬁne grD=0. Hence, grD=0 if and only ifD=0. Note,
also, that if D is a derivation then so is grD.
Deﬁnition 2.6. Let B =⊕i∈ZBi be a graded integral domain and w : B → Z ∪ {−∞}
the degree function corresponding to the grading. Let D : B → B be an additive map
satisfying w(D)<∞. The homogeneization of D (with respect to the grading) is the map
D˜ : B → B deﬁned by D˜=−1 ◦(grD)◦, where grD is deﬁned in 2.5 and  : B → grB
is the isomorphism of graded rings mentioned in 2.2.
Thus D˜ = 0 if and only if D = 0 and, more generally, w(D˜) = w(D). Also note that
D˜ is an additive map, is homogeneous of degree w(D) and is a derivation (resp., a locally
nilpotent derivation) whenever D is one.
Remark 2. We will often identify the isomorphic graded rings B and grB. Consequently,
we will often write “grD” when we mean “D˜”, and use the terms “homogeneization ofD”
and “associated derivation” interchangeably.
Wewill nowgive some explicit information about grD, omitting the proofs either because
they are obvious or well-known.
Lemma 2.7. Let B =⊕i∈ZBi be a graded integral domain of characteristic zero and
w : B → Z ∪ {−∞} the degree function corresponding to the grading. For each i, let
hi : B → Bi be the projection map. Let 0 = D : B → B be a locally nilpotent derivation
such that w(D)<∞, let grD : B → B be its homogeneization and write d = w(D).
1. (grD)(hmf )= hm+d(Df ), for all f ∈ B and all mw(f ).
2. ker(grD)={f ∈ B | ∀i, w(Df i)−w(fi)<w(D)},where we write f =
∑
i fi , fi ∈ Bi .
3. gr D(H)D(H), for all homogeneous elements H of B.
Remark 3. Without the assumption of that H is w-homogeneous, assertion (3) will not
be true. This is because ker D ker(grD) generally. So for f ∈ B such that Df = 0 but
(grD)f = 0 we obtain gr D(f )> D(f )= 0.
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Lemma 2.8. LetB be a ﬁnitely generated domain over a ﬁeld k of characteristic zero and let
D : B → B be a locally nilpotent derivation. If w : B → Z∪ {−∞} is the degree function
of an arbitrary Z-grading of B, then w(D)<∞. More precisely, if x1, . . . , xn ∈ B are
homogeneous and satisfyB=k[x1, . . . , xn], thenw(D)=max{w(Dxi)−w(xi) | 1 in}.
3. The case B = k[X1, . . . ,Xn]
In this section,B denotes the polynomial ring k[X1, . . . , Xn] inn1 variables over a ﬁeld
k of characteristic zero. Note that every nonnegative degree function w : B → N ∪ {−∞}
is “over k”, i.e., satisﬁes w()= 0 for all  ∈ k∗.
3.1. Let B = k[X1, . . . , Xn]. Then every degree function  : B → N ∪ {−∞} determines
an N-grading of B and a degree function  : B → N ∪ {−∞}. Namely, the grading
B=⊕i∈NBi is obtained by declaring that k ⊆ B0 and that, for each j ,Xj is homogeneous
of degree (Xj ); and we let  be the degree function corresponding to that grading.
Observe that  satisﬁes (Xj )= (Xj ) for every j . So keeping in mind that  is over k,
we get (M)= (M) for every monomialM = Xe11 · · ·Xenn ( ∈ k, ej ∈ N). Moreover,
if f ∈ B\{0} is written as a sum of monomials, f =∑ Mj , then
(f )=max
j
(Mj )=max
j
(Mj )(f ).
Hence,  and we are in the situation described in 2.4 (with w = ). Note that, in this
case, the following holds (notation as in 2.4):
•  : B → gr B is a homomorphism of k-algebras.
• No nonzero monomials belong to p= ker .
• p is not maximal. Indeed, if p is maximal then, by 2.4, B0 is a ﬁeld (so B0 = k) and
p= B+, so p= (X1, . . . , Xn), resulting in X1 ∈ p being a contradiction.
• Given any monomialM = Xe11 · · ·Xenn ( ∈ k, ej ∈ N), p ∩ k[M] = 0; in particular,
Xj −  /∈p, for all j and all  ∈ k.
3.2. Let B = k[X1, . . . , Xn] and D : B → B a locally nilpotent derivation. Then the
following objects are determined by D:
1. The exponent = D : B → N ∪ {−∞} of D. Recall that  is a degree function.
2. TheN-grading of B, B =⊕∞i=0 Bi , determined by  as in 3.1, and the degree function
 : B → N ∪ {−∞} corresponding to this grading. Recall that .
3. A -homogeneous prime ideal p ⊂ B (see 3.1). Note that the facts stated in 2.4 and 3.1
are valid here. In particular, if h ∈ B\{0} is -homogeneous,
h ∈ p ⇐⇒ (h)< (h).
4. The homogeneization grD : B → B of D with respect to the grading (2).
From now on, we will make use of these objects without further comments.
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Lemma 3.3. Let B = k[X1, . . . , Xn] (n2), let 0 = D : B → B be a locally nilpotent
derivation and let ,  and p be determined byD as in 3.2. Let ai = (Xi) ∈ N and assume
that ht p = n − 1. Then, for all i, j , ∃ij ∈ k∗ such that Xaji − ijXaij ∈ p. In particular,
ai > 0 for all i.
Proof. First, we will prove the Lemma under the assumption that k is algebraically closed.
Let C ⊂ An be the zero set of p and note that C is a curve. Since the monomial X1 · · ·Xn
does not belong to p, we may choose = (1, . . . , n) ∈ C such that i = 0 for all i. Deﬁne
t ∗ = (ta11, . . . , tann) for each t ∈ k and consider the subset E = {t ∗  | t ∈ k} ofAn.
Since each i is nonzero and some ai is positive (because p = 0), E is an inﬁnite set.
We claim that, given any f ∈ Bi\{0},
f ∈ p⇒ f ()= 0 ⇒ f vanishes on E ⇒ f ∈ p.
In fact, the ﬁrst implication is trivial and the second one follows from f (t ∗ ) = t if ().
In particular, every homogeneous element of p vanishes on E, so E ⊆ C, and since E is
inﬁnite, we can obtain the last implication.
In particular, let fij = aij X
aj
i − 
aj
i X
ai
j , then fij ()= 0, so fij ∈ p. Dividing fij by aij
gives Xaji − ijXaij ∈ p, with ij ∈ k∗. If ai = 0, then we may choose j such that aj > 0.
Then Xaji − ij ∈ p, which contradicts an earlier observation. So ai > 0 for all i.
We can drop the assumption that k is algebraically closed and let k¯ be an algebraic closure
of k. Write B¯= k¯[X1, . . . , Xn] and let D¯ : B¯ → B¯ be the extension ofD. Then, in addition
to p ⊂ B,  and , which are determined by D, we may also consider p¯ ⊂ B¯, D¯ and D¯ ,
determined by D¯. If h ∈ B\{0} is -homogeneous then
h ∈ p¯ ⇐⇒ D¯(h)< D¯(h) ⇐⇒ (h)< (h) ⇐⇒ h ∈ p,
so p¯ ∩ B = p, and since B¯ is an integral extension of B, p¯ must have height n− 1. By the
special case proved in the above, we have Xaji − ijXaij ∈ p¯, with ij ∈ k¯∗. This implies
that D¯(X
aj
i − ijXaij )< aiaj , so
Daiaj (X
aj
i )− ijDaiaj (Xaij )= 0.
Since Daiaj (Xaji ) and Daiaj (X
ai
j ) are nonzero elements of B, it follows that ij ∈ k∗. 
Lemma 3.4. Let B = k[X1, . . . , Xn], let D : B → B be a homogeneous locally nilpotent
derivation with respect to the standard grading of B, and let A= ker D. Use V1 to denote
the linear forms in B. If rankD = r , then
dimk(A ∩ V1)= n− r.
Proof. Clearly dimk(A∩ V1)n− r . Let (U1, . . . , Un) be a coordinate system of B such
that k[Ur+1, . . . , Un] ⊆ A. Then
Ui = hi0(X)+ hi1(X)+ · · · + him(X),
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where hij is either 0 or homogeneous of degree j . Since D is homogeneous, we have
hij ∈ A for i > r . By the chain rule, the Jacobian determinant satisﬁes
(U1, . . . , Un)
(X1, . . . , Xn)
∈ k∗
so the Jacobian matrix evaluated at X = 0,∣∣∣∣
∣∣∣∣ (U1, . . . , Un)(X1, . . . , Xn) (0)
∣∣∣∣
∣∣∣∣ ,
is invertible. This implies dimk(h11, . . . , hn1)=n, and then dimk(hr+1,1, . . . , hn1)=n− r .
Since hr+1,1, . . . , hn1 ∈ A ∩ V1, dimk(A ∩ V1)n− r . So dimk(A ∩ V1)= n− r . 
This section is closed by giving the following lemma, which will be needed for the next
section.
Lemma 3.5. LetB=k[X1, . . . , Xn]=k[n], and letD : B → B be a k-derivation. Suppose
K is an extension ﬁeld of k, let B =K[X1, . . . , Xn] and extend D to D : B → B.
1. D is irreducible if and only if D is.
2. D has a slice if and only if D has a slice.
3. If n3, rankD = 1 ⇐⇒ rankD = 1.
4. LetM be a collection of monomials Xe11 · · ·Xenn (ej ∈ N), and let N ∈M. Then thefollowing are equivalent:
(a) ker D contains an element x=∑M∈M MM (M ∈ k for allM) such that N = 0;
(b) ker D contains an element x′=∑M∈M ′MM (′M ∈ K for allM) such that ′N = 0.
Proof. Weonly prove the third statement here, because the rest aremore or lesswell-known.
(3) We claim that the following holds:
rankD = 1 ∀n⇒ rankD = 1 ∀n⇒B = (ker D)[1] n3⇒ rankD = 1.
The ﬁrst implication is obvious and to prove the second one, we may assume that D is
irreducible. Then D is irreducible by (1) and, since rank(D) = 1, it follows that D has a
slice; thenD has a slice by (2), soB=(ker D)[1] by (3) of 1.3. If n=2 then ker D=k[1], by
Rentschler’s Theorem [8]; if n= 3 then ker D= k[2], by 1.6; together with B= (ker D)[1],
this gives rank(D)= 1. 
4. Derivations of k[X,Y,Z]
Our main results are proven in this section, beginning with the following.
Theorem 4.1 (Theorem 2.4 of [4]). LetR be a UFD containingQ, letB=R[X, Y ]=R[2]
and let K = qtR. For an R-derivation D = 0 of B, the following are equivalent:
1. D is locally nilpotent;
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2. D = (PY X − PX Y ), for some P ∈ B which is a variable of K[X, Y ] and satisﬁes
gcdB(PX, PY )= 1, and for some  ∈ R[P ]\{0}.
Moreover, if the above conditions are satisﬁed, then ker D = R[P ] = R[1].
Lemma 4.2. LetR be aUFDcontainingQ, letB=R[X, Y ]=R[2] and let 0 = D : B → B
be a locally nilpotent R-derivation. Assume that D is irreducible.
1. If D2X = 0 then ker D = R[bY + f (X)], where b ∈ R and f (X) ∈ R[X]. Moreover,
DX ∈ R and DY ∈ R[X].
2. IfD2X=0=D2Y , thenD=b X −a Y for some a, b ∈ R. So in particularDX,DY ∈
R. Moreover, ker D = R[aX + bY ].
3. If R is a PID and D2X = 0=D2Y , then D has a slice.
Proof. By 4.1, we know that for some P ∈ R[X, Y ]
ker D = R[P ] and D = PY X − PX

Y
.
Now PY =DX ∈ ker D=R[P ]. Then looking at degrees gives that PY ∈ R, so P = bY +
f (X) and DX = b. Then DY =−PX =−f ′(X) ∈ R[X], which proves (1).
If also D2Y = 0 then, by (1), DY ∈ R; so f (X) = aX + c (a, c ∈ R), ker D =
R[P − c] = R[aX + bY ], and D = b X − a Y . This proves (2). Note that gcd(a, b)= 1(becauseD is irreducible,DX= b andDY =−a). If R is a PID then ua+ vb= 1 for some
u, v ∈ R, so D(vX − uY )= 1, and (3) holds. 
Lemma 4.3. Let B = k[X, Y,Z], let 0 = D : B → B be a locally nilpotent derivation
and let  and p be determined by D as in 3.2. Let a = (X), b = (Y ) and c = (Z).
1. If D is -homogeneous then ht(p) = 2 and Xb − Ya,Xc − Za, Y c − 	Zb ∈ p for
some ,, 	 ∈ k∗.
2. SupposeD is homogeneous with respect to somew1=(a1, b1, c1) ∈ Z3,w1 = (0, 0, 0).
If ht p= 2, then nw1=m for somem, n ∈ Z\{0}. It follows thatD is -homogeneous.
Proof. (1) SinceD is homogeneous, we have ker D= k[f, g] with f and g homogeneous
(see Remark 1). One can check that f, g ∈ p. Note that f and g must be relatively prime.
To prove this, let’s suppose they have a common factor d and d must belong to k[f, g]
because this ring is factorially closed inB.We know that f, g are relatively prime in k[f, g]
because k[f, g] = k[2] and it follows that d must be a unit. Therefore, ht p> 1. Since p is
not maximal, ht p= 2. The second part follows from 3.3.
(2) If ht(p)= 2 then, by 3.3, Xb − Ya ∈ p for some  ∈ k∗, and
(Xb − Ya)< (Xb − Ya)= ab.
It follows thatDab(Xb)− Dab(Y a)= 0. So w1(Xb)=w1(Y a), i.e. a1b= b1a. Similarly,
a1c = c1a and b1c = c1b, so
(
a
a1
b
b1
c
c1
)
has rank one and our case is proven. 
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Lemma 4.4. Let B = k[X, Y,Z] and let 0 = D : B → B be a locally nilpotent derivation
such that D2X = 0 = D2Y . Suppose that D is homogeneous with respect to some weight
w= (1, 1, c), where cD(Z). Then ker D is either k[X, Y ] or k[L,Z+ h(X, Y )], where
L is a linear form in X, Y . In particular, rankD = 1.
Proof. We may assume that D is irreducible. First, we will claim that ker D contains a
nonzero linear form in X, Y . To prove this claim, we may assume that k is algebraically
closed (by 3.5); we may also assume that DX = 0 and DY = 0.
Let = D ,  and p be as usual, and note that we have two gradings on B: Thew-grading
and the -grading. Write c1 = (Z) and
((X), (Y ), (Z))= (1, 1, c1), (c1c).
Case 1: If c1 = c, then D is homogeneous with respect to . By 4.3, p contains X + Y
for some constant . Then D(X + Y )= 0.
Case 2: If c1<c, write
DX = a0 + a1Z + · · · + arZr, (2)
where ai ∈ k[X, Y ]. Note thatDX isw-homogeneous and c > 0 (for if c=0, then c1<c=0,
a contradiction since c1 = (Z)). Let d = w(DX). Then ai is homogeneous of degree
(d − ci) (in k[X, Y ], homogeneous, w-homogeneous and -homogeneous are the same). If
we compare -weight of terms of DX, say
(aiZi)− (ajZj )= (ai)+ ic1 − (aj )− jc1
= (d − ci)+ c1i − (d − cj)− c1j
= c(j − i)− c1(j − i)
= (c − c1)(j − i),
it follows that, in the right hand side of (2), the ﬁrst nonzero term, say aiZi , has the highest
-weight.
If (aiZi)< (aiZi), then aiZi ∈ p; since Zi /∈p, we must then have ai ∈ p, so some
linear factor L of ai is in p. Then L satisﬁes (L)< (L)= 1 and L ∈ ker D.
If (aiZi) = (aiZi), then (aiZi)> (ajZj )(ajZj ) for all j = i, so (aiZi) =
(DX) = 0; it follows that i = 0 (since (Z) = c > 0), a0 ∈ ker D and DX = a0. If
a0 /∈ k then, as in the above paragraph, some factor L of a0 is in ker D. If a0 ∈ k then
w(D)=w(a0)−w(X)< 0, sow(DY)<w(Y )= 1, soDY ∈ k; thenDX,DY are linearly
dependent over k, so some nonzero linear form in X, Y belongs to ker D.
This proves that ker D contains a linear form in X, Y . As we said at the beginning, this
is valid without assuming that k is algebraically closed. (We can now drop the assumption
that k = k¯.)
Now to prove the other assertions, make a linear change in X, Y (keeping the same Z)
and arrange thatDX=0. Note thatD is stillw-homogeneous, so there is aw-homogeneous
Q ∈ B such that ker D= k[X,Q],DY =QZ andDZ=−QY ; moreover,Q is irreducible.
ThenQZ =DY ∈ ker D, soQZ = Xs ( ∈ k and s ∈ N) and
Q= XsZ + h(X, Y ). (3)
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If = 0 then ker D = k[X, Y ]. Assume that  = 0. We claim that s = 0 (in which case
we are done because Z + h(X, Y )=Q ∈ ker D). To prove this, we assume the contrary:
s1. Then X h(X, Y ), so degY (h)= s + c, since h is w-homogeneous of degree (s + c).
It follows that, of all the nonzero monomials that occur in the right hand side of (3), Y s+c
is the one with highest -degree (because (XiY s+c−i ) = s + c − i and (XsZ) = c). So
(Q)= s + c > 0, a contradiction.
Proposition 4.5. Let B= k[X, Y,Z] and letD : B → B be a locally nilpotent derivation.
If D2X = 0=D2Y , then
1. ker D contains a nonzero linear form inX, Y or a polynomial of the form Z+h(X, Y ),
and
2. rankD< 3.
Proof. It is clear that (2) is a direct consequence of (1). We need only to prove (1). By
3.5, we may assume that k is algebraically closed; we may also assume that DX = 0 and
DY = 0. Let c = (Z) and let
= ((X), (Y ), (Z))= (1, 1, c).
If (D)< 0 then (DX)=0=(DY), soDX,DY ∈ k, soDX,DY are linearly dependent
over k and consequently ker D contains a nonzero linear form in X, Y . From now on, we
can assume that (D)0.
We use induction on c, the case c = 0 being trivial.
Let D1 = grD with respect to . By 4.4, ker D1 is either equal to k[X, Y ] or to k[X,
Z + h(X, Y )].
If ker D1 = k[X, Y ] then D1 = P(X, Y ) Z , for some P(X, Y ) ∈ k[X, Y ] (since D1
is locally nilpotent and hence has divergence zero); moreover, P(X, Y ) = D1Z is -
homogeneous. Then
DZ = P(X, Y )+ 
, where (
)< (P ). (4)
If we factorP into a product of linear forms inX, Y , we claim that at least one of these linear
forms is in the kernel ofD. Indeed, if this is not the case then (P )=(P ). Note that (DZ)=
(P ) by (4); since , we also have (DZ)= (P ) (because (P )= (P )> (
)(
)).
Since X, Y ∈ ker D1, part 2 of 2.7 gives (DX)− (X)< (D) and similarly for Y ; thus
(D)=max{(DT )− (T ) |T ∈ {X, Y,Z}} = (DZ)− (Z).
It follows that
(DZ)= (P )= (P )= (DZ)= (D)+ (Z)= (D)+ (Z).
This is a contradiction, because we have assumed (D)0. We can then conclude that
some linear form of X and Y is in the kernel of D, so (1) holds in this case.
In the second case, ker D1 = k[X,Z + h(X, Y )], denote
g = Z + h(X, Y ).
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Since D1Y ∈ ker D1, D1Y =Q(X, g) is  -homogeneous. Then
DY =Q(X, g)+ 
, where (
)< (Q). (5)
Note that D1Y = 0, because otherwise ker D1 = k[X, Y,Z + h(X, Y )] = B, and this is
impossible since D1 = 0. Now D1Y = 0 implies that (DY)− (Y )= (D), by 2.7. So
(Q(X, g))= (DY)= (D)+ (Y )= (D)+ 1
and it follows that (Q)1. We claim that (Q)< (Q). The case when (Q) = 0 is
obvious; when (Q)> 0, by Eq. (5) and (DY)= 0, we have (Q)= (
)(
)< (Q).
Therefore, some irreducible factor F of Q must satisfy (F )< (F ). By -homogeneity
and irreducibility, we have F = X or F = g + Xc (, ∈ k), and F = X is impossible
because (X)= (X). Hence,
(g + Xc)< (g + Xc)= (Z),
and we note that  = 0 since (Xc)= (Xc). This results in
(Z + h(X, Y )+ Xc)< (Z).
A change of coordinates of B can be made as follows:
Z1 = Z + h(X, Y )+ Xc, Y1 = Y, X1 =X.
In this new coordinate system we still have D2X1 = 0 = D2Y1, but (Z1)< (Z) = c.
By the induction hypothesis, we have proven that (1) holds for D. So (1) is true for both
cases. 
Proposition 4.6. Let B = k[X, Y,Z] and let D be a nonzero locally nilpotent derivation
of B. If D2X =D2Y =D2Z = 0, then
1. ker D contains a nonzero linear form of {X, Y,Z};
2. rankD = 1;
3. ifD is irreducible then, for some coordinate system (X′, Y ′, Z′) ofB related to (X, Y, Z)
by a linear change of variables, we haveD=f (X′) Y ′ +g(X′) Z′ , where gcd(f (X′),
g(X′))= 1.
Proof. We may assume that D is irreducible. If ker D contains a nonzero linear form in
X, Y , or a nonzero linear form in Y,Z, or one in X,Z, then (1) holds. So assume the
contrary. Then, by 4.5, ker D contains polynomials V1, V2, V3 of the form
V1 =X + f (Y,Z), V2 = Y + g(X,Z), V3 = Z + h(X, Y ).
Let R = k[V3] and note that B = R[X, Y ]; applying 4.2 to this situation gives DX,DY ∈
k[V3]. By symmetry, DY,DZ ∈ k[V1] and DX,DZ ∈ k[V2].
Of the three polynomialsDX,DY,DZ, at most one can belong to k (if, say,DX,DY ∈
k, then some nonzero linear form in X, Y is in ker D, a contradiction). So we may assume
thatDX,DY /∈ k, from which we obtain k[V2] ∩ k[V3]k and k[V1] ∩ k[V3]k. It follows
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that k[V1]=k[V2]=k[V3]. (Indeed, since k[V2]∩k[V3]k, wemaywrite(V2) ∈ k[V3] for
some polynomial (T ) ∈ k[T ] of positive degree and such that (0) = 0; then (T ) =
T1(T ) (1(T ) ∈ k[T ]), so V21(V2) ∈ k[V3]. Since B = k[V3][2], k[V3] is factorially
closed in B, so V2 ∈ k[V3]. By symmetry, V3 ∈ k[V2] so k[V2] = k[V3].) It follows that
V1, V2, V3 are actually linear forms in X, Y,Z. This proves (1).
We may choose a coordinate system (X′, Y ′, Z′) of B such that X′, Y ′, Z′ are linear
forms inX, Y,Z andX′ ∈ ker D. LetR=k[X′] and writeB=R[Y ′, Z′], whereD(R)=0,
D2Y ′ = 0=D2Z′. By 4.2,D has a slice, so rankD= 1; also,DY ′,DZ′ ∈ R, so assertion
(3) holds. 
Remark 4. The ﬁrst part of Proposition 4.6 was already obtained implicitly in the 1876
paper [6] of Gordan and Noether.
Theorem 4.7 summarizes the results of this section concerning locally nilpotent deriva-
tions satisfying D2X= 0=D2Y . We stress that this is a complete description of this class
of derivations. Indeed, ifD is such a derivation, thenD= D0 where  ∈ ker D andD0 is
an irreducible derivation belonging to the same class (D20X=0=D20Y ). So we may always
assume that D is irreducible.
Theorem 4.7. LetB=k[X, Y,Z] and let 0 = D : B → B be a locally nilpotent derivation.
If D is irreducible and D2X = 0=D2Y , then one of the following holds.
1. There exists a coordinate system (L1, L2, Z) of B, where L1 and L2 are linear forms
in X, Y , such that D(L1)= 0, D(L2) ∈ k[L1] and D(Z) ∈ k[L1, L2] = k[X, Y ].
2. There exists a coordinate system (V ,X, Y ) of B such that D(V ) = 0 and DX,DY ∈
k[V ].
Conversely, if D is any k-derivation satisfying (1) or (2) then D is locally nilpotent and
satisﬁes D2X = 0=D2Y .
Remark 5. In case (1), the rank ofD can be 1 or 2; in case (2), it must be 1 (by 4.2,D has
a slice whenever (2) holds).
Proof of Theorem 4.7. By 4.5, one of the following holds: (i) ker D contains a nonzero
linear form L1 in X, Y ; or (ii) ker D contains a polynomial of the form Z + h(X, Y ).
If (i) holds then choose a linear form L2 in X, Y independent from L1; then (L1, L2, Z)
is a coordinate system of B, and D(L1)= 0 and D2(L2)= 0. By 4.2 (with R = k[L1] and
B = R[L2, Z]), we obtain that (1) holds.
If (ii) holds then let V = Z + h(X, Y ) and R = k[V ], and note that B = R[X, Y ]. Then
4.2 implies that (2) holds.
The last assertion, concerning the converse, is obvious. 
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