Classification and clustering problems are closely connected with pattern recognition 1 where many general algorithms have been developed and used in various fields. Depending 2 on the complexity of patterns in data, classification and clustering procedures should take into 3 consideration both continuous and categorical data which can be partially missing and erroneous 4 due to mismeasurements and human errors. However, most algorithms cannot handle missing data 5 and imputation methods are required to generate data to use them. Hence, the main objective of this 6 work is to define a classification and clustering framework that handles both outliers and missing 7 values. Here, an approach based on mixture models is preferred since mixture models provide a 8 mathematically based, flexible and meaningful framework for the wide variety of classification and 9 clustering requirements. More precisely, a scale mixture of Normal distributions is updated to handle 10 outliers and missing data issues for any types of data. Then a variational Bayesian inference is used 11 to find approximate posterior distributions of parameters and to provide a lower bound on the model 12 log evidence used as a criterion for selecting the number of clusters. Eventually, experiments are 13 carried out to exhibit the effectiveness of the proposed model through an application in Electronic 14 Warfare.
and enabling detection of unknown radar signals to update databases. As a pulse-to-pulse modulation 48 pattern [14] , a radar signal pattern is decomposed into a relevant arrangement of sequences of pulses 49 where each pulse is defined by continuous features and each sequence is characterized by categorical 50 features. However, a radar signal is often partially observed due to the presence of many radar emitters 51 in the electromagnetic environment causing mismeasurements and measurement errors. Therefore the 52 proposed model is suitable for radar emitter classification and clustering. The outline of the paper is as 53 follows. Assumptions on mixed-type data are presented in Section 2. Then, the proposed model and 54 inference procedure are introduced in Section 3. Finally, evaluation of the model is proposed through 55 different experiments on radar emitter datasets in Section 4. 56 2. Mixed-type data 57 In this section, a joint distribution for mixed data is introduced to model the dependence structure 58 between continuous and categorical data. Then, outliers and missing values are tackled by taking 59 advantage of the joint distribution. Considering that the retained approach focuses on conditioning continuous data x q = (x qj ) J j=1 according to categorical data x c = (x cj ) J j=1 , the following joint distribution is introduced
where continuous variables x qj are normally distributed according to categorical variables x cj with means (µ c ) c∈C q and variance Σ. As for categorical variables x cj , they are jointly distributed according to a multivariate categorical distribution MC(x cj |π) parametrized by weights π = (π c ) c∈C q and defined by
This multivariate categorical distribution is proposed to tackle issues related to missing data by 69 modelling a dependence structure for x cj that enables inference on missing categorical features. Outliers are only considered for continuous data x q = (x qj ) J j=1 since only reliable categorical variables are assumed to be filled in databases and unreliable ones are processed as missing data. Then, continuous outliers are handled by introducing scale latent variables u = (u j ) J j=1 conditionally to categorical data x c due to the dependence structure established in (1) such that
where each u j follows conditionally to categorical data x cj a Gamma distribution with rate and shape 72 parameters (α c , β c ) ∈ R * + × R * + . 
, are disjoint subsets of (R d , C q ) embedding missing features (x miss qj , x miss cj ) and observed features (x obs qj , x obs cj ). Missing continuous data x miss q = (x miss qj ) J j=1 are handled by taking advantage of properties of the multivariate normal distribution to obtain a distribution for missing values. Due to the dependence structure established in (1), missing continuous data x miss q = (x miss qj ) J j=1 are distributed conditionally to observed continuous data x obs q = (x obs qj ) J j=1 and categorical data x c as follows ∀j ∈ {1, . . . , J}, x miss qj |x obs
Noting that the dependence structure between categorical features is modeled through Kronecker 75 symbols (δ c x cj ) c∈C q , this dependence structure can be exploited to handle missing features such that the According to a dataset x obs of i.i.d observations, independent latent variables h = (x miss , u, z), parameters Θ = (a, π, α, β, µ, Σ) of the K clusters and assumptions on mixed data defined in subsection 2.1, the complete likelihood of the proposed mixture model can be expressed as 
where D(·|·) and IW (·|·) denote the Dirichlet and Inverse-Wishart distributions and p(·, ·|p, q, s, r) is 98 a particular distribution designed to avoid a non-closed-form posterior distribution for (α, β) such
The intractable posterior distribution P = p(h, Θ|x obs , K) is approximated by a tractable one Q = q(h, Θ|K) whose parameters are chosen via a variational principle to minimize the Kullback-Leibler (KL) divergence
with L(q|K) a lower bound for the log evidence log p(x obs |K) given by
where E h,Θ [·] denotes the expectation with respect to q(h, Θ|K). Then, minimizing the KL divergence is equivalent to maximizing L(q|K). Assuming that q(h, Θ|K) can be factorized over the latent variables h and the parameters Θ, a free-form maximization with respect to q(h|K) and q(Θ|K) leads to the following update rules : 
VBE

Classification and clustering
According to the degree of supervision, three problems can be distinguished : supervised classification, semi-supervised classification and unsupervised classification known as clustering. The supervised classification problem is decomposed into a training step and a prediction step. The training step consists in estimating parameters Θ given the number of classes K and a set of training data x with known labels z. Then, the prediction step results in associating label z * of a new sample x * to its class k * chosen as the Maximum A Posteriori (MAP) solution
given the previous estimated parameters Θ. In the semi-supervised classification, only the number of classes K is known and both labels z of the dataset x and parameters Θ have to be determined. As for the prediction step, the MAP criterion is retained for affecting observations to classes such that
Given a set of data x, the clustering problem aims to determine the number of clustersK, labels z of data and parameters Θ. Selecting the appropriateK seems like a model selection issue and is usually based on a maximized likelihood criterion given bỹ
Unfortunately, log p(x|K) is intractable and the lower bound in (3) is preferred to penalized likelihood criteria [8, 15, 16] since it does not depend on asymptotical assumptions and does not require Maximum Likelihood estimates. Then according to an a priori range of numbers of clusters {K min , . . . , K max }, the semi-supervised classification is performed for each K ∈ {K min , . . . , K max } and both z K and Θ K are estimated. Finally, the number of classesK in (4) is chosen as the maximizer of the lower bound L(q|K) :K = arg max K L(q|K) .
After determiningK, only zK and ΘK are kept as estimated labels and parameters. 
values whereas accuracies of comparison algorithms are lower than 65% and 75% with missing data 126 imputation from standard methods. These higher performance of the proposed model reveal that the 127 proposed method embeds a more efficient inference method than other imputation methods. That 
Conclusion
161
In this paper, a mixture model handling both continuous data and categorical data is developed.
162
More precisely, an approach based on the conditional Gaussian mixture model is investigated 
