Introduction
In order to determine the stationary distribution of an irreducible, continuoustime Markov chain given only the q-matrix, Q, of transition rates, one may, in the first instance, attempt to find an invariant measure for Q, that is a non-negative solution, m = (mi, j S), to the equations Here it is explained why the relationship of these notions for the q-matrix, Q, and for arbitrary Q-processes is not so clear cut as for the minimal process. The major result of this section establishes necessary and sufficient conditions for a measure, which is invariant for an arbitrary Q-process, to be invariant for Q. It will be clear from the discussion that such measures are always subinvariant for Q. Section 4 deals with the converse: if one is given a subinvariant measure, m, for Q, under what conditions is it subinvariant (and then invariant) for a specified Q-process? The major result of this section establishes necessary and sufficient conditions for the existence of a unique single-exit Q-process for which m is invariant. This generalizes Theorem 9 of Hou and Chen (1980) which deals with invariant measures and symmetrically reversible Q-processes. The more general problem of identifying a single-exit Q-process with a given a-invariant measure is considered in Pollett (1991).
Preliminaries
Since Markov chains will be considered from a chiefly analytical point of view in this paper, a set P(.) = (pj(.), i, jE S), of real-valued functions defined on [0, oo), where S is a countable set, will be referred to as a standard transition function if No matter where in S the process is started, it will explode in finite mean time. Let a = (aj, j S) be a proper distribution over states and suppose that each time an explosion occurs, the process moves instantaneously back to state j with probability aj. It is easy to verify that the resulting process, (X(t), t >0), is also a Q-process defined with probability 1 on the whole of [0, 0o). Its transition function, P, is honest and satisfies (BE), but not ( kES Now, if m is invariant for Q, then Q* is conservative and so P* must satisfy (BE*). Hence P satisfies (FE). Conversely, if P satisfies (FE), then P* satisfies (BE*) and, because P* is honest, it follows, from Theorem 11.17.2 of Chung (1967) , that Q* must be conservative and hence that m is invariant for Q.
Remark. This is a 'reversibility proof, fashioned on what is a straightforward argument in the symmetrically reversible case, that is when P* = P. This kind of argument has been used to great effect by Frank Kelly. For example, the proof of his result on invariance (here Theorem 3.1(c)) is based on Kendall's argument for the symmetrically reversible case (Kendall (1975) ). This approach will be used in the rest of the paper.
It is clear from the proof of the theorem that some progress can be made in respect of characterizing subinvariance, but the clarity of the results for the minimal Q-function is not reflected here. For example, if m is subinvariant for P, it is also subinvariant for Q. Conversely, if m is subinvariant for Q one can define P* by (3.8) and Q* by (3.9). Q* is a stable q-matrix over S, and conservative if and only if m is invariant for Q. But, in general, P* does not satisfy all of the conditions needed for it to be a Q*-function, and hence for m to be subinvariant for P. In particular, (2.2) need not be satisfied. Indeed, it will be demonstrated later that subinvariant (and even invariant) measures for Q need not be subinvariant for any Q-function. It is of interest, therefore, to ask which Q-functions, if any, have a specified invariant or subinvariant measure. The answer to this question is surprisingly simple in respect of the important class of processes for which there is a single escape route to infinity. The simplicity arises as a consequence of the fact that in this case one can specify all Q-functions.
Single-exit chains
Henceforth attention is restricted to the single-exit processes by supposing that the space of bounded, non-trivial, non-negative solutions to (2.6) has dimension 1. Under this condition, Reuter (1959) identified all transition functions with a specified conservative q-matrix; for the non-conservative case see Reuter (1962) and Yang (1981). Here we identify which of these transition functions have a specified subinvariant measure. 
Indeed, any T which satisfies (4.1)-(4.4) is the resolvent of a standard transition function; for an elegant proof of this characterization see Reuter (1959) (see also Reuter (1967)). Thus, there is a one-to-one correspondence between resolvents and standard transition functions. Further, (4.2) is satisfied with equality for all i E S and A > 0 if and only if P is honest, in which case the resolvent is said to be honest.
The q-matrix of P can be recovered from 'P using the following identity: 
A resolvent that satisfies (4.5) is called a Q-resolvent. The analogy of (BE) and of (FE) is not needed here; suffice it to note that there is a one-to-one correspondence between Q-resolvents and Q-functions and that the resolvent, (') =(qij('), i, j e S), of the minimal Q-function, F, has itself a minimal interpretation (see

Reuter (1957), (1959)); for this reason D is called the minimal Q-resolvent.
Theorem 4.1. If Q is a specified stable, conservative, single-exit q-matrix and if is the resolvent of an arbitrary Q-function, then either 'P = , the minimal Q-resolvent, or otherwise 'P must be of the form 
This is Reuter's (1959) construction. Indeed, Reuter showed that, even if Q is not a single exit q-matrix, then in order that (4.6) be satisfied, it is necessary and sufficient that y 0 or y is of the form (4.7). In view of Williams' (1964) construction
for the case of finitely many exits, this observation deals with a somewhat restricted class of processes. But, it is important in the present context for, as we shall see, the reverse of a single-exit Q-process (with respect to an invariant measure), although itself not necessarily single-exit, must satisfy (4.6).
It is important to realize that 'P is determined by qr. Indeed, once r is specified, a family of Q-processes (exactly one of which is honest) is obtained by varying c. Thus, the problem determining those Q-processes which have a specified subinvariant measure amounts to determining which choices of r and c are admissible. In order to proceed, it is necessary to explain how invariant and subinvariant measures can be identified using resolvents.
Let P be an arbitrary Q-function with resolvent 'P and suppose that m = (m, j e S) is a subinvariant measure for P. Then, by the definition of T, we have that Thus T = W* and hence, from Reuter's characterization, P = P*. In particular, mip#(t) = mjp!(t) for all i, jeS and t -0. Summing over i shows that m is subinvariant for P. Further, m is invariant for P if and only if P* is honest. Thus, if m is invariant for W, then W* is honest, and so the ensuing honesty of P* implies that m is invariant for P. Now suppose that m is a subinvariant measure for Q. Then, for which Q-functions, P, other than F, can m be a subinvariant measure (recall that for m to be subinvariant for P it is necessary that m be subinvariant for Q)? To answer this, observe that for m to be subinvariant for P it is necessary and sufficient that P*, defined by (3.8), be a standard transition function or, equivalently, that W*, defined by (4.13), be a resolvent. But, this happens when and only when This corollary answers the question posed in the introduction, because the q-matrix of any irreducible birth-death process is reversible with respect to its essentially unique invariant measure. When the measure can be normalized to produce a probability distribution, as is the case in Miller's example, there is a unique (honest) process for which it is the stationary (and hence limiting) distribution. However, note that, by Corollary 4.1, the same conclusion holds for summable measures which are only subinvariant for Q. Example 3.1 (revisited). The pure-birth process provides an example of a conservative, single-exit q-matrix which is not reversible. In the positive-recurrent case, it has been possible to exhibit stationary distributions for processes which were constructed according to specified entrance laws. One can now say a good deal more about these processes. For example, the measure m, specified by (3.7), is the essentially unique invariant measure for Q. If for which m is invariant; it is clearly the one constructed, since because Q is also a 'single-entrance' q-matrix (that is, the dimension of the space of convergent solutions to (4.11) is 1), rq is uniquely determined by a.
