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ii 
INTRODUCCIÓN 
Con el pasar de los años, las telecomunicaciones se han convertido en un factor 
imprescindible para el desarrollo económico y social de las empresas dinamizando el uso de 
la información y cambiando la forma de hacer negocios; los continuos avances de la 
tecnología y el acceso oportuno a la información, han permitido ampliar la cobertura de 
operación de las corporaciones alcanzando nuevos mercados a nivel mundial. 
La importancia que han tomado las telecomunicaciones, obligan a las empresas a 
implementar tecnologías que se adapten a las necesidades de los clientes y que mejoren su 
calidad de vida; su relación directa con la competitividad y el crecimiento económico ofrece 
mejores oportunidades de desarrollo entre puntos cada vez más distantes, haciendo posible la 
transferencia de información rápida y eficiente. 
Con el fin de satisfacer la gran necesidad que tienen las organizaciones y empresas, 
cualquiera que sea su negocio,de comunicarse y transferir información entre puntos distantes, 
varias empresas reguladas por la agencia de Control y Regulación de las Telecomunicaciones 
(ARCOTEL) proveen servicios portadores a nivel nacional. Los servicios portadores de 
telecomunicaciones proporcionan a terceros la capacidad necesaria para la transmisión de 
señales entre puntos de terminación definidos de red; estos servicios son utilizados por lo 
general para la transmisión de datos. (Conatel, 2001,Reglamento para la prestación de 
servicios portadores) 
 
 
La Corporación Nacional de Telecomunicaciones CNT EP.,es una organización 
calificada ante el ARCOTEL para brindar servicios portadoresde datos con altas 
características de transmisión y utilizando tecnología de punta para la transferencia de la 
información; cuenta con infraestructura de red a nivel nacional instalada de acuerdo a los más 
altos estándares nacionales e internacionales. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
iii 
JUSTIFICACIÓN  Y ALCANCE 
Invetrónica Cia. Ltda. Es una empresa que se dedica a la comercialización de equipos 
electrónicos a nivel nacional y cuya matriz se encuentra en la ciudad de Quito; como parte de 
la distribución y comercialización de sus productos opera con varias sucursales a nivel 
nacional ubicadas estratégicamente para dar continuidad al proceso de distribución y venta a 
los usuarios finales. 
Para manejar eficientemente los procesos internos,  la empresa cuenta con sistemas 
informáticos en cada localidad que almacenan datos importantes del negocio tales como: 
control de personal y recurso humano, facturación, inventario y ventas. Adicionalmente y 
para transferir la información entre sucursales, mantiene contratado servicios de internet 
independientes y líneas telefónicas para el contacto con los clientes y proveedores. 
El continuo crecimiento del mercado se requiere que la topología de comunicación de 
Invetrónica sea escalable y controlada, ya que al momento el incremento gradual de servicios 
independientes aumenta el costo en cada agencia y no permite ahorro de recursos; por este 
motivo es necesario ejecutar un proyecto de optimización y mejoramiento de la topología e 
infraestructura tecnológica a nivel nacional de los servicios portadores contratados, que 
permita centralizar los servicios y mantener un control sobre los accesos al sistema, 
facturación y aplicativos internos.  
El presente caso de estudio tiene por objeto diseñar una solución WAN IP-MPLS para 
brindar servicios portadores de datos con un porcentaje de disponibilidad de 99,9%. a 15 
localidades que forman parte de la empresa Invetrónica Cia. Ltda., utilizando la 
infraestructura de red de la Corporación Nacional de Telecomunicaciones CNT EP. 
La implementación de enlaces de datos con cada oficina a nivel nacional permitirá la 
optimización de los recursos tecnológicos y la implementación de múltiples servicios y 
aplicaciones que correrían sobre estas redes, facilitando el trabajo diario de los empleados. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
iv 
OBJETIVOS 
Objetivo Principal: 
 Diseñar una solución WAN IP-MPLS para brindar servicios portadores de datoscon 
un porcentaje de disponibilidad de 99,9% a 15 localidades del cliente Invetrónica Cia. 
Ltda.,utilizando la infraestructura de red de la Corporación Nacional de 
TelecomunicacionesCNT EP. 
Objetivos Específicos: 
 Analizar el estado actual de las 15 localidades de InvetrónicaCía. Ltda. y definir el 
modelo de conexión de los servicios portadores de datos. 
 Definir los parámetros a considerarse dentro de un nivel de disponibilidad para 
verificar la calidad del servicio portador de datos. 
 Diseñar la red WAN IP-MPLSparabrindar un porcentajede disponibilidad del 99.9% 
utilizando la infraestructura de red de la Corporación Nacional de 
Telecomunicaciones. 
 Optimizar el tráfico que cursa por la red portadora mediante técnicas de calidad de 
servicio. 
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DESARROLLO CASO DE ESTUDIO 
CAPÍTULO 1 SITUACIÓN ACTUAL DE LA EMPRESA 
1.1 Modelo de Operación  
La empresa Invetrónica Cia. Ltda.,actualmente se encuentra operando en 15 
localidades ubicadas estratégicamente para cubrir con la distribución y oferta de los 
productos que forman parte de su negocio. 
Las oficinas ubicadas en la ciudad de Quito, son las encargadas de almacenar los 
productos en sus instalaciones y distribuirlos bajo demanda a cada sucursal que opera de 
manera independiente, llevando el control de las siguientes actividades de manera manual y 
sectorizada: 
 stock de productos 
 jornada laboral del personal 
 verificación de inventario 
 reportes de facturación diaria  y mensual 
 pago de servicios locales  (internet y línea telefónica) 
 pago a proveedores 
Mensualmente se realiza el inventario localy personal administrativo debe enviar a la 
ciudad de Quito, los pedidos y el reporte de ventas vía correo electrónico; de esta manera 
los envíos de productos se realizan una vez despachado el pedido en bodega. El control 
del personal se realiza vía registro biométrico y la información es almacenada en una 
máquina local, de igual forma se realizan todos los procesos de contabilidad y pago de 
servicios básicos. 
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Mediante el  levantamiento de un monitoreo, se ha capturado una muestra del tráfico 
interno que maneja cada localidad y se obtuvo un promedio de consumo de 52,75 x 14,08 
Kbpsen horas pico de atención al cliente. 
 
Figura 1. Monitoreo del tráfico sucursales de Invetrónica 
Fuente: La autora 
Cada sucursal maneja 25 usuarios que tienen acceso a los aplicativos internos de la 
empresa, cada uno cuenta con un equipo portátil y la conexión a nivel LAN la realizan 
mediante un switch y cableado estructurado interno; el direccionamiento que se maneja en 
cada localidad se muestra en la Tabla1: 
Tabla 1. Direccionamiento LAN para las sucursales de Invetrónica Cia. Ltda. 
LocalidadInvetrónica Cia. Ltda. DireccionamientoLAN 
Quito 192.168.0.0/24 
Cuenca 192.168.1.0/24 
Tulcán 192.168.2.0/24 
Latacunga 192.168.3.0/24 
Machala 192.168.4.0/24 
Esmeraldas 192.168.5.0/24 
Guayaquil 192.168.6.0/24 
Loja 192.168.7.0/24 
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LocalidadInvetrónica Cia. Ltda. DireccionamientoLAN 
Babahoyo 192.168.8.0/24 
Puyo 192.168.9.0/24 
Santa Elena 192.168.10.0/24 
Ibarra 192.168.11.0/24 
Santo Domingo De Los Colorados 192.168.12.0/24 
Ambato 192.168.13.0/24 
Zamora 192.168.14.0/24 
 
1.2 Ubicación de las Localidades 
Las sucursales que forman parte de la operación de la empresa Invetrónica Cia. Ltda. 
se encuentran ubicadas de acuerdo al detalle descrito en la Tabla 2 y seguidamente se 
encuentran los gráficos de ubicación: 
Tabla 2. Ubicación de las sucursales de Invetrónica Cia. Ltda. 
Localidad Dirección 
Coordenadas de ubicación 
Latitud Longitud 
Cuenca José Peralta y Merchán, CC Plaza Milenium. 2° 54’ 24.18’’ S 79° 00’ 7.34’’ W 
Tulcán Bolívar y Panamá esquina. 0° 49’ 1.35’’ N 77° 42’ 52.88’’ W 
Latacunga Av. Amazonas y Padre Salcedo.  0° 56’ 3.44’’ S 78° 37’ 3.09’’ W 
Machala 25 de Junio y 9 de Mayo. 3° 15’ 29.92’’ S 79° 57’ 38.36’’ W 
Esmeraldas Calle Mejía y Colón. 0 57’ 48.22’’ N 79 39’ 14.28’’ W 
Guayaquil 
Av. 9 de Octubre entre  Chimborazo y 
Gregorio Escobedo 
2° 11’ 29.27’’ S 79° 52’ 59.27’’ W 
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Localidad Dirección 
Coordenadas de ubicación 
Latitud Longitud 
Loja  José Antonio Eguiguren y Simón Bolívar. 3° 59’ 47.15’’ S 79° 12’ 8.20’’ W 
Babahoyo 5 de Junio y Sucre esquina. 1° 47’ 59.14’’ S 79° 31’ 56.18’’ W 
Puyo BolívarFeicán y Consuelo Benavides 1° 30’ 7.9’’ S 78° 00’ 23.87’’ W 
Quito 
Av. Vicente Ramón Roca y General 
Leónidas Plaza Gutiérrez 
0° 12’ 26.03’’ S 78° 29’ 32.80’’ W 
Salinas Guayaquil y Av. 5 2° 13’ 25.18’’ N 80° 54’ 35.07’’ W 
Ibarra Mosquera Narváez y Jaime Roldós Aguilera. 0° 21’ 31.74’’ N 78° 7’ 10.12’’ W 
Sto. Domingo  
Anillo Vial Av. Abraham Calazacón y Rio 
Toachi. 
0° 15’ 48.96’’ S 79° 9’ 55.79’’ W 
Ambato 
 Calle Miguel Cervantes 0 Y Manuelita 
Sáenz Ambato. 
1° 16’ 31.18’’ S 78° 38’ 22.74’’ W 
Zamora  Diego de Vaca y Luis Tamayo. 4° 4’ 2.14’’ S 78° 57’ 25.39’’ W 
 
 
 
Figura 2. Mapa de ubicación localidad Cuenca 
Fuente: La autora 
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Figura 3. Mapa de ubicación localidad Tulcán 
Fuente: La autora 
 
 
Figura 4. Mapa de ubicación localidad Latacunga 
Fuente: La autora 
 
 
Figura 5. Mapa de ubicación localidad Machala 
Fuente: La autora 
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Figura 6. Mapa de ubicación localidad Esmeraldas 
Fuente: La autora 
 
 
Figura 7. Mapa de ubicación localidad Guayaquil 
Fuente: La autora 
 
Figura 8. Mapa de ubicación localidad Loja 
Fuente: La autora 
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Figura 9. Mapa de ubicación localidad Babahoyo 
Fuente: La autora 
 
 
Figura 10. Mapa de ubicación localidad Puyo 
Fuente: La autora 
 
 
Figura 11. Mapa de ubicación localidad Quito 
Fuente: La autora 
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Figura 12. Mapa de ubicación localidad Salinas 
Fuente: La autora 
 
 
Figura 13. Mapa de ubicación localidad Ibarra 
Fuente: La autora 
 
 
Figura 14. Mapa de ubicación localidad Santo Domingo 
Fuente: La autora 
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Figura 15. Mapa de ubicación localidad Ambato 
Fuente: La autora 
 
 
Figura 16. Mapa de ubicación localidad Zamora 
Fuente: La autora 
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CAPÍTULO 2 ANÁLISIS DE LA SITUACION ACTUAL 
La empresa cuenta con 15 agencias que se encuentran distribuidas a nivel nacional y 
estas se administran actualmente de forma independiente, este escenario es muy habitual en 
empresas pequeñas con características particulares de gestión; pero a medida que se expande 
el mercado es necesario que se comparta información para una operación eficiente. 
Actualmente la empresa puede realizar actividades limitadasy la información no se 
comparte eficientemente,ya que se debe esperar al final de cada mes para obtener un reporte 
completo de la operación de cada sucursal de la empresa y posteriormente a esta actividad se 
realizará el envío de productos hacia cada localidad. 
Varios son los inconvenientes que se presentan con este escenario de operación,a 
continuación se exponen los más importantes: 
 La toma de decisiones no es precisa. 
 Se incrementa el grado de distorsión de la información dado al número de personal 
que labora en cada sucursal. 
 Se genera sobrecarga de trabajo a personal netamente administrativo. 
 Los pedidos de nuevos productos demoran en llegar a cada localidad. 
 No existe un medio para enviar la información hacia la localidad matriz. 
En la operación diaria de cada empresa, se realizan las siguientes actividades: 
 Llamadas entre empleados para verificar stock  y disponibilidad de productos, las 
llamadas son regionales o interprovinciales 
 Reuniones permanentes para asignación de funciones y control del personal. 
 Control manual del inventario de productos 
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CAPÍTULO 3 DISEÑO DE LA RED WAN CON DISPONIBILIDAD 99,9% 
3.1 Antecedentes 
Los servicios portadores de Telecomunicaciones permiten proporcionar a terceros la 
capacidad para transferir signos, señales, datos, imágenes y sonidos entre puntos de 
terminación de una red usando varios segmentos de transmisión tales como líneas dedicadas, 
radioenlaces, fibra óptica, satélite, etc.(Conatel, 200,Reglamento para la prestación de 
servicios portadores) Operadoras de servicios de telecomunicaciones deben obtener la 
concesión ante el ente regulador para proveer este tipo de servicios. 
La corporación  Nacional de Telecomunicaciones se encuentra habilitada mediante 
contrato de concesión, para proveer servicios portadores de datos a empresas públicas o 
privadas que lo requieran.  
Debido a que es indispensable asegurar  una adecuada regulación y expansión de los 
servicios portadores de telecomunicaciones a la comunidad, se emite el Reglamento  para la 
prestación de servicios portadores publicado en el Registro Oficial No.426 del 4 de Octubre 
del 2001. 
El reglamento tiene como finalidad establecer las normas y procedimientos en el 
territorio nacional aplicables a las funciones de planificación, regulación, gestión y control de 
la prestación de servicios portadores de telecomunicaciones y a la instalación, modificación, 
ampliación y operación de las redes alámbricas e inalámbricas necesarias para proveer tales 
servicios  conforme a la normativa vigente. 
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La norma técnica publicada mediante resolución No. 282-11-CONATEL-2002 
complementa el reglamento definiendo los aspectos mínimos requeridos para prestar este tipo 
de servicios; la aplicación y cumplimiento de la norma técnica y de los parámetros 
específicos tienen el carácter obligatorio conforme a las disposiciones de la normativa 
vigente. 
3.2 Disponibilidad del servicio portador de datos 
Dentro de la norma técnica, se exige a los concesionarios de servicios portadores que 
usen  cualquier tecnología con la finalidad de garantizar buen servicio a sus usuarios, siempre 
y cuando ésta corresponda a los desarrollos tecnológicos que surjan sobre los elementos que 
constituyen el Sistema Portador. (Conatel, 2002, Norma técnica para prestación de servicios 
portadores de telecomunicaciones) 
Como parte de la norma técnica se definen los indicadores de calidad, queregulan los 
niveles de operación y entrega de los servicios a consumidores y usuarios finales; como parte 
de estos indicadores se encuentra el porcentaje de disponibilidad del servicio (PDS) que se 
aplica tanto a servicios portadores locales como de larga distancia. 
El porcentaje de disponibilidad se mide en un período mensual y considera el tiempo 
total que el servicio portador contratado está activo, según el resultado de esta medida se 
definirá el valor mensual a pagar por parte del usuario; este indicador debe ser por lo menos 
98% en promedio de toda la red del concesionario. 
𝑃𝐷𝑆 = (1 −
𝑇𝐼
𝑇𝑇
 )𝑋 100    EC. (1.1) 
Donde, 
𝑇𝐼 =Tiempo en el que el servicio estuvo indisponible medido en horas durante el mes. 
𝑇𝑇= Tiempo total de horas de un mes, este valor es fijo y dependiendo del mes. Será igual a: 
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 672 horas (28 días) 
 696 horas (29 días) 
 720 horas (30 días) 
 744 horas (31 días) 
3.3 Redes de Transmisión 
Como parte de la norma técnica, los concesionarios para la prestación de servicios 
portadores deben contar con redes, bien sean físicas, ópticas o radioeléctricas, terrestres y 
espaciales, de transporte y de acceso para implementar los circuitos de larga distancia o  
circuitos locales a usuarios finales. El área de cobertura para la prestación de los  servicios 
portadores debe ser nacional y con conexión al exterior. 
3.3.1 Red de TransporteIP/MPLS 
Es requerimiento fundamental que las empresas concesionarias y encargadas de 
proveer servicios portadores de telecomunicaciones cuenten con una red WAN de transporte 
que permita a los usuarios comunicarse entre puntos geográficamente distantes sin necesidad 
de trasladarse. 
Una red WAN debe estar preparada para integrar cada vez más aplicaciones dentro de 
una misma plataforma, proveer el transporte de la información a mayor ancho de banda y ser 
altamente escalable; todos estos requisitos hacen que IP MPLS (Multi-
ProtocolLabelSwitching) sea la tecnología que más se ha desarrollado para cubrir estas 
necesidades. 
MPLS (Multi-Protocol Label Switching) que permite transportar diferentes tipos de 
tráfico: voz, video y paquetes IP sobre la misma plataforma física con mayor fiabilidad y alto 
 14 
 
rendimiento incorporando mejores beneficios tales como calidad de servicio, ingeniería de 
tráfico y encriptamiento de la información. 
MPLS es una tecnología que permite ofrecer servicios de datos, voz y 
videoindependientemente de la red de transporte sobre la que se implemente, definiendo una 
variedad de mecanismos para poder clasificar el tráfico, aportando velocidad y facilitando la 
gestión de los recursos de la red; las principales aplicaciones de MPLS son: 
 Funciones de ingeniería de tráfico 
 Policy routing 
 Servicios de VPN 
 Servicios de calidad de servicio 
La Corporación Nacional de Telecomunicaciones CNT EPcuenta con una robusta 
infraestructura de transporte para proveer servicios portadores de telecomunicaciones, a nivel 
nacional tiene implementadas plataformas de transporte NG-SDH y DWDM y sobre estas 
opera la tecnología de transmisión de datos IP/MPLS.La red IP y MPLS de CNT EP brinda 
una cobertura nacional, robusta y reforzada a nivel de Core y Distribución,  y se extiende la 
red hacia EE.UU donde se tiene equipos IP y MPLS en Nueva York y Miami. 
Toda la red WAN IP MPLS de CNT EP está conformada por equipos capa 2 y  capa 3 de 
las mejores marcas cumpliendo los estándares internacionales,contando con más de 
2500equipos desplegados en todo el territorio, obteniendo de esta manera una transmisión de 
datos optima y eficaz. 
La red de transporte IP MPLS permitirá interconectar las sucursales de Invetrónica en 
una topología tipo estrella, donde todas las sucursales pueden comunicarse entre sí y también 
con la localidad concentradora de información. 
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RED WAN 
IP MPLS
LAN
LAN CLIENTE
Matriz Invetronica Cia. Ltda.
Azuay
LAN
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LAN
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LAN
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LAN
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LAN
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LAN
Tungurahua
LAN
Zamora
 
Figura 17. Topología de conexión de Invetrónica Cia. Ltda. 
Fuente: La autora 
3.3.2 Reddeacceso 
La última milla, también denominada red de acceso,forma parte del servicio portador 
permitiendo a los usuarios finales conectarse a la red de transporte del proveedor 
concesionario, las tecnologías que se pueden utilizar en redes de acceso son: 
 Tecnologíasguiadas.- son medios que requieren de un medio físico de transmisión que 
transporte la información entre los extremos, tales como el par de cobre, cable coaxial 
y fibra óptica. 
 Tecnologías no guiadas.- son medios que propagan la información usando el espectro 
electromagnético, tales como los enlaces radioeléctricos y comunicación satelital. 
En la actualidad, el medio guiado más extendido en redes de telecomunicaciones es el par 
de cobre, principalmente utilizado para proveer serviciostelefónicos, puede ser utilizado para 
transportar señales de datos y video con un gran ancho de banda y de manera simultánea.  
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La fibra óptica utiliza sistemas de emisión de luz para transportar la información, este tipo 
de tecnología hace posible su instalación en diferentes condiciones geográficas y al ser el 
cable liviano permite una fácil instalación;sus principales características son la inmunidad al 
ruido y a las interferencias electromagnéticas. 
En lugares donde es difícil el ingreso y no es posible realizar tendido de cables, se hace 
necesario el uso de medios no guiados para establecer la comunicación, enlaces 
radioeléctricos y comunicaciones satelitales permiten enviar y recibir datos a largas y de esta 
tener un despliegue rápido y confiable para la atención de los servicios portadores. 
3.4 Requerimientos de Diseño 
La empresa Invetrónica Cia. Ltda., debido a la necesidad de centralizar la 
administración de su negocio a nivel nacional para mantener un control sobre los recursos 
que forman parte de la operación, requiere una solución portadora de datos de calidad y gran 
capacidad, que le permita compartir la información de 14 localidades al centro de distribución 
principal ubicado en la ciudad de Quito. 
La información que será transportada por la red WAN es de tres tipos: voz para 
realizar llamadas internas entre sucursales y salientes hacia la red de telefonía, video para 
establecer reuniones periódicas con el personal y aplicativos internos de la empresa para el 
control de personal, inventarios y facturación.  
Toda la información debe estar disponible las 24 horas de cada día, por lo que los 
servicios portadores deben mantenerse activos manteniendo una disponibilidad del servicio 
de al menos 99,9% con las siguientes características:  
 Canales Dedicados 
 Canales Simétricos 
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 Proporción de 1:1 
 Sin compartición de enlaces en ninguno de los tramos 
Utilizando la ecuación Ec 1.1, para una disponibilidad de 99,9%, se ha determinado el 
tiempo máximo que los servicios portadores pueden estar sin servicio por cada mes: 
Tabla 3. Tiempo de indisponibilidad del servicio portador de datos. 
Mes x días TI (horas) TI (minutos) 
28 0,672 40,32 
29 0,696 41,76 
30 0,72 43,20 
31 0,744 44,64 
 
3.5 Diseñodel servicio portador con disponibilidad del 99.9% 
Para que los concesionarios de servicios portadores puedan ofrecer a los usuarios 
finales un nivel de disponibilidad del 99.9%, tanto la red de transporte como la red de acceso 
deben proporcionar esta disponibilidad de manera separada. 
La red de trasporte de la Corporación Nacional de Telecomunicaciones CNT EP 
maneja un Backbone IP MPLS a nivel Nacional, la capa de core y distribución manejan 
equipos a alta velocidad e interfaces de gran ancho de banda alcanzando el orden de los 
Gbps. Estos equipos utilizan la conmutación por intercambio de etiquetas para transmitir la 
información y cada paquete transmitido puede tomar diferentes rutas para llegar a su destino 
ya que en diseño de la red tipo malla permite una conexión entre equipos capaz de mantener 
disponibilidad del servicio al 100%. 
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Para la red de acceso, el instalar una sola última milla para proveer el servicio 
portador presenta varios puntos de falla (nodo del proveedor, ruta del medio de transmisión y 
equipo terminal del usuario final), los mismos que no se podrían solventar en el tiempo 
máximo que se tiene calculado por indisponibilidad del servicio; por esta razón es necesario 
que se implemente una última milla redundante que cubra la operación de estos parámetros y 
tenga rápida reacción ante la posible caída delaruta del servicio principal. 
El diagrama de conexión se aprecia en la Figura18: 
RED WAN 
IP MPLS
LAN CLIENTE
Localidad Invetronica Cia. Ltda.
Última milla principal
Última milla redundante 
 
Figura 18. Diseño de la red de acceso 
Fuente: La autora 
3.6Ancho de banda 
De acuerdo a las estadísticas que se obtuvo de cada sucursal en lo referente al tráfico 
interno, se ha determinado que los canales deberán tener como mínimo 1 Mbps de ancho de 
banda para operar los servicios planificados. 
Para la agencia que va a concentrar y administrar la información en la ciudad de Quito, el 
ancho de banda será la suma de lo que se contrate para cada sucursal. 
 
 
 
 19 
 
Tabla 4.Ancho de banda de casa sucursal. 
Cantón Ancho de Banda (Mbps) 
Quito 14 
Cuenca 1 
Tulcán 1 
Latacunga 1 
Machala 1 
Esmeraldas 1 
Guayaquil 1 
Loja 1 
Babahoyo 1 
Puyo 1 
Salinas 1 
Ibarra 1 
Santo Domingo 1 
Ambato 1 
Zamora 1 
 
3.7 Clases de última milla 
Para el enlace principal se instalará fibra óptica en la última milla hasta las 
instalaciones del cliente, la Corporación Nacional de Telecomunicaciones cuenta con todos 
los permisos para la instalación en lugares externos y ductería a nivel nacional. 
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Para los enlaces redundantes, se podrá utilizar las siguientes alternativas de instalación de 
última milla: 
 Fibra óptica por una ruta diferente al principal que se conecte a otro nodo de 
distribución de la red de CNT EP. 
 Enlace de radio hacia otro nodo de distribución de CNT EP. 
3.7.1 Fibra Óptica 
La fibra óptica que se instalará para las últimas millas cumple con las siguientes 
características técnicas para lacorrecta operación: 
Tabla 5.Especificaciones de la fibra óptica 
DESCRIPCIÓN 
Tipo: Aérea o Canalizada 
Regulaciones para canalizado y aéreo:  Cumplir norma ITU-T G652D 
Regulaciones para el cable drop Cumplir norma ITU-T G657A 
Espesor de chaqueta: Mìnimo 1.4 mm 
Tipo de material de chaqueta: Polietileno puro de alta densidad 
Número de hilos: Al menos 2 hilos de fibra óptica 
Código de colores: EIA/TIA 598 
Tiempo de vida útil: 20 años 
 
3.7.2 Enlaces de Radio 
Debido a que la implementación de enlaces de radio en banda licenciada requiere 
concesión de frecuencias ante la Agencia de Control y Regulación de Telecomunicaciones, se 
utilizará bandas no licenciadas para la instalación de las últimas millas por este medio. 
 21 
 
Los equipos de radio que se instalen para las últimas millas deben cumplir las 
siguientes característicastécnicas de operación: 
Tabla 6. Especificaciones de equipos de radio 
DESCRIPCIÓN 
 Regulaciones:  Mínimo ETSI, FCC 
Homologación: Ante el Arcotel 
Bandas de Frecuencia:  5.15 ~ 5.35 GHz // 5.47 ~ 5.825  GHz 
Ancho De Banda De Canal: 20 Mhz, con opción de configurar en rangos 
Alcance : Máximo 10 Km 
Througput: Mínimo 10 Mbps full duplex 
Potencia de transmisión: Máximo 30 dBm configurable por software 
Tipo de Transmisión: MIMO o SISO 
Modulación: BPSK; QPSK; 16QAM; 64 QAM; OFDM 
Antena: Integrada o Externa mínimo 15 dBi 
QoS: Prioridad de QoS para voz y video 
Condiciones Ambientales: Mínimo soporte IP67 
Nivel de sensibilidad: Mínimo -75 dBm 
Puerto Ethernet: Mínimo 1 PUERTO 10/100 Base T 
Conector: RJ45 
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3.8 Protocolo de conmutación 
Al momento de interconectar las últimas millas a la red del proveedor, es necesario 
que a nivel de capa 3 manejen un protocolo de enrutamiento dinámico que identifique un 
canal como principal y que se mantenga alerta ante una posible caída,que en caso de 
suscitarse, entregue el control del circuito al canal redundante mientras se solventan los 
problemas del canal principal. 
El protocolo a implementarse será OSPF (Open ShorestPathFirst) ya que presenta 
muchos beneficios en la administración, escalabilidad y flexibilidad del tráfico, es un 
protocolo estándar de configuración y puede manejar equipos de diferentes marcas debido a 
esa característica. 
El tipo de operación entre canales principal y redundante, será en modo activo-pasivo, 
cubriendo de esta manera la disponibilidad en la última milla. 
3.9 Direccionamiento WAN 
Para conectar las millas a la red de distribución y levantar el protocolo de 
enrutamiento es necesario asignar el direccionamiento a cada sucursal; al tratarse de una red 
privada se pueden asignar IPs del segmento privado verificando que no tengan relación con el 
direccionamiento LAN que maneja el cliente. 
La conexión entre el equipo de distribución  PE y el equipo del cliente CPE es directa 
por lo que se requieren solamente dos direcciones IP por cada canal; por esta razón se ha 
asignado una red máscara 30 para cada localidad tanto para el canal principal como para el 
redundante tomando en cuenta que no se dupliquen. 
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Tabla 7. Asignación del direccionamiento WAN 
Localidad Canal Principal Canal Redundante 
Quito 10.70.0.0/30 10.70.1.0/30 
Cuenca 10.70.0.4/30 10.70.1.4/30 
Tulcán 10.70.0.8/30 10.70.1.8/30 
Latacunga 10.70.0.12/30 10.70.1.12/30 
Machala 10.70.0.16/30 10.70.1.16/30 
Esmeraldas 10.70.0.20/30 10.70.1.20/30 
Guayaquil 10.70.0.24/30 10.70.1.24/30 
Loja 10.70.0.28/30 10.70.1.28/30 
Babahoyo 10.70.0.32/30 10.70.1.32/30 
Puyo 10.70.0.36/30 10.70.1.36/30 
Salinas 10.70.0.40/30 10.70.1.40/30 
Ibarra 10.70.0.44/30 10.70.1.44/30 
Santo Domingo 10.70.0.48/30 10.70.1.48/30 
Ambato 10.70.0.52/30 10.70.1.52/30 
Zamora 10.70.0.56/30 10.70.1.56/30 
 
3.10Equipos terminales CPE 
En cada localidad se instalará un equipo terminal por cada canal (principal y 
redundante); por lo que los dos equipos deben trabajar como si fuesen uno hacia la red LAN 
del usuario final, esta funcionalidad se obtiene implementando el protocolo HSRP y 
entregando al cliente un solo Gateway de la LAN interna. 
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Los equipos que se instalarán en cada sucursal de Invetrónica Cia. Ltda.Son de marca 
reconocida en el mercado y soportan la capacidad que inicialmente el cliente requiere, con 
una apertura a incremento del ancho de banda hasta un 300% la capacidad actual. 
Para la instalación a usuarios finales, la Corporación Nacional de Telecomunicaciones 
provee de equipos Cisco serie 800, cuyas características técnicas se detallan en el Anexo 1. 
3.11Diseño de los canales principal y redundante 
A continuación se detallan los tipos de UM que se han diseñado para cada localidad, y 
las especificaciones técnicas para la implementación: 
3.11.1 Localidad Concentradora Quito 
Tabla 8. Diseño última milla principal Quito 
Av. Vicente Ramón Roca y General Leonidas Plaza Gutiérrez 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Mariscal 
Nomenclatura: UIOMSCE01 
Ubicación: 0° 12’ 17.28’’ S 
78° 24’ 34.8’’ W 
Distancia: 0.35 Km. 
Tipo de tendido Canalizado 
Fibra óptica Monomodo 
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Figura 19. Tendido de fibra principal localidad Quito 
Fuente: La autora 
Tabla 9. Diseño última milla redundante Quito 
Av. Vicente Ramón Roca y General Leónidas Plaza Gutiérrez 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Espejo 
Nomenclatura: UIOEEPE01 
Ubicación: 0° 12’ 29.0’’ S 
78° 30’ 9.0’’ W 
Distancia: 1.46 Km. 
Tipo de tendido: Aéreo 
Fibra óptica: Monomodo 
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Figura 20. Tendido de fibra redundante localidad Quito 
Fuente: La autora 
3.11.2 Localidad Cuenca 
Tabla 10. Diseño última milla principal Cuenca 
José Peralta y Merchán, CC Plaza Milenium. 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Estadio 
Nomenclatura CCAESTE01 
Ubicación: 2° 54’ 19.2’’ S 
79° 00’ 46.7’’ W 
Distancia: 1.6 Km. 
Tipo de tendido Canalizado 
Fibra óptica Monomodo 
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Figura 21. Tendido de fibra principal localidad Cuenca 
Fuente: La autora 
 
Tabla 11. Diseño última milla redundante Cuenca 
José Peralta y Merchán, CC Plaza Milenium. 
Tipo de UM: Radio Enlace 
Nodo de distribución cercano: Cerro Hito Cruz 
Ubicación: 2° 55’ 51.0’’ S 
78° 59’ 51.0’’ W 
Tipo de servicio: Inalámbrico 
Banca de Frecuencia: 5.8 GHz 
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Figura 22. Características técnicas del radioenlace Cuenca 
Fuente: La autora 
 
 
Figura 23.Disponibilidad del radioenlace Cuenca 
Fuente: La autora 
 
 
Figura 24.Alineacióndel radioenlace Cuenca 
Fuente: La autora 
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3.11.3 Localidad Tulcán 
Tabla 12. Diseño última milla principal Tulcán 
Bolívar y Panamá esquina. 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Cuenca 
Nomenclatura TLCCNTE01 
Ubicación: 0° 48’ 37.0’’ N 
77° 42’ 56.0’’ W 
Distancia: 0.85 Km. 
Tipo de tendido Aéreo  
Fibra óptica Monomodo 
 
 
Figura 25. Tendido de fibra principal localidad Tulcán 
Fuente: La autora 
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Tabla 13. Diseño última milla redundante Tulcán 
Bolívar y Panamá esquina. 
Tipo de UM: Radio Enlace 
Nodo de distribución cercano: Nodo CNT Tanques de Agua 
Ubicación: 0° 48’ 27.45’’ N 
77° 43’ 21.19’’ W  
Tipo de servicio: Inalámbrico 
Banca de Frecuencia: 5.8 GHz 
 
 
Figura 26. Características técnicas del radioenlace Tulcán 
Fuente: La autora 
 
Figura 27. Disponibilidad del radioenlace Tulcán 
Fuente: La autora 
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Figura 28.Alineación del radioenlace Tulcán 
Fuente: La autora 
3.11.4 Localidad Latacunga 
Tabla 14. Diseño última milla principal Latacunga 
Av. Amazonas y Padre Salcedo. 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Latacunga 
Nomenclatura LTCCNTE01 
Ubicación: 0° 56’ 4.0’’ S 
78° 36’ 58.0’’ W 
Distancia: 0.15 Km. 
Tipo de tendido Aéreo  
Fibra óptica Monomodo 
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Figura 29. Tendido de fibra principal localidad Latacunga 
Fuente: La autora 
Tabla 15. Diseño última milla redundante Latacunga 
Av. Amazonas y Padre Salcedo. 
Tipo de UM: Radio Enlace 
Nodo de distribución cercano: Cerro Guango 
Ubicación: 0° 53’ 44.10’’ N 
78° 30’ 4.20’’ W  
Tipo de servicio: Inalámbrico 
Banca de Frecuencia: 5.8 GHz 
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Figura 30. Características técnicas del radioenlace Latacunga 
Fuente: La autora 
 
Figura 31. Disponibilidad del radioenlace Latacunga 
Fuente: La autora 
 
 
Figura 32.Alineación del radioenlace Latacunga 
Fuente: La autora 
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3.11.5 Localidad Machala 
Tabla 16. Diseño última milla principal Machala 
25 de Junio y 9 de Mayo. 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Machala 
Nomenclatura MCHCNTE01 
Ubicación: 3° 15’ 8.0’’ S 
79° 57’ 35.0’’ W 
Distancia: 1 Km. 
Tipo de tendido Aéreo  
Fibra óptica Monomodo 
 
 
Figura 33. Tendido de fibra principal localidad Machala 
Fuente: La autora 
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Tabla 17. Diseño última milla redundante Machala 
25 de Junio y 9 de Mayo. 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Unioro 
Nomenclatura MCHUNRE01 
Ubicación: 3° 15’ 37.46’’ S 
79° 56’ 41.8’’ W 
Distancia: 2.32 Km. 
Tipo de tendido Aéreo  
Fibra óptica Monomodo 
 
 
Figura 34. Tendido de fibra redundante localidad Machala 
Fuente: La autora 
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3.11.6 Localidad Esmeraldas 
Tabla 18. Diseño última milla principal Esmeraldas 
Calle Mejía y Colón. 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Esmeraldas 
Nomenclatura ESMESME04 
Ubicación: 0° 57’ 18.0’’ N 
79° 39’ 8.0’’ W 
Distancia: 0.97 Km. 
Tipo de tendido Aéreo  
Fibra óptica Monomodo 
 
 
Figura 35. Tendido de fibra principal localidad Esmeraldas 
Fuente: La autora 
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Tabla 19. Diseño última milla principal Esmeraldas 
Calle Mejía y Colón. 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Esmeraldas Las Palmas 
Nomenclatura ESMPALE04 
Ubicación: 0° 58’ 29.0’’ N 
79° 39’ 13.0’’ W 
Distancia: 1.56 Km. 
Tipo de tendido Aéreo  
Fibra óptica Monomodo 
 
 
 
Figura 36. Tendido de fibra redundante localidad Esmeraldas 
Fuente: La autora 
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3.11.7 Localidad Guayaquil 
Tabla 20. Diseño última milla principal Guayaquil 
Av. 9 de Octubre entre  Chimborazo y Gregorio Escobedo 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Guayaquil Centro 
Nomenclatura GYECNTE01 
Ubicación: 2° 11’ 38.44’’ S 
79° 52’ 56.6’’ W 
Distancia: 0.41 Km. 
Tipo de tendido Canalizado 
Fibra óptica Monomodo 
 
 
Figura 37. Tendido de fibra principal localidad Guayaquil 
Fuente: La autora 
 
 
 39 
 
 
Tabla 21. Diseño última milla redundante Guayaquil 
Av. 9 de Octubre entre  Chimborazo y Gregorio Escobedo 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Boyacá 
Nomenclatura GYEBOYCE01 
Ubicación: 2° 11’ 38.44’’ S 
79° 52’ 56.6’’ W 
Distancia: 0.41 Km. 
Tipo de tendido Canalizado  
Fibra óptica Monomodo 
 
 
Figura 38. Tendido de fibra redundante localidad Guayaquil 
Fuente: La autora 
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3.11.8 Localidad Loja 
Tabla 22. Diseño última milla principal Loja 
José Antonio Eguiguren y Simón Bolívar. 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Loja 
Nomenclatura LOJCNTE01 
Ubicación: 3° 59’ 47.0’’ S 
79° 12’ 3.0’’ W 
Distancia: 0.2 Km. 
Tipo de tendido Canalizado  
Fibra óptica Monomodo 
 
 
Figura 39. Tendido de fibra principal localidad Loja 
Fuente: La autora 
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Tabla 23. Diseño última milla redundante Loja 
José Antonio Eguiguren y Simón Bolívar. 
Tipo de UM: Radio Enlace 
Nodo de distribución cercano: Nodo CNT Loja Sur 
Ubicación: 4° 0’ 25.40’’ S 
79° 12’ 8.00’’ W  
Tipo de servicio: Inalámbrico 
Banca de Frecuencia: 5.8 GHz 
 
 
Figura 40. Características técnicas del radioenlace Loja 
Fuente: La autora 
 
 
Figura 41. Disponibilidad del radioenlace Loja 
Fuente: La autora 
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Figura 42.Alineación del radioenlace Loja 
Fuente: La autora 
 
3.11.9 Localidad Babahoyo 
Tabla 24. Diseño última milla principal Babahoyo 
5 de Junio y Sucre esquina. 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Babahoyo 
Nomenclatura BBHCNTE01 
Ubicación: 1° 48’ 6.92’’ S 
79° 31’ 58.19’’ W 
Distancia: 0.43 Km. 
Tipo de tendido Canalizado  
Fibra óptica Monomodo 
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Figura 43. Tendido de fibra principal localidad Babahoyo 
Fuente: La autora 
 
Figura 25. Características técnicas del radioenlace Babahoyo 
5 de Junio y Sucre esquina. 
Tipo de UM: Radio Enlace 
Nodo de distribución cercano: Nodo CNT Pimococha 
Ubicación: 1° 49’ 48.00’’ S 
79° 36’ 25.00’’ W  
Tipo de servicio: Inalámbrico 
Banca de Frecuencia: 5.8 GHz 
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Figura 44. Características técnicas del radioenlace Babahoyo 
Fuente: La autora 
 
 
Figura 45. Disponibilidad del radioenlace Babahoyo 
Fuente: La autora 
 
 
Figura 46.Alineación del radioenlace Babahoyo 
Fuente: La autora 
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3.11.10 Localidad Puyo 
Tabla 26. Diseño última milla principal Puyo 
BolívarFeicán y Consuelo Benavides 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT El Camal 
Nomenclatura PUYECMM01 
Ubicación: 1° 29’ 46.0’’ S 
78° 00’ 43.00’’ W 
Distancia: 1.20 Km. 
Tipo de tendido Aéreo 
Fibra óptica Monomodo 
 
 
Figura 47. Tendido de fibra principal localidad Puyo 
Fuente: La autora 
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Tabla 27. Diseño última milla redundante Puyo 
BolívarFeicán y Consuelo Benavides 
Tipo de UM: Radio Enlace 
Nodo de distribución cercano: Cerro Calvario  
Ubicación: 1° 31’ 15.00’’ S 
77° 54’ 30.00’’ W  
Tipo de servicio: Inalámbrico 
Banca de Frecuencia: 5.8 GHz 
 
 
Figura 48. Características técnicas del radioenlace Puyo 
Fuente: La autora 
 
 
Figura 49. Disponibilidad del radioenlace Puyo 
Fuente: La autora 
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Figura 50.Alineación del radioenlace Puyo 
Fuente: La autora 
3.11.11 Localidad Salinas 
Tabla 28. Diseño última milla principal Salinas 
Guayaquil y Av. 5 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT La Libertad 
Nomenclatura LBTCNTE01 
Ubicación: 2° 13’ 12.84’’ S 
80° 54’ 26.86’’ W 
Distancia: 0.85 Km. 
Tipo de tendido Aéreo 
Fibra óptica Monomodo 
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Figura 51. Tendido de fibra principal localidad Salinas 
Fuente: La autora 
 
Tabla 29. Diseño última milla redundante Salinas 
Guayaquil y Av. 5 
Tipo de UM: Radio Enlace 
Nodo de distribución cercano: Nodo CNT Salinas 
Ubicación: 2° 13’ 37.50’’ S 
80° 56’ 6.20’’ W  
Tipo de servicio: Inalámbrico 
Banca de Frecuencia: 5.8 GHz 
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Figura 52. Características técnicas del radioenlace Salinas 
Fuente: La autora 
 
 
Figura 53. Disponibilidad del radioenlace Salinas 
Fuente: La autora 
 
 
Figura 54.Alineación del radioenlace Salinas 
Fuente: La autora 
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3.11.12 Localidad Ibarra 
Tabla 30. Diseño última milla principal Ibarra 
Mosquera Narváez y Jaime Roldós Aguilera. 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Ibarra 
Nomenclatura LBTCNTE01 
Ubicación: 0° 21’ 7.16’’ N 
78° 7’ 1.56’’ W 
Distancia: 1.06 Km. 
Tipo de tendido Aéreo 
Fibra óptica Monomodo 
 
 
 
Figura 55. Tendido de fibra principal localidad Ibarra 
Fuente: La autora 
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Tabla 31. Diseño última milla redundante Ibarra 
Mosquera Narváez y Jaime Roldós Aguilera. 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Azaya 
Nomenclatura IBRAZYM01 
Ubicación: 0° 21’ 59.0’’ N 
78° 7’ 8.0’’ W 
Distancia: 1.03 Km. 
Tipo de tendido Canalizado 
Fibra óptica Monomodo 
 
 
 
Figura 56.Tendido de fibra redundante localidad Ibarra 
Fuente: La autora 
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3.11.13 Localidad Santo Domingo 
Tabla 32. Diseño última milla principal Santo Domingo 
Anillo Vial Av. Abraham Calazacon y Rio Toachi. 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Santo Domingo 
Nomenclatura STDCNTE01 
Ubicación: 0° 15’ 14.0’’ S 
79° 9’ 59.0’’ W 
Distancia: 1.15 Km. 
Tipo de tendido Aéreo 
Fibra óptica Monomodo 
 
 
 
Figura 57. Tendido de fibra principal localidad Santo Domingo 
Fuente: La autora 
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Tabla 33. Diseño última milla redundante Santo Domingo 
Anillo Vial Av. Abraham Calazacon y Rio Toachi. 
Tipo de UM: Radio Enlace 
Nodo de distribución cercano: Nodo CNT Libertad 
Ubicación: 0° 15’ 43.70’’ S 
79° 9’ 10.20’’ W  
Tipo de servicio: Inalámbrico 
Banca de Frecuencia: 5.8 GHz 
 
 
Figura 58. Características técnicas del radioenlace Santo Domingo 
Fuente: La autora 
 
Figura 59. Disponibilidad del radioenlace Santo Domingo 
Fuente: La autora 
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Figura 60.Alineación del radioenlace Santo Domingo 
Fuente: La autora 
 
3.11.14 Localidad Ambato 
Tabla 34. Diseño última milla principal Ambato 
Calle Miguel Cervantes 0 Y Manuelita Sáenz 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Santa Catalina 
Nomenclatura AMBSCT1M01 
Ubicación: 1° 16’ 57.13’’ S 
78° 38’ 29.5’’ W 
Distancia: 0.88 Km. 
Tipo de tendido Aéreo 
Fibra óptica Monomodo 
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Figura 61. Tendido de fibra principal localidad Ambato 
Fuente: La autora 
 
Tabla 35. Diseño última milla redundante Ambato 
Anillo Vial Av. Abraham Calazacon y Rio Toachi. 
Tipo de UM: Radio Enlace 
Nodo de distribución cercano: Nodo Ambato Sur 
Ubicación: 1° 15’ 18.97’’ S 
78° 37’ 49.22’’ W  
Tipo de servicio: Inalámbrico 
Banca de Frecuencia: 5.8 GHz 
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Figura 62. Características técnicas del radioenlace Ambato 
Fuente: La autora 
 
 
Figura 63. Disponibilidad del radioenlace Ambato 
Fuente: La autora 
 
 
Figura 64.Alineación del radioenlace Ambato 
Fuente: La autora 
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3.11.15 Localidad Zamora 
Tabla 36. Diseño última milla principal Zamora 
Diego de Vaca y Luis Tamayo. 
Tipo de UM: Fibra óptica 
Nodo de distribución cercano: Nodo CNT Zamora 
Nomenclatura ZMRCNTE01 
Ubicación: 4° 3’ 58.0’’ S 
78° 57’ 23.0’’ W 
Distancia: 0.18 Km. 
Tipo de tendido Aéreo 
Fibra óptica Monomodo 
 
 
 
Figura 65. Tendido de fibra principal localidad Zamora 
Fuente: La autora 
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Tabla 37. Diseño última milla redundante Zamora 
Diego de Vaca y Luis Tamayo. 
Tipo de UM: Radio Enlace 
Nodo de distribución cercano: Cerro El Cuello 
Ubicación: 4° 4’ 3.7’’ S 
78° 56’ 23.7’’ W  
Tipo de servicio: Inalámbrico 
Banca de Frecuencia: 5.8 GHz 
 
 
Figura 66. Características técnicas del radioenlace Zamora 
Fuente: La autora 
 
Figura 67. Disponibilidad del radioenlace Zamora 
Fuente: La autora 
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Figura 68.Alineación del radioenlace Zamora 
Fuente: La autora 
 
3.12 Configuración del protocolo de redundancia 
A continuación se presenta el modelo de configuración  a implementarse para 
implementar la conmutación automática mediante el protocolo OSPF.  
3.12.1 Localidad concentradora Quito 
 Configuración del Equipo de distribución principal CE 
#sh run int GigabitEthernet0/7/0/3.531 
Thu Jul 21 12:07:21.277 GMT 
interface GigabitEthernet0/7/0/3.531 
vrf dat2536 
ipv4 address 10.70.0.1 255.255.255.252 
encapsulation dot1q 531 
! 
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#sh run router ospf 50 vrf dat2536     
router ospf 50 
vrf dat2536 
  router-id 10.1.1.5 
  redistribute static route-policy OSPF_TRACK_IP_dat2536 
  redistributebgp 28006 metric-type 1 
  address-family ipv4 unicast 
  area 0 
   authenticationmessage-digest 
   message-digest-key 1 md5 encrypted 13574143525B537D 
   interface GigabitEthernet0/7/0/3.531 
    networkpoint-to-point 
    mtu-ignore disable 
   ! 
#sh run router bgp 28006 vrf dat2536   
router bgp 28006 
vrf dat2536 
  rd 28006:202536 
  default-informationoriginate 
  address-family ipv4 unicast 
   redistributeconnected 
   redistributestatic 
   redistribute ospf 50 match internal external 
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 Configuración del equipo de acceso principal CPE 
ipvrfcomrex 
rd 4:4 
route-target export 4:4 
route-target import 4:4 
! 
track 3 ip route 192.0.2.1 255.255.255.255 reachability 
ipvrfcomrex 
delay up 180 
! 
interface GigabitEthernet0/0.531 
encapsulation dot1Q 531 
ipvrf forwarding comrex 
ip address 10.70.0.2 255.255.255.252 
ipospf message-digest-key 1 md5 2619777 
ipospf network point-to-point 
ipospfmtu-ignore 
! 
interface Vlan20 
ipvrf forwarding comrex 
ip address 192.168.0.2 255.255.255.0 
standby 1 ip 192.168.0.1 
standby 1 timers msec 250 1 
standby 1 priority 120 
standby 1 preempt delay minimum 60 
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standby 1 track 3 decrement 30 
! 
routerospf 3 vrfcomrex 
router-id 10.1.1.6 
ispf 
log-adjacency-changes 
capabilityvrf-lite 
area 0 authentication message-digest 
timers throttle spf 50 50 5000 
timers throttle lsa 0 20 5000 
timerslsa arrival 15 
timers pacing flood 15 
redistribute static subnets 
passive-interface default 
no passive-interface GigabitEthernet0/0.531 
network 10.70.0.0 0.0.0.3 area 0 
network 192.168.0.0 0.0.0.255 area 0 
default-information originate 
! 
address-family ipv4 vrfcomrex 
  no synchronization 
  bgp dampening 
exit-address-family 
! 
ip route vrfcomrex 0.0.0.0 0.0.0.0 192.168.0.5 
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 Configuración del Equipo de distribución redundante CE 
#sh run intvlan 429 
interface Vlan429 
ipvrfforwarding dat2536 
ipaddress 10.70.1.1 255.255.255.252 
ipospf message-digest-key 1 md5 7 13574143525B537D14757A6061 
ipospf network point-to-point 
ipospfcost 20 
End 
#sh run vrf dat2536 
ipvrf dat2536 
rd 28006:202536 
route-target export 28006:202536 
route-target import 28006:202536 
! 
interface Vlan429 
ipvrfforwarding dat2536 
ipaddress 10.70.1.1 255.255.255.252 
ipospf message-digest-key 1 md5 7 13574143525B537D14757A6061 
ipospf network point-to-point 
ipospfcost 20 
! 
router bgp 28006 
 ! 
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 address-family ipv4 vrf dat2536 
redistributeconnected 
redistributestatic 
  redistribute ospf 40 match internal external 1 external 2 
default-informationoriginate 
exit-address-family 
! 
router ospf 40 vrf dat2536 
 router-id 10.1.1.7 
Ispf 
area 0 authenticationmessage-digest 
 redistribute bgp 28006 metric-type 1 subnets 
network 10.70.1.1 0.0.0.0 area 0 
! 
End 
 Configuración del equipo redundante CPE: 
ipvrfcomrex 
rd 4:4 
route-target export 4:4 
route-target import 4:4 
interface GigabitEthernet0/0.429 
encapsulation dot1Q 429 
ipvrf forwarding comrex 
ip address 10.70.1.2 255.255.255.252 
ipospf message-digest-key 1 md5 2619777_1234 
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ipospf network point-to-point 
! 
interface Vlan20 
ipvrf forwarding comrex 
ip address 192.168.0.3 255.255.255.0 
standby 1 ip 192.168.0.1 
standby 1 timers msec 250 1 
standby 1 preempt 
! 
routerospf 3 vrfcomrex 
router-id 10.1.1.8 
ispf 
capabilityvrf-lite 
area 0 authentication message-digest 
timers throttle spf 50 50-- 5000 
timerslsa arrival 15 
timers pacing flood 15 
redistribute static subnets 
passive-interface default 
no passive-interface GigabitEthernet0/0.429 
network 10.70.1.0 0.0.0.3 area 0 
network 192.168.0.0 0.0.0.255 area 0 
default-information originate 
ip route vrfcomrex 0.0.0.0 0.0.0.0 192.168.0.5 
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3.12.2 Localidades a nivel nacional 
 
 Configuración del equipo de distribución principal PE 
#sh run int GigabitEthernet0/6/0/8.922 
interface GigabitEthernet0/6/0/8.922 
vrf dat2536 
ipv4 address 10.70.0.21 255.255.255.252 
encapsulation dot1q 922 
! 
#sh run router ospf 40 vrf dat2536     
router ospf 40 
vrf dat2536 
  router-id 10.1.1.1 
  default-informationoriginate 
  redistribute static route-policy 
OSPF_TRACK_IP_dat2536 
  redistributebgp 28006 metric-type 1 
  address-family ipv4 unicast 
  area 0 
   authenticationmessage-digest 
   message-digest-key 1 md5 encrypted 
03560D59555A761E71584B5643 
   networkpoint-to-point 
   interface GigabitEthernet0/6/0/8.922 
    networkpoint-to-point 
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#sh run router bgp 28006 vrf dat2536   
router bgp 28006 
vrf dat2536 
  rd 28006:202536 
  address-family ipv4 unicast 
   redistributeconnected 
   redistributestatic 
   redistribute ospf 40 match internal external 
 
 Configuración del equipo de acceso principal CPE 
ipvrfcomrex 
rd 2:2 
route-target export 2:2 
route-target import 2:2 
! 
track 3 ip route 192.0.2.1 255.255.255.255 reachability 
ipvrfcomrex 
! 
interface FastEthernet4.41 
encapsulation dot1Q 41 
ipvrf forwarding comrex 
ip address 10.70.0.22 255.255.255.252 
ipospf message-digest-key 1 md5 2623572_1234 
ipospf network point-to-point 
ipospfmtu-ignore 
! 
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interface Vlan30 
ipvrf forwarding comrex 
ip address 192.168.5.2 255.255.255.0 
standby 1 ip 192.168.5.1 
standby 1 timers msec 250 1 
standby 1 priority 120 
standby 1 preempt delay minimum 60 
standby 1 track 3 decrement 30 
! 
router ospf 2 vrfcomrex 
router-id 10.1.1.2 
ispf 
log-adjacency-changes 
capabilityvrf-lite 
area 0 authentication message-digest 
timers throttle spf 50 50 5000 
timers throttle lsa all 0 20 5000 
timerslsa arrival 15 
timers pacing flood 15 
redistribute static subnets 
passive-interface default 
no passive-interface FastEthernet4.41 
network 10.70.0.20 0.0.0.3 area 0 
network 192.168.5.0 0.0.0.255 area 0 
! 
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 Configuración del equipo de distribución redundante PE 
#sh run intvl 609 
interface Vlan609 
ip address 10.70.1.21 255.255.255.252 
ipospf message-digest-key 1 md5 7 00564554570E5C5430701E1D5D 
ipospf network point-to-point 
ipospf cost 20 
end 
#sh run vrf dat2536 
ipvrf dat2536 
rd 28006:202536 
route-target export 28006:202536 
route-target import 28006:202536 
! 
interface Vlan609  
ipvrf forwarding dat2536 
ip address 10.70.1.21 255.255.255.252 
ipospf message-digest-key 1 md5 7 00564554570E5C5430701E1D5D 
ipospf network point-to-point 
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ipospf cost 20 
routerospf 40 vrf dat2536 
router-id 10.1.1.3 
ispf 
log-adjacency-changes 
area 0 authentication message-digest 
redistribute connected 
redistributebgp 28006 metric-type 1 subnets 
network 10.70.1.21 0.0.0.0 area 0 
default-information originate 
! 
routerbgp 28006 
address-family ipv4 vrf dat2536 
no synchronization  
redistribute static 
redistribute connected 
redistributeospf 40 vrf dat2536 match internal external 1 external 2 
exit-address-family 
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 Configuración del equipo de accesoredundanteCPE 
Ipvrfcomrex 
rd 3:3 
route-target export 3:3 
route-target import 3:3 
! 
interface FastEthernet4.609 
encapsulation dot1Q 609 
ipvrf forwarding comrex 
ip address 10.70.1.21 255.255.255.252 
ipospf message-digest-key 1 md5 2623572_1234 
ipospf network point-to-point 
! 
interface Vlan30 
descriptioncomerx 
ipvrf forwarding comrex 
ip address 192.168.5.3 255.255.255.0 
standby 1 ip 192.168.5.1 
standby 1 timers msec 250 1 
standby 1 preempt 
ipospf network point-to-point 
! 
routerospf 2 vrfcomrex 
router-id 10.1.1.4 
ispf     
 72 
 
 capabilityvrf-lite 
area 0 authentication message-digest 
timers throttle spf 50 50 5000 
timers throttle lsa 0 20 5000 
timerslsa arrival 15 
timers pacing flood 15 
redistribute static subnets 
network 10.70.1.20 0.0.0.3 area 0 
network 192.168.5.0 0.0.0.255 area 0 
! 
 
3.13 Configuración de calidad de servicio 
Al implementarse una red con alta disponibilidad, se puede realizar una optimización 
de uso delos canalesde datos permitiendo que se transfieran servicios tales como internet, voz 
y video con alta calidad; y de esta manera disminuir el costo de llamadas internas, navegación 
y traslados para asistencia a reuniones. 
En primera instancia se realiza la clasificación de los aplicativos que utilizarán el 
canal por su criticidad en la operación dentro del negocio. 
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Tabla 38. Definición de prioridades 
Aplicación Prioridad 
VoIP Crítica 
Video Crítica 
Bases de datos Alta 
WEB Media 
Aplicativos internos Baja 
 
La transmisión de voz y video requiere un ancho de banda garantizado ya que debe 
transmitirse en tiempo real, las características mínimas para una buena calidad en la 
transmisión son: 
 Jitter< 30 ms 
 Latencia < 150 ms 
 Pérdida de paquetes < 1% 
 Ancho de banda entre  21,9 y 87 Kbps por llamada para VoIP 
 Ancho de banda de 460 Kbps para una sesión de videoconferencia 
Las aplicaciones que intervienen directamente en el funcionamiento de la empresa son 
consideradas de prioridad alta pero no requieren de un ancho de banda definido, sin embargo 
se deben considerar sensibles y generan impacto al usuario final. 
Las aplicaciones de prioridad media y baja no afectan directamente a la operación diaria 
del negocio y pueden ser tolerantes al retardo de la red. 
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La implementación del QoS se realizará mediante el modelo de servicios diferenciados 
(DiffServ) que se basa en el marcado de paquetes, los paquetes saldrán con priorización 
desde los equipos CPE y la red WAN IP MPLS de CNT EP está en la capacidad de respetar 
el marcado, garantizando el correcto funcionamiento de la configuración. 
La identificación del tráfico se realizará mediante el uso de Aclesdebido a la 
compatibilidad con toda marca de equipos proporcionando un nivel básico de seguridad de 
acceso a la red. 
La definición de valores DSCP y ancho de banda asignados a cada tipo de tráfico se 
encuentran descritos en la Tabla 36: 
Tabla 39. Valores DSCP de QoS 
Aplicación Prioridad Valor DSCP Ancho de banda 
VoIP Crítica EF 20% 
Video Crítica AF41 20% 
Bases de datos Alta AF21 20% 
WEB Media AF11 10% 
Aplicativos internos Baja default 5% 
 
3.13.1 Modelo de Configuración 
El proceso de configuración es el siguiente: 
 Creación de las listas de acceso: 
ip access-list extended QOS 
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permitip any anydscp af41 
permitip any anydscpef 
permitip any anydscp af21 
permitip any anydscp af11 
permitip any anydscp cs3 
 
 Determinación de lasclases 
class-map match-all BULK-DATA 
match  dscp af11 
class-map match-all MULTIMEDIA-CONFERENCING 
match  dscp af41 
class-map match-all SIGNALING 
match  dscp cs3 
class-map match-all VVLAN-VOIP 
match  dscpef 
class-map match-all TRANSACTIONAL-DATA 
match  dscp af21 
 
 Asignación de políticas 
policy-map 1P7Q1T 
class VVLAN-VOIP 
police rate percent 20 
priority 
class SIGNALING 
bandwidth percent 5 
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class MULTIMEDIA-CONFERENCING 
bandwidth percent 20 
class BULK-DATA 
bandwidth percent 20 
class TRANSACTIONAL-DATA 
bandwidth percent 10 
 
 Configuración de las interfaces: 
interface FastEthernet4 
noip address 
duplex auto 
speed auto 
 ! 
service-policy output 1P7Q1T 
! 
interface FastEthernet4.979 
description WAN_HACIA_UIO 
encapsulation dot1Q 979 
ip address 10.70.0.138 255.255.255.252 
ip access-group QOS in 
! 
3.14 Presupuesto Referencial 
Para determinar el costo referencial del sistema portador de Telecomunicaciones, se 
ha tomado en cuenta la capacidad que se requiere en cada sucursal y el costo del enlace 
redundante a nivel de última milla. 
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Tabla 40. Pago único del servicio portador de datos 
Servicio 
Unidad De 
Medida 
Tarifa 
Usd 
Cantidad 
Total 
Mensual 
Instalación servicio interurbano 
portador de datos 
1 Mbps 350,00 14 4.900,00 
    
 
TOTAL 4.900,00 
 
Tabla 41. Pago mensual del servicio portador de datos 
Servicio 
Unidad De 
Medida 
Tarifa Usd Cantidad 
Total 
Mensual 
Servicio interurbano portador de datos 1 Mbps 150,00 14 2.100,00 
    
 
TOTAL 2.100,00 
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CONCLUSIONES 
 Las telecomunicaciones forman parte integral en el desarrollo económico y social de 
una empresa, volviéndola competitiva en el mercado global y permitiendo que los 
recursos tecnológicos efectivicen su gestión administrativa; de esta manera se 
obtienen mejores tiempos de entrega, producción o servicio. 
 Se analiza el estado actual de 15 localidades de Invetrónica Cía. Ltda. evidenciando 
que con el continuo crecimiento del mercado, las soluciones de comunicación deben ir 
evolucionando y permitiendo que la gestión de las redes sean flexibles y escalables. 
 Los parámetros a considerarse para brindar servicios portadores de datos con alta 
disponibilidad se sustentan en canales redundantes que permiten manejar protocolos 
de enrutamiento dinámico con el fin de  responder a activación del servicio de manera 
automática. 
 La red WAN IP-MPLS diseñada para Invetrónica Cia. Ltda.brinda un porcentaje de 
disponibilidad del 99.9%utilizando la infraestructura de red de la Corporación 
Nacional de Telecomunicaciones mediante el uso de servicios redundantes a través de 
toda la infraestructura. 
 El tráfico IP que cursa por la red diseñada, permite optimizar el tráfico que el cliente 
envíe por el canal de datos mediante el uso de técnicas de calidad de servicio. 
 Los servicios portadores de telecomunicaciones han sido una gran herramienta para 
empresas, sean públicas o privadas, que requieren compartir información entre puntos 
geográficamente distantes, sin necesidad de adquirir infraestructura propia; con este 
modelo de operación se disminuye considerablemente el costo de operacióny las 
organizaciones enfocan sus inversiones en sectores estratégicos para el negocio que 
desempeñan. 
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 Las corporaciones que proveen servicios portadores están en la obligación de brindar 
a los usuarios, una transmisión de alta calidad y gran capacidad; con el fin de 
transportar la información de cada cliente de manera privada y segura; para los 
usuarios es totalmente transparente el tipo de infraestructura tecnológica que se utilice 
siempre que cumpla las características del servicio que la empresa requiera.  
 Para asegurar una alta disponibilidad de los servicios portadores de datos las redes de 
comunicaciones deben soportar tolerancia a fallos, para esto es necesarioimplementar 
diseños redundantes a nivel de toda la infraestructura que permitan manejar la 
información de forma segura y sencilla. 
 La CorporaciónNacional de Telecomunicaciones permite proveer servicios portadores 
de datos utilizando tecnología de última generación IP MPLS, NG SDH y DWDM, 
ofreciendo a los clientes alta capacidad, calidad y eficiencia dentro de su empresa y 
configurando los requerimientos de acuerdo a sus necesidades. 
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RECOMENDACIONES 
 Al ser el modo de operación independiente para cada empresa, se recomienda realizar 
un diseño personalizado acorde al tipo de tráfico que el cliente considere crítico para 
el desarrollo y operación administrativa; tomando en cuenta todo el comportamiento 
de la información especialmente en las horas pico de uso de la red. 
 Al realizar diseños que contemplen canales redundantes, es necesario considerar que 
todo el trayecto de la última milla (nodo de distribución de la red IP MPLS, tipo de 
transmisión y ruta sean diferentes a las características del canal principal, ya que de 
esta manera se aseguran la disponibilidad del servicio portador. 
 Una vez implementado el diseño redundante en una red, se recomienda realizar 
mínimo dos ventanas de mantenimiento al año con el fin de verificar el correcto 
funcionamiento de la conmutación automáticaentre los canales principal y redundante 
ya que la red de distribución está expuesta a actividades de O&M que pueden alterar 
la configuración inicial. 
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ANEXO 1 
Especificaciones técnicas de los equipos terminales CPE 
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