Square metrics is an important class of Finsler metrics. Recently, we introduced a special class of nonregular Finsler metrics called singular square metrics. The main purpose of this paper is to provide a necessary and sufficient condition for singular square metrics to be of constant Ricci or flag curvature when dimension n ≥ 3.
Introduction
Square metrics F = (α+β) 2 α are a special class of (α, β)-metrics ((α, β)-metrics are the Finsler metrics expressed as F = αφ β α , where φ is a smooth function, α is a Riemannian metric and β is a 1-form). The first square metric in history is the famous Berwald's metric [3] F = ( (1 − |x| 2 )|y| 2 + x, y 2 + x, y )
2
(1 − |x| 2 ) 2 (1 − |x| 2 )|y| 2 + x, y 2 , which is defined on the unit ball B n (1) with all the straight line segments as its geodesics and is of constant flag curvature K = 0.
In Finsler geometry, square metrics is the rate kind of metrical category to be of excellent geometrical properties. In 2007, Li-Shen prove that, except for the trivial case, any locally projectively flat (α, β)-metric with constant flag curvature is either a Randers metric or a square metric [5] . In 2012, Cheng-Tian and SevimShen-Zhao prove independently that, except for the trivial case, any Douglas-Einstein (α, β)-metric is either a Randers metric or a square metric [4, 6] .
In 2014, Z.Shen and the author classified the Einstein square metric up to the classification of Einstein Riemannian metrics by using some particular β-deformations tailored for square metrics [7] . Our result is similar to the famous classification for Randers metrics with constant flag or Ricci curvature based on Zermelo's navigation problem [2, 1] .
All the results mentioned above merely apply to regular square metrics. It is known that a square metric F = Recently, we studied the flag curvature of general (α, β)-metrics F = αφ b 2 , β α , which includes (α, β)-merics naturally [11] . In such bigger metrical category, we found many new metrics which are locally projectively flat and of constant flag curvature beyond Randers metrics and (regular) square metrics [10] . Among these new class of metrics, one is given by
which can be also rewrote as F = with b ≡ 1 can be expressed as the form (1.1). See [12] for details.
We will call the non-regular Finsler metrics (1.1) as singular square metrics. Although they are equivalent to square metrics F = (α+β) 2 α with b ≡ 1, we believe that the expression (1.1) is better. The main reason is that b is not necessary a constant. This is important if one would like to discuss such metrics with β-deformations [9] . As an example, in [12] we characterized Douglas singular square metrics and provided an incomplete classification by using β-deformations.
The main results of this paper are the following characterizations for singular square metrics with constant Ricci or flag curvature. Theorem 1.1. Let F = (bα+β) 2 α be a singular square metric on a n-dimensional manifold with n ≥ 3. Then F is an Einstein metric if and only if it is Ricci-flat, α and β satisfy
3)
where c = c(x) and d = d(x) are scalar functions.
Remark If α and β satisfy (1.2)-(1.4), thenα = b 2 α andβ = bβ satisfy
. In this case, the metric is given by F = (α+β) 2 α withb ≡ 1. It matches with Theorem 2.1 in [7] . But we can not obtain a conclusion similar to Theorem 1.1 (see also Lemma 2.3) in [7] sinceb ≡ 1.
be a singular square metric on a n-dimensional manifold with n ≥ 3. Then F has constant flag curvature K if and only if K = 0, α and β satisfy
As an application, we can obtain a classification for a simple case.
Assume β is conformal with respect to α, then by (1.3) we have d = 0 and s 0 = 0, and by (1.4), β is closed. Moreover, (3.34) indicates b 2 c 0 = c 2 β, which is equivalent to (ln c 2 ) k = (ln b 2 ) k . Hence, there exist a non-positive constant µ such that c 2 = −µb 2 . Plugging c into (1.2) yields Ric 00 = (n − 1)µα 2 , and plugging c into (
As a result, we have the following classification.
be a singular square metric on a n-dimensional manifold with n ≥ 3. If β is conformal with respect to α, then F has constant Ricci (resp. flag) curvature if and only if α has constant Ricci (resp. sectional) curvature µ and β is closed with the conformal factor c(x) satisfying c 2 = −µb 2 .
As a non-trivial example, taking
.
with the constant number λ and constant vector a satisfying λ 2 + µ|a| 2 = 0 additionally, then α is of negative curvature µ and β is closed and conformal with the conformal factor c(x) satisfying c 2 = −µb 2 . Hence, singular square metric (1.1) is of vanishing flag curvature when n ≥ 3. This example was first provided in [10] .
Preliminaries
The Riemann tensor
is determined by Berwald's formula as bellow,
where
The Ricci tensor of F due to Akbar-Zadeh is given by
Using the Maple program, we can calculate the Riemann tensor and Ricci tensor of singular square metrics. The whole process is elementary and mechanical, so we provide the final results in appendix directly.
Moreover, we need some abbreviations. Let α = a ij y i y j be a Riemannian metric, β = b i y i be a 1-form. Denote
be the symmetrization and antisymmetrization of the covariant derivative b i|j respectively, then
Roughly speaking, indices are raised or lowered by a ij or a ij , vanished by contracted with b i (or b i ) and changed to be ' 0 ' by contracted with y i (or y i := a ij y j ). At the same time, we need other three tensors
and the related tensors determined by the above rules. Notice that both p ij and t ij are symmetric, but q ij is neither symmetric nor antisymmetric in general. So b j q ji and b j q ij , denoted by q i and q Finally, the following priori formulae for β are required. These formulae show the inner relationship between the covariant derivative of s ij (r ij ) and the Riemann tensor. They hold for any Riemann metric α and any 1-form β without any restriction. The key formula (2.3) play a crucial role in the study of Randers metrics [1] .
as a corollary,
where R kmij is the fourth-order Riemann tensor determined by R kmij = 
5)
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8)
9)
10)
11)
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3 Constant Ricci curvature: necessary and sufficient conditions
Assume singular square metric (1.1) is an Einstein metric with Ricci scalar K(x), namely
Combining with (5.2) in appendix, the above equality is equivalent to
where Rat and Irrat are polynomials on y, given by
+ R 4 r 00|0 + R 5 r 00 r 0 + R 6 r 00 s 0 + R 7 r 00 r i i + R 8 r 00 r + R 9 q 00 + R 10 t 00
2)
Irrat = I 1 Ric 00 + I 2 K + I 3 r 2 00 + I 4 r 00|0 + I 5 r 00 r 0 + I 6 r 00 s 0 + I 7 r 00 r i i + I 8 r 00 r + I 9 q 00 + I 10 t 00 +I 11 r where 
Proof. One can verify that
(3.6) indicates that the polynomial (b 4 r 00 − 2b 2 βr 0 + β 2 r) 2 · Poly 2 (y) must be divided exactly by the factor
so Poly 2 (y) can't be divided exactly by b 2 α 2 − β 2 . Hence, (b 4 r 00 − 2b 2 βr 0 + β 2 r) 2 must be divided exactly by
When dimension n ≥ 3, as a positive semi-definite quadratic form b 2 α 2 − β 2 , the rank of its corresponding matrix (b
When n = 2, there is a linear function γ = 0 such that b 2 α 2 − β 2 = γ 2 . As a result, b 4 r 00 − 2b 2 βr 0 + β 2 r must be divided exactly by γ. Hence, there is a linear function δ such that b 4 r 00 − 2b 2 βr 0 + β 2 r = γδ, i.e.,
By the fact (b 2 a ij − b i b j )b i = 0 we know that γ must be orthogonal to β, namely γ i b i = 0. Contracting (3.7) with b i , we can see that δ is orthogonal to β too. Hence, γ must parallel to δ due to the restriction of dimension. So
Summarizing the above arguments, the equality (3.6) indicates that there is a function c(x), such that
Further, the above equality indicates that there are a function d(x) and a 1-form θ, such that
Moreover, if θ is not orthogonal to β, one can replace θ as
in this case, (3.8) reads
and meanwhileθ i b i = 0. That is to say, we can always assume that the 1-form θ in (3.8) is orthogonal to β.
Lemma 3.3.
Proof. By (3.5), we have
Plugging (3.5) and (3.9) into (3.3) yields
Since β 9 can't be divided by α 2 exactly, we know K = 0.
Lemma 3.3 shows that any Einstein singular square metric must be Ricci flat. This conclusion coincides with that of regular square metrics.
Proof. Plugging K = 0 into (3.10) and combining with (3.11) yields
Due to (3.13), we know that (b 2 θ + 3s 0 ) 2 must be divided by b 2 α 2 − β 2 exactly since β 5 can't be. However, (b 2 θ + 3s 0 ) 2 is reducible but b 2 α 2 − β 2 is irreducible when n ≥ 3, which have been pointed out in the proof of Lemma 3.2. Hence, such divisibility relationship doesn't exist unless b 2 θ + 3s 0 = 0.
Lemma 3.5. When n ≥ 3, the functions c(x) and d(x) must satisfy condition
Proof. By (3.12) we have
On the other hand, by the priori formula (2.2) and r 0|b in (3.9), we have
Plugging (3.12), (3.16) and (3.17) into (3.13), and combining with (3.14), yields
where 
As a result, we have 
Meanwhile, plugging all the related formulae into (3.2), Rat reads
By (3.22) and (3.23) we have
In particular,
Proof. By (3.15) we have
hence,
Plugging (3.28) and (3.29) into (3.24), and combining with (3.25), we have
So we have 
which is equivalent to
Regard b 2 s i0 + βs i − s 0 b i as a vector, then the above equality means that the norm of such vector is zero. Hence, (3.26) holds.
As a summary, we have the following conclusion.
Proposition 3.7. When n ≥ 3, the 1-form of an Einstein singular square metric (1.1) must satisfy
where c(x) and d(x) must satisfy three additional conditions
Proof. Contracting (3.26) with s i yields
Plugging (3.33) and (3.37) into (3.32), we can obtain (3.36).
Now we can proof the main result of this paper.
Proof of Theorem 1.1. Necessity: Combining (3.30), (3.31) and (3.36) one can see that Rat is a scaling of Irrat. hence, we just need to consider Irrat from now on.
Plugging (3.28), (3.29), (3.33), (3.37) and (3.36) into (3.22), Irrat reads
Hence, Ric 00 can be solved as below,
then we have
One can verify that the priori formulae (2.12) and (2.13) holds automatically.
Sufficiency: According to the whole discussions before, the conditions (1.2)-(1.4) and (3.34)-(3.36) are sufficient to make a singular square metric (1.1) to be a Ricci-flat Einstein metric. However, (3.34)-(3.36) can be rebuilt by (1.2)-(1.4) combining with the priori formulae.
First, by (1.2) we have
and by (1.3)-(1.4) we have
Now, it is easy to verify that the priori formulae (2.2), (2.12) and (2.13) read
So, when n ≥ 3, the priori formulae ask X = Y = Z = 0. Obviously, X = 0 and Z = 0 are equivalent to (3.35) and ( (1.3) is equivalent to (1.6), by which we can obtain some basic facts:
and the other related quantities
(3.34) yields
As a result, we can obtain c i , c k , and
(1.4) is equivalent to (1.7), by which we can solve s i k s k0 . Meanwhile, by (3.27) we obtain
and the other related quantities t i 0 , t k0 and t i .
Differentiating b
by which we can obtain
1)
Moreover, (2.1) is equivalent to
and s 0| i .
Plugging all the relationship above into (5.1) yields
So by the equation
Notice that the Riemann tensor R ik is symmetric about two lower index, so by the above equality combining with (4.2) leads to (1.5). Now, it can be verified that the priori formulae (2.4)-(2.11) hold automatically.
Sufficiency: According to the whole discussions before, the conditions (1. 
