The study of the effect of priced information on basic algorithmic problems was initiated by the paper of Charikar et al. [5]. 
Introduction
The (unit-cost) comparison tree model has long been the basis of evaluating the performance of algorithms for fundamental problems like sorting and searching. In this model, the assumption is that elements of some total order are not given to us directly, but only through a black-box, which performs comparisons between the elements and outputs the result of the comparison. This model has proved both very robust and interesting, and tight bounds are known on the performance of many basic problems like sorting, searching, and selection.
Bell Laboratories, 600 Mountain Avenue, Murray Hill NJ 07974. Email: anupamg@bell-labs.com. Some of this research was done when this author was at Cornell University, and was supported by NSF grants CCR-9700029 and DMS-9805602, and ONR grant N00014-98-1-0589. While the comparison tree model has served us well, the recent interest in the concept of priced information [10, 11] encourages us to look more closely at this model. Since many of the objects being compared are not directly available to us, the black-box comparison scheme seems very pertinent; however, the concept of having a uniform cost for all comparisons seems rather conservative.
The study of the effect of priced information on basic algorithmic problems was initiated by the paper of Charikar et al. [5] . They gave several results on the problem of evaluating AND-OR trees with the inputs having costs, and for searching a sorted list, with a price associated with each comparison. They also gave some preliminary results for finding the maximum of a total order under this priced comparison model.
In this paper, we continue the study of sorting and selection in the priced comparison model, and answer some of the open problems suggested by [5] . Since it turns out that even finding the maximum can cost as much as (n) times the optimal proof when the costs are allowed to be arbitrary, the problem seems to be hopeless. However, there is more than one natural way to assign costs to the comparisons. The paper of Charikar et al [5] used the model where it was possible to give each comparison an arbitrary cost; however, as mentioned above (and noted independently by [5] and [7] ), the situation seems very bleak. A different possible way to assign costs is based on the idea that one can distill out an intrinsic value for each item being compared such that the cost of comparing two elements is some "wellbehaved" or "structured" function of their values. We feel that most practical applications will have some structured cost property.
In this paper, we concentrate on the latter structured cost model. One possible scenario where this may arise is the following: suppose there are a set of databases which can be ranked by a proxy in some (unknown but useful) total order. However, it costs to use the proxy, and the cost may be tangible (money), or implicit (time); the objective is to minimize the total cost of sorting these databases. A number of different cost functions may arise, depending on the operations the proxy has to perform: when comparing databases, the comparison cost of two databases be just the time to scan the two databases, which is proportional to the sum of the sizes. Alternatively, it may involve comparing each element of one database to all the elements of the other, which would imply the comparison cost to be the product of the sizes. This are just two examples; different functions may suggest themselves based on the application in question.
Our results:
In most of the following results, we compare the performance of our algorithms to the cost of the optimal solution. We denote the cost of this cheapest proof by OPT. E.g., when considering the problem of sorting, the cost of the the optimal solution is just the cost of the n ; 1 comparisons between the consecutive elements in the sorted order. Note that this is very similar the concept of the competitive ratio in online algorithms [4] , where our (online) algorithm decides on which edges to query without knowing their outcomes, whereas the optimal solution knows the outcomes of all the comparisons and can base its proof on that knowledge. In the case of sorting, we also compare to our algorithm to all online algorithms.
We study the problems of sorting and selection (which includes finding the maximum and the median) in the structured cost model. For finding the maximum, we show that we can come within a factor of 2 of OPT for the addition function. We then extend this result to give an algorithm incurring a cost of 8 OPT for any monotone function, which is the class of functions whose values do not decrease on increasing any of the arguments.
For the problem of sorting, we give an algorithm that incurs a cost of O(log n)OPT for any monotone function.
Note that this is the best possible (up to constants), since for sorting with unit costs, we know that any algorithm takes (n log n) comparisons, while OPT is O(n). We then go on to show that, for the special case of addition, this algorithm comes within a constant of any online algorithm for sorting. The case for median finding is more involved. We give algorithms that come within O(log n) of OPT for all monotone functions, but unlike the case for sorting, this is not known to be tight. In fact, we give algorithms that come within a constant of OPT for some special functions, which include addition and multiplication. We can also give some results for the case of arbitrary comparison costs. For finding the maximum, we give an algorithm that incurs a cost of (n ; 1)OPT. Furthermore, we show that any online algorithm must incur a cost of (n ; 2)OPT For sorting, we give an algorithm within a factor of (n) OPT. Finally, for the problem of merging two sorted lists, we give an algorithm that comes within O(log n) of OPT. This is also within constants of the best possible result, since it generalizes the problem of searching a sorted list, the priced version of which was studied by [5] , Related Work: The paper of Charikar et al. [5] mention the problems of sorting and selection in their paper; however, they look only at the arbitrary cost model. In a later version of their paper, they show an O(n) approximation for finding the maximum independent of our work. Also independent of our work, this result has been improved to (n ; 1)OPT and a near-matching lower bound has been given by by [7] . As far as we know, the structured cost model has not been considered prior to our work.
There have been other attempts to generalize the comparison-based model. One well-known recent example is the Nuts-and-Bolts problem studied by [2, 3, 9] . In this problem, the aim is to sort n nuts and n bolts, when comparisons can be made only between a nut and a bolt. This can be seem to be a special case of the sorting problem, where the comparison costs are 1 and 1, and the cost-1 edges form a complete bipartite graph. Recently, Winkler and Zuckerman solved the 1-1 case for complete multipartite graphs, and for graphs with suitable expansion properties [12] . Another line of research is in the papers of Adler et al. [1] and Feige et al. [6] studied the problem of finding the maximum element in the presence of probabilistic errors.
After this work was accepted, we came to know that the results of Sections 2, 3.1, and 4 have also been obtained by Kannan et al. [8] independently of our work.
Notation
Let the elements be identified with V , the vertex set of a graph G = ( V E ). The cost of comparing vertices u and v is denoted by c(u v) = c(e), where e represents the edge fu vg. Furthermore, let K(u) be the value or key of a vertex u, and u is greater than
For ease of exposition, we will assume that all the values are distinct and we have a unique total order.
Clearly this can also be modeled as follows: each element u is assigned a weight w u , and there is a (symmetric) function f such that c(u v) = f(w u w v ). In much of the following sections, we shall explore the structured cost model, where the function f is "well-behaved". For instance, we shall look at cases where f is the addition or the multiplication function, or when f is a monotonically increasing function.
Finding the Maximum
In this section, we look at algorithms to find the maximal element of the order. (I.e., an element x such that K(x) > K(y) for all y 2 V .) We compare the cost incurred by our algorithms to the cost of the optimal proof of optimality of such an x, which we denote by OPT. Note that this is just the cost of the min-cost branching rooted at x. We show that for any monotone function f, we can find the maximum with cost at most a constant factor of OPT. As the name suggests, a monotone function f has the property that its value never decreases on increasing either of its arguments.
Throughout this section, we shall assume that the vertices are numbered 1 2 : : : n , and that w i w j for 1 i < j n. To begin, let us look at the case when f is the addition function; i.e., c(x y) = w x + w y . In this case, we can get within a factor 2 of optimal by the following algorithm: 
Proof:
The correctness of the algorithm is obvious. To bound the cost, note that the i-th comparison is between m and i+ 1 , where m is no greater than i. Hence the cost of the i-th comparison is at most w i +w i+1 , using the fact that the weights are in non-decreasing order. Now summing over all n;1 comparisons gives a bound of w 1 +2 P 1<i<n w i +w n .
However, OPT must examine each element at least once, and hence must incur a cost of at least P w i . This is at least half the algorithm's cost, which proves the result.
But applying this strategy to more general functions can yield poor results. Indeed, suppose f is multiplication, and consider a list of 3 elements such that K(1) < K(2) K (2) > K (3) and K(1) > K (3) . Furthermore, let w 1 = 1 , while w 2 = w 3 = C 1. If the algorithm orders them as h1 2 3i, it will pay C + C 2 , while the optimum need pay only 2C.
However, it is possible to modify the above algorithm to handle monotone functions. The essential idea of the modification is to not compare a new element j with the current candidate for the maximum immediately (since this comparison could have a very high cost), but instead to maintain a budget and compare j to the maximum element x already examined for which c(x j) is no more than the budget. By doubling the budget at every step, the algorithm ensures that its cost does not overshoot the optimal cost by more than a constant factor. We shall formally state the algorithm in the following paragraphs.
Let us assume that the values of f are powers of 2. If they are not so, we can work instead with the functionf(x y) = 2 dlog f(x y)e , which is also monotone, and the cost incurred by this new algorithm is at most twice the original cost.
As noted above, any proof showing that an element m is maximal is a branching rooted at m such that if i is the parent of j then K(i) > K (j). The cost of this proof is the sum of the costs of edges in this tree. We shall, in the course of the algorithm, also build up such a witness tree.
An element j is considered a local winner at i if it is the maximum element among the elements f1 2 : : : i g. We maintain the invariant that at the moment the algorithm examines element j, it has already built up the list L of the local winners at all positions i < j and furthermore, it knows their sorted order. (Hence it knows the maximum element among the first j;1 elements.) Also, for each element i < j that is not the local winner at j, it knows a p(i) 2 L which defeats i; this is the parent relation defining the witness tree for the algorithm. 
Output the last element of L.
It is not difficult to see that the last element of L is the actual maximum. The following lemma shows that the cost of this algorithm is bounded.
Theorem 2.2 The cost of comparisons performed by

Monotone-Max is at most 4 times OPT when the costs are powers of 2, and hence at most 8OPT in general.
Proof of Theorem 2.2: Let T and T denote the witness trees produced by our algorithm and by the optimum strategy respectively. Consider a node i which is not the maximum, and let j and j be the parents of i in T and T respectively. We will show that the cost of processing i will be at most 2c(i j ). Let us look at two cases: j < i : In this case, j has already been processed when i is considered. Note that either j is a local winner (and hence in L) or it is a child of a local winner -let x denote the local winner in either case. Hence,
, and x 0 be the node with the largest value in L at this point with c(x 0 i ) = 2 r ; clearly k(x 0 ) k(x). Since the algorithm works by doubling the value of l at each step, the cost of processing i is at most 2+ +2 r 2 r+1 = 2c(x i). If x = j then we are done. If not, then j is not a local winner. But then we claim that x was considered before j ; if not, the only other way that j can be a child of x is when j is a local winner. Thus w x w j , which implies that c(i x) c(i j ), and the cost is thus at most 2c(i j ). j > i : Consider the tree T after i gets processed. Suppose i is not the root, and is defeated by j. This implies that j < j , and hence w j w j and c(i j) c(i j ). Arguing as above, we can show that the cost of inserting i is at most 2c(i j). On the other hand, suppose that i is the root of T at this time. If i 0 is the (unique) child of i at this point; we can now show that the cost of processing i is at most 2f(i i 0 ) 2f(i j ). Now the cost of the algorithm is just the cost of processing all its elements. But we have shown that this cost is at most 4 times the cost of T , and the theorem follows.
It remains an interesting open problem to show broader class of natural functions for which good performance guarantees can be obtained.
Sorting
The optimal proof in the case of sorting is a path giving the total order, and hence if the order is h (1) : : : (n)i,
Note that, in contrast to the previous section, we cannot hope to be within a constant factor of OPT when sorting.
Indeed, if w u = 1=2 for all u, then we are in the realm of traditional sorting, and sorting requires (n log n) steps; however, OPT is just (n ; 1), and thus we cannot hope for a smaller gap than log n.
Our first result of this section is a very simple algorithm which is within O(log n) of OPT for all monotone functions. Our second result is that for the special case of addition, this algorithm actually incurs a cost which is within a constant of that incurred by any online algorithm. This generalizes previous results showing that any sorting algorithm requires (n log n) comparisons.
An algorithm for sorting
For the algorithm, we use the procedure of Charikar et al. [5] , which performs binary search with comparison costs. This procedure locates an element in a sorted list, incurring a cost at most 2 log n times the optimal proof. If an element x is not present in the list, this cost is merely the cost of comparing x to its neighboring elements in the list. (For a simpler version of this procedure which is less careful with constants, see Section 5.3.)
We start with an empty list L, and consider the elements in increasing order of their weights. As before, let us assume the elements are 1 2 : : : n in this order. When processing element j, we use the binary search procedure to locate it in the current list L, and add it in that position. The cost of inserting j is at most (c(j j < ) + c(j j > ))2 log j, where j < and j > are the neighboring elements of j when it is inserted. Note that in the entire sorted list, if j < and j > are the neighbors of j, then it must be the case that j < j < and j > j > , and thus by monotonicity, the cost of inserting j is at most (c(j j < ) + c(j j > ))2 log j. But OPT, the cost of the optimal proof, is just P j c(j j < ), and hence the algorithm incurs a cost which is at most O(log n) times
OPT.
For the special case of addition, it is easy to see that the above expression for the cost is at most 8 P j w j log j. Let us assume that the weights are powers of 2, and let t i (respectively, t (i) ) be the elements of weight exactly (respectively, at most) 2 i , then the cost is at most 8 P i 2 i t i log t (i) .
In the next section, we will show that this cost is within a constant of the cost incurred by any online algorithm, thus showing that it is close to the best possible.
Lower bounds for sorting
In this section, we shall show that for the sum function (i.e., when c(i j) = w i +w j ), the algorithm in the previous section incurs a cost which is within a constant of any online algorithm. For this, we need to exhibit a lower bound on the cost incurred by any online algorithm. It is easy to see that max k 2 k t k log t k is a lower bound on the cost of sorting, where t k is the number of elements with weight 2 k . However, this can be very far off the mark; e.g., in the case where there is one element with weight C 1 and all the others have weight 1, the best algorithm must incur about C log n in cost, but this bound merely gives us a C.
Let us assume that the weights are powers of some number C 2, and L i be the set of elements with weight C i , with t i = jL i j. Let L (i) be j i L i , and t (i) = jL (i) j. Consider any (deterministic) algorithm, and let us look at the comparison tree T implicit in this algorithm. Each vertex v in this tree corresponds to some partial order P(v), and also to some comparison (i j) between two vertices in that partial order. For a permutation on L (i) , define the tree T to be the subtree obtained by dropping all the vertices v 2 T at which the partial order P(v)j L (i) is not consistent with .
Lemma 3.1
There exists a permutation on L (0) such that the length of each root-leaf path in T is at least t 0 log t 0 . Proof: If not, then each tree T has a path of length less than t 0 log t 0 , and pasting these paths together will give us a decision tree with depth less than t 0 log t 0 which sorts all the t 0 elements in T (0) , which gives the contradiction.
Let be as in Lemma 3.1. We claim that we can prune the tree T so that each branch corresponds to a non (L (0) L (0) ) comparison, and can (w.l.o.g.) assume that each branch costs at least C + 1 . Indeed, if there is a branch in T that compares two elements in L (0) , then either only one of the two outcomes can be consistent with and the other branch will not belong to T . An exception is when the result of the comparison is already decided, but then we can just delete one of the children of that branch without affecting the results.
Now each branching point in T must have cost at least C + 1 , where as the other vertices cost at least 2. Now suppose we subtract 2 from each node of T , then each root-path goes down by at least 2t 0 log t 0 (by Lemma 3.1). However, there are at least t (1) !=t (0) ! leaves in the tree, since we have to fix the positions of the elements in L (1) , but only conditioned on the order of the elements in L (0) . Thus there must be at least log(t (1) !=t (0) !) branches, each of which (remaining) cost at least C ; 1. Thus there must be a path in T that costs at least 2t 0 log t (0) + ( C ; 1)t 1 log t (1) .
But we can extend this proof simply to more levels. Let us assume that the permutation on L (1) be 1 , and focus on T 1 . Again, there must be t (2) !=t (1) ! leaves, and hence log(t (2) !=t (1) !) leaves, each of which have a remaining cost of (C 2 + 1 ) ; (C + 1 ) , since we have subtracted a total of 2 + ( C ;1) from each vertex. Proceeding on the same lines, the lower bound for weights is: 2t 0 log t (0) + P k i=1 (C i;1 ; C i;2 )t i log t (i) : (3.1) Now setting C = 2 , we get a lower bound of the same order as the cost calculation of the algorithm in the previous Section 3.1, showing that it is optimal up to constants for the case of addition.
Median
We now consider finding the median of a list. For monotone cost functions, we obtain an algorithm that comes within O(log n) of OPT. However, this gap is not known to be tight, and we go on to study more specific functions. We obtain constant factor approximations for some special cost functions, which include addition and multiplication.
The traditional median finding algorithm which recursively partitions the list by choosing elements from the list at random does not work with costs. Indeed, suppose the median is a low weight element, but the elements near it have very high weight. It is unlikely that a random element will weed out the high weight elements close to the median, and hence will incur a high cost. On the other hand, if we just pick a low weight element at random, it is not clear if we can partition the whole list evenly.
Before we go on to algorithms for addition and multiplication, let us note that the algorithm of Section 3.1 can be easily modified to prove the following theorem. 
The Addition function
In this section, let f be the addition function. Again, we assume that each w i is a power of 2, and this only introduces a factor of 2 loss in the objective function. Let there be t k elements L k of weight 2 k , k = 0 : : : r . A trivial lower bound on OPT is P i2V w i = P r k=0 2 k t k Given a list L, and two indices i j, i < j, let L(i j) denote the list of elements in L which lie between the i th smallest and the j th smallest elements of L (including these two elements). We will give an algorithm that, given L i j, finds the set of elements L(i j). For ease of exposition, we shall often allow i to be less than 0, and j to be greater than jLj i 0, and we actually mean maxfi jg and minfj jLjg respectively. We now observe the following simple fact. During the execution of our algorithm, L 0 will be the low weight vertices and L 00 will be the high weight vertices. Using the above lemma, we will reduce the length of L 0 close to the length of L 00 , which will allow us to charge our comparisons to the weight of L 00 . The algorithm is given more formally below.
Let A be an algorithm which, given a list of n elements, finds their median using at most n comparisons, where is a constant. Let L i be the list of all elements of weight Proof: To prove the correctness of the algorithm, we need to explain how we can find the elements L (k;1) (i j) by only looking at L c . Clearly, this is true when k = 1 . Now, Claim 4.2 implies that we can find the elements L (k) (i j) by just looking at L k and the elements in L (k;1) (i;t k j + t k ).
Let us compute the cost incurred by this algorithm.
When the k th iteration finishes, the size of L c is t k + 2(t k + + t r ). Hence the next iteration does at most 2 (t k + 2 ( t k + + t r )) comparisons, each costing at most 2w k . Thus, the cost incurred in this stage is at most 12 (t k + + t r )2 k . Thus, the cost of this algorithm is at 
Selection with Multiplication
In this section, we give a constant factor approximation when the function f is multiplication. This method in fact generalizes to many other functions f which include constant degree polynomials.
Let L be the list of elements in V , whose weights are powers of C, which is a large enough constant we specify later. L is partitioned into lists L 0 : : : L k , with list L i containing elements of weight C i . Let t i = jL i j.
The basic idea is the following: suppose a weight 1 element is the median of L. Then, our algorithm should be able to find it by doing comparisons of elements with weight 1 elements only -other comparisons may turn out to be too costly because the function f is multiplication. But we don't know beforehand if the median is a weight 1 element. So, we first find the two weight 1 elements closest to the median on either side. We can then recurse on the sublist between these two weight 1 elements. Cost scaling ensures that the comparison cost involving elements which occur in several of these recursive steps scales geometrically. So, it is enough to find the weight 1 elements closest to the median.
To carry out our induction argument, we need a more general procedure. We say that a weight 1 element in a list L 0 is at position p if it is the maximum weight 1 element in L 0 which has at least p elements greater than or equal to it. For simplicity of notation, if all weight 1 elements have less than p elements above it, define p to be the position of the smallest weight 1 element in L 0 . Further, if p < 1, then we assume p = 1. Given a list L 0 and two positive integers n 1 n 2 with n 1 n 2 , we define the partition n 1 n 2 ] as a partition of the list L 0 into three sets as follows -let x and y be the weight 1 elements at positions n 1 and n 2 in L 0 respectively. Then, L 0 should be partitioned into the elements less than x, elements between x and y (including x and y) and those greater than y. By a slight abuse of notation, we refer to the list n 1 n 2 ] as the list of elements between x and y. Note that the list n 1 n 2 ] can contain more than n 1 ; n 2 + 1 elements, but it contains at most n 1 ; n 2 + 1 weight 1 elements. Define the subsequent interval of n 1 n 2 ], sub n 1 n 2 ] as follows : if the list n 1 n 2 ] is singleton, then sub n 1 n 2 ] is the empty set. Otherwise, let x and y be the elements at position n 1 and n 2 respectively. Let x 0 be the weight 1 element succeeding x in the (ascending) sorted order. Define sub n 1 n 2 ] as the set of elements between x 0 and y. The reason why we need the list sub n 1 n 2 ] is that the size of this list is always at most n 1 ; n 2 .
We prove by induction on k the following : given any list L, and two numbers n 1 n 2 , n 1 n 2 , we can find the partition n 1 n 2 ] and its subsequent interval by paying at most (t 0 + + C k t k ) + C k+1 (n 1 ; n 2 + 1 ) , where is a constant. Suppose this fact is true for k and we are given a list L where the highest weight of an element is C k+1 .
Let us give some intuition for our proof. Using techniques similar to Lemma 4.2, we first reduce the size of list L (k) to make it comparable to t k+1 -this implies that we must also reduce the quantity n 1 ; n 2 . This is the goal of lemma 4.6. So, suppose we are in this case. Unlike addition, we are not done. We still cannot compare elements in L k+1
with each other. The second idea is to choose an element from from L k+1 which partitions it almost evenly (using randomization) -this allows us to partition the whole list into two almost even pieces and then we can recurse on the appropriate part.
In our algorithm, we shall reduce the list L by removing certain elements at various stages. But we shall always maintain the following invariant -if a weight 1 element x has not been deleted from L, then we know which deleted elements are greater than (and so, which are less than) x.
This shall help us in the following way -suppose we find the required partition in a sublist L 0 of L, i.e., the partition n 1 n 2 ] of L restricted to L 0 , and suppose the two weight 1 elements at position n 1 and n 2 in L are also in L 0 . Then we can actually recover the desired partition from this. . Let m be the number of elements in the third list of this partition.
Let I be the list n 1 n 2 ; t 0 k+1 ]. It is easy to see that all elements in L 0 (k) which are also in the list n 1 n 2 ] in L 0 lie in I. So, we can throw away all other elements of L 0 (k) . If the subsequent interval is empty, we are done. Let x be the element at position n 1 in L 0 (k) and x 0 be the weight 1 element succeeding it in this list. By induction, we know both x, x 0 and the set of elements in L 0 (k) lying strictly between these two elements, call it S. Let m 0 = jSj. Define L 00 = L 0 k+1 (I ; S). Note that I ; S has at most n 1 ; n 2 + t 0 k+1 + 1 elements. , while the partitioning of L 0 k+1 costs at most 2t 0 k+1 C k+1 .
We apply Partition(L (1) ) to get lists L (1) 0 and L (1) 00 . Suppose the desired interval lies entirely in one of these two lists, call itL (2) . Let the interval in this list be ñ
We now apply the cutting lemma toL (2) and ñ (1) L (r) 00 (2) , call itL (r+1) 00 . Define De-
L (r+1) 00 . So, our problem basically reduces to finding an interval ñ
We apply the cutting lemma toL
]. Define L C k (n 1 ; n 2 + 1 ) + C k t k+1 . So, Partition(L (1) ) costs at most 5C k+1 t k+1 + ( 2 C k + C k+1 )(n 1 ; n 2 + 1 ) .
The following claim is easy to show We have yet to show how to find the subsequent interval. Let x and y be the weight 1 elements at position n 1 and n 2 in the list L respectively. Note that we first apply the outer cutting lemma to the input list L. Let L 00 denote the list output by the outer cutting lemma. We have shown that x and y must lie in L 00 . Moreover, L 00 contains all elements between x and y. We find the weight 1 element z succeeding x in L 00 -this costs at most t 00 0 . Now, we compare all elements in L 00 with z -this costs at most C t 00 1 +: : : +C k+1 t 00 k+1 . Thus, the total cost is at most (t 00 0 + + t 00 k )C k + C k+1 t k+1
(n 1 ; n 2 + 1 ) C k + ( C k + C k+1 )t k+1 .
Using claim 4.8, we can now show that the total comparision cost is at most t (k) + ( 4 C k+1 + ( + 5 ) C k )(n 1 ;
Proceedings of the 42nd IEEE Symposium on Foundations of Computer Science (FOCS'01) 0-7695-1390-5/02 $17.00 © 2002 1 IEEE n 2 + 1) + (24C k+1 + 9 ( + 3 ) C k )t k+1 . Choose = 2 5 , C = 9( + 3 ) . Then, we see that this cost is at most t (k+1) +C k+2 (n 1 ;n 2 + 1 ) . In the special case, n 1 = n 2 , we see that there is a constant 0 ( 0 < +C) such that we can find the partition n 1 n 1 ] by at most 0 t (k+1) compari- c(x) be the weight of x. It is easy to see that optimum cost of any proof that shows that x is the median is at least Thus, we can find the median x by incurring at most 2 0 P k i=0 C i t (i) k comparison cost, which is within a constant factor of the optimum cost.
Handling Arbitrary Costs
In this section, we shall consider the case when there is no special structure on the costs. In this case, we can show that any online algorithm for finding the maximum must incur a cost of (n) OPT in the worst case; we also present a very natural algorithm which finds the maximum while incurring a cost of (n ; 1) OPT. We also give an algorithm for sorting incurring a cost of O(n)OPT , and for merging two sorted lists with cost at most O(log n) OPT.
Finding the maximum
Let us give a very natural and simple algorithm for finding the maximum with cost O(n)OPT. Initially, all the vertices are winners. Whenever we compare two winners, the element with a smaller value becomes a loser. The algorithm looks at the edges in order of non-decreasing costs, but it does not perform any comparisons where both the end-points are losers. It stops when only one winner remains. Let OPT be the minimum cost of comparisons required to prove the maximality of an element, which is the cost of a minimum weight branching rooted at the maximal element m. Proof: Consider the optimal branching B, in which a nonroot vertex v has parent p(v). If the algorithm looks at edge e = fu vg, where both u v are non-root vertices, we claim that the cost of e must be at most maxfc(v p(v)) c (u p(u))g:
Indeed, suppose c(u v) were more than this value. Now our algorithm must have looked at both the edges (v p(v)) and (u p(u)) before looking at e. But at this time, both u and v are losers, which contradicts the fact that we never do loser-loser comparisons. We can now charge the cost of e to the vertex that achieves the maximum in (5.2), and since each vertex u can have at most n ; 2 edges charged to it (excluding edges from vertices u and m) of cost at most c(u p(u)), this proves that all edges not incident to the root contribute (n ; 2) OPT. Further, there are at most (n ; 1) edges adjacent to the root, and the edges queried all have weight at most the heaviest edge in B. This, in turn, is at most OPT, and combining the two factors completes the proof.
However, we can give an improved performance guarantee by also keeping the transitive closure of the comparisons already performed, and never performing a comparison which is in this closure.
Theorem 5.2 This algorithm incurs a cost which is at most
(n ; 1) OPT.
Proof: Let B be the optimal branching that proves that m is the maximum. We start off by the simple observation that the algorithm queries all the edges in B. To see this, note that each edge e = (u v) 2 B is the cheapest edge that defeats v, else we can replace e by such a cheaper edge and reduce the cost of the branching. Hence v will be a winner at the time e is examined, which also means there cannot be a set of implications showing that u defeats v. Now let us modify the argument above, and separate E 0 , the edges queried into two parts; those which go between elements related in B (denoted by E 0 1 ) and those which do not (denoted by E 0 2 ). Note that the edges in E 0 2 go between two eventual losers, and hence they can be charged to edges in B in exactly the same way as above.
If an edge e = (u v) 2 E 0 1 is examined, it must be the case that there is some highest edge (u 0 v 0 ) 2 B on the directed path between u and v in B that has not been yet been examined, and hence c u 0 v 0 > c u v . We will now charge e to (u 0 v 0 ) 2 B. It now remains to show that for any edge in B, at most n ; 1 edges are charged to it.
To see this, let us look at an edge e = (p(u) u ) 2 B.
Let k be the number of descendents of u in B (including u itself). It is clear any edge in E 0 2 which is charged to e must be incident to u, and must go to an element not related to u.
There can be at most n ; 1 ; k elements. We now claim that at most k edges in E 0 1 can be charged to e, which will complete the proof of the theorem. To prove this, let us prove the fact that if edges (x y) (x 0 y ) 2 E 0 1 are queried by the algorithm and charged to e, then x = x 0 ; this will show that there is at most one edge per descendent y of u in E 0 1 that is charged to e, which will prove the claim. Indeed, let x be an ancestor of x 0 in B. Then walking from x to y in B, we shall encounter x 0 p (u) u in that order. Note that since we charged e for the (x y) comparison, it must be that we must have already examined the path from x to x 0 (and in fact, to p(u)) at the time we examine (x y). Suppose c x y > c x 0 y . Since (x 0 y ) must have been examined when we consider (x y), we can infer (x y) by transitivity and will not examine it. In the other case, when c x y < c x 0 y , both x 0 and y must be losers (due to the path from x to x 0 , and the edge (x y) respectively) when (x 0 y) is considered, and will not be examined. This completes the proof. This is almost the best result we can hope for, since there are inputs on which any online algorithm must incur a cost of (n ; 2) OPT. (We show such an example in the final version of the paper.) After this research was done, we were informed that Charikar et al. [5] , and Hartline et al. [7] have obtained the result of Theorems 5.2 independently, with an arguably more involved algorithm.
Sorting
In this section, we give an O(n)-approximation algorithm for sorting with arbitrary comparison costs. As the usual preprocessing step, we round all the edge costs to the nearest power of 2; this affects our final cost by at most a factor of 2. Let K(i) be the key given to element i; this defines the total order.
Our algorithm is the following: From the set of all edges not lying in the transitive closure of the previously queried edges, we pick an edge of minimum cost; if there is more that one such edge, we use a tie breaking rule to be described below. This process is continued until the entire total order has been inferred.
The tie breaking rule is equally simple. We define a par- Proof: Let us assume, for the sake of the proof, that the vertices are f1 2 : : : n g, and that K(1) < K (2) < < K(n). Let edge e i be (i i + 1 ) , and P be the path fe i g n;1 i=1 .
The cost of the optimal proof is simply P n;1 i=1 c(e i ).
As before, we shall charge each edge the algorithm examines to some edge e i 2 P. Suppose it looks at edge e = (i j), where i < j. Let P ij denote the portion of P between i and j. We claim that at least one of the edges in P ij has cost at least c(e). To see this, let us assume to the contrary. Since all these edges have cost less than c(e), they must have been considered before e; and further, they must have been queried by the algorithm, since the outcome of e k cannot be inferred by the outcomes of querying edges other than e k . Thus all edges in P ij must have been queried, and hence e would be implied by transitivity; this gives the desired contradiction. Thus one of the edges in P ij must have cost at least c(e); we charge the cost of edge e to such an edge which is closest to i.
It now suffices to show that, for any edge e k 2 P, the amount charged to it is at most 2nc(e k ). It is clear that an edge (i j) charged to the edge e k must have i k < k + 1 j. Fixing a j, we now show that the total cost of edges (i j) charged to e k is at most 2 c(e k ). Let these edges be f(i 1 j ) (i 2 j ) : : : (i r j )g, where i r < < i 2 < i 1 , and f l denote the edge (i l j ). We claim that c(f 1 ) > c (f 2 ). Indeed, consider the portion P i2 i1 between i 2 and i 1 ; any edge in P i2 i1 must have been queried before f 2 , else f 2 would have been charged to such an edge. But now the algorithm must have queried f 1 after f 2 , else f 2 could be inferred by transitivity, and hence c(f 1 ) c(f 2 ). To show that equality cannot hold, note that if c(f 1 ) were equal to c(f 2 ), our tie-breaking rule would have picked f 1 before f 2 . Proceeding in this manner, we can prove that c(f r ) < < c (f 2 ) < c (f 1 ). However, since the costs are powers of 2, these costs add up to at most 2 c(f 1 ) 2 c(e k ).
The problem of sorting even when the edge costs are either 1 or 1 seems very hard. In fact, it is equivalent (to within constant factors) to a variant of the famous "Nutsand-Bolts" problem [2, 3, 9] . In this variant, the set of n nuts and n bolts have to be sorted by performing only nut-bolt comparisons, but now each nut can be compared to only some subset of the bolts, and vice versa. To the best of our knowledge, no algorithms are known for this problem which perform a sub-quadratic number of comparisons in general.
Merging two lists
Finally, we consider the problem of merging two sorted lists. This generalizes the problem of binary searching con-sidered by Charikar et al. [5] , and is a special case of the sorting problem. For this problem, we can give the following result: Theorem 5. 4 There is an algorithm for merging two sorted lists which incurs a cost of at most O(log n) times OPT. Proof: We give an O(log n) approximation algorithm for merging of two sorted lists. Let the list (sorted in ascending order) be X = ( x 1 : : : x n ) Y = (y 1 : : : y m ). We introduce four artificial elements, two of them x 0 y 0 of value smaller than any other value in X and Y , with K(x 0 ) < K (y 0 ), and x n+1 y m+1 with values greater any other element with K(y m+1 ) > K(x n+1 ). The comparison cost of these new elements with any element is 0. As always, we assume that all costs are powers of 2.
We Let the element in Y 0 immediately smaller than x ni be y 0 . (in case x ni is smaller than all elements in Y 0 , y 0 = y c .) Update y c to y 0 . Let y 00 be the element in Y following y 0 . let X 0 be elements in X greater than x ni whose comparison cost with y 00 is at most K. let x 0 be the smallest element in X 0 . If K(x 0 ) < K (y 00 ), output y c .
endfor
It is not difficult to show that this algorithm has the desired properties. Now we can apply the same procedure with the roles of x and y reversed.
Thus the merging procedure is as follows: we know that y 0 lies between x 0 and x 1 . Now using the above procedure, we can find y n2;1 . Now we know M 1 , since we know the last element of M 1 and the first element of M 2 . Furthermore, we know the first element of N 1 , which is x 1 , and so we can apply the same procedure again. It is not difficult to show that the total cost is at most a constant times OPT.
Note that the lower bound of O(log n) for binary search implies that this result cannot be improved in the worst case.
