Abstract-The metric expression for a generic linear space-time block code (STBC) is studied using a different approach to vectorization and a new representation of the metric. The new representation lends itself to a simple measure of reliability based on the sum of inner products, and provides a quantifiable definition for minimum distance of a STBC. This provides the framework for a new family of near-maximum-likelihood (ML) and ML decoding algorithms. It also has applications in the development of optimality test criteria for STBCs, as well as in the design of STBCs with low decoding complexity.
one would never apply the sphere decoding algorithm to an orthogonal STBC since the inherent orthogonality results in a simple metric and decoding scheme. Some of this orthogonal structure carries over to quasi-orthogonal STBCs and it is not clear when or if the sphere decoding algorithm would outperform an exhaustive search using a simplified, partially decoupled metric. [8] offers a technique to take advantage of the partial decoupling when applying the sphere decoder to quasi-orthogonal STBCs.
Alternatively, low-complexity suboptimal decoding schemes can be applied to rate-one full-diversity quasi-orthogonal STBCs. Simple suboptimal decoding techniques include zero-forcing or variations on the nulling and cancelling algorithm [9] . Recent near-ML decoding schemes have been built on this by assigning reliability values to the output of the successive-detection decoder (e.g., [10] and [11] ). In these algorithms, a reliability measure is assigned to each symbol or bit and an exhaustive search is performed on the least reliable positions. However, these algorithms are most suited for systems that employ spatial multiplexing only. In particular, it is shown in [10] that the decoder performance degrades with the introduction of dependence between the transmitted signals, and with the reduction of code rate.
This leads to the following questions. Is there a way to define useful and simple reliability values for linear STBCs using the received symbols and channel state information? In particular, can these reliabilities provide the basis for an effective Chase-like decoding scheme [12] ? For STBCs with dependence between the transmitted symbols, is there a way to capitalize on the redundancy by developing a quantifiable definition of "minimum distance"? Also, for a generic linear STBC, how much decoupling of the symbols in the metric expression is possible and is there a systematic way to generate all the coupled and decoupled terms? These questions merit an in-depth study of the ML metric expression for a linear STBC; their answers provide the framework for lower complexity ML and near-ML decoding algorithms, and give rise to systematic methods to construct STBCs with low decoding complexity. A study of the ML metric also provides insight into how the channel affects the STBC transmit matrix [13] .
Simplified and intuitive expressions for the ML metric have been proposed previously (e.g., [13] and [14] ), but only in the context of orthogonal STBCs. In this correspondence, the metric expression for a generic linear STBC is studied. A different approach to vectorization is proposed, which leads to a new representation of the system model and metric expression. The new representation separates the coupled and decoupled terms, and clearly shows how the coupled terms are generated from the transmission and channel matrices. It suggests a simple measure of reliability based on the sum of inner products, and it explicitly maintains the redundancy in the transmission matrix, thereby allowing directly a quantifiable definition for "minimum distance" of a STBC. The new representation also offers a conceptually simple expression that provides insight into how the channel affects the STBC transmit matrix.
The new metric expression lends itself to a number of new near-ML decoding algorithms based on exhaustively searching a subset of least reliable positions. Alternatively, it can be used to systematically simplify the metric for any STBC with partial decoupling (e.g., quasi-orthogonal STBCs), thereby permitting a lower complexity brute-force exhaustive search algorithm. The conceptually simple structure of the expression provides a systematic way to construct STBCs guaranteed to have a low ML decoding complexity. Also, the metric expression provides quantifiable definitions for both reliabilities and minimum distance. This has important applications in the development of efficient "codeword tests" or optimality test criteria (OTC), which are intimately linked to the concepts of reliability and minimum distance. In the decoding of algebraic codes communicated through additive white Gaussian noise (AWGN), OTC are sometimes employed to reduce the complexity of the decoding algorithm [15] [16] [17] . A similar low-complexity criterion for a STBC is desirable and would be a welcomed addition to any decoding algorithm that sequentially generates a list of possible candidates (list decoding). OTC allow the decoding algorithm to terminate early during the ML or near-ML decoding process.
The rest of this correspondence is organized as follows. In Section II, the new vectorization and the resulting ML metric expression are derived. The new expression is analyzed in the context of common STBCs. Then in Section III, a few of the possible applications of the new representation are proposed and discussed.
The following notations are used in this correspondence: bolded capital letters (e.g., H) refer to matrices and bolded small letters (e.g., h)
refer to vectors. [ Proof: See the Appendix.
B. Expanded ML Metric
Using the new vectorization, the expanded ML metric is derived in the following lemma.
Lemma 2:
The most-likely transmission matrix, C, is the one that minimizes the metric as shown in (6) at the bottom of the page.
Proof: See the Appendix. The above metric expression is valid for any linear STBC. However, if the STBC is constructed using orthogonal or quasi-orthogonal designs (e.g., [1] [2] [3] [4] ), then its intuitive interpretation becomes very elegant. In this case, the first term in the metric exclusively generates all the coupled terms. Naturally, it reduces to zero if the STBC is orthogonal. The energy term simplifies to It is worth noting that for any linear STBC, the metric will always include a term consisting of each decoupled symbol by itself, multiplied or attenuated by a sum of inner products. Specifically, the decoupled symbols in (6) can be simplified as follows:
(<fhr k ; h j ig<fc jk g + =fhr k ; h j ig=fc jk g)
where Ri and Ii represent a sum of inner products specific to the transmission matrix C.
A natural question to ask is how do the fhr k ; h j ig values that precede the decoupled terms in (6) contribute to the metric in comparison to the fhhj; hmig values that precede the coupled terms? It turns out that these inner products can be interpreted as reliabilities; the magnitude and sign of the inner products can be used to measure the amount a given symbol will contribute to lowering the metric. Specifically, a symbol guess that multiplies with the inner products in a manner to lower the overall metric is "more reliable" than one that multiplies with the inner products in a manner that raises the metric. This is analogous to [15] , where the CSI is used directly as a measure of reliability. Interpreting the inner products as reliability measures has a number of implications and possible applications. For instance, they form the basis of a new family of decoding algorithms discussed briefly in Section III.
C. Examples
The new metric expression allows for the systematic simplification of linear STBCs. This is shown in the following examples. It is straightforward to show the metric expression derived above is equal to [4, eq. (8) ], yet it is obtained more easily and systematically. Note that the jjHjj 2 ; , and terms need only be calculated once during the decoding process. They indicate how much the coupled and decoupled terms will contribute to minimizing the metric. In this example, a single value represents the contribution of the coupled terms. In general, there will be a set of 's representing the contribution of different groups of coupled symbols (as in the following example).
3) A Quasi-Orthogonal STBC With n T = 8: Consider the rate-one full-diversity n T = L = 8 quasi-orthogonal STBC proposed in [3] C = [c ij ] 8 Note that this metric expression can be split into four independent terms: f16(x1; x6) + f25(x2; x5) + f38(x3; x8) + f47(x4; x7). Also, the set of values associated with the coupled terms is smaller. Hence, this new n T = L = 8 quasi-orthogonal STBC has a lower decoding complexity than that proposed in [3] .
In conclusion, the proposed representation (6) yields a systematic, insightful, and simple method for deriving the ML metric for any STBC. As a final note, just as a new orthogonal or quasi-orthogonal STBC can be constructed by eliminating rows of the transmission matrix (i.e., removing transmit antennas), similarly the corresponding metric expression can be obtained simply by zeroing any inner products in the metric that involve the column vectors of H corresponding to the eliminated transmit antennas. Thus, our framework is applicable to any number of transmit or receive antennas.
III. APPLICATIONS TO DECODING
The new representation in (6) provides the general framework for a new approach to decoding and code design. The generic metric expression has applications in a number of different areas. A few of these are discussed briefly below, but their detailed studies are outside the scope of this general presentation.
One immediate application is in near-ML decoding of STBCs using a Chase-like algorithm with the inner products as reliabilities. Consider the scheme shown in Fig. 1 . By calculating jjHjj 2 and the f Ri ; Ii g values, a simple initial guess is made by independently decoding each symbol using the decoupled terms in (6) . The closer the STBC is to being orthogonal, the more accurate the initial guess will be. Meanwhile, the contribution of the coupled terms ('s) is calculated, and the ideal relationship between the coupled terms that locally minimizes that portion of the metric is determined. By modifying the "least reliable" coordinates of the initial guess (in terms of contributing the least to minimizing the metric), neighbors of the initial guess are listed. An exhaustive search is then performed locally to establish which codeword in the list minimizes the metric. By adding complexity, a greedy algorithm might be developed that employs message passing between the coupled and decoupled terms. ML decoding is achievable by repeating the passing/modification cycle until the metric has been minimized. Of course, for STBCs with an exploitable structure, systematically simplifying (6) and performing an exhaustive search is the simplest approach to ML decoding. For example, for the rate-one full-diversity n T = L = 4 quasi-orthogonal STBC in [3] with 16-QAM and n R = 4, the number of real multiplications and additions required to decode one transmitted codeword (four symbols) is less than 1500. For the full-diversity (using a constellation rotation) n T = L = 8 quasi-orthogonal STBC in [3] with the same underlying constellation and number of receive antennas, the number of real multiplications and additions is on the order of 10 6 . These operations can be implemented partially in parallel due to the partial decoupling. For quasi-orthogonal STBCs, it is unclear how large ns must be before ML algorithms such as sphere decoding are necessary. A careful study of this problem in the light of our generic representation might yield the answers sought. Another important application of the generic metric expression is in the development of OTC for STBCs. OTC are low-complexity codeword tests that indicate if a given codeword is the ML solution. In decoding algebraic codes communicated through AWGN, OTC are used to terminate the decoding algorithm early in schemes such as Chase decoding. An overview of the subject can be found in [20, Ch. 10] and [16] . To develop OTC for STBCs, the development for algebraic codes in AWGN can be paralleled. However, to parallel this development, the codeword matrix being tested must have an associated reliability value as well as a fixed Euclidean/Forbenius minimum distance to its nearest neighbor. For an algebraic code with minimum hamming distance d min in AWGN, the approach in [15] is to bound the metric expression using d min along with information from the codeword being tested. The resulting bound exemplifies the role of reliability values in the criterion: a given codeword is deemed to be the most-likely if its associated reliability measure is above a certain threshold. This threshold is partially determined by the minimum distance of the code. The new metric expression (6) uses redundancy in the transmission matrix to provide a quantifiable definition of minimum distance for a STBC. The contributions of the coupled and decoupled terms also act as reliabilities that can be bounded.
As a final note, the new metric expression also has applications in the design of STBCs with low decoding complexity. For example, in the new quasi-orthogonal STBC constructed in (7), the metric expression is used to quickly characterize the decoding complexity. As an extension to this idea, one could analyze the different terms in (6) and systematically work backward to construct transmission matrices that minimize coupling between the coordinates. This is analogous to "decoder-first" or "decoder-centric" code design in traditional communication theory. In [4] , using a different approach, the authors design STBCs with only order two coupling, i.e., one step more coupling than orthogonal STBCs.
IV. CONCLUSION
In this correspondence, the metric expression for a generic linear STBC was studied using a different approach to vectorization and a new representation of the metric. The new representation separates the coupled and decoupled terms, and clearly shows how the coupled terms are generated from the transmission and channel matrices. It suggests a simple measure of reliability based on the sum of inner products, and it explicitly maintains the redundancy in the transmission matrix, thereby allowing a quantifiable definition for minimum distance of a STBC. This represents a paradigm shift from previous treatments of the system model and metric expression. The new approach leads to a number of possible applications, of which the basis for the following were given: 1) using the new metric expression as a stepping-stone to design new near-ML and ML decoding algorithms; 2) using the redundancy from the vectorization and the inner products as reliabilities to develop OTC for STBCs; or 3) using the metric expression as a design tool to construct new STBCs with low-decoding complexity.
APPENDIX

Proof of Lemma 1
Note that r 
Note that both F 0 x 0 and G 0 c 0 result in vectors of dimension 2n R L 2 1.
P (F 0 ) can be partitioned along the rows as follows:
A L
where A k is a matrix of dimension 2nR 2 2ns. Therefore 
