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Rapid progress in ultra-high-speed imaging has allowed material properties to be studied at high strain rates by applying full-field measurements and inverse identification methods. Nevertheless, the sensitivity of these techniques still requires a better understanding, since various extrinsic factors present during an actual experiment make it difficult to separate different sources of errors that can significantly affect the quality of the identified results. This study presents a methodology using simulated experiments to investigate the accuracy of the socalled spalling technique (used to study tensile properties of concrete subjected to high strain rates) by numerically simulating the entire identification process. The experimental technique uses the virtual fields method and the grid method. The methodology consists of reproducing the recording process of an ultra-high-speed camera by generating sequences of synthetically deformed images of a sample surface, which are then analysed using the standard tools. The investigation of the uncertainty of the identified parameters, such as Young's modulus along with the stress-strain constitutive response, is addressed by introducing the most significant user-dependent parameters (i.e. acquisition speed, camera dynamic range, grid sampling, blurring), proving that the used technique can be an effective tool for error investigation.
This article is part of the themed issue 'Experimental testing and modelling of brittle materials at high strain rates'.
Introduction
During the last decade, optical full-field methods have been used in a large spectrum of applications especially in experimental mechanics. Various metrological tools have been established with the purpose of measuring and characterizing material behaviour [1] . However, most of the advances have mainly been reported for materials undergoing a quasi-static deformation and few studies have been carried out in dynamic loading conditions despite the existence of a great number of high strain rate testing procedures [2] . However, it still remains a significant problem to measure the stress and strain values which are internal to a test specimen; thus, these values are generally deduced from indirect or pointwise measurements, and only provide a limited amount of information. Thanks to recent technological progress in ultra-highspeed imaging, full-field measurements have started to be used in high strain rate experiments [3] . When it comes to investigating brittle materials, such as concrete, at high loading rates, only a few studies are present in the literature.
Furthermore, these technological advancements have resulted in the development of new techniques for stiffness identification. The underpinning idea is to take advantage of the dynamic component of the test and the rich field of information embedded in the images captured with ultra-high-speed photography, to directly determine the desired material response. The resulting full-field displacements can be used to identify the materials' mechanical properties by using one of many inverse methods [4] . Some most prominent inverse methods are the equation gap model [5, 6] , the equilibrium gap model [7, 8] and finite-element model (FEM) updating that is based on the minimization of a defined cost function that is directly related to both the measured quantity and its prediction [9] [10] [11] [12] . A well-established alternative to these methods is the virtual fields method (VFM) which is a technique used to characterize the material properties directly from full-field measurements [13] . The virtual field method uses the principle of virtual work, and makes use of inertial forces to identify the material parameters at high strain rates without the need for any impact force measurement.
Despite the exhaustive amount of research invested in characterizing the dynamic tensile strength of concrete, this task still represents a challenge: for example in the measurement of internal stress and strain which is deduced from indirect or pointwise measurements that provide only a limited amount of usable information. Among the experimental methods employed, the spalling technique based on a Hopkinson bar in contact with a cylindrical concrete sample is widely used, allowing samples to be exposed to large range of strain rates varying between tens to hundreds of s −1 [14] . Pierron & Forquin [15] proposed a new processing technique for spalling tests based on the VFM and using an ultra-high-speed camera to film a grid bonded onto the sample surface in order to measure the stress level and apparent Young's modulus in a concrete sample during the test. Following this work, the possible benefit of using digital image correlation as a tool for extracting a full-field displacement measurement has been suggested in [16] . However, in the cited work, the standard deviation of the evaluated stress response observed during the tensile phase was around 30%, and the source of these errors was difficult to determine.
Simulated experiments have proved to be useful and affordable tools for evaluating not only the quality of the identification procedure in high strain rate testing [17] , but also for the optimization of experimental procedures [18, 19] and for investigating various sources of errors that can arise during experimental procedure (such as lighting conditions, out of plane movement [20] or blurring motion effects caused by moving target [21] ). This work therefore focuses on locating possible errors that may arise after the image acquisition process. This can be achieved by numerically simulating a spalling test with an explicit transient dynamic FE code. This paper is organized into two major parts. In the first part, techniques used during a spalling test are recalled, laying out the grounds for investigation of possible user-dependent parameters and experimental set-ups that can be addressed in order to ameliorate the measurement procedure. In the second part, a methodology based on simulated experiments is presented. The entire measurement chain starting from the generation of perfect reference images, through the simulation of an ultra-high-speed camera and sequences of deformed images using an explicit FEM is presented. This procedure allows the investigation of various experimental parameters that can introduce systematic and random measurement errors such as those that can arise from data processing or propagation of sensor noise. The aim is to validate the identification procedure used for extraction of material parameters along with its sensitivity to the experimental environment in order to obtain the best possible experimental set-up that reduces the influence of external parameters on the identification error and provides reliable results.
Experimental techniques used in spalling testing (a) Spalling experimental method
For several decades, studies have indicated the notable strain rate sensitivity of concrete in dynamic tension, namely the increase in tensile strength with the increase in the rate of the loading [22] . Numerous experimental techniques have been developed in order to investigate this phenomenon at intermediate strain rates (from 10 −2 to 10 s −1 ) [23] [24] [25] [26] [27] ; on the other hand, the spalling technique based on the use of a single Hopkinson bar is widely employed for higher strain rates. With this technique, a cylindrical concrete sample is placed in contact with the metallic input bar on one end, whereas on the other end, an incident compressive pulse is induced that travels through the bar. The experimental method relies on the sample's intentionally unbalanced state, because the tensile wave that induces the desired spall failure is obtained by the reflection of an initially compressive wave transmitted from the bar. The incident compressive pulse can be induced by a pyrotechnical charge [28] or with a projectile impactor [14, 29, 30] . The Hopkinson bar is generally instrumented with strain gauges to capture the propagation of the incident wave. In these techniques, the tensile strength has been determined by either analysing the data from several strain gauges glued onto the sample or by the velocity of fragments obtained with a high-speed camera and the position of the macrofracture. These processing techniques were later discussed in [14] showing that the method based on measuring the pull-back velocity on the sample free end and deducing the tensile strength with the so-called Novikov formula [31] provides more accurate results. The velocity profile on the sample rear face can be obtained by gluing a miniature accelerometer on the sample or with a laser interferometer. The latter presents a clear advantage over the accelerometer that can introduce local inertial effects.
Nevertheless, in all cases, each of the previously described methods depends on punctual measurements (strain gauges, laser interferometer) obtained during the test along with the assumption that the sample remains linear elastic up its peak tensile failure value. This means that only one measurement is obtained that describes the entire test, that is to say the peak tensile stress. Consequently, possible knowledge of material post-peak softening behaviour stays out of reach. For this reason, applying full-field measurements to a spalling test provides more insightful information associated with material behaviour through the improvement of the data processing analysis of the experimental results.
(b) Performance of ultra-high-speed imaging systems
With every optical method, the quality of the measurement depends on the abilities of the acquisition system to capture a sufficient amount of information that can be used to compute the measured displacement field with a required accuracy. During the data acquisition process of a digital camera, the image is projected through the camera lens onto an array of photosensitive pixel regions embedded on the camera chip. While the use of standard cameras for full-field measurements of quasi-static events yields an abundance of measurement points, extending fullfield measurements to high strain rate testing is a difficult task owing to various spatial and temporal resolution limitations of ultra-high-speed measuring systems [32] . In most cameras, the user is faced with a trade-off between temporal resolution and image quality owing to data readout speed. As reported in a review of high-speed imaging systems [33] , the ultra-high-speed cameras suitable for high rate testing that are currently available on the market reduce the readout issue with specific technology defined as in situ image storing (ISIS), where an integrated memory is dedicated to each pixel [34, 35] . This results in a faster acquisition and transfer of image frames. Discussion of the historical evolution as well as prediction of future capabilities of the ISIS sensors is provided in [36] . However, these imaging systems still suffer from some limitations that can impair their metrological performance such as a low fill factor. Owing to the on-board memory, not all physical space dedicated to one pixel is covered with the photosensitive film. For example, for the Shimadzu HPV1 camera, fill factors of 14% in horizontal and 76% in vertical direction are reported in [37] . For a more recent model, the Shimadzu HPV-X2, this issue has been improved by increasing the number of pixels per output (four pixels) thanks to a new sensor arrangement technology that increases the horizontal fill factor to 37% [17] . This acquisition system is able to reach interframe times of just 500 ns with 400 × 256 pixels capturing 128 consecutive frames. Both these devices operate with a CCD sensor, so their readout time is relatively slow owing to the allocation of one readout cell per pixel. Although there are several clear advantages of CCD sensors over CMOS, such as sensitivity to noise, the physical inability to carry more pixels on the sensor chip still does not allow this technology to provide higher spatial resolution at ultra-high frame rates [38] . A recent addition to the ultra-high-speed camera market is a so-called Kirana imaging sensor from Specialised Imaging, that combines the CCD storage memory with the CMOS readout per pixel section also referred to as uCMOS technology [39] . This innovation results in a much higher spatial resolution of 924 × 768 pixels arrays even at speeds of 5 Mfps acquiring 180 frames in total.
The abovementioned ultra-high-speed imaging systems encode each illuminated pixel with 8 or 10 bit which limits the physical amount of information in a single image frame. The influence of system dynamic range is evaluated in this study in §3b. Owing to experimental condition such as lighting or length of the recorded sequence, a compromise has also to be made on the data acquisition rate before performing a spalling test. The effect of this parameter on the accuracy of the identification procedure was investigated by simulating several data recording frequencies. The methodology aims to provide the optimal set-up and performance of the acquisition system in this specific testing procedure; however, it can easily be extended and used as a guideline for any type of image-based experimental investigation.
(c) Grid method as full-field measurement tool
The grid method is one of the full-field optical measurement techniques available for obtaining in-plane displacement maps of a test sample that undergoes deformation over time [40] . Recent advance in acquisition and image processing has influenced growing interest in this technique applied to spalling tests owing to its easy implementation and high measurement resolution [41] . Detailed presentation of the grid is out of the scope of this paper; however, the interested reader is encouraged to refer to a recent extensive review of this method in [42] . Here, only the basics of the grid method are recalled.
The grid method is based on measuring the phase change of a spatial carrier deposited onto the observed sample surface. The measured displacement fields are directly proportional to the modulation of the spatial frequency vector of the carrier that can be obtained by applying a phase detection algorithm. The carrier consists of set of equispaced orthogonal grid lines with a frequency of 1/p, where p represents the pitch of the grid, and spatial frequency vector being orthogonal to the grid direction with an amplitude equal to the grid frequency. The line profiles are supposed to be periodic and thus expandable in the Fourier domain. This allows obtaining displacement fields with high spatial resolution that makes it especially suitable for measuring small strains such as those that are characteristic for brittle materials [43] . The grid pattern is first either engraved [44] or transferred onto the flat specimen surface with an appropriate technique [45] . Metrological printed grids consist of white and black contrast lines that are superimposed on the specimen as shown in figure 1 by applying photosensitive coating of small thickness on a polymer base with high-resolution printers (50 800 dpi) that are able to reach up to Depositing the carrier onto the sample surface is a more common technique when it comes to testing cementitious materials. This is achieved by first coating the photographic film and sample surface with a thin layer of white epoxy glue that ensures a good image contrast. After curing, the film is slowly peeled off the base. This results in black lines being transferred onto the specimen surface, based on the fact that the peeling stress between the black ink and the glue is much higher than the stress between photographic coating and support. Indeed, the fact that the sample surface has to be instrumented by depositing a perfect regular pattern represents a drawback of this method from a practical point of view, as the gluing process is a cumbersome task that can introduce initial imperfections to the deposited grid.
In the present case, the specimen surface is recorded during the test with an ultra-high-speed camera. Assuming continuous light being detected by the photosensitive fill, dedicated to one pixel on the camera chip, the intensity of digitalized light at a given position of a captured frame can be expressed with a periodical fringe function. Spatial phase fields can be calculated, using one of the many phase detection algorithms [46] . The routine used in the present case is based on the windowed discrete Fourier transform already implemented in Matlab ® software. The convolution window can be triangular as suggested in [47] or Gaussian as in [48] . A triangular function is used in the present work. The phase changes with respect to the reference configuration φ x (x, y) in horizontal and φ y (x, y) in vertical direction are directly linked to in-plane displacements through the following equation:
When the displacement exhibits a value greater than the grid pitch, a so-called phase unwrapping needs to be used to remove the 2π jumps that appear in the displacement data. However, the maximal displacement attained during the spalling procedure is usually of about 0.2 mm which means that if the grid pitch is greater than this then no unwrapping is necessary. In the experimental procedure, it is also necessary to perform an exact alignment of the grid image with the pixel spacing between the grid pitch as non-continuous grid sampling produces measurement errors. The number of pixels used to sample the grid encoding is an intrinsic userdependent parameter and influences the accuracy of phase detection algorithm and is generally recommended to have an odd integer value [49] . In the second part of the paper, the effect produced by the number of pixels per grid pitch that are sampled is studied.
(d) Virtual fields method for identification of dynamic parameters
The VFM [13] has evolved over the last several decades with the aim of extracting material constitutive parameters from full-field measurements. The measured displacement fields of the specimen surface filmed, in this case with an ultra-high-speed camera, are obtained with an optical technique (such as, usually, the grid method previously mentioned or the digital image correlation technique [50] ). The VFM relies on the principle of the virtual work
where σ is the actual Cauchy stress tensor, ε * is the virtual strain tensor, T is the traction vector of surface distribution of loading acting on the solid boundary ∂V, u* is the virtual displacement vector, f is the vector of body forces per unit volume acting within the solid volume V, ρ is the mass per unit volume (density) and a is the acceleration vector. In this work, the volume forces can be neglected. bar [15] . This procedure is defined as the sheer novelty of the test. The acceleration information is directly obtained from the images captured by an ultra-high-speed camera. The obtained data can be used not only to identify the material's Young's modulus, as demonstrated by Moulart et al. [51] , but also to reconstruct the material stress response throughout the test [52] .
A schematic presentation of the sample with the flattened surface framed by the camera is presented in figure 1 . Considering the y-direction to be in the radial direction of the specimen's diameter, and the x-direction along the specimen's length, the following virtual field can be defined:
where f is a continuous and differentiable function of x, with f (0) = 0 to avoid having a contribution of the stress at the left boundary of the field view. With the assumption of stress uniaxiality along with a negligible contribution to the strain in the perpendicular direction, a simple expression of Young's modulus is obtained at each time step of the test by approximating continuous integrals with discrete Riemann sums over the entire field of observation [53] 
During a spalling test, the stress in the sample can be generally considered as uniaxial. Exploiting this characteristic and taking the reference on the free end of the sample as a global boundary condition, the following virtual field can be defined (rigid body-like virtual field):
In the end, one obtains the average stress in each transverse section of the field of view as a function of acceleration field in the axial direction averaged along the sample in between the free end and the reference cross section at location x σ x (x, t) = −ρb(x)a x (x, t), (2.6) where t corresponds to the current time, σ x (x, t) denotes the mean axial stress in the observed cross section at location x, ρ is the density of the material, b(x) corresponds to the length between the observed cross section and the free end, and a x (x, t) corresponds to the mean acceleration in the axial direction between the cross section and the free end.
It is worth pointing out that this equation is completely independent from the material constitutive behaviour, also referred to as non-parametric method already used in [52, 54] . The only thing left is for the acceleration fields to be calculated from the second derivatives of displacement fields, where the displacement fields are obtained using a non-contact optical measurement method. Now, equations (2.4) and (2.6) are employed to obtain the elastic stiffness parameter from processing the synthetically deformed images using displacements from a FE analysis from which their performance insensitivity will be evaluated. 
Simulated experiments
A numerical procedure was developed to simulate the experimental spalling technique that involves full-field measurements employing an ultra-high-speed imaging sensor. A flow chart outlining the steps of the entire spalling simulation chain is provided in figure 2 which illustrates the influence of various experimental factors during the spalling test procedure.
First, an explicit three-dimensional FE model of a spalling sample, assuming pure linear elastic material behaviour, was developed using the corresponding specimen geometry and loading conditions of a real test. The elastic material parameters input in the FEM serve as perfect reference to evaluate the performance of the experimental processing. The identification error can be evaluated by simply comparing the identified stiffness parameters with the reference values used as input in the FEM. The temporally resolved displacement fields were computed in the region of interest that corresponds to the specimen surface framed by the camera in an actual experiment. The FE displacement fields were extracted at corresponding nodal positions including the edges of the sample. Then, sequences of deformed synthetic grid images have been obtained by imposing the corresponding displacement fields on a reference image. The procedure used for image deformation represents a critical stage in the simulation process due to the fact that no numerical method is completely error free and in particular FE displacement fields have to be interpolated onto imaginary pixel positions as discussed in [55, 56] and can introduce numerical errors that additionally influence the errors in the material parameters extracted with the identification procedure. In the present work, sequences of deformed images were obtained starting from a reference grid image simulating an acquisition of an ultra-high-speed camera. The reference grid image is obtained from an analytical description of a periodical grey-level function using a pixel supersampling technique and down sampled to the desired resolution. Then, interpolated displacement fields are used to deform the reference image using a cubic spline interpolation function with an image projection algorithm. Several reference images and corresponding image sequences are generated, and used to examine the experimental parameters and their influence on the identification procedure. Finally, the synthetic image sequences obtained from the simulation are treated as experimental images to obtain the acceleration data and material stiffness parameters which are compared to their reference values.
(a) Finite-element model
The three-dimensional FE elastic model of a spalling sample with the corresponding mesh is shown in figure 3a . The mechanical response of this model was simulated using ABAQUS/EXPLICIT [57] to produce time-resolved full-field displacement maps which were then processed by the VFM. The FE mesh of the sample model has a length of 120 mm and diameter of 45.5 mm with the flattened surface geometry corresponding to that of the sample flattened surfaces used in the actual experiments, and has a width of 24 mm at which the nodal displacements are extracted. The mesh size was designed to provide the same number of data points that could be obtained experimentally employing a grid method, considering a perfect grid of 1 mm pitch that is usually employed in the experimental procedure. In order to obtain corresponding numerically simulated fields, the time increment was reduced to 1 ns, whereas the displacements were stored every 500 ns (200 steps over 100 µs) to simulate a 2 Mfps acquisition rate that allowed having 500 iterations between every two output step frames that ensured the stability of displacement fields. Furthermore, the obtained fields were considered to be independent of the FE mesh, i.e. the chosen elements were sufficiently small, so that any further refinement would not result in notably different displacements. The loading boundary condition was considered as a distributed pressure pulse with the temporal distribution obtained from an actual experiment [16] . Rather than simulating the whole experimental set-up, the spalling sample was modelled by directly applying the loading pulse on the bar-specimen interface based on the fact it has been numerically shown that two approaches are fairly similar [58] . This is mainly due to the fact that the dispersion effects of the smoothed wave travelling through small diameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . bar (45 mm in this case and of 1.2 m in length) are relatively small and can be considered as negligible [59] . This pulse is characterized by an extremely short overall loading time of about 60 µs and an increased rising time of 35 µs. The prolonged rising time is obtained with a specially designed pulse-shaping technique that uses a hemi-spherical projectile to smooth the temporal distribution of the pulse [14] . The amplitude of the pressure pulse used is shown in figure 3b . The material parameters considered are those of an aluminium sample with perfect elastoplastic behaviour. The FE simulation details and the material parameters used are provided in table 1.
(b) Validation of the identification procedure (i) Validation with the elastic finite-element simulation
An initial analysis was conducted to validate the identification procedure using the VFM. To do so, the experimental test was first simulated with FE computation. This can be considered as a reliable way to investigate the performance of the identification process as the stiffness values assigned to the numerical model can serve as perfect reference. The measured quantities actually obtained in an experiment by using one of the full-field measurement techniques are the displacement maps. Therefore, processing the numerically obtained displacement fields provides results closer to the actual experimental results. The simulated elastic displacement fields were extracted at nodal points that constitute the region of interest and would correspond to the experimentally observed sample surface framed by the camera. Time-resolved FE data, in this case, were obtained with the time step of 500 ns that corresponds to a simulated acquisition speed of 2 Mfps. However, the effect of the simulated acquisition speed is investigated later in this section. The selected virtual fields are obtained from a first-degree polynomial fit to the displacement maps averaged in vertical direction. Therefore, it is considered that no additional smoothing is present from the choice of these special virtual fields. When real experimental data are processed, it is necessary to use a second-order polynomial fit for the temporal derivation of the displacement fields in order to obtain accurate acceleration maps. This is presently achieved by employing a temporal filtering of the signal with employing the Savitzki-Golay filter [60] . A small-order polynomial fit is applied over a temporal sliding (seven images in that case) window of adjacent data to decrease signal-to-noise ratio and evaluate the derivation in the centre of the subset. This type of temporal data processing was adopted from this point onward. Consequently, it becomes impossible to identify Young's modulus from the first several points corresponding to half of the temporal smoothing subset. The strain fields are then derived with the same procedure as when experimental data are treated. A local fit of the weighted second-order polynomial is performed on a span radius of eight displacement points, using a diffuse approximation approach [61, 62] . The identified elastic Young's modulus and reconstructed stress-strain curve averaged over the entire sample surface obtained with VFM, namely equations (2.4) and (2.6), are shown in figure 4a ,b. The mean evaluated Young's modulus is 77.72 GPa which is within 0.3% of the reference value of 78 GPa. This already validates excellent performance of applying the VFM to high strain rate data even by using virtual fields expanded with a linear curve fit. Smaller instabilities are observed at 58 and 81 µs, which are expected owing to the numerical sensitivity induced by the acceleration values being close to zero as the transition from compressive stress to tensile stress takes place at the sample's free-end surface. The value of Young's modulus obtained by linear regression analysis of the average stress-strain response is 77.28 GPa which again in the range of 0.8% of the reference value. This further illustrates the benefit of using the acceleration fields as load cells for stress reconstruction in this particular experimental situation in which stress-strain curves can be reconstructed without the choice of special virtual fields rather by simply applying the kinematical rigid virtual field. It has to be pointed out that the experimental benefit of this procedure is that no external force measurement is needed. Figure 5 illustrates the reconstructed space-time stress field along the sample throughout the loading where it can be observed that the free-end condition boundary is satisfied. Moreover, this verifies the method of diffuse approximation for strain derivation as well as the method used for reconstruction of acceleration fields when exact displacement fields are processed. Finally, displacement fields obtained experimentally are never exact, and this can introduce an augmentation of numerical noise that is discussed in the following part.
(ii) Displacement noise effects use with dynamic applications with composite and rubber materials [17, 64] . Several previous studies also show that the selection of virtual fields is an important point regarding the accuracy and robustness of the identification method [65] . Therefore, it is necessary to first examine the robustness and sensitivity of the identification method according to the chosen special virtual fields. The data obtained from using one of the full-field techniques (i.e. grid method or digital image correlation) in an actual experiment are in fact displacement fields that are discretized over a region of interest. Therefore, effects produced by noise on the identification procedure are closer to the actual effects that occur during actual experiments. These effects can be investigated by directly corrupting the numerically simulated displacement fields. Here, the displacements are extracted at nodal points that constitute 1 mm FE mesh of observed region in the numerical model. Owing to the size of the observed region the spatial resolution of the extracted displacement fields is 24 × 121 yielding 2094 measurement points. In the present case, the virtual fields are deduced from the actual measurements so as to maximize both terms in equation (2.4) at each time step. The displacement fields are averaged in the y-direction, and a polynomial fitting is applied so that the afterwards expanded virtual fields only depend on x. In this way, a certain amount of spatial noise is already being filtered out by averaging the displacement maps in vertical direction, while polynomial curve fitting allows for spatial smoothing in horizontal direction. In order to validate the performance of the used virtual fields, numerically simulated displacement maps are corrupted using a numerical random noise with an increasing standard deviation. Here, for the case of simplicity, noise was simulated by adding standard Gaussian white zero-mean noise to computed field data. Numerically simulated displacement maps were corrupted with non-correlated zero-mean Gaussian noise frame by frame, multiplied with a positive value γ , also considered as displacement uncertainty measurement. The noise was considered to be uncorrelated, varying at each time step. Only longitudinal displacement field was considered to be affected by noise. The level of added noise was 1% of the final measured axial displacement that is 0.2 mm. The noisy displacement fields were then processed with VFM. The reconstruction of acceleration field is provided by fitting a second-order polynomial over a temporal window of seven displacement data points, and a linear fit is used to expand the virtual fields, whereas the strain field is obtained with approximate diffusion algorithm on eight points. The identified Young's modulus is shown in figure 6a . What can be observed is that even with low variance of added white noise the identification procedure exhibits substantial temporal oscillations. During the first 20 µs, it seems to be impossible to identify the correct value of Young's modulus, whereas during the final 80 µs, the mean identified Young's modulus is 77.91 GPa, but still exhibiting noteworthy temporal fluctuations. Figure 6b shows the reconstructed stressstrain response averaged over the entire region of interest from the beginning to the end of the simulation. Again, certain oscillation can be observed, however less pronounced than in the identified Young's modulus. Additionally, a linear response is observed with the stressstrain response, and the value of the Young's modulus obtained from linear regression of the reconstructed stress-strain curve is 77.35 GPa. Finally, it seems that the identification procedure exhibits high sensitivity to noisy displacements. However, this was expected due to the fact that the noise present in the displacement maps affects both strain and acceleration fields.
(iii) Effect of measurement temporal resolution
Dynamic tensile fracturing of concrete is closely related to the nucleation and propagation of cracks associated with unstable crack growth [66] . Additionally, dynamic tensile fracturing increases the crack speed under dynamic loadings to about 0.20-0.30 of the Rayleigh wave speed [67, 68] . This increased crack propagation speed of one or several tensile cracks results in a failure process that lasts only a few microseconds and also makes it difficult to obtain a sufficient number of measurement points. As in this experimental procedure it is also required to reconstruct the acceleration maps from the displacement fields, the images have to be grabbed at very low interframe times, of the order of not more than a few microseconds, which are considered in the range of ultra-high-speed imaging [32] .
Temporal resolution plays a significant role in identification of the dynamic response of brittle materials. To demonstrate this, the explicit FE code was used to simulate several acquisition speeds of a hypothetical camera by changing the data output frequency so as to match the interframe time of a real acquisition system. The simulated acquisition speeds were in the range of current actual ultra-high-speed cameras, namely 5 Mfps, 2 Mfps, 1 Mfps, 500 kfps and 100 kfps. The obtained elastic displacement fields were directly implemented in the VFM processor. The identified apparent Young's modulus and the mean values with corresponding standard deviation are presented in figure 7a,b and the temporal discretization of the axial stress averaged on the entire observation surface is presented in figure 7c . In all cases, a linear curve fit was used in all cases to expand the virtual fields and the second-order polynomial was used to obtain the acceleration fields.
These results demonstrate that temporal resolution higher than 100 kfps provides a more reliable identification of material stiffness. This is due to the fact that the higher the acquisition speed, the more useful frames are obtained from the simulated sequence that can be exploited for reconstruction of the acceleration field (size of the temporal window) which finally results in a better temporal discretization of the reconstructed stress response (figure 7c). Nevertheless, in the case of a spalling test, the highest frame rate cannot be considered as the best solution owing to the limitation of the number of images obtained during one shot with an ultra-highspeed camera (180 images with a Kirana model and 128 with an HPV-X2). Thus, this would drastically decrease the measurement time and make it impossible to have images for both the compression and tension phases of the test. In any case, it is still useful to capture the material behaviour in the compressive stage. As the sample is assumed to be loaded elastically in this part of the test, recording this phase enables one to determine the dynamic Young's modulus of the sample along with verifying that no compressive damage is introduced in the sample. Taking into account the usable number of frames from a specific sequence at a given frame rate with the respect of quality of temporal description of the whole test, the compromise in the measurement time indeed lies between 1 and 2 Mfps. Therefore, in this study, only the acquisition speed of 2 Mfps was used, which in theory appears to be most optimal for this type of experiment.
(c) Analysis of simulated frame sequences
In the previous section, the identification procedure was validated by directly processing the simulated FE fields. In practice, the noise structures start to affect the measurement from the moment the image is framed. All the numerous individual errors add up and introduce an uncertainty of the final identified material parameters. Therefore, this makes it difficult to determine the impact of each error separately. Multiple synthetic image sequences of the spalling test were created using the displacement fields obtained with the FE method at a simulated acquisition rate of 2 Mfps. This procedure then allows the individual study of different parameters that can affect the identification of material stiffness and is addressed in the following subsections.
(i) Generation of synthetic grid images
Synthetic images are reproduced with the idea of recreating an acquisition sequence obtained using an ultra-high-speed camera which is as close as possible to the experimental one. Analysis of ideal synthetic images allows one to study and control the origin of various experimental error sources such as camera noise structures, rigid body motion, lighting conditions and out of plane movements [69] . In this work, a similar methodology is adopted to investigate the sensitivity of the experimental method and also to provide the best experimental conditions. The synthetic grid images were recreated by following the procedure already proposed in [56] . In general, the analytical description of a periodical black and white line profile can be defined as a continuous function of grey level intensity variation I(R) on the imaged material point whose position is described by the vector R(x, y). A reference image of a grid, before the sample is subjected to loading, can be described with the following two-dimensional periodical function: where I 0 > 0 is the average field illumination that can be varied in order to simulate camera dynamic range, γ ∈ [0, 1] is image contrast that controls the visibility of the oscillatory pattern and ω is the spatial frequency of the periodical grid pattern (i.e. ω = 1/p where p is the pitch of the grid). It has to be mentioned that real framed grid patterns differ from a perfect sinusoidal description owing to various grid defects caused by limitations in printing technology [70] and camera noise [42] and therefore are more close to a pseudo-periodical description [71] . However, in this work a perfect periodical description of a grid was considered in order to facilitate the investigation of the sensitivity of the applied method. An image is captured by registering the amount of light that reaches a photosensitive region embedded on the CCD camera sensor where it is then transferred and stored as electrical charge. In order to account for image quantization a so-called pixel 'supersampling' technique can be used [56] . The generation process of a reference grid image starting from the analytical description obtained with the supersampling technique is shown in figure 8 .
A numerical procedure that relays on deformation of the synthetic reference image was developed to reproduce as closely as possible any experimental test that involves time-dependent full-field measurements with an ultra-high-speed camera.
An approach where each deformed image is generated starting from the analytical description by directly altering the phase change would present reliable benchmarking data. However, direct deformation of the reference image itself can be considered to be closer to a real situation when deposited grid that is framed by the camera is physically deformed at each frame. In this study, a sequence of deformed images is generated starting from the reference image by using a spline interpolation function to project the reference image over a mesh of imaginary pixels previously deformed with FE displacements. The procedure adopted for image deformation is a crucial part in the simulation process as it can undoubtedly introduce systematic errors [20] . These errors can be mainly attributed to the algorithm used to interpolate the grey-level values on a subpixel level that can cause identification errors [55] . The displacements obtained from FE analysis are interpolated to imaginary pixel positions and then the downsampled reference image is deformed by subpixel interpolation, using a cubic-spline interpolation procedure. The dynamic range of a camera was also simulated, considering that the white parts of the grid pattern are close to the saturation limit, in order to study its influence on the identification process. However, the actual experimental environment does not facilitate exploitation of the entire camera dynamic range. The overall numerical simulation procedure allows the investigation of many different sources of error which allows the determination of the best possible experimental set-up in order to decrease the measurement uncertainty. (
ii) Verification of simulated image sequences
In order to verify the process of generating deformed image sequences, the whole process of identification was applied to a case of an acquisition at 2 Mfps with a 10 bit dynamic range being considered. Owing to uniaxial nature of the spalling test, two synthetic reference grids were considered assuming perfect grid periodicity with unidirectional and bidirectional line distribution shown in figure 9 , where the identification results are also given. The mean value of identified Young's modulus from both methods is summarized in table 2. From the identification results, a larger standard variation is observed with the identified Young's modulus compared to the situation when the FE displacements are directly processed. Young's modulus can be also identified by performing linear regression on the reconstructed stress-strain response. In an actual experiment, a strain gauge is glued at a certain distance from the free end of the specimen and also introduces minor spatial filtering of the deformation 
foil gauges used in this type of experiment (PFL-20-11). The linear regression on the reconstructed stress-strain curve was performed, and the identified stiffness was within the confidence interval with an error of less than 0.1%. Both simulated sequences showed some variations in the identification results with almost the same standard deviation, making it difficult to confirm which grid pattern is most suitable for the method employed.
Systematic errors in local phase shifting algorithm can arise from framing a grid signal close to binary one, black lines on a white background. Even though a high-contrasted grid pattern is desirable regarding a reduction of spatial noise, the high-frequency content caused by a close to bimodal grid distribution can locally introduce fictive distortion to framed grid images [15] . A positive effect of blurring was already presented in the case of direct extraction of strain measurements [72] . Here, the beneficial effect of slight optical blurring of the grid image used for the identification procedure is demonstrated by simply recreating a deformed sequence of bimodal grid images and comparing the identification results obtained with a VFM processor to the same image sequence with applied fast Fourier transform (FFT) blur. The results for the identification as well as a profile of a bimodal grid before and after applying the filtering are presented in figure 10 .
Indeed, it can be observed that when a binary grid is considered, owing to high harmonics present in the images, the phase detection algorithm fails to properly capture the deformation of the sample. This disruption of phase detection is observed as well in the reconstructed stress field in figure 10d . The evaluation of Young's modulus seems to be only possible in the compressive stage; however, in the tensile stage, it fails to reach the reference value. The situation seems even more severe when reconstructed stress-strain response is considered. On the other hand, when slight blurring is added to the reference binary image, the phase identification is facilitated and the identification results seem more reasonable, where the identified Young's modulus is 78.13 GPa with standard deviation of 13.12 GPa and by performing linear regression 77.46 GPa is obtained.
(d) Influence of ultra-high-speed camera settings
The intensity pattern captured by an ultra-high-speed sensor directly encodes the measured physical quantity through its intensity variation. The range of the integer values that can be used up to pixel saturation to describe the amount of detectable light and, therefore, describe the intensity variation, depends on the dynamic range of the camera. Assuming perfect lighting conditions, the dynamic range directly governs the amount of information that can be encoded in one image. Even though there are a number of uncertainties that influence the phase detection, one of the main causes is when the periodicity of the signal that encodes the measured physical quantity is not sinusoidal. An example case is when the fringe profile exhibits a rather triangular shape [47] . This result can also be observed by considering an insufficient value of grey levels captured by the data acquisition system used to describe the desired signal intensity. This can then produce patterns that do not have exactly a sinusoidal profile, and consequently influences the detection of a phase change in the profile.
In order to investigate the impact of the camera dynamic range on the quality of measured displacement as well as on identification of material parameters using the VFM processor, several theoretical dynamic ranges were simulated during the generation of the reference image, namely 8-bit (256 grey levels), 10-bit (1024 grey levels), 12-bit (4096 grey levels) and 16-bit (65 536 grey levels). A matrix of 10 × 10 sampling points is used to compute the pixel grey level values and minimize the possible errors coming from digitization. The size of the synthetic image was adjusted to obtain the same spatial resolution of the measurement as the one from FEM by adapting the reference image to the simulated grid pitch and considering that the entire flat surface of the sample is framed. For a real experimental set-up, increasing the number of sampled pixels per grid pitch would result in a reduction of the observed surface of the sample due to limited spatial resolution of the imaging system. However, in this case the desired to the images to simulate lens defocusing. The effect of camera dynamic range on the identified elastic Young's modulus as well as the reconstructed stress-strain response during a simulated spalling experiment starting from the generation of sequences of deformed synthetic grid images is depicted in figure 11 . The reconstructed stress-strain response was obtained from processing the virtual strain gauge at 50 mm from free end. The results for the mean identified Young's modulus as well as its standard deviation over the first 80 µs (this corresponds approximately to one full round trip) are presented in table 3.
As illustrated in figure 11a , simulations in the lower dynamic range can increase the temporal variation in the identification of the elastic stiffness parameter. This becomes more obvious when the mean stiffness values with corresponding standard deviations are evaluated (table 4 ). This appears to be due to the fact that a capacity of 255 grey levels is just not sufficient to provide a stable identification of the material parameters as illustrated by the difference between the overall mean values of identified material parameter values and their reference values. Similar results can be observed in the reconstructed stress-strain response owing to the vibrations present in stress field data (figure 11b). However, by using a linear regression analysis with a virtual gauge at 50 mm from free end still provides more reasonable results. An improved identification is achieved with higher dynamic ranges. This result is observed by comparing the reconstructed stress field obtained with simulated 8-bit and 16-bit cameras in figure 11c,d. Finally, it seems that the encoding of 10 bits or more seems to be necessary for a proper reconstruction of the acceleration fields. This is an apparent characteristic of most ultra-high-speed cameras currently available. Nevertheless, the prospect of increasing the performance of future ultra-highspeed cameras with respect to their dynamic range would certainly bring much benefit to their metrological application and significantly improve the process of obtaining the identified material parameter values.
Finally, the number of pixels used to sample the grid beating period is a parameter that directly influences the identification results. Increasing the number of pixels per period will improve sampling of the grid and thus allow more information to be locally registered in captured frames. Increasing the number of pixels per period used for signal encoding can reduce the standard deviation of the measured quantity [70] . On the other hand, the higher the number of pixels per period the smaller is the observed surface of the sample owing to limited camera resolution and therefore the higher is the sensitivity to mechanical microvibrations caused during the experiment [71] . Number of sampling points is a user-dependent parameter that needs to be tuned according to each experimental investigation. Therefore, a compromise between observation window size and measurement resolution must be determined. As an example, the grid sampling will directly influence the accuracy of the position and width of detectable cracks when testing concrete-like materials [43] . In theory, if only the first harmonics of the perfect fringe function are used to describe the light intensity of a point, the minimal number of sampling points necessary to obtain the sought unknowns is three pixels; however, as already discussed the framed grid is never a perfect periodical function, and the minimum value usually used in practice is five sampling points. In the following case, this effect was investigated by taking into account several grid sampling resolutions starting from five pixels per period. In each case, the resolution of the simulated camera was adjusted to obtain the same number of measurement points which enables performing reliable comparison between different situations. The simulated camera dynamic range was defined to be 10 bits with an interframe time of 500 ns. The results describing the effect of grid pixel sampling on the identified stiffness as well as the reconstructed stress-strain response are presented in figure 12 . Figure 12c clearly shows the benefit of increased number of points used to sample the framed grid. A smaller number of sampling points increases the standard variation as well as the mean error in the identified Young's modulus. However, the reconstructed stress-strain response seems less affected by this effect. An interesting observation is that, for small number of sampling points such as 5 or 7, the reference Young's modulus fails to be identified in the second part of the loading stage, namely tensile phase, which can be observed in figure 12d . This result is even more apparent in figure 13 where the simulated camera dynamic range was 16 bits in order to skirt around vibrations owing to information encoding. Thus this effect can produce erroneous conclusions about the apparent damage induced in the material from a non-physical degradation of Young's modulus. However, it seems that this effect is mainly influenced by the sensitivity of the identification method and the ability of the acquisition system to encode sufficient measurement information for an accurate identification of material parameters.
Conclusion
Application of ultra-high-speed cameras for full-field measurements and extraction of material parameters in high strain rate testing appears to provide accurate results, and is continuing to attract more attention. However, it is first necessary to validate these methods and evaluate possible experimental uncertainties that can affect the identification procedures. In this contribution, a methodology for simulating the entire experimental chain of measurements is applied to dynamic tensile testing using a spalling experiment. Additionally, this methodology can be easily extended to many other dynamic testing procedures. The analysis relies on the simulation of the image acquisition of a hypothetical ultra-high-speed camera by considering its performance. Thus, starting from already defined material parameters, numerically simulated displacement fields and sequences of deformed synthetic grid images are generated. The influence of several user-dependent parameters such as acquisition speed, blurring, camera dynamic range (illumination) and grid sampling has been studied by treating the synthetic images as real experimental ones and comparing the identified parameters with their initially defined reference values. Next, the VFM was used as the identification tool for extraction of the material response that was previously validated by directly treating the numerically simulated displacement fields.
The observations and conclusion are as follows.
-Temporal resolution of the acquisition system plays a significant role in the identification of response of brittle materials. To this end, several recording speeds have been simulated, and it was observed that the temporal resolution of 500 kfps and higher provides a more reliable identification of material stiffness owing to the temporal discretization of the acceleration fields. -A positive effect of image blurring was observed by treating the synthetically generated binary grid images. The effect of blurring alters the grid profile changing it to an almost perfect sine wave that facilitates the phase detection, and thus reduces the uncertainty of the identified parameters. While the identification of material parameters with a binary grid was impossible, slight blurring of the same image sequence allowed for a valid identification of the material response. -Impact of camera dynamic range was investigated by generating several image sequences with different illumination limits. It was observed that low simulated dynamic range such as 255 grey levels can introduce variation of the identified Young's modulus. It was suggested that encoding of 10 bits and higher is necessary for a proper reconstruction of the material response. -Finally, it was observed that the number of pixels used to sample the grid period also plays an important role in material identification, and if the number of pixels is not sufficient, erroneous results can be obtained that produce misleading conclusions. It was shown that by using small grid sampling of five pixels per period, it becomes impossible to attain the reference value of Young's modulus during the tensile loading stage, which may be misinterpreted as an 'apparent' damage in the material. Furthermore, it was shown that increasing the number of grid sample pixels to nine pixels per period results in an accurate identification of material stiffness in the tensile phase.
The results of this study provide a deeper understanding of how the initial experimental conditions can affect the desired measurement. Thus, this work can serve as a guideline on how to perform experiments more efficiently by reducing undesirable user-influenced sources of errors along with designing optimal experimental system configurations. Furthermore, this work allows some limits to be placed on what type of acquisition system can or cannot be used in this specific experimental configuration.
Further work is required so that the simulations can be extended through the use of experimentally obtained still sample images acquired with a specific data acquisition system. This would allow for directly accounting for complex sensor noise sources rather than simulating them with approximate noise-generating algorithms. Moreover, the entire study can be extended to the application of digital image correlation (as opposed to the grid method) in tensile high strain rate testing, as for practical reasons this technique provides more experimental liberty.
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