Introduction
We consider non-zero p o l y n o m i a l s /^, ..., x k ) in k variables x it ..., x k with coefficients in the finite field GF[q] (q = p" for some prime p and positive integer n). We assume that the polynomials have been normalised by selecting one polynomial from each equivalence class with respect to multiplication by non-zero elements of GF [q] . By the degree of a polynomial f(x u ..., x k ) will be understood the ordered set (m u ..., m k ), where m i is the degree of/(x 1( ..., holds for all k S; 1 and fixed q. When k ^ 2 and we consider all polynomials of degree (m u ..., m k ), the situation is different and much more difficult. In this case, no explicit formula corresponding to (1.1) or (1.3) is available. Carlitz (2) has shown that, in contrast to (1.2) and (1.4), when k ^ 2, in a certain sense, " almost all " polynomials are irreducible. Carlitz (3) has studied the case k = 2 in greater detail. Here we obtain the corresponding results for a general k(>. 2). We shall assume from now on that k 2: 2. We shall show, for example, that for fixed m lt ..., m k _ lt numbered so that
where «*= f *ff
and the constant in the O-term is independent of m k . We shall see later that where the constant implied by the 0-term depends only on q. We examine results like (1.5) more closely obtaining improvements in most cases. We conclude by giving some examples.
Fundamental formula
The following lemma is an extension of the corresponding result for k = 2 in (3). 
. V). (2-2)
[It will be necessary to distinguish by context the degree (r x , ..., /-fc ) and the symbol (r t , ..., r k ) meaning the greatest common divisor of r u ..., 
where //ze constants implied by the O-terms depend only on q.
Proof. In this proof we shall be considering only polynomials of degree at most ntf in x t (i = 1, ..., k). By the principal terms of a polynomial f(x u ..., In the present context q is fixed. From Lemma 1 and (3.2), we have
We shall use (3. 
We shall require upper bounds for terms of the form (3.7); we obtain these in Lemmas 3 and 4 below. We now show that for general s u ..., s k satisfying (3.10), there exist integers s'i, .., s k also satisfying (3.10) with, in addition, 2s', ^ m,(t = 1, ..., k) and
Thus, by the first part of the proof applied to T(si, ..., s' k ) and (3.12), (3.11) is proved.
Let v be the number of the s, (t = 1, ..., k) such that 2s, ^ m, and so 0 :£ v ^ A:. We have already discussed the case v = k and the case v = 0 reduces to it on application of (3.9) and noting that where the implied constants depend only on q. We divide the summation of (4.3) into two cases: (i) r h = 0(t = 1, ..., /). These terms are restated in (4.5) below. Since the summand in (2.1) contains the factor r x we can neglect terms in which r t takes the value zero in (4.3). This justifies the omission of the term 2 r k = 0 from the second multiple sum of (4.5).
(ii) r Jt ^ 1, for some / with 1 5S t g /. On application of Lemma 3, these terms give rise to a sum We investigate (4.14) and (4.16) in more detail in § 5 below.
5. Improvement of (4.14) and (4.16) We consider first the estimation of M(m l , ..., m k ) in which m u ..., w t _ t are fixed. In this case we can improve (4.14) except when k = 2 and m y = 2 and when k = 3 and m l = m 2 = 1.
We can calculate M(2, n) and M{\, 1, «), where n ^ 1, directly using Lemma 1 and (4.1) (see § 6). When expressed in the form of (4.14), we obtain
both expressions being valid for large n. We see that in these cases (4.14) is " best possible ". Define the positive integer R by 
., m k -\).
We require the following consequences of (3.1), valid for large m k . We have
(5.5) We verify (5.4) and (5.5) as follows. Firstly, by (3.1), we have 
This completes the proof of Theorem 2.
From the results of § 5, it also follows that since, by (3.1),
Considerations of symmetry suggest that (5.12) can be improved to give the result of our final theorem. Note. Theorem 3 has been given for k ^ 3 to make its statement easier.
In fact, the same proof for k = 2 shows that
holds as m and n tend to infinity.
Examples
We now list explicit values of M(m x , ..., m k ) for the simplest cases in which k = 2 or 3. They are obtained by calculating L(m u ..., m k ) from (5.6), using previously calculated values of the /.-function and (3.1), and then applying (4.1).
We obtain, in turn, for n ^ 1, The above expressions illustrate Theorem 2 (and its exceptions) and also (5.11).
The derivation of the above results is increasingly complicated. Each further computation, using this method, would require considerable calculation.
Finally, to illustrate Theorem 3, we estimate M{\, n, 2M) for large n. For integers i, r, s with s ^ 1, let N'(i, r, s) I wish to thank Dr. John Hunter for the invaluable assistance he has given me at all stages in the preparation of this paper.
