We define solitons for the generalized Ricci flow on an exact Courant algebroid, building on the definitions of [Gar19]. We then define a family of flows for left-invariant Dorfman brackets on an exact Courant algebroid over a simply connected nilpotent Lie group, generalizing the bracket flows for nilpotent Lie brackets in a way that might make this new family of flows useful for the study of generalized geometric flows, such as the generalized Ricci flow. We provide explicit examples of both constructions on the Heisenberg group.
Introduction
Generalized geometry, building on the work of N. Hitchin [Hit03] and M. Gualtieri [Gua04] and the structure of Courant algebroids, constitutes a rich mathematical environment. The main idea behind it lies in the shift of point of view when studying structures on a differentiable manifold M n , replacing the tangent bundle T M with the generalized tangent bundle TM = T M ⊕ T * M. More explicitly, in the language of G-structures, one studies reductions of GL(TM ), the GL 2n -principal bundle of frames of TM .
A reduction to the orthogonal group O(n, n) always exists, thanks to the nondegenerate symmetric bilinear form of neutral signature (1.1) X + ξ, Y + η = 1 2 (η(X) + ξ(Y )) , so that one usually only considers structures which are reductions of O(TM ), the O(n, n)reduction of GL(TM ) determined by this natural pairing. In this spirit, for example, a generalized almost complex structure on M 2m , defined by an orthogonal automorphism J of TM , J 2 = − Id TM , determines a U(m, m)-reduction of GL(TM ). The integrability of such a structure is expressed through an involutivity condition with respect to a natural bracket operation, called the Dorfman bracket:
On the other hand, a generalized Riemannian metric on M n , defined by a symmetric (with respect to ·, · ) and involutive automorphism G of TM , determines an O(n)×O(n)-reduction of GL(TM ).
More generally, one can consider a Courant algebroid E over M , namely a smooth vector bundle over M endowed with a pairing ·, · and a bracket [·, ·] satisfying certain properties so that TM , endowed with (1.1) and (1.2), is a special case. On the generic Courant algebroid one can then study reductions of GL(E), such as generalized almost complex structures and generalized (pseudo-)Riemannian metrics.
In [Gar19] , the author introduced a flow of generalized (pseudo-)Riemannian metrics on a Courant algebroid E over a smooth manifold M , generalizing the classical Ricci flow of R. Hamilton [Ham82] and the B-field renormalization group flow of Type II string theory (see [Pol98] ). The generalized Ricci flow, as we shall refer to this flow from now on, is actually a flow for a pair of families of generalized (pseudo-)Riemannian metrics G ∈ Aut(E) and divergence operators div : Γ(E) → C ∞ (M ), the latter of which are required in order to "gauge-fix" curvature operators associated to a generalized (pseudo-)Riemannian metric.
The paper is organized as follows: Section 2 is devoted to a review of the setting of generalized geometry -including the notions of Courant algebroid, generalized curvature tensors and the definition of generalized Ricci flow -and of the algebraic framework of nilpotent Lie groups.
In Section 3 we introduce the notion of generalized Ricci soliton to algebraically characterize initial conditions to "self-similar" (in a suitable sense) solutions to the generalized Ricci flow on exact Courant algebroids. This condition generalizes the Ricci soliton condition Rc g = λg + L X g, where Rc g denotes the Ricci tensor of g, λ ∈ R and L X g denotes the Lie derivative of g with respect to the vector field X. We show that, when working on a Lie group and considering left-invariant structures, this condition descends to an algebraic condition on the Lie algebra of the group.
Borrowing from the ideas of J. Lauret, in Section 4 we consider left-invariant Dorfman brackets on simply connected nilpotent Lie groups, describing them as elements of an algebraic subset of the vector space of skew-symmetric bilinear forms on R n ⊕ (R n ) * , for the suitable n. We then define a family of flows of such structures, showing that they generalize the constructions known in literature as bracket flows, which have been extensively used to rephrase geometric flows on (nilpotent) Lie groups (see for example [Lau11] ). This justifies our definition of generalized bracket flows.
In the last section, we perform explicit computations of generalized Ricci solitons on the 3-dimensional Heisenberg group and exhibit an example of generalized bracket flow on the (2n + 1)-dimensional Heisenberg group.
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Preliminaries
2.1. Courant algebroids. Let V be a real vector space of dimension n. We start by recalling a few facts about the algebra of the vector space V ⊕ V * ; for more details, see [Gua04] .
V ⊕ V * can be endowed with a natural symmetric bilinear form of neutral signature
and with a canonical orientation provided by the preimage of 1 ∈ R in the isomorphism
Consider the Lie group SO(V ⊕ V * ) ∼ = SO(n, n) of automorphisms of V ⊕ V * preserving the pairing ·, · and the canonical orientation. Its Lie algebra so(V ⊕ V * ) ∼ = so(n, n) consists of endomorphisms T ∈ gl(V ⊕ V * ) which are skew-symmetric with respect to ·, · , namely
Seeing T as a block matrix, (2.1) dictates T to be of the form
where the former isomorphism is given by T → ·, · T , ( ·, · T ) (z 1 , z 2 ) := T z 1 , z 2 .
Via the exponential map exp : so(V ⊕V * ) → SO(V ⊕V * ), we obtain distinguished elements of SO(V ⊕ V * ):
• e φ = e φ 0 0 (e −φ ) * , which extends to an embedding of the whole GL(V ) into
In the case V = R n , the image of this embedding will be denoted by GL n . Let M be an oriented smooth manifold of positive dimension.
Definition 2.1. A Courant algebroid over M is a smooth vector bundle E → M equipped with:
• ·, · , a fiberwise nondegenerate bilinear form, which allows to identify E and its dual E * , viewing z ∈ E as z, · ∈ E * , • [·, ·], a bilinear operator on Γ(E), • a bundle homomorphism π : E → T M , called the anchor, which satisfy the following properties for all z,
is exact, namely if the anchor map is surjective and its kernel is exactly the image of π * .
By the classification of P.Ševera [Sev98] , isomorphism classes of exact Courant algebroids over M are in bijection with the elements of the third de Rham cohomology group of M , 
and (twisted) Dorfman bracket In what follows, let E be a Courant algebroid over M , with rk(E) = 2n and pairing ·, · of neutral signature. Definition 2.3. A generalized Riemannian metric on E is an O(n)×O(n) -reduction of O(E), the O(n, n)-principal subbundle of orthonormal frames of E with respect to the pairing ·, · . Explicitly, it is equivalently determined by • a subbundle E + of E, rk(E + ) = n, on which ·, · is positive-definite,
• an automorphism G of E which is involutive, namely G 2 = Id E , and such that ·, · G is a positive-definite metric on E.
Given E + , denoting by E − its orthogonal complement with respect to ·, · , G is defined by G| E ± = ± Id E ± . E ± can then be recovered as the ±1-eigenbundles of G. Given z ∈ E, we shall denote by z ± its orthogonal projections along E ± .
Example 2.4. Every generalized Riemannian metric on the exact Courant algebroid E H is of the form
for some g Riemannian metric and B 2-form on M (see [Gua04] ). The corresponding E ± are
Notice that G is of the form 0 g −1 g 0 in the splitting E H+dB .
2.2. Generalized curvature. We now recall the definition of generalized connection on a Courant algebroid E, showing how these objects can be used to associate curvature operators to a generalized Riemannian metric G. Unlike the Riemannian case, where the uniqueness of the Levi-Civita connection allows to single out canonical curvature operators for a given Riemannian metric, in the generalized setting there are plenty of torsion-free generalized connections compatible with a generalized Riemannian metric G, and these may define different curvature operators. To gauge-fix them, one needs to additionally fix a divergence operator. For further details, we refer the reader to [Gar19] and [CD19] .
Definition 2.5. A generalized connection on a Courant algebroid E is a linear map
which satisfies a Leibniz rule and a compatibilty condition with ·, · :
Given a generalized Riemannian metric G, a generalized connection D is compatible with G if DG = 0, where here D denotes the induced E-connection on the tensor bundle
The torsion T D ∈ Γ(Λ 2 E * ⊗ E) of a generalized connection D on E is defined by
If T D = 0, the generalized connection D is said to be torsion-free. Given a generalized connection D on E which is compatible with a generalized Riemannian metric G, one can define curvature operators
where o(E ± ) = ·, · −1 Λ 2 E * ± denotes the Lie algebra of skew-symmetric endomorphisms of E ± with respect to ·, · , by
One then has associated Ricci tensors
Definition 2.6. A divergence operator on E is a first order differential operator div : 
where g is a Riemannian metric, dV g its associated Riemannian volume form and z ∈ Γ(E H ). Then, via the isomorphism π + = π| E + : E + → T M , the Ricci tensor Rc + of (G, div g,z ) is given by
is the Hodge codifferential associated to the metric g and the fixed orientation, * g being the Hodge star operator, Gar19] for details.
Generalized Ricci flow. Consider a smooth family of generalized Riemannian metrics
A smooth pair of families (G(t), div(t)) t∈I of generalized Riemannian metrics and divergence operators on E is a solution to the generalized Ricci flow if it satisfiesĠ
. On an exact Courant algebroid, the system may be written as follows:
Let E be an exact Courant algebroid on an oriented smooth manifold M , withŠevera class [H] ∈ H 3 (M ). Fix an isotropic splitting E H = TM for E and consider the pair of smooth families (G(t), div(t)) t∈I defined by:
where H(t) = H + dB(t).
Separating the symmetric and skew-symmetric part of (2.3) one gets (see [ST13] , notice the rescaling of θ by a factor of − 1 4 )
where one has that 1 2
are respectively the symmetric and skew-symmetric parts of ∇ + g(t),H(t) θ(t). The pair (g(t), H(t)) evolves as
,
where ∆ g = dd * g + d * g d denotes the Hodge Laplacian operator associated to g and the fixed orientation. By [ST13, Theorem 6.5] a solution to such flow can be pulled back to a solution of  
via the one-parameter family of diffeomorphism generated by − 1 8 g(t) −1 θ(t).
2.4.
Simply connected nilpotent Lie groups. We briefly recall the structure of simply connected nilpotent Lie groups, in the description of J. Lauret (see for example [Lau11] ). Every simply connected nilpotent Lie group G is diffeomorphic to its Lie algebra of leftinvariant fields g via the exponential map. Identifying g with R n via the choice of a basis, denote by µ ∈ Λ 2 (R n ) * ⊗ R n the induced Lie bracket. Now, exploiting the Campbell-Baker-
, so that exp : (R n , · µ ) → G is an isomorphism of Lie groups. Therefore, the set of isomorphism classes of simply connected nilpotent Lie groups is parametrized by the set of nilpotent Lie brackets on R n : these form an algebraic subset of the vector space of skew-symmetric bilinear forms on R n , V n := Λ 2 (R n ) * ⊗ R n , which parametrizes all skew-symmetric algebra structures on R n . Coordinates for V n can be obtained by fixing a basis {e i } n i=1 for R n : this allows to determine the so-called structure constants of any fixed µ ∈ V n as the real numbers {µ k ij , i, j, k = 1 . . . n} given by µ(e i , e j ) = µ k ij e k . One can then consider L n := {µ ∈ V n , µ satisfies the Jacobi identity}, the algebraic subset of V n consisting of Lie brackets on R n , and
which parametrizes all nilpotent Lie algebra structures on R n . By the previous remarks, N n parametrizes all n-dimensional simply connected nilpotent Lie groups, up to isomorphism.
Let us consider the family of Riemannian metrics on R n (2.4) {g µ,q , µ ∈ N n , q positive definite bilinear form on R n },
where g µ,q coincides with q at the origin and is left-invariant with respect to the nilpotent Lie group operation · µ . The set (2.4) is actually the set of all Riemannian metrics on R n which are invariant by some transitive action of a nilpotent Lie group. By a result of E. Wilson [Wil82] , the Riemannian manifolds (R n , g µ,q ) (varying n, µ and q) are, up to isometry, all the possible examples of simply connected homogeneous nilmanifolds, namely connected Riemannian manifolds admitting a transtive nilpotent Lie group of isometries. The Riemannian metrics in (2.4) are not all distinct, up to isometry: it can be proven (see [Wil82] ) that g µ,q is isometric to g µ ,q if and only if there exists h ∈ GL n such that µ = h * µ and q = h * q. By convention we will denote g µ := g µ, ·,· , where ·, · denotes the standard scalar product.
Since the Riemannian metrics g µ,q are completely determined by their value at 0 and by the Lie bracket µ, so will be all curvature quantities related to g µ,q . In particular, we are interested in Riemannian metrics g µ and their Ricci tensor, which we will encounter in two guises, which we denote by
For these, explicit formulas can be computed [Lau01] . Let {e i } n i=1 be the standard basis of R n , which, in particular, is orthonormal with respect to ·, · : one has (2.5) Rc µ (X, Y ) = − 1 2 µ(X, e k ), e l µ(Y, e k ), e l + 1 4 µ(e k , e l ), X µ(e k , e l ), Y , so that, if Rc µ = (Rc µ ) ij e i ⊗ e j and Ric µ = (Ric µ ) j i e i ⊗ e j , one has
Notice that one can use formulas (2.5) and (2.6) to define Rc µ ∈ S 2 (R n ) * and Ric µ ∈ gl n for any µ ∈ V n .
Generalized Ricci solitons
Just as Ricci soliton metrics arise from self-similar solutions of the Ricci flow, generalized Ricci solitons arise from self-similar solutions of the generalized Ricci flow. We focus on exact Courant algebroids, defining a family of generalized Riemannian metrics, whose initial one is determined by a Riemannian metric on the base manifold; imposing this family (together with a family of divergence operators) to be a solution of the generalized Ricci flow, we draw necessary conditions on said Riemannian metric: these conditions generalize the Ricci soliton condition, leading to the definiton of generalized Ricci solitons.
Let E be a Courant algebroid over an oriented smooth compact manifold M withŠevera class [H 0 ] ∈ H 3 (M ). Fixing an isotropic splitting E H 0 = TM , we consider a smooth selfsimilar pair of families (G(t), div(t)) t∈I , 0 ∈ I, on E of the form
. By Proposition 2.11, such (G(t), div(t)) t∈I is a solution of the generalized Ricci flow if and only if
where
for all t ∈ I, x ∈ M . Setting t = 0 and rearraging the terms,
We can now introduce the following definition, which generalizes the notion of Ricci soliton. When working on a Lie group G, for simplicity one can assume all structures to be leftinvariant, so that the generalized Ricci soliton condition reduces to an algebraic condition on structures on the Lie algebra of G, (g, µ).
In doing this, we are also aided by [Lau01] , in which it is proven that, if g 0 is a left-invariant Riemannian metric on G, the Lie derivative of g 0 with respect to a left-invariant vector field X can be written as
where D = D X ∈ Der(g) ∩ Sym(g, g 0 ). Here Der(g) denotes the algebra of derivations of g and Sym(g, g 0 ) = g −1 0 (S 2 g * ) denotes symmetric endomorphisms of g with respect to g 0 . (3.2) then becomes
Λ 3 g * → Λ 4 g * denoting the Chevalley-Eilenberg differential of the Lie algebra (g, µ)), θ 0 ∈ g * , ω ∈ Λ 2 g * , or equivalently and some bilinear operator [·, ·] on Γ(TG). Let us now suppose [·, ·] restricts well to leftinvariant sections,
where g = Lie(G), so that we get a bilinear operator
Notice also that the inner product, viewed on sections, satisfies
where here R denotes constant functions on G. It follows that D z 1 , z 2 = 0, for all z 1 , z 2 ∈ g ⊕ g * . It is interesting to see what the axioms of the definition of Courant algebroid look like when considering only left-invariant sections (including C ∞ -functions, which therefore need to be constant). Let z, z i ∈ g ⊕ g * , i = 1, 2, 3, and λ ∈ R be arbitrary:
(
, z 3 ]] = 0: the Jacobi identity remains unchanged, (2) π[z 1 , z 2 ] = [π(z 1 ), π(z 2 )]: also unchanged, states that the g-part of the bracket is the Lie bracket of the g-parts of the two entries, (3) [z 1 , λz 2 ] = λ[z 1 , z 2 ], which already followed by bilinearity of [·, ·], (4) [z, z] = 0: by polarization, this is equivalent to saying the bracket is skew-symmetric:
[·, ·] ∈ Λ 2 (g ⊕ g * ) * ⊗ (g ⊕ g * ) ,
(5) [z 1 , z 2 ], z 3 + z 2 , [z 1 , z 3 ] = 0: using the identification of g ⊕ g * provided by ·, · to identify [·, ·] with an element of (g ⊕ g * ) * ⊗3 sending z 1 , z 2 , z 3 into [z 1 , z 2 ], z 3 , this, together with Property 4, states that [·, ·] is totally skew-symmetric:
[·, ·] ∈ Λ 3 (g ⊕ g * ) * .
Notice that Properties 1 and 4 ensure that [·, ·] endows g ⊕ g * with the structure of Lie algebra, such that the projection π : g ⊕ g * → g is a Lie algebra homomorphism. We can now introduce the aforementioned definitions. Since our focus is placed on simply connected nilpotent Lie groups, we shall work on R n instead of the generic G.
Let n ∈ N\{0} and consider the vector space R n ⊕(R n ) * equipped with the projection onto the first component π : R n ⊕ (R n ) * → R n and with the nondegenerate symmetric bilinear form
Define the vector space of bilinear skew-symmetric operators
which is noncanonically isomorphic to V 2n . Fixing a basis {e i } n i=1 for R n , which completes its dual basis {e i } n i=1 for (R n ) * to a basis {e i , e i } n i=1 for R n ⊕ (R n ) * , one can define the structure constants of any µ ∈ V n with respect to the fixed basis as the (2n) 3 = 8n 3 real numbers µ i j k , i, j, k = 1 . . . n, given by
In what follows, a Greek letter denotes an underlined or overlined Latin letter (representing in turn numbers from 1 to n) so that µ αβγ denotes the generic structure constant of µ ∈ V n . Denoting e i = e i and e i = e i for all i = 1 . . . n, the structure constants are equivalently defined for all α, β, γ by µ αβγ = 2 µ(e α , e β ), e γ .
Notice that, by the skew-symmetry of µ, we actually have that µ αβγ = −µ βαγ for all α, β, γ. Given µ ∈ V n , let µ ∈ V n denote its Λ 2 (R n ) * ⊗ R n -part, defined by µ(X 1 , X 2 ) = πµ(X 1 , X 2 ), for all X 1 , X 2 ∈ R n , so that µ ijk = µ k ij for all i, j, k = 1 . . . n, with respect to any basis. In light of the remarks at the beginning of this section, let us define the vector subspace
(2) πµ(z 1 , z 2 ) = µ(π(z 1 ), π(z 2 )), namely µ is the only nonvanishing (·) ⊗ R n -part of µ.
From the point of view of coordinates, fixing any basis {e i } n i=1 for R n , the previous conditions read (1) µ αβγ = −µ αγβ for all α, β, γ, (2) µ ijk = µ ijk = 0 for all i, j, k = 1 . . . n.
It is then easy to see that, given that (1) holds, (2) is equivalent to (2) µ((R n ) * , (R n ) * ) = 0, which in coordinates reads µ ijα = 0 for all i, j = 1 . . . n, for all α. Any element µ ∈ S n is then completely determined by its behaviour on R n , since structure constants having two or more overlined indices vanish and µ(e i , e j ) = µ ijk e k + µ ijk e k .
Notice that µ ijk = µ k ij for some µ ∈ V n , while the structure constants µ ijk can be seen as the coefficients of the Λ 3 (R n ) * ⊂ Λ 2 (R n ) * ⊗ (R n ) * -part of µ,
which makes apparent the canonical isomorphism
Explicitly, for any (µ, H) ∈ V n ⊕ Λ 3 (R n ) * , one can find that the corresponding µ H ∈ S n is defined for all
so that its Λ 2 (R n ) * ⊗ R n -part is equal to µ and its Λ 2 (R n ) * ⊗ (R n ) * -part is equal to H, or equivalently (µ H ) ijk = µ k ij and (µ H ) ijk = H ijk with respect to any basis.
Remark 4.1. A possible alternative way of describing these structures exploits the classification of exact Courant algebroids: we preferred this other approach, which does not require it, because we believe it might open up for further generalizations or similar constructions, also making it easier to draw parallels with the work of J. Lauret.
We now define the algebraic subset of S n (and therefore V n ) C n ={µ ∈ S n , µ satisfies the Jacobi identity} =S n ∩ L 2n .
where, we recall, µ ∈ V n satisfies the Jacobi identity if
for all z i ∈ R n ⊕ (R n ) * , i = 1, 2, 3. Looking at the isomorphism (4.1), we wish to identify C n with an algebraic subset of V n ⊕ Λ 3 (R n ) * .
Then µ H ∈ C n if and only if µ ∈ L n and H is a closed form with respect to µ, namely d µ H = 0.
Proof. A quick computation shows
for all X i ∈ R n , i = 1, 2, 3, so that the "only if"-part of the lemma follows. To see the converse implication, suppose µ H ∈ S n = V n ⊕ Λ 3 (R n ) * , with µ ∈ L n and H closed. Then notice that the expression on the left-hand side of (4.3) is skew-symmetric and linear in its entries, so that the Jacobi identity needs to be checked only for the cases where the triplet (z 1 , z 2 , z 3 ) is equal to (X 1 , X 2 , X 3 ) or (X 1 , X 2 , ξ 1 ) or (X 1 , ξ 1 , ξ 2 ) or (ξ 1 , ξ 2 , ξ 3 ), where X i ∈ R n , ξ i ∈ (R n ) * , i = 1, 2, 3, are arbitrary. The (X 1 , X 2 , X 3 )-case holds by hypothesis and by the previous computation, while the cases (X 1 , ξ 1 , ξ 2 ) and (ξ 1 , ξ 2 , ξ 3 ) yield all terms vanishing identically by Point (2) from the definition of S n , so that we are left with z 1 = X 1 , z 2 = X 2 , z 3 = ξ 1 . Again by (2), all terms involved lie in (R n ) * . For an arbitrary Y ∈ R n , by the skew-symmetry of µ H and by the Jacobi identity of µ one has
so that our claim follows.
The previous lemma provides the 1:1 correspondence
Going one step further, we then finally define the algebraic subset of V n N n ={µ ∈ S n µ is nilpotent} =S n ∩ N 2n .
Clearly µ ∈ N n implies µ ∈ N n but, in light of the explicit characterization of S n in (4.1) and (4.2), it is easy to convince oneself that this is also a sufficient condition, so that (4.4) restricts to (4.5) N n
In this case the bracket (4.2) is precisely the restriction to left-invariant sections in (R n , µ) ⊕ (R n , µ) * of the (twisted) Dorfman bracket on TR n ,
where H µ ∈ Γ(Λ 3 T * R n ) coincides with H at the origin and is the left-invariant with respect to the group operation · µ ,
, dL µ x | 0 (X 3 )) := H(X 1 , X 2 , X 3 ), for all x ∈ R n , X i ∈ R n ∼ = T 0 R n , i = 1, 2, 3, where L µ x : R n → R n , L µ x (y) = x · µ y. In this way we recover the initial idea described at the beginning of this section; in particular, N n can be identified with the set of all brackets on TR n making it an exact Courant algebroid and restricting well to a bracket on left-invariant sections with respect to some nilpotent Lie group structure on R n , parametrized by N n .
Generalized bracket flows. Consider now the pull-back action of GL
, for all z 1 , z 2 ∈ R n ⊕ (R n ) * . Let us make the following remarks:
• SO(R n ⊕ (R n ) * ) * Λ 3 (R n ⊕ (R n ) * ) * = Λ 3 (R n ⊕ (R n ) * ) * , since it is immediate to show that, for any F ∈ SO(R n ⊕ (R n ) * ) and z i ∈ R n ⊕ (R n ) * , i = 1, 2, 3,
• GL * n S n = S n , since it is immediate to see that, for any A ∈ GL n , µ ∈ V n , z 1 , z 2 ∈ R n ⊕ (R n ) * , π A * µ(z 1 , z 2 ) = A * µ(π(z 1 ), π(z 2 )) and A * µ is exactly the restriction of A * µ to R n , • GL * n C n = C n , since the action preserves elements of V n satisfying the Jacobi identity, • GL * n N n = N n , since the action clearly preserves nilpotency. Now, identifying µ ∈ S n with (µ, H) ∈ V n ⊕ Λ 3 (R n ) * , it is evident that the pull-back by elements in GL n distributes as A * (µ, H) = (A * µ, A * H).
As done previously, it is useful to then tweak this action to get a left action of GL n on V n (restricting well to C n and N n ) by
for all A ∈ GL n , µ ∈ V n , defining the Lie group homomorphism Ψ : GL n → GL(V n ),
A → A·, so that, denoting by ψ : gl n → gl(V n ) ⊂ Γ(T V n ) its differential, one has
for any µ ∈ V n , φ ∈ gl n , whereφ ∈ Γ(T V n ) denotes the action field induced by φ via the GL n -action. Notice that actually, since the curve s → e −sφ · µ is contained in GL n · µ, one has
In
where A · H := (A −1 ) * H for all A ∈ GL n , so that δ µ φ =µ(φ ·, ·) + µ(·, φ ·) − φµ(·, ·), δ H φ =H(φ ·, ·, ·) + H(·, φ ·, ·) + H(·, ·, φ ·).
Following the ideas in the work of J. Lauret (see [Lau11] ), these remarks suggest the idea of defining a flow, which we shall refer to as generalized bracket flow, on the vector space V n , of the form (4.7) μ(t) = δ µ(t) φ(t, µ(t)) , µ(0) = µ 0 , for some smooth function φ(t, µ) : R × V n → gl n and some µ 0 ∈ N n . By (4.6), a solution µ(t) to (4.7) satisfiesμ(t) ∈ T µ(t) (GL n · µ(t)) ⊂ T µ(t) N n for all t, so that the curve µ(t) is entirely contained in N n . For this reason, the function φ(t, µ) may also be defined on R × N n only. In light of (4.1), the system (4.7) may be rewritten as the system on V n ⊕ Λ 3 (R n ) * (4.8)
In what follows, we shall omit the time dependencies of the quantities involved, rewriting the system of differential equations in (4.7) aṡ µ = δ µ φ, and in (4.8) as (4.9) μ = δ µ φ,
Fixing a basis {e i } n i=1 for R n , we shall denote by φ j i , i, j = 1 . . . n the entries of the generic φ ∈ GL n with respect to it, such that φ(e i ) = φ j i e j for all i = 1 . . . n. Let us then compute the coordinate expression for (4.9):
(4.11)
Special generalized bracket flows are obtained when the gl n -valued smooth function φ only depends on µ, φ = φ(µ): when this happens, the first equation of (4.9) is independent from the second one and corresponds to a usual bracket flow on N n . This is the case, for example, when considering φ(µ) = Ric µ , whose coordinate expression (see (2.6)) is given by
We can now rephrase Theorem 5.1 in [Lau11] . Though the next theorem does not add any generalization to said result, we deem it important as an idea of how generalized bracket flows might be implemented in the solution of flows in generalized geometry, such as the generalized Ricci flow:
Theorem 4.3. Consider the Courant algebroid E 0 = TR n over R n . For every µ = (µ, H) ∈ N n , let G µ be the generalized Riemannian metric
Let µ 0 = (µ 0 , H 0 ) ∈ N n . A solution to the initial value problem for the generalized Ricci flow
, H(t)) ∈ N n is the solution to the generalized bracket flow
Proof. First, by Proposition 2.11, the setting of the statement implies the generalized Ricci flow is equivalent to the Riemannian Ricci flow. Then, as already noticed, since Ric µ only depends on µ and not H, µ(t) solves the bracket flow
One also has that (4.12)
where h(t) ∈ GL n solves the ode
and that
so that the claim follows directly from [Lau11, Theorem 5.1].
Examples on the Heisenberg group
In this section we perform explicit computations for the constructions introduced in the previous sections. We focus in particular on the Heisenberg group.
For any n ∈ N\{0} one can define the (2n + 1)-dimensional Heisenberg group H n as the subgroup of strictly upper triangular matrices given by
H n is a closed simply connected nilpotent Lie group diffeomorphic, via the exponential map, to its Lie algebra
Denoting by δ ij the (n + 2) × (n + 2) matrix having 1 in its (i, j)-entry and 0 elsewhere and fixing a basis for h n ,
. . n, δ i+1−n,1 i = n + 1 . . . 2n, δ 1,n+2 i = 2n + 1, the bracket µ ∈ N 2n+1 of h n satisfies µ(e i , e i+n ) = e 2n+1 , i = 1 . . . n, so that the only nonzero structure constants µ k ij (for i < j) are µ 2n+1 i,i+n = 1, i = 1 . . . n.
5.1.
Generalized Ricci solitons on the Heisenberg group. Let G = H 1 be the 3dimensional Heisenberg group, and fix the basis (5.1) for its Lie algebra h 1 . In order to find generalized Ricci solitons on H 1 , we first notice that the codifferential d * g 0 is the null map for every g 0 ∈ S 2 + g * , since * g 0 sends Λ 3 g * to R and d : R → g * is the null map. The generic derivation D of h 1 can be written in matrix form (with respect to the basis {e 1 , e 2 , e 3 }) as
with a i ∈ R, i = 1 . . . 6.
Let g 0 be the standard metric g 0 = e 1 ⊗ e 1 + e 2 ⊗ e 2 + e 3 ⊗ e 3 , such that {e 1 , e 2 , e 3 } is an orthonormal basis. Now, symmetric derivations with respect to g 0 are simply represented by symmetric matrices with respect to this basis:
In what follows assume
where a, θ i , ω ij ∈ R, ω ij = −ω ji , i, j = 1, 2, 3, e i 1 ...i k := e i 1 ∧ · · · ∧ e i k and ε ijk is equal to the sign of the permutation sending (1, 2, 3) into (i, j, k) whenever i, j and k are all different, and equal to 0 otherwise, by definition.
We are now ready to compute the coordinate expression for all the terms involved in (3.3):
• Rc g 0 : from (2.6), since the basis {e 1 , e 2 , e 3 } is orthonormal, by a direct computation we get (Rc g 0 ) ij = − 1 2 µ l ik µ l jk + 1 4 µ i kl µ j kl , which yields nonzero components (Rc g 0 ) 11 = (Rc g 0 ) 22 = − 1 2 , (Rc g 0 ) 33 = 1 2 , so that, in the orthonormal basis,
• g 0 (D): it is simply represented by the matrix (5.2) with respect to the orthonormal basis,
that is,
• ∇ + g 0 ,H 0 θ 0 : writing ∇ + instead of ∇ + g 0 ,H 0 and by left-invariance of the quantities involved, one has ∇ + θ 0 (e i , e j ) = −θ 0 (∇ + e i e j ). Now, ∇ + = ∇ g 0 + 1 2 g −1 0 H 0 and, letting ∇ g 0 e i e j = Γ k ij e k and recalling the Koszul formula one has g 0 (∇ g 0 e i e j , e k ) = − 1 2 (g 0 (µ(e j , e i ), e k ) + g 0 (µ(e i , e k ), e j ) + g 0 (µ(e j , e k ), e i )), so that
The corresponding matrix with respect to the orthonormal basis is thus
It is then easy to compute the components of the symmetric and skew-symmetric part of ∇ + θ 0 : their nonzero components (with appropriate symmetry) are
The first equation of (3.4) gives now rise to a system of six equations in the unknowns λ, a 1 , a 2 , a 3 , θ 1 , θ 2 , θ 3 :
Subtracting the first equation from the second one, one readily gets
The second equation of (3.4) now implies ω 12 = −ω 21 = θ 3 (1 + a), while all the other ω ij 's vanish.
We thus obtain generalized Ricci solitons with the data
g 0 = e 1 ⊗ e 1 + e 2 ⊗ e 2 + e 3 ⊗ e 3 , λ = − 1 2 (3 + a 2 ), D = e 1 ⊗ e 1 + e 2 ⊗ e 2 + 2 e 3 ⊗ e 3 , H 0 = a e 123 , θ 0 = θ 3 e 3 , ω = θ 3 (1 + a)e 12 .
Remark 5.1. The metric g 0 above is actually also a Ricci soliton in the classical sense, since, setting a = θ 3 = 0, H 0 , θ 0 and ω vanish, leaving g 0 satisfying Rc g 0 = λg 0 + g 0 (D), or equivalently, applying g −1 0 , Ric g 0 = λ Id +D for λ = − 3 2 and D as above. By [Lau01, Theorem 3.5], g 0 is the only left-invariant Ricci soliton on H 1 , up to isometry and rescaling.
5.2.
A generalized bracket flow on the Heisenberg group. We now perform explicit computations for the generalized bracket flow (5.3)μ(t) = δ µ(t) (Ric µ(t) ) used in Theorem 4.3. We shall first work on the 3-dimensional Heisenberg group H 1 , later generalizing the computations to the general (2n + 1)-dimensional H n , for n ∈ N\{0}.
Consider the vector space R 3 , with standard basis {e i } 3 i=1 , and µ 0 = (µ 0 , H 0 ) ∈ N 3 , with µ 0 the Heisenberg bracket, µ(e 1 , e 2 ) = e 3 , and H 0 = ae 123 , with a ∈ R, so that µ is determined by (µ 0 ) 3 12 = 1, (H 0 ) 123 = a.
By (4.10) it is clear that, for every triplet (i, j, k) different from (1, 2, 3) (and (2, 1, 3) , of course), plugging µ 0 as the initial condition for (5.3) yields µ k ij (0) = 0,μ k ij (0) = 0, so that, by setting µ k ij ≡ 0 for said triplets (i, j, k), (5.3) reduces to a system of two odes for the functions µ 3 12 (t) and H 123 (t). Now, since all structure constants (apart from µ 3 12 and µ 3 21 ) vanish identically, the formula for the endomorphism Ric µ is drastically simplified, all nondiagonal entries vanishing, and The solution of the first equation, with its initial condition, is defined for all positive times and is equal to µ 3 12 (t) = (3t + 1) − 1 2 , which, plugged into the second equation, yields H 123 (t) = a (3t + 1) − 1 6 .
Notice that lim t→∞ µ(t) = 0.
To generalize these results to higher dimensions, consider R 2n+1 with standard basis {e i } 2n+1 i=1 , and µ 0 = (µ 0 , H 0 ) ∈ N 2n+1 , with µ 0 the (2n + 1)-dimensional Heisenberg bracket, defined by (µ 0 ) 2n+1 i,i+n = 1, for all i = 1 . . . n, and H 0 = 1 6 (H 0 ) ijk e ijk d µ 0 -closed. Working analogously to the 3dimensional case previously discussed, for all triplets (i, j, k) different from (i, i + n, 2n + 1) or (i + n, i, 2n + 1) one has µ k ij (0) = 0,μ k ij (0) = 0.
After setting µ k ij ≡ 0 for all such triplets, one gets that Ric µ reduces to (µ 2n+1 j,j+n ) 2 , i = 1 . . . n, so that the generalized bracket flow now looks like
Now, knowing that h(0) = Id is diagonal and that, if h(t) is diagonal, so isḣ(t) = − Ric µ(t) h(t) (being Ric µ(t) diagonal as well), one has that h(t) is diagonal for all t and, more specifically, − Ric µ(t) h(t) = 1 2 ((n + 2)t + 1) diag h 1 1 (t), . . . , h 2n 2n (t), −n h 2n+1 2n+1 (t) .
The system (4.13) is then drastically simplified,
1 2 ((n + 2)t + 1) h i i (t), i = 1 . . . 2n, h 2n+1 2n+1 (t) = − n 2 ((n + 2)t + 1) h 2n+1 2n+1 (t), h j j (0) = 1, j = 1 . . . 2n + 1, yielding h(t) = diag ((n + 2)t + 1) 1 2(n+2) , . . . , ((n + 2)t + 1) 1 2(n+2) , ((n + 2)t + 1) − n 2(n+2)
.
