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摘　要：机器翻译是指利用计算机将一种语言文本转换成具有相同语义的另一种语言文本的过程。它是人工智能






























网络机 器 翻 译（ｎｅｕｒａｌ　ｍａｃｈｉｎｅ　ｔｒａｎｓｌａｔｉｏｎ，ＮＭＴ）
性能大 幅 度 提 升，远 远 超 过 了 传 统 统 计 机 器 翻 译
（ｓｔａｔｉｓｔｉｃａｌ　ｍａｃｈｉｎｅ　ｔｒａｎｓｌａｔｉｏｎ，ＳＭＴ）。 目前，
ＮＭＴ研究是自然语言处理研究的热门前沿发展方
向。表１给出了２０１７年和２０１８年 人 工 智 能、自 然
语言处理方向的各大权威期刊和会议与ＮＭＴ主题
相关的Ｒｅｇｕｌａｒ论文统计情况。发表论文的数量充
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机器翻译正在发挥重要作用。可以说，机器翻译的





研究是整个ＮＭＴ研 究 的 重 点。接 下 来，本 文 将 对























通过基于细 粒 度 语 义 单 元 的 建 模 方 法 来 解 决 该 问
题。这方面的研究主要分为以下三类：





言对 之 间 的 相 似 性，其 编 码 器 由 字 符 级 单 向 ＲＮＮ




是 以 ＢＰＥ（ｂｙｔｅ　ｐａｉｒ　ｅｎｃｏｄｉｎｇ）［４］为 基 础。Ｋｕｄｏ
等［５］提出子词正则化，利用一元语言模型生成多种
候选的子词序列，丰富 ＮＭＴ编 码 器 的 输 入 以 增 强
翻译系统 的 鲁 棒 性。Ｍｏｒｉｓｈｉｔａ等［６］引 入 了 多 粒 度




（３）词 干 加 词 缀 的 语 义 建 模 方 法。Ｓｏｎｇ等［７］
将词分解为词干和后缀，解码时先生成词干，再生成
后缀；为了解决形态丰富的语言中存在源语言单词














ＮＭＴ模 型 以 平 行 句 对 为 基 础。然 而，对 于 许
多语言的翻译任务而言，平行句对的获取并不容易。





Ｌａｍｐｌｅ等［９］总结 了 无 监 督 机 器 翻 译 取 得 成 功


























性能仍受限 于 合 成 语 料 的 质 量。因 此Ｚｈａｎｇ等［１４］
提出了联合训练方法，对源语言到目标语言和目标


























决领域自适应，提 出 了 两 种 方 法：句 子 选 择 和 句 子
加权，并能够在训练过程中动态进行句子选择和权
重计算。上述工作均是从语料选择的角度来解决领











ＮＬＰ的一个研 究 热 点。同 样，在 机 器 翻 译 领 域，融
合了文本、图像等模态 信 息 的 多 模 态 ＮＭＴ研 究 也
成为了ＮＭＴ发展的新趋势。
与传统 的 多 模 态 ＮＭＴ 模 型 不 同，Ｄｅｌｂｒｏｕｃｋ
等［２４］在使用ＣＮＮ抽取图片 信 息 时，充 分 考 虑 文 本
信息，同时使用注意力机制捕获图片的相关信息来




多语 言 多 任 务 ＮＭＴ一 直 是 ＮＭＴ研 究 的 热
点，它的优势在于可以充分发挥神经网络模型语义
表示向量化、参数共享的优势。
在这方面，Ｇｕ等［２６］通 过 多 种 语 言 之 间 的 词 汇
和句子语义表示共享，使 得 低 资 源 语 言 ＮＭＴ模 型
能够利用 高 资 源 语 言 ＮＭＴ模 型 的 词 汇 和 句 子 表
示；Ｂｌａｃｋｗｏｏｄ等［２７］针 对 多 语 言 ＮＭＴ提 出 了 一 个
任务相关的注意力模型，对不同目标语言采用不同
的注意力 参 数，提 高 了 多 语 言 ＮＭＴ模 型 的 性 能。
Ｇｕ等［２８］引入元学习（ｍｅｔａ　ｌｅａｒｎｉｎｇ）来实现从多种
资源丰富语言对的翻译模型到低资源语言对翻译模
型的 模 型 参 数 快 速 自 适 应；Ｗａｎｇ等［２９］为 多 语 言
３








的权重；Ｚａｒｅｍｏｏｄｉ等［３１］通 过 多 任 务 学 习 对 机 器 翻
译任务和语义分析、语法分析和命名实体识别等辅







　　从模型框架的角 度 来 进 行 分 类，目 前 ＮＭＴ模
型主要包含三类：基于循环神经网络的ＮＭＴ模型
（ｒｅｃｕｒｒｅｎｔ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ　ｂａｓｅｄ　ＮＭＴ，ＲＮＭＴ），
基于 卷 积 神 经 网 络 的 ＮＭＴ 模 型（ｃｏｎｖｏｌｕｔｉｏｎａｌ
ｓｅｑｕｅｎｃｅ　ｔｏ　ｓｅｑｕｅｎｃｅ　ｌｅａｒｎｉｎｇ，ＣｏｎｖＳ２Ｓ），基于自注












编码器　ＮＭＴ的 编 码 器 以ＲＮＮ为 基 础。由
于ＲＮＮ存在梯 度 消 失 和 爆 炸 的 缺 陷，因 此 无 法 很





上下文信 息。Ｚｈａｎｇ等［３４］在 编 码 层 增 加 了 一 个 关
系网络层，该层可以有效建模不同源语言词对应的
语义表示（ａｎｎｏｔａｔｉｏｎ）之 间 的 关 系，改 善 编 码 器 的
语义 建 模 效 果。此 外，现 有 ＲＮＭＴ编 码 器 只 使 用
双向ＲＮＮ得到的ａｎｎｏｔａｔｉｏｎ来表示输入句子的语





































句子表示。在 此 基 础 上，Ｍｅｎｇ等［４２］提 出 使 用 两 个
记忆模块来分别承担两个功能，从而进一步改善记
忆模块的使用效果。






的译 文 预 测。Ｈｕａｎｇ 等［４４］提 出 了 基 于 短 语 的
ＮＭＴ模 型，该 模 型 能 够 显 式 地 建 模 输 出 序 列 中 的





借鉴传统ＳＭＴ解 码 工 作 的 成 功 经 验，Ｚｈａｎｇ等［４７］
提出面向ＮＭＴ的立方体 剪 枝 方 法，其 主 要 思 想 是
通过合并前缀译文相似的译文假设来构造等价类，



















示，进而 优 化 译 文 选 择。而 Ｗａｎｇ等［５２］则 是 针 对
ＮＭＴ翻 译 过 程 中 代 词 缺 失 现 象 进 行 研 究，提 出 引
入重建网络来使得编码器和解码器隐状态能够重建
代词信息，强化模型翻译代词的能力。








模型 压 缩　现 有 ＮＭＴ模 型 往 往 模 型 结 构 复
杂，参数量巨大。因而，模型压缩也是一种ＮＭＴ研
究选择。剪 枝 是 实 现 模 型 压 缩 的 方 法 之 一。Ｓｅｅ













因此 能 够 生 成 更 好 的 译 文。在 前 面 工 作 基 础 上，
Ｇｅｎｇ等［５９］则是引 入 增 强 学 习，根 据 输 入 句 子 的 翻
译难度和已产生译文的质量来自动决定多次解码的
次数。Ｓｕ等［６０］和Ｓｃｈｕｌｚ等［６１］都 致 力 于 引 入 变 分
循 环 神 经 网 络 来 增 强 ＮＭＴ 译 文 的 多 样 性。Ｌｉｎ
等［６２］则是使用 编 码 器 利 用 反 卷 积 操 作 产 生 全 局 语
义信息，再 利 用 注 意 力 机 制 将 其 融 入 解 码 器。而
Ｚｈｅｎｇ等［６３］则是 通 过 在 解 码 器 中 引 入 两 层 网 络 分
别建模已生成译文和未生成译文，并同时建模了二






一个句子有 多 少 信 息 被 用 于 当 前 句 子 的 翻 译 过 程
５




似性从ｃａｃｈｅ中 读 取 之 前 的 隐 状 态，优 化 当 前 时 间
步的隐状 态 建 模 表 示。Ｍａｒｕｆ等［６６］引 入 两 个 记 忆
模块来分别存储文档中源语言句子信息和第一次翻
译产生的目标句子信息，这样在第二次翻译时通过
关注 这 两 个 模 块，ＮＭＴ模 型 就 可 以 充 分 利 用 源 语
言和 目 标 语 言 文 档 级 别 的 上 下 文 信 息。Ｋｕａｎｇ








的预 测 概 率，还 同 时 考 虑ＳＭＴ的 译 文 预 测 概 率。
神经网络机器翻译系统可能存在生成文本很流利，
但是翻译得 不 够 准 确 的 问 题，Ｚｈａｏ等［６９］构 造 了 基
于目标语言的前缀树来存储双语短语和对应的翻译
概率，使得解码器挑选译文时能尽量使用前缀树包








引入 了 针 对 树 结 构 的 覆 盖 度 模 型（ｔｒｅｅ－ｃｏｖｅｒａｇｅ
ｍｏｄｅｌ）。Ｌｉ等［７２］先将源语言句子句法 信 息 进 行 序
列化，然后再用不同方法进行ＲＮＮ建模，以此来将




词的生成。Ｗｕ等［７４］提 出 了 编 码 器 和 解 码 器 都 是
基于依存树的ＮＭＴ模型。为了克服基于１－ｂｅｓｔ句
法树在ＮＭＴ建模上存在的缺陷，Ｍａ等［７５］和Ｚａｒｅ－

























息。Ｖａｓｗａｎｉ等［８３］提 出 的 Ｔｒａｎｓｆｏｒｍｅｒ框 架 引 入
了多重自注 意 力（ｍｕｌｔｉ－ｈｅａｄ　ｓｅｌｆ－ａｔｔｅｎｔｉｏｎ）机 制 来
增强模型翻译能力。









出概率 分 布。因 此，Ｔｒａｎｓｆｏｒｍｅｒ很 快 成 为 机 器 翻













种折中方案：目 标 译 文 分 组 生 成，组 内 的 译 文 并 行
生成，组间保留顺序生成。与上述关注如何并行生
成译文的工作不同，更多工作都致力于Ｔｒａｎｓｆｏｒｍ－
ｅｒ中的自 注 意 力 机 制 的 改 进 研 究。目 前 的 研 究 主
要分两类：一类做法是加入额外信息来优化注意权
重计算。例如，Ｓｈａｗ等［８６］引 入 了 新 的 位 置 矩 阵 以




法是 改 进 自 注 意 力 机 制 的 权 重 计 算 方 式。例 如，
Ｓｈｅｎ等［８８］提 出 了 具 有 方 向 性、多 维 度 的 自 注 意 力






补性；Ｓｈｅｎ等［９１］提 出 了 一 种 双 向 分 块 自 注 意 力 机
制，将输入的词嵌入序列划分为等长的分块，先进行
块内的自注意力计算，再对上 一 步 结 果 进 行 块 间 的










合。Ｗａｎｇ等［９３］则 是 对 每 层 同 一 位 置 的 隐 状 态 语
义表示进行了融合。
３．１．３　ＣｏｎｖＳ２Ｓ
卷积 神 经 网 络（ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ，
ＣＮＮ）通常用 于 图 像 信 息 抽 取，卷 积 操 作 能 够 并 行
计算，提升模型 效 率。为 了 避 免 ＮＭＴ序 列 化 建 模
的缺 陷，基 于 ＣＮＮ 来 进 行 ＮＭＴ 建 模 也 是 选 择
之一。







用 卷 积 神 经 网 络 建 模 了 ＮＭＴ 编 码 器。Ｋａｉｓｅｒ
等［９６］将在图像 分 类 任 务 中 取 得 很 好 效 果 的 深 度 可
７










模型结合，探 究 不 同 优 化 算 法 对 不 同 模 型 的 影 响。
得出如下结论：①标签平滑［９８］对ＲＮＭＴ和Ｔｒａｎｓ－
ｆｏｒｍｅｒ都 有 效；②多 重 注 意 力 机 制 对 ＲＮＭＴ 和
Ｔｒａｎｓｆｏｒｍｅｒ都 有 效；③层 标 准 化 使 得 ＲＮＭＴ和
Ｔｒａｎｓｆｏｒｍｅｒ的模型训练更 加 稳 定；④训 练 时 增 大
Ｂａｔｃｈ　Ｓｉｚｅ大小对ＲＮＭＴ和Ｔｒａｎｓｆｏｒｍｅｒ都有效。
Ｄｏｍｈａｎ等［９９］的 研 究 表 明 通 过 调 节 参 数 和 增 加 优







Ｗａｎｇ等［１００］把传统 注 意 力 机 制 的 作 用 范 围 扩 展 到
解码器隐状 态，使 得 ＲＮＭＴ的 翻 译 性 能 第 一 次 超
过了Ｔｒａｎｓｆｏｒｍｅｒ。Ｌａｋｅｗ等［１０１］针 对 多 语 言 翻 译
进行了三个方面的对比：一是对双语、多语、零样本
系统的翻译质量进行 定 量 比 较；二 是 对ＲＮＭＴ和
Ｔｒａｎｓｆｏｒｍｅｒ的翻译质量进 行 比 较；三 是 考 察 语 言
接近程度对于零样本翻译的影响。最终论文得出如
下结论：①多语言模型的性能要比双语模型性能更
强；②利 用 多 语 言 语 料 训 练，Ｔｒａｎｓｆｏｒｍｅｒ相 对 于












性能受限 的 原 因，以 及 解 决 特 定 问 题 的 能 力。Ｏｔｔ
等［１０３］提出当前ＮＭＴ模型性能 受 到 答 案 的 多 样 性
和噪声训练数据的限制。
















练和测试 不 一 致 的 问 题，即 模 型 在 测 试 时 必 须 根
据前面做 出 的 决 策 来 生 成 标 记，而 无 法 像 训 练 阶
段一样使用正确标 记 信 息。Ｂａｈｄａｎａｕ等［１０６］和 Ｈｅ
等［１０７］分别引入判定网络和价值网络来估计采样生





































ＮＭＴ模 型，如 何 融 合 除 平 行 语 料 之 外 的 翻 译 知 识
也是进一步提升ＮＭＴ模型效果的关键所在。
（３）ＮＭＴ模型简化研究。目前，基于ＲＮＭＴ＋［９７］





（４）ＮＭＴ模型可解释性研究。神经 网 络 的 可
解释性一直是深度学习的研究重点，相较于计算机
视觉、图像处理，基于神经网络的自然语言处理在模
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