ABSTRACT. A demanding challenge in Bayesian inversion is to efficiently characterize the posterior distribution. This task is problematic especially in highdimensional non-Gaussian problems, where the structure of the posterior can be very chaotic and difficult to analyse. Current inverse problem literature approaches the problem by considering suitable point estimators for the task -typically the choice is made between the maximum a posteriori (MAP) or the conditional mean (CM) estimate.
INTRODUCTION
Bayesian inversion recasts inverse problems in the form of statistical quest for information. From the Bayesian perspective, the solution to an inverse problem is the probability distribution of the unknown when all information available has been incorporated in the model [18] . This solution, called the posterior distribution, describes our best understanding of what are the more and less probable values of the unknown.
The drawback of the Bayesian method, especially for high-dimensional problems, is the challenge to represent and process the information encoded in the posterior. What is a good representative of the posterior distribution? Moreover, how does this information change if the discretization of the problem is refined?
A widely used approach in the inverse problem literature is to consider either the maximum a posteriori (MAP) or the conditional mean (CM) estimate as the ultimate representative. However, the topic is much debated and it is currently unclear under what conditions a non-Gaussian posterior distribution is well characterized by either estimator [23] .
In the scheme of Bayes cost formalism, the MAP estimate is often discredited for being only asymptotically a Bayes estimator for the uniform cost function. Recent work by the authors [6] sheds new light on this topic by introducing proper convex Bayes cost functions for which the MAP estimator is the Bayes estimator. This result, utilizing so-called Bregman distances, indicates that the MAP estimate can provide better representation properties for common non-Gaussian posteriors originating e.g. from sparsity priors [19] . Unfortunately, the techniques used in [6] are limited to finite-dimensional problems. The infinite-dimensional generalization is challenging due to the fact that it is not well-understood how the definition of a MAP estimate connects to the standard variational formulation in non-Gaussian problems.
The lack of infinite-dimensional theory on the MAP estimate is problematic also from another perspective. Namely, it is currently not known when the MAP estimates are discretization invariant [22] . In other words, if the discretization of the unknown is refined, does the finite-dimensional MAP estimates converge to the infinite-dimensional counter-part? Convergence of the estimates does not always guarantee that the limit is an estimator [23] . From practical point of view, this is of course a serious deficit in the theory. A variational characterization of the limiting infinite-dimensional estimate could provide more insight into this problem.
For Gaussian prior and noise distributions this issue was solved in [8] by utilizing the theory of small ball probabilities. In this paper, we improve the situation in the non-Gaussian setting by introducing new means to characterize the MAP estimate. This approach stems from differentiability calculus developed for measures by Fomin in late 1960s [10, 11] . In the core of our method is an interesting connection between the differentiability and quasi-invariance of measures originally discovered by Skorohod (see [28] ). This theory relates so-called logarithmic derivative of probability measures and the generalized Onsager-Machlup functional. Here, such a connection is fundamental since the logarithmic derivative is directly connected to the variational formalism via its zero points (interpreted in suitable sense), whereas the Onsager-Machlup functional is related to the topological definition introduced in [8] . With the help of these tools we are able to introduce a weak formulation of the MAP estimate that builds the much needed bridge between the two formalisms. Moreover, our work generalized the results shown in [6] related to the Bayes cost method. We want to point out that the possibility of studying zero points of the logarithmic derivative has already been discussed in [15] .
Let us mention that the asymptotics of the posterior was first considered using total variation (TV) priors in [23] . This inspirational paper illustrated how the TV prior can asymptotically lose its edge-preserving property. Likewise, the conditions for convergence regarding the MAP and CM estimates were shown to be inconsistent. It was in this paper where the concept of discretization invariance was first coined for non-Gaussian priors, continuing a line of research starting in [24] . Similar inconsistency was also studied in the framework of hierarchical priors in the earlier work by the authors [16, 17] . The concept of discretization invariance has later been refined in [16, 22] . Notice that if the prior distribution convergences weakly, the posterior can be shown to converge weakly in general set tings [20, 21] . Moreover, Bregman distance in connection to Bayesian models has been considered earlier in [12, 14] . For an excellent overview of infinite-dimensional Bayesian inverse problems, see [29, 20] .
This paper is organized as follows. In Section 2 we discuss the problem setting and main tools regarding Fomin differential calculus. Section 3 covers essential results on the Onsager-Machlup functional in infinite-dimensional spaces. Moreover, a weak definition of the MAP estimate is given and its connection to earlier definition in [8] is studied. Variational characterization of the weak MAP estimate is described in Section 4, where we generalize the work in [6] . Finally, in Sections 5 and 6 we illustrate what our results imply for the Besov prior and the hierarchical prior, respectively.
PRELIMINARIES
We consider the inverse problem of solving a linear equation
for the unknown u given the measurement m ∈ R M . Above, the unknown u belongs to a separable Banach space X, the operator A : X → R M is linear and e ∈ R M models the noise. In the Bayesian paradigm the unknown in (1) is modelled by a random variable. The task is to estimate the conditional distribution of u given the measurement, i.e. a sample of m. Note that m and A are usually to be interpreted as discretizations of a random variable on an infinite-dimensional space Y respectively a linear operator mapping to Y . Since we are mainly interested in aspects of priors in infinite-dimensional spaces we do not carry out the limit M → ∞ in the non-Gaussian setting of this paper, but leave it as a relevant question for future research. It is well-known that the solution to this problem is achieved via the Bayes formula. Let us assume that λ is the prior probability distribution of u and e is normally i.i.d. vector. Then the conditional distribution µ of u given m satisfies
for almost every m ∈ R M , where A ∈ B(X), π(m | u) is the likelihood density and
is the normalizing constant [26] . The following concept originating to papers by Fomin in the 1960s [10, 11] is the crux of this paper. A good overview of the Fomin calculus is given in [3] .
Definition 1.
A measure µ on X is called Fomin differentiable along the vector h if, for every set A ∈ B(X), there exists a finite limit
The set function d h µ defined by (4) can be written as a pointwise limit of the sequence of measures A → n µ(A + n −1 h) − µ(A) . Therefore, by the Nikodym theorem it is a countably additive signed measure on B(X) and has bounded variation [3] .
We denote the domain of differentiability by
If µ is a probability measure and h ∈ D(µ), then the function f (t) = µ(A + th) is a non-negative differentiable function. Clearly, if µ(A) = f (0) = 0 then we must also have f ′ (0) = 0. In consequence, d h µ is absolutely continuous with respect to µ. Consequently, for all A ∈ B(X) the logarithmic gradient β µ h satisfies
and, in particular, we have
is a Banach space compactly embedded into X [3, Thm 5.1.1.]. Let us include an equivalent formulation of Fomin differentiability. We denote by FC ∞ (X) the collection of all smooth cylindrical functions f on X, that is, f is of the form
Using such test functions, Fomin differentiability can be expressed in the following weak sense. 
The function β µ h is called the logarithmic derivative of the measure µ along h. Notice that equation (7) is sometimes used as the definition of Fomin differentiability [2, 1] . Indeed, when solving the logarithmic derivative, the weak formulation is typically the natural approach as we will see in the next example. The equivalence follows from considerations that the σ-algebra generated by cylindrical sets coincides with Borel σ-algebra in separable Frechet spaces.
Example 1. Let us consider a Gaussian measure γ on (X, B(X)). Suppose X is a separable Hilbert space and let T be a non-negative self-adjoint Hilbert-Schmidt operator on X. Let also γ be zero-mean with a covariance operator T 2 . Then the Cameron-Martin space of γ is defined by
H(γ) := T (X), (h 1 , h 2 ) H(γ) = (T −1 h 1 , T −1 h 2 ) X .
Now suppose f ∈ FC ∞ (X). The Cameron-Martin formula yields that
where
By taking t → 0 we obtain by the Lebesgue dominated convergence theorem that
for any h ∈ H(γ). Moreover, if h / ∈ H(γ) then it is well-known that γ and translated measure γ(· − th) are mutually singular for all t > 0. Hence, γ is not differentiable along h. In consequence, we have
Remark 2. Notice that in equation (8) the values of u need not be in H(γ).
In fact, the notation in (8) should be understood as a measurable extension in L 2 (γ) (see Remark 8 in [20] ).
Later we consider implications of general theory in the framework of convex probability measures. A probability measure λ on B(X) is called convex if, for all sets A, B ⊂ B(X) and all t ∈ [0, 1], one has (9) λ(tA
Let us record here a well-known lemma regarding convex measures. It directly follows that the posterior µ in (2) given a Gaussian likelihood in (3) is convex.
In Section 5 we construct an important example called the Besov prior by considering product measures. For the theory developed here, product measures provide a flexible framework as we will see from the following known results. Suppose that µ n , n ≥ 1 is Radon probability measures on a locally convex space X n . Moreover, the dimension of X n is assumed to be one. Consider the Fomin differentiability of the product measure µ = ⊗ ∞ n=1 µ n on the space
hn is the logarithmic derivative of µ n in the direction h n ∈ X n . The following three claims are equivalent:
Let us introduce the following subspace
which has a natural Hilbert space structure [3, Section 5] . Surprisingly, for a large class of product measures H(µ) coincides with D(µ). 
Corollary 1. Suppose m is a Borel probability measure on the real line such that
that is, m has a finite Fisher information. If we have µ n (A) = m(A/a n ), where a n > 0, and µ = ⊗ ∞ n=1 µ n , then it follows that
Proof. From the definition we deduce that β µn h = a −1 n β m h for any h ∈ R. Consequently, for any vector h = (h 1 , ..., h n , 0, ...) ∈ R ∞ we have
where u = (u j ) ∞ j=1 ∈ R ∞ , and
.
j h 2 j < ∞, then by Theorem 1 (iii) we have h ∈ D(µ). In addition, the series (10) we have a subsequence that converges weakly in L 2 (µ). Since the limit is unique, we have β µ h ∈ L 2 (µ) and, consequently, h ∈ H(µ).
Suppose now that h ∈ D(µ). Consider ξ n (u) = β m 1 (u n ) as a random variable ξ n : (X, B(X), µ) → (R, B(R)). It follows that ξ n are independent, have zero mean and finite second moment. In consequence, the characteristic functional φ n of the random variable ξ n is twice differentiable at zero and there exists δ > 0 such that
in some neighbourhood of zero. Note carefully that φ n (t) = φ 1 ( hn an t). Next, Theorem 1 yields the convergence of the series ∞ n=1 β µn hn in L 1 (µ) and, similarly, the mean convergence of the series ∞ n=1 ξ n . Together with the independence of ξ n we obtain the convergence of product
h n a n t < ∞.
Now it follows that the series ∞ n=1 |1 − φ n (t)| must also be bounded and by the estimate (11) we have
MAP ESTIMATES FROM SMALL BALLS AND TRANSLATIONS
In this section we consider translated measures µ h , where
for any A ∈ B(X), and work closely with the Radon-Nikodym derivative of µ h with respect to µ. The measure µ is called quasi-invariant along vector h if µ h is absolutely continuous with respect to µ. Also, recall that support of µ is defined in the following way: if x ∈ supp(µ) then every open neighbourhood of x ∈ X has a non-zero measure. In what follows, we always assume without further mention that supp(µ) = X, i.e., µ has full support. This is to avoid problem of dividing by zero in e.g. next lemma. Moreover, we make the following fundamental assumption on the measure µ appearing below: (A1) there exists a separable Banach space E ⊂ D(µ) such that E is topologically dense in X and β µ h ∈ C(X) for any h ∈ E that is β µ h has a continuous representative. From this point on, whenever we write h ∈ E, the notation β µ h stands for the continuous representative. As we illustrate below, assumption (A1) is satisfied for many typical prior distributions used in Bayesian inversion. Notice that (A1) also implies the topological density of D(µ) in X. The authors are not aware of general conditions for which the density of D(µ) would be guaranteed. The motivation behind (A1) is given in the following simple lemma that connects the asymptotics of small ball probabilities to the values of the continuous representative.
Lemma 2.
Assume that µ is quasi-invariant along the vector h. Denote the RadonNikodym derivative of µ h with respect to µ by r h ∈ L 1 (µ). Suppose r h has a continuous representativer h ∈ C(X), i.e., r h −r h = 0 in L 1 (µ). Then it holds that
Proof. By definition we have
for any ǫ > 0 and u ∈ X. It directly follows that
and the continuity yields the claim.
The next proposition is a central tool that enables us to study non-Gaussian distributions from perspective of small ball probabilities. 
As a consequence of assumption (A1), r h has also a continuous representative if h ∈ E and in this case r th is differentiable with respect to t ∈ R. Similar to the logarithmic derivative, for any h ∈ E, the notation r h stands for this particular representative in what follows. It is worth noticing that the assumption on the expectation of exp(ǫ|β µ h (·)|) is important and we have to assume it throughout the rest of the paper:
(A2) for any h ∈ E there exists ǫ > 0 such that the prior probability measure λ satisfies exp(ǫ|β λ h (·)|) ∈ L 1 (λ). Let us consider Proposition 2 for the Gaussian example. [2] we have
Example 2. Suppose γ is chosen according to Example 1 and let us denote the Cameron-Martin space by H = H(γ). First, due to the Fernique theorem
and hence the assumption (A1) is satisfied for the Banach space E = CX ⊂ X.
Second, by equation (8) it follows that
β γ h (u − sh) = − u − sh, h H = − u, h H + s h 2 H .
and, in consequence,
This is a classical result that can also be achieved by direct evaluations of the measures of small balls [25] . Notice that r h coincides with the Onsager-Machlup functional given in [8] if u ∈ D(γ) = H.
Now we are ready to discuss the definition of a MAP estimate. Let us first give the construction introduced in [8] . Notice that we do not consider the questions of existence or uniqueness related to the MAP estimate.
Any pointû ∈ X satisfying
is a MAP estimate for the measure µ.
We remark that lim ǫ (µ(B ǫ (u))/M ǫ ) ≥ 1 holds for any u ∈ X. Let us propose the following weaker characterization of the estimator.
Definition 4.
We call a pointû ∈ X,û ∈ supp(µ), a weak MAP (wMAP) estimate if
The first equality in Definition 4 is given by Lemma 2. We give two direct implications that illustrate the nature of the weak MAP estimate.
Lemma 3. Every MAP estimateû is a weak MAP estimate.
Proof. The claim is trivial since
for any h ∈ E.
In the convex setting, it is natural that convex combinations of solutions (i.e. MAP or wMAP estimates) are solutions as well, which is confirmed by the following result: Proof. The first claim follows directly by convexity (cf. equation (9)) since
For the second property, notice that sinceû−v ∈ E, it must hold that Fv −û (û) = 1. Let us now write g =v −û and w = (1 − t)û + tv =û + tg for t ∈ [0, 1]. Let h ∈ E be arbitrary. We have that
where we have used convexity and the fact thatx satisfies equation (13) . This yields the claim.
In the next two theorems we describe sufficiency and necessity of a weak MAP estimate to be a zero point of β µ h for all h ∈ E. These results can be considered as the counterpart of sufficient and necessary optimality conditions in convex optimization.
Theorem 2.
Ifû ∈ X is a weak MAP estimate of µ, then β µ h (û) = 0 for all h ∈ E.
Proof. It follows from r h (û) ≤ 1 and identity (12) 
Proof. Let us assume thatũ is not a weak MAP estimate and, consequently, there exists h ∈ E such that
Further, choose ǫ ′ > 0 be such that for any ǫ < ǫ ′ we have
Recall the following equality for a sum of balls
for 0 ≤ t ≤ 1. Now by convexity we have
This yields an inequality r th (ũ) ≥ 1 + δ 2 t and, finally, we conclude that
since r 0 (ũ) = (1 + δ/2) 0 = 1. This yields a contradiction with our assumption that β µ h (ũ) = 0.
VARIATIONAL CHARACTERIZATION AND THE POSTERIOR
In the following we discuss the further variational characterization of MAP estimates in the inverse problems setting (2) and the associated posterior distribution. Let us first discuss differentiation by parts in Fomin calculus. Prop. 3.3.12.) . Let λ be a measure differentiable along h and let f be a bounded measurable function possessing a uniformly bounded partial derivative ∂ h f . Then, the measure µ = f · λ is differentiable along h as well and one has (14) d
Proposition 4 ([3]
The proposition above can be directly applied to posterior distribution given in equation (2) . From this point on, we require that the likelihood distribution is Gaussian.
Theorem 4. Let µ and λ be the posterior and prior probability distribution in equation (2), respectively, and the likelihood is given by (3). Moreover, suppose that Assumption (A1) holds. Then we have D(λ) ⊂ D(µ) and the posterior distribution µ has a logarithmic derivative β
Proof. Let h ∈ D(µ) and denote f (u) = exp(− 1 2 |Au − m| 2 ) for u ∈ X. Since A : X → R M is bounded, the function t → f (u+th) is everywhere differentiable. Moreover, we have f ∈ L 1 (d h λ) and ∂ h f ∈ L 1 (λ). By equation (14) it follows that
This yields first part of the claim. Now assume that exp(ǫ|β λ h |) ∈ L 1 (λ) holds for some ǫ > 0. We have
where C, C, C 1 , C 2 > 0 are suitable constants.
The variational characterization of the wMAP estimate is a direct consequence:
Corollary 2. Let us assume that µ and λ are as in Theorem 4. Moreover, we assume that the prior distribution λ is a convex measure and there is an (unbounded) convex functional J : X → [0, ∞], which is Frechet differentiable everywhere in its domain D(J) and J ′ (u) has a bounded extension
for any h ∈ E and any u ∈ X. Then a pointû is a weak MAP estimate if and only ifû ∈ arg min u∈X F (u) where
Proof. By Theorems 2 and 3, a pointx is a weak MAP estimate if and only if satisfies
Recall that by assumption (A1) the subspace E is topologically dense and hence the claim holds.
Remark 3. Suppose that there exists a MAP estimate for the posterior distribution µ and the corresponding functional F in equation (16) has a unique minimum. Then Lemma 3 directly yields that µ has a unique (strong) MAP estimate given by the minimizer of F .

Example 3. Let γ W be a zero-mean Gaussian measure in Example 1 defined on
A random variable with probability distribution γ W is called white noise due to the property 
In earlier work [6] by the authors, the MAP estimate was characterized by a Bayes cost method using the Bregman distance
This approach is not directly possible in an infinite-dimensional setting since integrals of type X J(v)µ(dv) are not well-defined. In fact, the domain of J has typically zero measure in terms of the posterior. For example, in case of Gaussian measure, it corresponds to the Cameron-Martin space. In non-Gaussian problems D(J) and D(µ) do not always coincide, e.g. for the Besov prior in Section 5 we have D(J) ⊂ D(µ). We avoid the problem described above by considering homogeneous Bregman distance
. In other words, we neglect part of the Bregman distance that, from the perspective of minimizing u in X D J (u, v)µ(dv), is "constant". Note that for one-homogeneous functionals homogeneous Bregman distance coincides exactly with the Bregman distance.
In order to achieve a quadratic formulation below, we assume that the prior λ has a finite second moment: (A3) X u 2 X λ(du) < ∞. Also, recall that the conditional mean (CM) estimate is defined by (20) u
The next lemma is available in more generality in [5] . However, for convenience we record a simplification here.
Lemma 4.
Let L : X → X be linear, bounded and invertible. Then for any β > 0 we have
Proof. We have
for any u ∈ X. The first term on the right-hand side is the cost for u CM , the second term is nonnegative and vanishes only for u = u CM , and the last one vanishes due to linearity and the definition of the CM estimate. Thus, u = u CM is the unique minimizer.
Theorem 5. Assume that µ and λ are as in Corollary 2 and Assumptions (A1)-(A3) are satisfied. The vectorû ∈ X is a weak MAP estimate if and only if it minimizes the functional
Proof. For arbitrary u in the domain of G such that h = u −û ∈ E we find
The last term equals X β µ h (v)µ(dv) with h = u −û and hence integrates to zero. Moreover, from the variational characterization we know that the wMAP estimate satisfies 2A
Thus,
which shows thatû minimizes G onû + E. The fact thatû is a minimizer on X follows from a density argument.
As a consequence, we can also give a result stating that in terms of Bayes cost with respect to D J a weak MAP estimate is more optimal than the CM estimate. We have that
Proof. We can assume u CM ∈ D(λ) since otherwise the claim is trivial. Following [6] we obtain
where we have utilized Lemma 4 and Theorem 5. Since β > 0 is arbitrary, we can consider β → 0 and obtain the result.
EXAMPLE 1: BESOV PRIOR
In this Section we consider the Besov space prior studied in [22] . Suppose that functions {ψ ℓ } ∞ ℓ=1 form an orthonormal wavelet basis for L 2 (T d ), where we have utilized a global indexing. We can characterize the periodic Besov space B s pq (T d ) using the given basis in the following way: the series
We assume that the basis is r-regular for r is large enough in order to provide basis for a Besov space with smoothness s [9] .
In the following we are concerned with the special case p = q and write B s p = B s pp . It is well-known that an equivalent norm to (24) is given by
We now follow the construction in [22] to define a Besov prior using the wavelet basis. Notice also the work in [7, 13] on non-linear problems and Besov prior on the full space R d , respectively.
Definition 5. Let 1 ≤ p < ∞ and let (X ℓ ) ∞ ℓ=1 be independent identically distributed real-valued random variables with the probability density function
Let U be the random function 
Now we consider the product measure of coefficients (ℓ −s/d−1/2+1/p X ℓ ) ℓ in (R ∞ , B(R ∞ )) and denote it by λ = ∞ ℓ=1 ρ ℓ . Notice carefully that here R ∞ does not have a Banach structure. By Lemma 5 we could as well consider versions of λ in a subspace of R ∞ that correspond to a Besov space B t p (T d ) with some fixed t < s − d p . However, the parameter t does not play any role in the analysis below and the set of differentiability is not affected by this choice. In addition, the results on product measures in Section 2 become directly available.
In the following we assume that p > 1 in order to have π X differentiable. Also, the prior would not satisfy assumption (A1) for p = 1. It remains future work to generalize the given results to this important case. We point out that λ is convex due to [3, Prop. 4.3.3] and clearly has a full support.
Theorem 7. The set of differentiability is given by
Proof. The probability distribution π X on R has finite Fisher information since
for any p > 1, where Γ is the Gamma function. Let us denote by ρ ℓ the probability measure of random variable ℓ −s/d−1/2+1/p X ℓ on R. Clearly, it holds that
for any A ∈ B(R), where c ℓ = ℓ s/d+1/2−1/p . By Corollary 1 we have
and, consequently,
Given the bound in Lemma 6 we can pointwise defineβ λ h (u) =
Proof. Suppose u n converges to u in B t p (T d ) when n increases and denote u n = ∞ ℓ=1 u n ℓ ψ ℓ . Now we have
and since the following elementary inequality
for any B ∈ B(H) and T ∈ B(R). Below, we write ν t = ν te for convenience. In addition, we assume that there exists ǫ > 0 such that
Note that e.g. any Gaussian distribution on R satisfies equation (30). The convexity of λ follows if ρ is a convex distribution. Namely, any finitedimensional projection has a Gaussian probability density or a density of type
where C ∈ R n×n is the projected covariance matrix. Since the squared norm in equation (31) is convex with respect to (u, t) ∈ R n+1 , the convexity of λ is obtained by [3, Prop. 4.3.3.] . In addition, λ clearly has a full support.
Proof. It is sufficient to consider Borel sets in B(X) ⊗ B(R). We abbreviateB = B × T ∈ B(X ⊗ R) and write
with abbreviation f ǫ (t) = ν t (B + ǫh)ρ(t) for convenience, and
Since e ∈ D(ν), we have that f ǫ is differentiable, is bounded by ρ, and belongs to L 1 (R). It is now easy to see that (33) lim
Next we reformulate the derivative ∂ t ν t (B) by using the CameronMartin formula
Since the last term in (34) is always negative, the integral I λ can be bounded by following decomposition:
The integrals above are bounded for some ǫ due to the Fernique theorem [2] and assumption in equation (30), respectively.
For simplicity, let us assume that ρ is a normal distribution. In consequence, the logarithmic derivative of the posterior λ has the form β λ (h,1) (u, t) = u, C −1 e X − t e for (u, t) ∈ X ⊗ R. In this case, the problem has a unique wMAP estimate.
DISCUSSION AND CONCLUSIONS
In this article, we have examined the role of MAP estimate for an infinitedimensional Bayesian inverse problems. The topic has been scarcely studied in the literature mainly because of the difficulty to define a MAP estimate for such a problem. Most importantly, it is difficult to connect a topological definition as in [15] to a variational problem. First breakthrough in this regard was achieved in [8] where Gaussian distributions for non-linear problems were considered. Here, we introduced a novel concept of a weak MAP estimate, which allows a variational study of the MAP estimate in rather general framework and might be the basis for further results on non-Gaussian priors. As a first step we consider the wMAP estimate in the Bayes cost method utilizing Bregman distances. Similar work for finite-dimensional problems was done in [6] .
We recognize that our work leaves some fascinating questions open. Besides the obvious question of infinite-dimensional measurements, we list here three directions of future work. Firstly, our analysis leaves out the case of p = 1 in the Besov example. This case is particularly interesting due to its role as a sparsity prior. The drawback is that the logarithmic derivative does not have continuous representative (not even in finite dimensions), i.e., assumption (A1) is not satisfied. A generalization would probably need to move from logarithmic derivatives of measures to some new definition taking into account convexity, similar to the step from differentiation to subdifferentials in convex optimization.
Secondly, under what conditions is a weak MAP estimate also a (strong) MAP estimate in sense of Definition 3? Recall that according to Lemma 3 every MAP estimate is a weak MAP estimate. Hence, an intriguing challenge is to construct a posterior distribution for which there exist only weak MAP estimates, or conversely, to show that these two concepts coincide.
Thirdly, the role of the set of differentiability D(µ) is interesting as well. For example, when does the (weak) MAP estimate belong to D(µ)? Notice that for the Besov prior, the wMAP estimate belongs to even a smaller subspace D(J) ⊂ D(µ). In what generality does this phenomenon appear?
Finally, the ability to formulate the MAP estimate via variational approaches can open up new frontiers of research in infinite-dimensional Bayesian inverse problems as the study of non-Gaussian problems becomes more feasible. Further, we believe that results represented here provide new insight to discretization invariance [22] and, consequently, can have direct impact in practical applications.
