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Band Alignments and Interfaces in Kesterite Photovoltaics 
James Gibbon 
ABSTRACT 
The kesterite materials, Cu2ZnSn(S,Se)4, represent a promising class of absorber materials, 
for cheap, earth-abundant, non-toxic photovoltaic cells. However, the record efficiency of a 
device based on these materials is only 12.6 %, compared to 15 % required for the material 
to be commercially viable and 22.6 % for the related chalcopyrite material, CIGS. In this 
thesis, we consider the architecture of a typical kesterite solar cell, from the back contact 
to the window layer and identify possible causes of the open-circuit voltage deficit, and 
how this deficit can be reduced. We begin by investigating the necessity for photovoltaics 
as a result of climate change, caused by our use of fossil fuels, and how the technology of 
photovoltaics has developed. We also consider the physical principles of photovoltaics and 
then discuss kesterite materials and architecture and compare them to chalcopyrites.  
Thus, we begin by investigating the photoelectron spectroscopy of kesterite materials 
obtained from different synthetic routes, and determine, the band alignments of 
kesterite/buffer interfaces by the Anderson electron affinity rule and the more reliable 
Kraut method. Using the results, it is shown that the band offsets between CdS and the 
kesterite materials considered in this work are inappropriate for high-efficiency 
photovoltaics. In contrast, In2S3 shows advantageous band offsets in all cases. Simulations 
are then used to compare the CdS and In2S3 devices 
Another limit on the efficiency of kesterite photovoltaics is the formation of the n-type 
Mo(S,Se)2 at the back contact. The formation of this layer typically results in the formation 
of a reverse diode, opposed to the main photodiode, thus increasing the recombination 
rate of the photoholes. However, in CdTe devices, Mo is often used as a back contact, 
which can result in the formation of an analogous MoTe2 layer which does not seem to 
have this effect. By considering the effects of Ar+ ion induced defects upon single crystals or 
multilayers exfoliated from a single crystal, the possible reasons why MoTe2 does not have 
the same effect as the Mo(S,Se)2 layer are investigated.  
We will also consider the uppermost layer of the photovoltaic cell, the window layer, which 
usually consists of a transparent conducting oxide (TCO). However, most of the widely-used 
TCOs have considerable issues, such as scarcity, cost, and self-compensating defects. Hence 
the final experimental chapter will consider an alternative TCO: Ga2O3. This material has a 
considerably larger band gap than that of the other TCOs, making it of interest for a wide 
range of applications Despite this widespread interest, fundamental properties of the 
material are still poorly understood. Thus, in the final chapter we begin by investigating the 
fundamental surface properties of a β-Ga2O3 single crystal with a (2̅01) surface 
termination and show that contrary to previous reports, the material exhibits surface 
accumulation. We also investigate the properties of several of the other polymorphs of 
Ga2O3 later in the chapter. 
This thesis concludes by considering the impact of these findings upon the future of 
kesterite photovoltaics and describe the likely future development of the material and its 
prospects for commercial deployment.  
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1  INTRODUCTION 
1.1 ENERGY, OR WHY SOLAR? 
The world currently stands at a crossroads: The global population is increasing inexorably, 
with some estimates predicting a global population of 12.6 billion by 2100[1]–[3]; third 
world countries are becoming more and more developed; whilst the energy consumption 
of industrialised nations continues to increase, and with the likely role of artificial 
intelligence in the future, energy consumption is only going to continue to increase. 
Predictions suggest that demand may have increased to double or triple of current demand 
by 2100[3]–[5]. The easily accessible fossil fuels, have been in heavy use since 1712, with 
the invention of the first steam engine by Thomas Newcomen, which marked the start of 
the industrial revolution, and are already close to peak production. This is the so-called 
‘peak oil’ phenomenon[6]–[9]. The use of less orthodox hydrocarbon reservoirs, such as 
shale gas is capable of postponing the ‘peak oil’ phenomenon somewhat[8], [9]. These 
reserves are necessarily still finite and exhibit lifetimes of only months or years in 
comparison to  the decades-long lifetimes of traditional oil fields[9]. The continued use of 
fossil fuels will only contribute further to the issue of climate change. 
 
Figure 1.1 – A modern replica of the Newcomen atmospheric steam engine at the Black Country Living Museum, 
in sight of the location of the first completed engine at Dudley Castle. © Chris Allen and reproduced here under a 
Creative Commons CC BY-SA 2.0 Licence 
The effects of human action upon our planet are so large in scale that it has led to some 
authors suggesting that our planet has now entered new geological epoch, the 
Anthropocene[10], [11]. Proposed starting dates for the Anthropocene epoch vary 
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considerably, from the start of the agricultural revolution in the fertile crescent 12,000 
years ago[12], up until dates as recent as the trinity nuclear test in 1945[13], or 1964, when 
14C levels in the atmosphere, and hence fixed into tree-rings, were at their maximum, after 
the 1963 Partial Test Ban Treaty[14], [15]. This treaty limited the testing of nuclear 
weapons to underground sites only and as such radiocarbon reached a maximum level. 
Worryingly, a generalised version of the Anthropocene epoch has been proposed as a 
solution to the Fermi paradox[16] (i.e. why do we not observe the existence of intelligent 
exo-civilisations? Because they cannot survive their version of the Anthropocene.) The 
same work used the example of the indigenous Rapa Nui civilisation of Easter Island to 
investigate how resource-intensive civilisations interact with the feedback loops of the 
environment. Most concerning is their finding that it is entirely possible to make the 
transition from a high-impact resource to a lower-impact resource after it is too late to 
avoid a collapse of civilisation[16]. However, at time of writing, all member-states of the 
United Nations Framework Convention on Climate Change (UNFCCC) have signed the Paris 
Agreement[17], although the United States has signified its intentions to withdraw from 
the agreement. The accord aims to ‘hold the increase in the global average temperature to 
well below 2oC above the pre-industrial level and pursue efforts to keep it below 1.5oC’[17]. 
This necessarily requires reducing the amount of greenhouse gases released into the 
atmosphere per annum, and ideally, removing greenhouse gases already present. Clearly, 
the development of so-called ‘green’ energy sources is required to reduce emissions to a 
level compatible with the Paris Agreement, and reduce usage of the high-environmental 
impact resources that are the fossil fuels. Carbon dioxide is one of the main greenhouse 
gases targeted, due to its role as a reaction product in the burning of fossil fuels. CO2 
concentrations are considerably above pre-industrial levels as can be seen in Figure 1.2, 
having recently passed the largely symbolic threshold of 400 ppm[18], [19], a level not 
reached since the mid-Pliocene[20], [21], over 3 million years ago when the Arctic was 
largely free of ice[22]–[24].  
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Figure 1.2 - Average CO2 concentration in the atmosphere as a function of time. The inset shows the same data 
from 1500 i.e. pre-industrialisation to the present day. The industrial revolution can be considered to start in 
1712, with the invention of the first commercially successful steam engine by Thomas Newcomen. The 
development of the steam engine resulted in fossil fuels being exploited on a much larger scale than previously 
occurred. Data is sourced from REFs [25]–[27] 
Despite the UK government signing the Paris Agreement, the 2018 progress report for the 
House of Commons by the Committee for Climate Change found that the UK is likely going 
to miss its 2025 and 2030 carbon budgets[28], so much work still remains to be done to 
decarbonise the economy.  
In 2019, the UK begins its next phase of power auctions, which are recommended to 
provide a further 45-60 TWh of low-carbon electricity generation, due to the low level of 
risk associated with renewables[28]. The report states that this should be ‘sufficient to 
reach an emissions intensity below 100 gCO2/kWh by 2030’[28]. This compares to the 85 
TWh of currently installed renewable energy generation capacity, and an emissions 
intensity of 263 gCO2/kWh[28]. 
Carbon capture and storage (CCS) techniques, except for those that evolved over the past 4 
billion years or so[29]–[31], are still in their infancy and to date have not lived up to their 
initial promise[32]–[35]. The supply of fossil fuels is also limited, so even if carbon capture 
was suddenly working, the discussion over what to do next would still occur, just a few 
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decades into the future. Even so, the first CCS plant in the UK is not expected to be 
operational until at least 2021, and would only reach a 20MtCO2 per annum by 2035[28]. 
However, due to the long lifetime of CO2 in the atmosphere (approximately 10-25% of CO2 
produced by burning fossil fuels is estimated to still be in the atmosphere after 10 000 
years without any human intervention[36]), CCS will likely still play a role in reducing 
emissions to pre-industrial levels. 
If continuing to burn fossil fuels is out of the question, then how does the world meet its 
increasing energy demands?  
Nuclear fission is likely to prove controversial due to the widespread, if unfounded, fears 
over safety and the very real fears over nuclear proliferation by ‘rogue’ states, without 
even considering the issue of what do you do with the spent fuel rods? In the UK, 75.4% of 
the nuclear provision ends up at the Sellafield nuclear site[37], with its leaky silos, 
crumbling buildings, and cracked concrete ponds[38]–[42]. The question of how nuclear 
waste is disposed is still an open question, with extra-terrestrial disposal being considered 
by NASA as early as the 1970s[43], [44], as an application of the space shuttle[43]–[45]. The 
space shuttle program was not as successful as first envisaged, with disasters destroying 
two of the six shuttles built. As such, plans to build a second generation of shuttles were 
abandoned, putting an end to the shuttle program. With the development of commercial 
spaceflight by companies such as SpaceX and Virgin Galactic, interest in extra-terrestrial 
disposal of spent fuel has been resurrected[46], however there are still several outstanding 
issues regarding safety, transportation to the launch site, atmospheric re-entry, orbital 
stability, and asteroid or micrometeoroid collisions with orbiting waste, although the risks 
to public health are considered to be small[47]. Contentious political and social issues also 
surround deep-sea and geological storage of nuclear waste[48], as such lawmakers are 
reluctant to back these methods with sufficient vigour to actually see the establishment of 
such facilities. An example of this can be seen in the UK, as although the UK and the Welsh 
devolved governments both, officially, support geological storage of waste, no sites has 
ever been chosen to host a geological disposal facility[49]. In contrast, the Scottish 
devolved government supports near-surface storage facilities, located as near as possible 
to the site where the waste is produced[49]. Additionally, many of the locations ideal for 
developing a geological disposal facility are currently tourism hotspots or national parks. As 
such, local people and tourism boards are frequently opposed to the development of these 
facilities due to their fears of the impact it may have on visitor numbers and hence the local 
economy[50]–[52]. Another potential issue for nuclear fission reactors has been highlighted 
5 
 
 
 
recently in France, where several nuclear reactors had  to reduce their power output as the 
water coolant obtained from nearby rivers has been too hot to effectively cool the reactor, 
as a result of the recent global heatwave[53]. If extreme weather, such as said heatwave 
becomes more frequent as is expected as a result of climate change, then heat-engine-
based fuel sources such as fission, coal and gas-fired power stations may need to reduce 
output to avoid overheating. 
So, what about nuclear fusion? The International Thermonuclear Experimental Reactor 
(ITER) is not expected to achieve its first plasma until December 2025[54], and will not 
begin deuterium-tritium fusion until 2035[54] at the earliest. Even then, ITER is not 
expected to actually be commercially viable. The first commercially viable fusion reactor, 
currently proposed as DEMOnstrating power station (DEMO), isn’t expected to be in 
operation until at least the early 2040s[55].  I.e. Nuclear fusion is still at least 20 years 
away, just as it has been for the past 60.  
If nuclear fusion and fission are off the table, then we need to look at the truly renewable 
energies, biomass, geothermal, wind, hydroelectricity and solar power, which, with the 
notable exceptions of geothermal and hydroelectricity all derive their energy from the 
conversion of energy originating with that great nuclear fusion reactor that our planet 
orbits. 
Geothermal power is of limited use as it requires very specific geologies that ultimately 
prevent it from widespread adoption. Having sufficiently hot rocks within a few kilometres 
of the surface of the Earth only occurs in a few geological regions, the most notable being 
Iceland where 30% of electricity is generated geothermally[56]. Much of the housing in 
Iceland is heated by geothermal water, and even pavements and roads are kept ice-free in 
the larger urban areas by hot water pipes laid underneath them[56]. Iceland does have a 
somewhat unique geology of being sat directly on top of the mid-Atlantic ridge[56], and as 
such is very geologically active[57], which is a considerable advantage when using 
geothermal power. 
Biomass power is the general term for all forms of energy generation which involve burning 
a compound or compounds that have been generated by biological organisms[58], 
including but not limited to wood and its ash[59]–[61], biogas[62]–[64] and biodiesel[65]–
[67]. Fossil fuels, lignite and peat are specifically excluded as these are limited resource, 
that arise due to specific environmental conditions. A considerable work on peatlands and 
their effect on the climate is available in reference [68]. A key issue with biomass power is 
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where do you obtain the mass from? Huge volumes of mass would be required to obtain 
even a small fraction of the global electricity demand, meaning that either deforestation 
would be required, or currently productive farmlands would need to be switched to 
growing crops for biofuel. Both options have large ecological, environmental and 
socioeconomic issues[69]–[71], which render the adoption of biofuels controversial. 
Hydroelectric power similarly has huge ecological and ethical issues, whether as 
hydroelectric power stations or as tidal barrages[72]–[74]. A hydroelectric power station 
typically requires building a dam on a river far removed from the river delta, forming a new 
lake and potentially flooding entire settlements, including those of archaeological 
value[75]–[78]. A tidal barrage will also usually involve building a dam, instead on the 
estuary, again potentially flooding homes. Both forms of hydroelectric power can also have 
major impacts on any migratory fish such as salmon[79]–[83] and the European eel[83]–
[87], the latter of which is considered critically endangered[88]. 
Onshore wind also remains controversial, due to the aesthetic effect wind turbines have on 
the environment and the noise that can be produced[89]–[91]. Offshore wind has issues 
related reliability, maintenance and other technical issues[92]–[95], particularly at deep 
water sites. Both forms of wind power also have critics, due to the unknown impact that 
the turbines can have on birds[91], [96], [97] and endangered species of bat[96]. 
What about solar power then? Several different forms of solar power have been proposed 
and the different methods are, to an extent, complimentary: Photovoltaics, whereby a 
photon is directly converted to a photovoltage by a photoactive diode[98]–[100]; 
concentrated solar-thermal, where a series of optical components concentrate light onto a 
high heat-capacity working fluid which is used to drive a heat engine[101]–[103]; and 
photocatalysis, where photons are used to drive catalytic reactions to produce hydrogen, 
oxygen or hydrocarbons, which can then be stored for future usage as a fuel[104]–[107]. 
This thesis will consider only photovoltaics henceforth. 
1.2 PHOTOVOLTAICS 
Photovoltaic devices are designed to take advantage of the photovoltaic effect first 
observed by Becquerel in 1839[108], [109], whereby a photon incident upon a material is 
absorbed, promoting a valence electron to a higher energy state, resulting in a 
photocurrent. In practice, a semiconductor diode is typically used for this purpose, as the 
built-in voltage of the diode aids in the separation of charges, which reduces the 
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recombination rate. In an operating this means absorbing photons originating from the 
sun, and directly converting them into an electrical current. 
 The Solar Spectrum 
Since photovoltaics are dependent upon the radiation of the sun, it is worth understanding 
the solar spectrum in some further detail. The solar spectrum, which to a first 
approximation is given by a black body spectrum of temperature 5778 K[2], the specific 
intensity of which is described by Planck’s law, given in equation (1.1) 
 
𝐵𝜔(𝜔, 𝑇) =
ℏ𝜔3
4𝜋3𝑐2
1
𝑒
ℏ𝜔
𝑘𝐵𝑇 − 1
 
             (1.1) 
In actuality, absorption and re-emission processes in the chromosphere of the sun result in 
a spectrum that is not quite identical to a blackbody once it has passed through the 
chromosphere. Further broad-band absorption processes occur once the photons enter the 
atmosphere of the Earth. The spectra measured at the top of the atmosphere (blue), at 
sea-level (red) and that due to a hypothetical 5778 K blackbody (black) are given in Figure 
1.3. Clearly visible are large decreases in the spectral intensities of the red data set, 
predominantly in the infrared part of the spectrum. These are the broad-band molecular 
absorptions due to gases in the atmosphere.  
 
Figure 1.3 – The solar spectrum measured at the top of the atmosphere of the Earth (AM0) [111], at sea-level 
(AM1.5g) [111] and a synthetic blackbody spectrum for a blackbody at 5778 K. 
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Naturally, the solar spectrum measured at the surface of the Earth will vary depending on 
many local conditions including: time of year; weather conditions; time of day; elevation; 
shading; and latitude. Due to this, the efficiencies reported by a photovoltaic cell that was 
simply sat outside would vary considerably. Instead a universal standard spectrum, the 
AM1.5g spectrum, is used.  
The AM1.5g spectrum is calculated from the AM0 spectrum shown above in Figure 1.3, 
under a set of representative conditions: Firstly, the sun is at an angle of 48.19o above the 
horizon, corresponding to an air column of 1.5x the atmospheric thickness; the receiving 
surface is at an angle of 37o towards the equator; the atmosphere is at a standard 
temperature, pressure, composition and density; a total water vapour column equivalent 
of 1.42 cm; a total ozone column equivalent of 0.34 cm, and finally a specified surface 
albedo[111]. 
 Electronic Properties of Semiconductors 
Photovoltaic cells are dependent on the semiconducting properties of the material used as 
the absorber layer, as such it would be prudent to discuss the origin and nature of these 
properties and how they can affect the performance of a photovoltaic device. 
To first understand the properties of semiconductors, we must first discuss what happens 
to electron energy states as crystalline materials are formed from isolated atoms. In an 
isolated atom, the electrons are quantised into orbitals with a particular, discrete energy 
value. However, as many atoms are brought together to form a crystal, the wavefunctions 
of the outermost electrons of neighbouring atoms begin to overlap. However, the Pauli 
exclusion principle forbids Fermions like the electron from having identical quantum 
numbers. As such, the energy levels of the states are modified such that the states are no 
longer exactly degenerate in energy. As many atoms are brought together, these states 
cover a larger and larger energy range, forming quasi-continuous bands. 
Materials can therefore be classified as either (semi-)metals, insulators or semiconductors 
under this band theory. Metals, are materials where there is a non-zero density of states at 
the Fermi-level. Insulators and semiconductors are characterised by the existence of a band 
gap, a forbidden region where the electronic density of states is zero, around the Fermi 
level. The difference between a semiconductor and an insulator in this model is simply the 
size of the band gap. Typically, materials with band gaps 𝐸𝑔 ≥ 4 eV are typically considered 
insulators, however there are a few exceptions to this rule, most notably the transparent 
conducting oxides (TCOs) which will be discussed later. Examples of the band structures of 
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these materials are shown in Figure 1.4. Also excluded from this definition are the Mott 
insulators, which would be expected to be semiconductors due to their relatively small 
band gap, but are, in fact, insulators. For materials with band gaps below this value, 
electrons from the valence band can be promoted to the conduction band by thermal 
excitation, at room temperature, with a reasonable probability. For band gaps above this 
process, the thermal energy at room temperature is too small to excite the electron with a 
reasonable probability. 
 
Figure 1.4 – The band structures and Fermi levels of a (a) metal, (b) semiconductor, (c) insulator and (d) 
semimetal. Occupied states are shaded grey whilst the Fermi level is in red. 
For an intrinsic semiconductor, such as undoped silicon at equilibrium, the Fermi level 
occurs in the middle of the band gap, equidistant from the valence and conduction bands. 
When an electron is promoted to the conduction band by thermal, optical or any other 
excitation, a hole is left in the valence band. These holes act as if they are positive charge 
carriers, with a positive effective mass. Thus, for an intrinsic semiconductor at equilibrium 
the number of electrons in the conduction band (n) and the number of holes (p) are 
necessarily equal, i.e. 𝑛 = 𝑝 ≡ 𝑛𝑖. 
Semiconductors are not usually deployed in the intrinsic state in most devices, instead the 
materials usually have defects or impurities deliberately introduced into them. Such action 
is known as doping the material. For some semiconductors, the material can be doped in 
such a way to have more holes in the valence band (p-type) or more electrons in the 
conduction band (n-type). For group IV semiconductors this is achieved by introducing a 
group IV (III) element for n-type (p-type) doping, as these have one more (less) valence 
electron. This will result in a small number of states in the band gap, close to the 
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conduction (valence) band due to the impurity, known as a donor (acceptor) state as the 
state will donate (accept) an electron. This will move the Fermi level towards the valence 
(conduction) band as shown in Figure 1.5, and in the case of degenerately doped 
semiconductors, the Fermi level can occur within the band.  
By applying the law of mass action, given in equation (1.2), we can see that this results in 
the density of one of the charge carriers being greater than the other. The carrier with the 
larger density is thus known as the majority carrier, whilst that with the lower density is the 
minority carrier. 
 𝑛 ∙ 𝑝 = 𝑛𝑖
2              (1.2) 
 
 
Figure 1.5 – The band structure of a (a) n-type, (b) intrinsic, (c) p-type semiconductor, with donor and acceptor 
states in blue. Open circles denote unoccupied states and closed circles denote occupied states. 
In practice, a junction between two semiconductors with different majority carriers is 
usually used for a photovoltaic device, this is the p-n junction. For a silicon-based device, 
this typically consists of p-type and n-type doped silicon on either side of the junction. As 
the same material occurs on both sides of the junction, this is called a homojunction. 
However, many of the compound materials used in photovoltaics are ionically bonded and 
have native defects that naturally render the material n-type or p-type. A second material 
is then required to form the p-n junction, since the two semiconductors used are now 
different, this is called a heterojunction. 
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The copper-chalcogenides are an example of such materials, as many of these materials are 
natively p-type. This is usually assigned to copper-vacancies VCu, which result in shallow 
acceptor levels close to the valence band[112]. 
New semiconducting materials can be produced by isoelectronic substitution of elements 
from known semiconducting materials. For example, the III-V semiconductors (such as 
GaAs) and II-VI semiconductors (such as CdTe) are isoelectronic to the group IV 
semiconductors (Si, Ge). Similarly, the group II element in a II-VI semiconductor can be 
isoelectronically substituted with a group I and a group III element to form the I-III-VI2 
semiconductors (CuInSe2), and the group III element by a group II and a group IV element, 
to form a I2-II-IV-VI4 semiconductor (Cu2ZnSnS4). 
 Semiconductor Junctions 
When a homojunction is formed between two semiconductors of different majority 
carriers, a built-in voltage occurs. When the two semiconductors are brought into electrical 
contact, the Fermi levels of the materials align, however the relative positions of the band 
with respect to the Fermi level remain fixed, thus the bands are discontinuous. The 
majority carriers can then diffuse from one material to the other, where recombination 
occurs. This leaves a region at the interface with no free carriers known as the depletion 
region. This depletion region has only the static charged ions within causing the conduction 
(valence) bands on either side of the junction to bend. This static space charge bends the 
bands in such a way as to smooth the effects of the discontinuity, resulting in continuous 
bands with a built-in voltage across the interface. A schematic diagram of this process is 
shown in Figure 1.6. 
 
Figure 1.6 – A schematic diagram showing the formation of a junction between a p-type and an n-type doped 
semiconductor. 
A similar process occurs when a heterojunction is formed, charge carriers flow from one 
side of the junction to the other and recombine, resulting in a space charge in the depletion 
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region. However, in a heterojunction, the band gaps on either side of the junction do not 
have to be the same. As such there may be discontinuous bands, because the band bending 
of the conduction band and valence band is only dependent on the space charge and must, 
therefore, be the same. Hence, if the band gaps of the two materials used are different, 
there will necessarily be discontinuities and therefore offsets between the bands on either 
side of the junction. This can result in three types of band offset, depending on the 
difference of the band gaps: Type I, or straddling gap; Type II, or staggered gap; and type III, 
or broken gap. A representation of these offsets is given in Figure 1.7. 
 
Figure 1.7 – A figure showing the three types of heterojunctions that can be formed at semiconductor-
semiconductor interfaces. 
 Semiconductor Alloys 
For an alloyed system AxB1-xC, where the two binary compounds have the same crystal 
structure, the variation of the crystal and electronic structures are often given by Vegard’s 
law, shown in equations (1.3) and (1.4)[113] 
               𝑎𝐴𝐵𝐶 = 𝑥𝑎𝐴𝐶 + (1 − 𝑥)𝑎𝐵𝐶 
(1.3) 
 𝐸𝑔,𝐴𝐵𝐶 = 𝑥𝐸𝑔,𝐴𝐶 + (1 − 𝑥)𝐸𝑔,𝐵𝐶  (1.4) 
 
In some cases, Vegard’s law is insufficient for describing how the lattice parameters and 
band gap varies with composition, requiring a quadratic bowing term[114], [115]. It is not a 
requirement that the bowing term affect both the lattice parameter and the band gap, but 
rather one or both can be affected, as in the Pb chalcogenide system[116]. The bowed 
versions of Vegard’s law are given in equations (1.5) and (1.6). 
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                            𝑎𝐴𝐵𝐶 = 𝑥𝑎𝐴𝐶 + (1 − 𝑥)𝑎𝐵𝐶 − 𝛿𝑥(1 − 𝑥) (1.5) 
 𝐸𝑔,𝐴𝐵𝐶 = 𝑥𝐸𝑔,𝐴𝐶 + (1 − 𝑥)𝐸𝑔,𝐵𝐶 − 𝑏𝑥(1 − 𝑥) (1.6) 
 Semiconductors and Photovoltaics 
When a photon is absorbed in a photovoltaic cell, an electron-hole pair is produced. These 
carriers can diffuse through the material and will either recombine or reach either the 
contact or the junction. However there is a fundamental thermodynamic limit on the 
efficiency of a single-junction photovoltaic cell, namely the Shockley-Queisser limit[117], 
which is dependent on the band gap of the absorber layer and the solar spectrum. The 
maximum obtainable efficiency for a single p-n junction operating at room temperature 
with the Sun as a light source, is thus found to be 30% with an absorber material with a 
band gap of 1.1 eV[117]. However, the gradient of the efficiency with respect to the 
absorber band gap is relatively shallow[117], so band gaps of 0.9-1.6 eV would also be 
capable of achieving sufficiently large efficiencies to be practicable, as shown in Figure 1.8. 
Figure 1.8 also shows several of the loss mechanisms and their contributions to the 
(in)efficiencies of the device. For photons with energy below the band gap, the photons are 
not absorbed, which suggests that the smaller the band gap is, the more effective the 
device will be. However, if too small a band gap is used, then the electron which absorbs 
the electron will be promoted into an excited state high in the conduction band. The 
electron will then rapidly undergo a thermalisation process, which typically consists of 
interaction with the phonons in the material. As such, the electron will rapidly lose the 
excess energy, which is transformed to and lost as heat. Thermalisation thus results in a 
preference for a large band gap material. Therefore, the size of the band gap used is a 
trade-off between the thermalisation and transparency of the material. Other losses can be 
related to parasitic resistances, defects or traps and radiative and non-radiative 
recombination processes. 
 
Figure 1.8 – The Shockley-Queisser limit and the loss mechanisms in each band gap region. 
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 Characterisation of Photovoltaic Materials and Devices 
A key question in photovoltaics is how does one quantify the quality of a photovoltaic cell? 
Several parameters are frequently used namely the power conversion efficiency, (𝑃𝐶𝐸), 
under an AM1.5 spectrum, the open-circuit voltage, (𝑉𝑂𝐶), the short-circuit current 
density, (𝐽𝑆𝐶) and the fill-factor, (𝐹𝐹). The external quantum efficiency (EQE) (i.e. the 
current produced by the cell under a monochromatic source of a known intensity, scanning 
across all energies) is often also used to decide the quality of the cell.  
Two other parameters which are important to the performance of a photovoltaic cell are 
the shunt resistance, (𝑅𝑆𝐻)  and the series resistance, (𝑅𝑆), which can be easily understood 
from the equivalent circuit diagram for a photovoltaic cell shown in Figure 1.9. 
 
Figure 1.9 – The equivalent circuit diagram of a photovoltaic cell. Clearly shown are the shunt and series 
resistances. 
A low shunt resistance corresponds to alternate current pathways through which the light-
generated current can pass[118], which effectively reduces the voltage produced by the 
cell. An example of a defect that can produce a low shunt resistance would be a 
pinhole[119], [120] in the buffer layer, allowing charge carriers to move from the absorber, 
directly to the window. 
In comparison, the series resistance is related to the potential differences between the 
various layers in the device[121]. A large series resistance reduces the fill factor and short-
circuit current[122]. 
As a p-n solar cell can be approximated to a simple diode, the current-voltage relation is 
given by the Shockley diode equation[123] given in equation (1.7). Here, the parameter, 𝑛, 
is the diode ideality factor, which is another factor that can be important for a photovoltaic 
cell and is typically between 1 and 2[124], [125]. A value 𝑛 = 1 corresponds to an ideal 
diode. 
 𝐽 = 𝐽0(𝑒
𝑒𝑉 𝑛𝑘𝐵𝑇⁄ − 1) (1.7) 
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When the diode is under illumination the Shockley diode can be modified to include the 
effect of the short circuit current density and is written as shown in equation (1.8). 
 𝐽 = 𝐽0(𝑒
𝑒𝑉 𝑛𝑘𝐵𝑇⁄ − 1) − 𝐽𝑆𝐶  (1.8) 
By explicitly including the effects of the shunt and series resistances, the Shockley diode 
equation can be written in the form given in equation (1.9). Obtaining values for these 
resistances and the ideality factor is typically performed by simulating the current-voltage 
curve for the device and changing parameters to obtain a best fit[121], [122], [124]–[129]. 
This method is, however, fraught with issues as there often exist numerous local minima. 
As such, the resistances and ideality factors obtained are not necessarily unique 
solutions[128], [129]. 
 
𝐽 = 𝐽0(𝑒
(𝑒𝑉+𝐼𝑅𝑆) 𝑛𝑘𝐵𝑇⁄ − 1) − 𝐽𝑆𝐶 +
𝑉 + 𝐼𝑅𝑆
𝑅𝑆𝐻
 
(1.9) 
One issue with each of the quantities listed above is that each requires building a full device 
to measure, as such the reason for a decrease in one of the quantities is rarely known. One 
common approach in photovoltaics is to simply change one of the layers in the device in 
some way and see how these quantities vary. However, under this approach, 
understanding of the physical process causing the limitation is not gained. Instead, material 
science and surface science techniques should be used in conjunction with theoretical 
methods to understand the fundamental physical and chemical processes that are 
occurring and limiting the device efficiencies. 
 A Brief History of Photovoltaics 
The earliest development in the history of photovoltaics was the observation of the 
photovoltaic effect in an electrochemical cell by Alexander Becquerel in 1839[108], [109]. 
Observation of the photovoltaic effect in solid-state materials would have to wait until 
1873, when Willoughby Smith observed that the resistance of selenium bars varied with 
the intensity of light incident upon the bar[130]. Further experiments by W. G. Adams and 
R. E. Day confirmed this effect by measuring a current when no external voltages were 
applied[131], [132]. Adams also observed a similar, but much smaller effect in 
tellurium[131], which we can now explain as being due to the smaller band gap of tellurium 
relative to that of selenium. 
1.2.7.1 The Zeroth Generation 
The first photovoltaic cells were developed in 1883 and were deployed in 1884 by Charles 
Fritts. These devices were what would now be recognised as a Schottky diode, consisting of 
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a thin, transparent film of gold, with selenium as the absorber layer and a back contact of 
copper[133]–[136]. The devices were reportedly less than 1% efficient[136]. Fritts 
reportedly thought that his cells would eventually compete with coal-fired power plants 
and ultimately supplant them.  
One of the supporters of the new technology was the industrialist, Werner Siemens, the 
founder of the Siemens engineering and technology company, who considered it 
“scientifically of the most far-reaching importance”[135], [137]. Unfortunately, the 
prevailing belief at the time was that light could not be directly converted to electricity and 
instead had to be converted to heat and drive a heat engine to produce electricity and so 
his results were largely ignored. 
By the 1930s work on rectifiers had led to the observation of the photovoltaic effect in 
cuprous-oxide/copper rectifiers, and the development of some photovoltaic devices[138]. 
Bergmann reported selenium based photocells at a similar time[139], and thallous sulphide 
cells were also being developed[140]. However, these devices were similar in structure to 
those pioneered by Fritts, with little resemblance to the structure of modern photovoltaic 
cells. The structure of these early devices is shown in Figure 1.10, this can be compared to 
Figure 1.11, which shows the structure of a typical modern device. Numerous popular and 
academic authors also note that the photovoltaic effect was observed in either CdS or CdSe 
by Audobert and Stora in 1932[141]–[144], however the author has been unable to verify 
this. 
 
Figure 1.10 - A diagram of the structure of the early photoelectric cells. The structure of these cells is more 
similar to a Schottky diode than modern photovoltaic devices. 
1.2.7.2 The First Generation 
The first generation of photovoltaics evolved out of the work of Calvin Fuller, Gerald 
Pearson and Daryl Chapin at Bell Laboratories, and is entirely based on silicon[145]. After 
Pearson observed a considerable current when one of the p-n junctions he had made under 
the instruction of Fuller was illuminated by a desk lamp. Leading to Fuller suggesting that 
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Chapin use these silicon devices rather than the selenium devices he had previously been 
investigating. He collaborated with Fuller to try new dopants and this work culminated in 
the announcement by Bell Labs in 1954 of the solar battery. These solar cells had a 
relatively low efficiency by modern standards, at only 6% but was an order of magnitude 
over that of commercially available selenium photocells[136], [137], [146]. 
Silicon, however is an indirect band-gap material, resulting in a small absorption coefficient 
at between the indirect and direct gap as the absorption needs to be assisted by a phonon. 
Such a three-particle process has a much-reduced matrix element (i.e. has a much lower 
probability of occurring.) Hence silicon cells need to be very thick, of the order of hundreds 
of microns to achieve good absorption, resulting in (historically) costly devices. Another 
issue related to the use of silicon is that the grain boundaries in silicon are very active, so 
single-crystal silicon is required to achieve top efficiencies. However, the process of 
growing single-crystal silicon ingots requires large amounts of energy and time which 
further increases the cost of the device. Despite these issues, silicon remains the dominant 
photovoltaic material at present. 
1.2.7.3 The Second Generation 
The second generation of photovoltaics was characterised by trying to reduce the cost of 
photovoltaic devices, either by using a less energy intensive process for producing silicon, 
or by using a different material[145]. Initial work on reducing the cost of the Si solar cell 
was carried out by Chapin, using polycrystalline wafers, however trap sites as the grain 
boundaries limited the efficiencies he could obtain. 
The first developments in thin-film photovoltaics was the development of the CdS solar 
cell, initially by Nadjakov et al., with the group of D.C. Reynolds at the USAF Aerospace 
Research Laboratory working independently on the same material during the 1950s[147]. 
In contrast to the hundreds of microns of material required for a Si cell, CdS required only 
1µm of absorber. The CdS cell was, however, found to be unsuitable for terrestrial 
application, as performance degraded rapidly upon exposure to air or water[148].  
GaAs solar cell technology was also being developed during this period, but was of limited 
interest for terrestrial use due to the high cost of gallium[148]. 
Instead, interest in CdTe and copper indium selenide (CuInSe2, CIS) increased. By 1975 CIS 
cells had achieved an efficiency of 12%[149]. At time of writing, the two most commonly 
used thin film technologies are CdTe and copper indium gallium diselenide (CuIn1-xGaxSe2, 
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CIGS) both of which are produced commercially. Both materials have considerable issues, 
however, Cd, Te and In are all relatively scarce in the Earth’s crust, resulting in devices that 
are relatively costly. The relative abundancies are given in Table 1.1. Another issue for CdTe 
is that the commonly used CdCl2 bath results in highly toxic Cd salts[150]. 
Element Relative Abundance in Earth’s Crust 
(x10-4 % by weight)[151] 
Cd 0.13 
Te 0.001 
In 0.25 
Ga 19 
Si 295000 
Table 1.1 – A table showing the relative abundancies of elements commonly used in 2nd generation PV cells. 
The typical architecture of a substrate-configuration thin-film solar cell, as used in CIGS and 
CZTS(e) devices is shown in Figure 1.11. This device consists of an, approximately 1 µm 
thick, p-type absorber deposited on top of a metallic back contact typically deposited on 
glass. A p-n junction is then formed with a 30nm n-type buffer layer. A n-type transparent 
conducting oxide is then deposited on top of the buffer layer, and a grid of metallic front 
contacts collects the generated electrons. 
 
Figure 1.11 - The typical architecture of a substrate-configuration thin-film solar cell, as is typically used in CIGS 
and CZTS(e) devices. 
For CIGS devices, the back contact is typically polycrystalline molybdenum. The typical 
buffer used is CdS, with alternative buffers being In2S3, ZnS, and ZnO1-xSx.  
19 
 
 
 
1.2.7.4 The Third Generation 
The third generation of photovoltaics is characterised by the use of comparatively 
abundant, non-toxic materials in comparison to the second generation[152]. One such 
material is copper zinc tin sulphide (selenide) (Cu2ZnSnS(e)4, CZTS(e)). This material is 
closely related to CIGS, and is made substituting the group III elements for group II-IV 
elements in a 1:1 ratio. CZTSSe is not the only material of interest in this generation, many 
other Cu-chalcogenides are of interest, including Cu2S[153], Cu2SnS3[154], [155], 
CuSbS2[156], [157], Cu3BiS3[158]–[160] and CuSbSe2[156]s. Non-chalcogenide materials are 
also consideration, including the hybrid organic-inorganic halide perovskites, such as 
methylammonium lead iodide (MAPI)[161]–[163], SnS[164], [165], Sn2S3[165], AgBiI4[166], 
ZnSnN2[167] and Cu3N[168], [169]. 
1.2.7.5 Beyond the Third Generation? 
Extension of thin film technologies beyond the third generation to beat the Shockley-
Queisser limit[117] has also been considered. One possible method to beat the limit are 
tandem solar cells, which are effectively a stack of solar cells with decreasing absorber 
band gaps, to limit loss due to charge carrier thermalisation[170], [171]. A second method 
is the so-called hot-carrier method, where the produced charge carriers are extracted 
before thermalisation occurs[172]–[176]. Either method allows for the efficiency of the 
photovoltaic device to approach the Chambadal-Novikov-Curzon-Ahlborn (CNCA) 
efficiency[177]–[179] of an endoreversible heat engine with temperatures between the 
surface temperature of the Earth and that of the sun. It should be noted that the CNCA 
efficiency, (𝜂𝐶𝑁), is the efficiency of an endoreversible heat engine operating at maximum 
power between a hot and cold reservoir of temperatures 𝑇𝐻 and 𝑇𝐶  and is given by the 
relation in equation (1.10)[177]–[181]. Higher efficiencies are possible, but only at reduced 
power output. In contrast, the Carnot efficiency, (𝜂𝐶) is given by the relation in equation 
(1.11) 
 
𝜂𝐶𝑁 = 1 − (
𝑇𝐶
𝑇𝐻
)
1 2⁄
 
 
(1.10) 
 
 
𝜂𝐶 = 1 −
𝑇𝐶
𝑇𝐻
 
(1.11) 
 
As the temperature of the hot reservoir is necessarily larger than that the of the cold 
reservoir, the CNCA efficiency is always lower than that of the Carnot efficiency operating 
between the same temperatures. As a solar cell operates due to radiation rather than 
20 
 
 
 
conduction of heat, the CNCA efficiency is modified by the Stefan-Boltzmann law in a non-
trivial manner, beyond the scope of this thesis. 
Engine Type Thermodynamic Efficiency Limit (%) 
Carnot 94.8 
Endoreversible 85.4[182]–[184] 
Table 1.2 – A table showing the efficiencies of a Carnot engine and an endoreversible engine operating at 
maximum power. 
However, the final result is still considerably less than that of a Carnot engine operating 
between the same temperature reservoirs, as can be seen in Table 1.2. Full treatments of 
the thermodynamics of a photovoltaic cell can be found in Chapter 3 of Ref [182] and Refs 
[180], [183], [184]. 
1.3 WHY CZTS(SE)? 
If CIGS is already a commercially-viable technology, why should we be interested in going 
beyond the second generation of photovoltaics? The key issue is the relative scarcity of 
indium, which is already in large demand for III-V semiconductors, and transparent 
conducting applications. Thus, deployment of CIGS is limited due to the cost of the material 
required to actually produce the cell. 
Element Relative Abundance in Earth’s Crust 
(x10-4 % by weight)[151] 
In 0.25 
Ga 19 
Zn 83 
Sn 2.5 
Si 295000 
Table 1.3 - This table shows the relative abundance of the scarce elements used in CIGS devices, in contrast to 
those used to replace them in CZTS. 
The key advantage of CZTS(Se) over CIGS is that the elements are considerably more 
abundant than indium and hence will be cheaper. Even if the efficiency of CZTS(Se) cells 
does not reach the same efficiency as CIGS, if the cost per KWh is cheaper, it is more likely 
that widespread adoption may occur. The estimated efficiency required for CZTS(Se) to be 
commercially viable is estimated to be approximately 15 %[185], in comparison, the 
current record efficiencies for CZTS and CZTSSe cells are 11.0±0.2 % and 12.6±0.3 % 
respectively[186]. 
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1.4 CZTS(SE) 
 Structural and Electronic Properties of CZTS(Se) 
CZTSSe is closely related to CIGS, and has a similar crystal structure to the chalcopyrite 
structure of CIGS, namely the kesterite structure. The kesterite structure is produced from 
the chalcopyrite structure, simply by replacing the trivalent In/Ga ions, with bivalent Zn and 
IV-valent Sn ions. CZTSSe is also known to take the closely related stannite structure[187]–
[191], and a metastable wurtzite structure[192]–[194]. A diagram of the kesterite and 
stannite structures of CZTSSe is shown in Figure 1.12 alongside the chalcopyrite structure 
adopted by CIGS.  
 
Figure 1.12 – Crystal structures of kesterite CZTS[195], [196], Stannite CZTS[197] and CIGS[198], showing the 
individual Cu (blue), Zn (dark grey), Sn (light grey), S (yellow), In (dark green), Ga (pink) and Se (light green) 
atoms. 
In the kesterite structure the cations each exhibit tetrahedral co-ordination with four 
sulphur anions, whilst each sulphur atom is co-ordinated with two copper, one zinc and 
one tin atoms. The unit cell thus has the 𝐼4̅ space group. The cations occupy lattice planes 
alternating between Cu-Zn and Cu-Zn planes, each in  a 1:1 ratio. The stannite structure is 
similar to the kesterite structure, with the major difference being in the cation ordering. In 
contrast to the mixed cation lattice planes seen in the kesterite structure, the stannite 
structure has 1:1 Zn-Sn planes alternating with Cu-only cation planes. As such the 
symmetry of the stannite unit cell is different, resulting in a different space group, namely 
the 𝐼4̅2𝑚 space group. The chalcopyrite structure of CIGS is similar to both, where the 
cation lattice planes only consist of 1:1 mixtures of Cu and (In/Ga). 
As the cation ordering is not symmetric about the anion planes, in either the kesterite or 
stannite phases, the tetrahedra are distorted due to the differences in the atomic radii. The 
bond lengths and therefore the electronic structures are likely to be different to CIGS.  
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Material 𝑎 (Å) ∆𝐸  (meV/atom) 𝐸𝑔 (eV) 
Kesterite CZTS 5.467 0 1.50 
Stannite CZTS 5.458 2.86 1.38 
Kesterite CZTSe 5.763 0 0.96 
Stannite CZTSe 5.763 3.79 0.82 
Table 1.4 – This table shows the structural, thermodynamic and electronic properties of kesterite and stannite 
CZTS and CZTSe. The data is reproduced from Ref. [199]. 
The stannite phase of CZTSSe is slightly less stable than the kesterite phases, with the 
energy difference being only a few meV per atom[199]. The band gaps of both kesterite 
CZTS (1.50 eV[199]) and CZTSe (0.96 eV[199]) compare favourably with that required to 
achieve maximum efficiency, however usually an alloy of the material is used for devices, 
Cu2ZnSn(SxSe1-x)4. This material shows relatively small band bowing with a bowing 
parameter 𝑏 ≈ 0.10 eV[200]. This is similar to the CuGa(Sx,Se1-x)2[201] and CuIn(Sx,Se1-
x)2[202], which also exhibit small bowing with composition. This is likely due to the small 
differences in ionic size and chemistry of the S and Se anions[199], [202]. 
In contrast to many of the Cu-based chalcogens, copper vacancies are not thought to be 
the dominant acceptor level in kesterite-based materials. Instead, the dominant shallow 
acceptor is thought to be CuZn[112]. 
 CZTSSe Issues 
The current record efficiencies recorded for CZTS and CZTSSe cells are 11.0±0.2% and 
12.6±0.3%, well short of those record for CIGS (22.6±0.5%) and CdTe (22.1±0.5%)[186], 
despite CZTS and CZTSSe being closely related to CIGS. The parameter that seems to be 
causing the low efficiency is the open-circuit voltage, which almost universally shows a 
large open-circuit voltage deficit[203]–[206].  Numerous reasons have been given for this 
deficit, including the formation of a detrimental layer at the back contact, the presence of 
binary and tertiary secondary phases within the absorber, poor band alignments, grain 
boundaries, defect sites caused by CuZn and ZnCu due to the small differences in their ionic 
radii and the presence of intermixed stannite and kesterite phases. Each of these will be 
addressed in its own right in this section. 
1.4.2.1 Detrimental Phases at the Back Contact 
Another considerable issue is the formation of a MoX2 layer (X=S, Se) at the interface 
between the absorber and the back contact[207]–[209], an example of which can be seen 
in Figure 1.13. Experimentally, a Schottky contact at the back contact is observed in low-
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carrier density devices, which has been suggested to be due to the formation of the MoX2 
layer[210], [211]. However, in higher carrier density devices, the contact is observed to be 
Ohmic[210], [211].  
 
Figure 1.13 – Cross-sectional transmission electron microscopy (TEM) image showing the CZTS absorber layer, 
the Mo back contact and the detrimental MoS2 layer. Also shown are energy dispersive x-ray spectroscopy (EDX) 
images, mapping the elemental distributions in the corresponding region. Reproduced from Liu et al.[212] under 
a Creative Commons Attribution 4.0 International License 
The presence of the MoX2 layer is thought to lead to considerable series resistance[212], 
and since the CZTSSe/Mo interface is thermodynamically unstable[208], [213], 
decomposition of the CZTSSe into secondary phases at the back contact is common. An 
example of such a decomposition pathway is seen in equation (1.12)[208], [213]. 
 2Cu2ZnSnX4 + Mo ⇋ 2Cu2X + 2ZnX + 2SnX + MoX2 (1.12) 
Three main methods to limit the formation of this layer have been investigated: firstly, the 
use of an alternative metallic contact; the introduction of an ultra-thin chalcogen diffusion 
barrier between the absorber and back contact; and the use of a rapid thermal annealing 
process. 
Alternative back contacts have been considered to avoid the formation of the MoX2 layer. 
These can generally be split into two methods: either an alternative metallic contact can be 
used[214]–[216]; or alternatively a transparent conducting contact, such as a transparent 
conducting oxide[217], [218], [227]–[233], [219]–[226] or graphene[234], [235] can be used 
to produce a bifacial photovoltaic cell. Work on bifacial kesterite-based solar cells are, 
however, limited by the lack of high performance p-type TCOs[236], [237], as native 
donors, such as oxygen vacancies, often compensate for the acceptors[236], [237]. 
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Numerous authors have reported using different chalcogen diffusion barrier layers, 
including Al2O3[212], TiN[208], [213], [215], [238]–[240] and others[215], [241], [250]–
[254], [242]–[249] which will be discussed here. Liu et al.[212] have fabricated an ultra-thin 
CZTS photovoltaic cell with and without an intermediate Al2O3 diffusion barrier layer to 
inhibit the formation of MoS2. They observe an increase in the photo-conversion efficiency 
from 7.34 % to 8.56 %. 
Rapid thermal annealing (RTA) processes have also been investigated, showing increased 
device statistics with respect to a slower annealing process[254]–[257]. Some studies show 
that an RTA process can inhibit the formation of the MoX2 layer,  due to either the 
formation of a thin MoO2 layer[254], or by densifying the Mo films, making chalcogen 
diffusion more difficult[255]. In contrast, other authors have found that the RTA process 
has no effect on the thickness of the MoX2 layer[258]. Further work is therefore required to 
establish the effects of the RTA process and distinguish these from other effects that may 
be occurring during device fabrication. 
1.4.2.2 Secondary Phases 
The presence of binary and tertiary secondary phases is also problematic within the CZTSSe 
system. Due to the complex quaternary or quintenary nature of the material, the region of 
the phase diagram where kesterite CZTSSe is formed is particularly small[259]. A 
representative phase diagram of the Cu2S-ZnS-SnS2 quasi-ternary system is shown in Figure 
1.14.  
 
Figure 1.14 – The phase diagram of the quasi-ternary Cu2S-ZnS-SnS2 system at 670K. The region labelled 1 is the 
region where Cu2ZnSnS4 is the preferred phase. Reprinted from Olekseyuk et al.[259] Copyright 2004, with 
permission from Elsevier. 
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Particularly problematic is the SnS binary sulphide phase, as the CBM of CZTS occurs at a 
similar energy relative to the vacuum level as the VBM of SnS[165], [260]. Thus, the SnS 
secondary phase will, in effect, act as a short-circuit and lead to considerable 
recombination. Also problematic is the stannite phases of CZTS. As the energy difference 
per atom is only a few meV greater than that of the kesterite phase, there will often be 
intermixed stannite and kesterite phases in the absorber layer. This is particularly 
problematic due to the reduced band gap of the stannite phases, which results in stannite 
regions acting as potential trap sites and can cause band tailing. 
Although the secondary phases are known to be a considerable issue in CZTSSe 
photovoltaics, identifying secondary phases in the material is not simple. X-ray diffraction, 
which is commonly used in material science for phase identification, is hindered as many of 
the secondary phases have peaks at similar angles to CZTSSe.  
Instead, XRD is commonly used in conjunction with Raman spectroscopy to identify 
secondary phases, however Raman spectroscopy also has some issues identifying phases, 
as the spectrometers are in many cases not correctly calibrated. 
1.4.2.3 Detrimental Band Alignments 
Due to the similarities with CIGS, the CIGS device architecture is simply reproduced in most 
cases, and only the absorber layer is changed. Such naïve adoption of the CIGS structure is 
one possible reason for the relatively poor efficiencies obtained from CZTSSe devices. 
Numerous authors have suggested that the band alignment of CZTSSe with CdS is 
inappropriate[261]–[269], although some results have contradicted this[270], [271], 
instead suggesting numerous other materials including CdS1-xOx[272] ZnO[273], [274], 
ZnS[273], [275]–[277], ZnxCd1-xS[278], ZnSe[275], ZnOxS1-x[264], [279]–[284], ZnxSn1-
xOy[285]–[287], CeO2[288], TiO2[289]–[291] and In2S3[264], [273], [292], [293]. Another 
interesting buffer layer is the Ag-based material Ag2ZnSnS4, which has recently been 
reported as a buffer layer for the first time[294]. Alternatively, band gap narrowing due to 
interface states, between the CdS and CZTS(Se) layer, may also render CdS unfit[295]. 
Contrary to expectation, theoretical models predict that a potential step up of 0 < Δ𝐸𝑐 <
0.4 eV from the absorber to the buffer layer is advantageous[161], [296], [297], as a cliff-
like band offset at the interface results in considerable recombination. 
An alternative approach to using a different buffer layer, is to alloy the CZTS(Se) with 
another material, to modify the band positions and reduce secondary phase 
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formation[298]. (Ag,Cu)2ZnSn(S,Se)4[299]–[302], Cu2Zn(Ge,Sn)(S,Se)4[303]–[307], 
Cu2(Zn,Fe)Sn(S,Se)4[298], [308]–[311], Cu2(Zn,Ni)Sn(S,Se)4[312]–[314], Cu2MgSn(S,Se)4[315], 
[316], and other alloys[272], [298], [325], [326], [317]–[324] have been attempted to date. 
1.4.2.4 Defects and Disorder 
Defects have also been identified as a possible explanation for why kesterite photovoltaics 
do not reach comparable efficiencies to that of CIGS. However, experimental work 
investigating defects is challenging, particularly due to the similarities in ionic mass and 
radius of the Cu and Zn cations. Experimentally most work investigating the defects of the 
kesterite system have been by photoluminescence, Raman spectroscopy[327] and neutron 
and synchrotron x-ray diffraction[328].  
A particularly problematic defect for the pure sulphide phase of CZTS is the tin-on-zinc 
(SnZn) antisites, which has been identified recently[329]. These antisites are suggested as 
the origin of the persistent electron traps identified by time-resolved 
photoluminescence[330]. These defects are more stable in the pure sulphide phases, and 
have been proposed as the reason why alloyed and pure-selenide kesterite materials have 
a higher efficiency than the pure sulphide phase[329].  
Other problematic defects are the zinc-on-copper (ZnCu) antisites, which are found to be 
extremely common from first-principles calculations, due to the low formation energy of 
the CuZn-ZnCu defect clusters, which can be as low as a  few meV[331], [332]. The ZnCu 
defects are identified as donors[331], [333], [334], thus CuZn-ZnCu clusters are in fact 
compensating defects[331]. CuZn defects have in fact been proposed as the dominant 
acceptor in kesterite material[112], and the fact that high performance cells are grown in 
Cu-poor and Zn-rich conditions[335], [336], when CuZn defects are less likely to form and 
VCu more likely, would suggest that the compensating CuZn-ZnCu defect clusters do have a 
detrimental effect upon the performance of the devices[331], [337]. VCu are predicted to be 
the most common neutral defect in both the pure sulphide and pure selenide phases[191]. 
Large densities of defects have also been suggested to cause the band gap of the material 
to vary from the expected gap, which will naturally also affect the band alignment[332], 
[337], [338]. Band tailing is widely seen across kesterite materials, recently, the [2CuZn- + 
SnZn2+] defect cluster has been proposed as the main origin band tailing in the kesterite 
family of materials[339].  
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1.5 OVERVIEW OF THIS THESIS 
In the next chapter we will consider the main characterisation techniques used for the 
work described in this thesis. We will begin b considering ultra-high vacuum and why UHV 
techniques are necessary for understanding the properties of materials. 
We will then discuss photoelectron spectroscopy techniques and their application to 
determine the chemical and electronic properties of materials. A particular focus will be on 
x-ray photoemission spectroscopy (XPS) and its use in determining the band offsets at 
heterojunction interfaces, and the combination of XPS measurements of the valence band 
and inverse photoemission spectroscopy to determine the band gap of materials. 
After this, there will be a discussion on the identification of secondary phases within 
kesterite materials and how x-ray diffraction and Raman spectroscopy can be used to 
identify these secondary phases. A short discussion on the Hall effect focussing on the van 
der Pauw method to determine carrier densities and mobility will follow. Finally, the 
chapter will conclude with a short discussion on how theoretical methods such as density 
functional theory or 𝒌 ∙ 𝒑 perturbation theory can be used by the experimentalist to 
elucidate further information from a given material system. 
Chapter 3 considers the photoelectron spectroscopy of kesterite materials deposited by 
sputtering and by spin-coating of nanoparticle inks. The band alignments with respect to 
the vacuum level for the synthesised layers are found by XPS and optical techniques and 
compared with those determined for alternative buffer layers to CdS using the Anderson 
electron affinity rule. 
Chapter 4 builds on the results of chapter 3 by considering the band alignments of 
ZnO/CdS/CZTSSe and ZnO/In2S3/CZTSSe stacks, found by the Kraut method and carefully Ar+ 
ion etching the stacks. The experimentally determined band alignments are then used in 
simulated solar cells to determine the device characteristics, which are then compared to 
experimental solar cells from literature. The requirement for a small, positive conduction 
band offset is therefore seen. 
Chapter 5 moves from considering the absorber-buffer interface, to the absorber-back 
contact interface. This interface is particularly problematic in kesterite materials due to the 
formation of n-type molybdenum-dichalcogenides, resulting in a diode opposed to the 
main photodiode of the device. By Ar+ ion etching single crystals of the molybdenum-
dichalcogenides, the roles of chalcogen vacancies in the MoX2 materials is investigated, and 
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thus the requirements placed on device synthesis for kesterite and CdTe to avoid the 
formation of detrimental layers at the back contact.  
Chapter 6 considers the uppermost layer of the device; the window layer. The window 
layer is typically a transparent conducting oxide (TCO), the most common of which is tin-
doped indium oxide (ITO). Indium is particularly scarce and expensive due to its use in 
touch screens and III-V materials, thus alternative TCOs are likely to be required. We 
discuss why ZnO and SnO2 are not suitable for this task and suggest Ga2O3 as an alternative 
to In2O3.  
The properties of β-Ga2O3 single crystals are therefore investigated to determine whether 
Ga2O3 could be suitable as a window layer in photovoltaics and whether Ga2O3 exhibits 
charge accumulation or depletion at the vacuum interface. Previous literature reports 
suggest that only depletion is observed in contrast to this work. 
The properties of alternative polymorphs to the β-phase of Ga2O3 synthesised on sapphire 
substrates are then investigated by photoemission, and the Auger parameters for each, 
evaluated.  
The thesis will conclude with a summary of the findings of this work before presenting an 
outlook for the future development of the architecture of kesterite photovoltaic devices.  
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2 EXPERIMENTAL METHODS 
2.1 ULTRA-HIGH VACUUM 
In surface science, ultra-high vacuum (UHV) is ubiquitous, however as surface science 
techniques are becoming more widely applied to less ideal, more realistic materials, 
vacuum technology has become more widespread.  
There are several regimes of vacuum, starting from a poor or rough vacuum, up to extreme 
ultra-high vacuum (XHV). These regimes and the corresponding pressure ranges are 
tabulated in Table 2.1. The division between rough or low vacuum and high vacuum occurs 
at the point in a typical vacuum chamber, where the nature of gas flow changes from a 
viscous flow, where scattering is primarily from other gas molecules; to molecular flow, 
where interactions are primarily with the chamber walls[340]. 
In the application of surface science techniques, two main reasons are given for the 
requirement of UHV: the first reason is that many surface science techniques involve the 
detection of or a knowledge of the kinetic energy of a charged particle, however at 
atmospheric pressure the mean free path (MFP) at room temperature is approximately 100 
nm. The equation for the MFP of a neutral molecule is given by equation (2.1)[341], where 
d is the molecular diameter. From this equation, the MFP of a hydrogen molecule in the 
various pressure regimes are calculated and are presented in Table 2.1. In comparison, to 
the 100 nm MFP in atmospheric conditions in UHV conditions the MFP is of the order of 
kilometres, hence UHV allows for the detection of these charged particles. 
 
𝜆 =
𝑘𝐵𝑇
(√2)𝜋𝑑2𝑃
 
(2.1) 
 
Secondly, UHV techniques are typically sensitive to the sample surface, however at 1x10-
6mbar it takes approximately 1 second to form a monolayer of residual gas upon the 
sample. Typically, surface science measurements are measured on a timescale of hours, so 
the experimentalist would want the sample to stay clean for at least one hour. To achieve 
this, UHV is required. A pressure of 1x10-9 mbar is required to obtain a monolayer 
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deposition time of 1 hour[342]. The time required for a monolayer of residual gas to be 
deposited upon the sample in the pressure regimes is also given in Table 2.1. 
Level of Vacuum Pressure Range 
(mbar)[340] 
H2 Mean Free Path (m) Monolayer Deposition 
Time (s)[342] 
Atmosphere 1000 1x10-7 <1x10-6 
Rough/Low 1000>p≥1x10-3 1x10-5 1x10-6 
High Vacuum (HV) 1x10-3>p>1x10-9 1x102 1 
Ultra-High Vacuum 
(UHV) 
1x10-9>p>1x10-12 1x105 3600 
Extreme-Ultra-High 
Vacuum (XHV) 
p<1x10-12 >1x105 >3600 
Table 2.1 - This table shows the pressure ranges for the respective vacuum regimes and the calculated mean free 
paths. 
2.2 SAMPLE PREPARATION 
Materials of interest inevitably need to be prepared in some way prior to being inserted 
into a vacuum chamber. Usually, this consists of being mounted upon a sample plate, 
allowing for the sample to be moved to different positions in the chamber; and making an 
electrical connection to the chamber, via the sample plate, through which any accumulated 
charge is depleted or replenished. In this work, samples were mounted upon Omicron-style 
sample plates. For most of the work presented in this thesis, the sample plate was simply a 
flat steel Omicron plate. However, for section 6.1, the sample was mounted on an Omicron 
direct heating sample plate, allowing for a better, more secure electrical contact. A 
schematic diagram of this plate is shown in Figure 2.1. 
 
Figure 2.1 – A schematic diagram showing the Omicron-style direct heating plate, as used for grounding a 
sample. 
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One method of mounting the sample and making electrical contact is the use of conductive 
double-sided carbon tape. The tape is placed on the sample plate and makes an electrical 
contact through the back face of the sample. However, if the substrate is insulating, as is 
commonly the casein photovoltaic materials, or if the conductivity of the sample is too low, 
this can still lead to considerable charging effects, particularly if measured by 
monochromatic XPS. As such, electrical contacts are usually also made with the front face 
of the sample, using one or more metallic strips across part of the face of the surface. For 
this work, Ta foil was cut into strips, and spot welded on either side of the sample, to make 
electrical contact with the top surface. This approach is used in chapters 3 and 4 and 
section 6.2. For the work presented in chapter 5, samples were mounted using only carbon 
tape, due to the thin nature of the samples considered. 
In the previous section, how UHV conditions aid in keeping samples clean was discussed, 
however the methods by which samples are, in fact, cleaned was not. After all, samples will 
pass through air and rough vacuum before reaching the UHV chamber, so will already have 
multiple layers of contamination prior to measurement. 
In this work, two methods were used for sample cleaning, namely Ar+ ion etching or 
sputtering, and thermal annealing, both of which will be discussed in this section. 
 Ion Etching/Sputtering 
In general, ion etching is performed by leaking an inert gas into the vacuum chamber, the 
inert gas is then ionised and accelerated towards the target by an anode. The ions then 
collide with the target surface, transferring momentum and energy. Depending on the 
accelerating voltage used, this scattering process may provide sufficient energy to liberate 
the top-most atoms of the sample surface. In practice this often results in a damaged 
sample which may require annealing to remove the defects introduced by the sputtering 
process[341].  
The ion source used for this work was the PSP Vacuum Ltd. ISIS 3000 ion source, which is an 
oscillating electron discharge sourcea, a schematic diagram of which can be seen in Figure 
2.2. The oscillating electron discharge source, in this case, consists of a thoriated-tungsten 
filament which thermionically emits electrons between a pair of positively biased 
electrodes, which are surrounded by a conducting cylinder. The electrodes will then cause 
                                                          
a Manufacturer’s website. 
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the emitted electrons to follow a long, oscillatory path, which will always pass between the 
two electrodes[343]–[345]. 
 
Figure 2.2 – A schematic diagram of the PSP Vacuum Ltd. ISIS 3000 oscillating electron discharge ion source used 
in this work. 
The inert gas can then be injected close to the orbiting electrons. Each electron can then 
generate a large number of ions, due to their long path length. Injecting the gas close to the 
electron source will result in a greater local pressure, allowing for a lower chamber 
pressure to be used for the same beam current density in comparison to other 
designs[343]–[346].  
The newly-formed ions are then accelerated by an anode towards the sample, passing 
through an electrostatic focussing ring to maximise the beam current density. The diameter 
of the ion beam is estimated to be 10mmb. The accelerating voltage of the source has a 
range of 0.1-3kV, however for this work, low-energy ions (0.25-1.00 kV accelerating 
voltages) were typically used to prevent the preferential sputtering that can occur at high 
ion energies[347], [348].  
To avoid Ar+ ion implantation, samples were oriented such that the sample normal was at 
an angle of 45o to the beam current density vector.  
 Thermal Annealing 
Whilst the ion etch described previously is appropriate for most samples, some require a 
more careful cleaning method, as sputtering of highly-mismatched cation-anion systems 
can result in the preferential sputtering of the lighter element. The metal-oxides are more 
commonly cleaned via a thermal anneal for this reason[349]. 
                                                          
b Manufacturer’s website. 
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By heating the sample to a sufficiently high temperature, the constituent atoms gain 
enough thermal energy that they are free to move about within the sample, thus point 
defects, such as vacancies or antisites can be removed. 
Samples requiring annealing were heated radiatively by a tungsten filament, capable of 
currents up to 7A. Two methods of temperature measurement were used, Cu-Ni 
thermocouple cable, and an infra-red pyrometer.  
2.3 PHOTOELECTRON SPECTROSCOPY 
Photoelectron spectroscopy (PES) naturally arises from the photoelectric effect first 
successfully explained by Einstein in his 1905 work “On a Heuristic Point of View about the 
Creation and Conversion of Light”[350] (an English language translation of which can be 
found in Ref [351]). The 1921 award of the Nobel Prize in Physics to Einstein was “especially 
for his discovery of the law of the photoelectric effect”[352]. After Einstein’s explanation of 
the photoelectric effect, some experimental work was performed investigating the 
photoelectric effect of different materials, however the development of PES would wait 
until after the second world war, due to a lack of technology.  
The next stages in the development of PES occurred in Uppsala, Sweden during the 1950s 
in the group of Kai Siegbahn[353], [354]. At the time it was more commonly known as 
electron spectroscopy for chemical analysis (ESCA) as the shift in the core-level binding 
energies of a particular element were observed to shift depending on the chemical 
environment. Half of the 1981 Nobel Prize in Physics was awarded to Kai Siegbahn for “his 
contribution to the development of high-resolution electron spectroscopy”[355]. 
 X-ray Photoelectron Spectroscopy 
X-ray photoelectron spectroscopy (XPS) is the form of PES which uses x-rays to produce 
photoelectrons, and is commonly used to probe the chemical and electronic structure of 
materials.  
Despite the fact that the x-rays probe the bulk of the sample in question, XPS is a surface-
sensitive technique. This is due to the inelastic mean-free-path of the photoelectrons, 
which obeys a ‘universal curve’ given in equation (2.2), where λ is in Ångstroms and E is in 
electron volts[356], [357]. 
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𝜆 =
1430
𝐸2
+ 0.54√𝐸 
                                          (2.2) 
This relationship is also plotted in Figure 2.3. 
 
Figure 2.3 - The universal curve for the inelastic mean-free-path of the electron in a solid 
The intensity of electrons from a particular depth, d and an energy, E that reach the sample 
surface is then given by the Beer-Lambert law, given in equation (2.3).  
 
𝐼(𝑑, 𝐸) = 𝐼0(𝐸)𝑒
− 
𝑑
𝜆 
(2.3) 
Thus, 86.5% of all photoelectrons that reach the surface originate from within two IMFP of 
the surface. A table of the percentages of the electrons originating up to a particular depth 
is given in Table 2.2. 
𝒅
𝝀⁄  
PERCENTAGE OF ELECTRONS 
ORIGINATING UP TO THIS DEPTH 
(%) 
1 63.3 
2 86.5 
3 95.0 
4 98.2 
5 99.3 
Table 2.2 - A table showing the percentage of electrons with their origin up to a particular depth 
Hence, for a lab x-ray source (ℎ𝜈 ≈ 1000 eV), the IMFP is of the order of 1-2 nm, whereas 
for ultraviolet photoemission spectroscopy (UPS) (ℎ𝜈 ≈ 20 eV) the IMFP is of the order of 5 
Å. Hence UPS is more sensitive to any surface contamination of the sample. Hard XPS 
(HAXPES) (ℎ𝜈 ≈ 6000 eV) is less surface sensitive again, with an IMFP of around 4-5 nm. 
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2.3.1.1 X-ray Generation 
Two different x-ray sources were used in the work presented in this thesis, the first is a 
dual-anode laboratory source capable of producing non-monochromatic Al Kα and Mg Kα x-
rays. The second x-ray source is a monochromatic Al Kα source, consisting of the x-ray 
source itself shown in Figure 2.5, and the monochromator a diagram of which is given in 
Figure 2.4. For the monochromatic source, the sample, source and crystalline mirror are 
placed such that each is located on the edge of a Rowland circle, the reasons for which will 
be discussed later. 
In both x-ray sources, the principles of generating the x-rays are the same. A large current, 
typically 2-3 A is passed through a thoriated tungsten filament resulting in thermionic 
emission of electrons and accelerated towards the anode by a large voltage, typically 12.5 
kV as this is where the maximum quantum yield is for an Al anode. The electrons then 
interact with the anode material, resulting in the emission of x-rays of the characteristic 
energies superimposed upon the bremsstrahlung spectrum. Bremsstrahlung occurs due to 
the deceleration of the electrons caused by interactions with the positively charged atomic 
nuclei. The characteristic x-rays occur due to the emission of secondary electrons from the 
core-levels of the sample, electrons in higher energy states can then relax into the 
unoccupied state by emitting a high energy photon of a characteristic energy. The 
fundamental resolution of the source is thus limited by the lifetime of the unoccupied 
state. 
The monochromator uses the Bragg diffraction of the x-rays from a curved Quartz (101̅0) 
single crystal mirror with a radial curvature of 250 mm to obtain monochromatic light. The 
diffraction conditions are given by the well-known form of the Bragg condition given in 
equation (2.4). 
 𝑛𝜆 = 2𝑑 sin𝜃 (2.4) 
Thus, the non-monochromatic light generated by the source is monochromated, as only 
the radiation with a wavelength satisfying the Bragg condition will be diffracted and hence 
incident upon the sample. The x-rays generated by the source are innately dispersive, i.e. 
they are not travelling in the same direction, which limits the maximum possible intensity 
that can be achieved. To increase the intensity obtained the x-ray anode, the sample and 
the crystal mirror are all placed on the edge of a Rowland circle. As can be seen in the ray 
diagram in Figure 2.4,the geometry results in the x-rays being focused onto a point 
equidistant from the axis of the crystal as the source.  
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Figure 2.4 – The ray diagram for a monochromatic X-ray system. 
Likewise, by using a curved crystal with the same radius of curvature as the Rowland circle, 
a greater intensity can be achieved, as all the x-rays of the correct energy incident upon the 
mirror will be focussed onto the sample. Thus, the bremsstrahlung and the lower energy 
characteristic x-ray (i.e. those that do not obey the Bragg condition) are removed 
contributing to a lower background signal.  
  
Figure 2.5 – A labelled photograph of the x-ray source used to obtain monochromatic Al Kα spectra. 
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In contrast, the dual anode source, does not remove the lower energy characteristic x-rays, 
however some of the bremsstrahlung radiation is removed by the Al foil window at the end 
of the source. The absorption of the bremsstrahlung by the window also leads to the 
emission of secondary electrons which can aid in neutralising the sample for less 
conductive samples. 
An alternative way of generating x-rays is to use a synchrotron, which accelerates electrons 
around a storage ring using a series of bending magnets. The acceleration of the electrons 
around the ring results in the emission of synchrotron radiation. In modern synchrotrons, 
the radiation generated by bending magnets alone is not brilliant enough for most uses. 
Instead an insertion device, (an undulator or a wiggler) is used to obtain a higher brilliance. 
These insertion devices consist of a periodic, alternating magnetic field, which causes the 
electron beam to be deflected periodically in the transverse direction. The acceleration 
causing the electron to follow the deflected trajectory causes the electrons to radiate 
across a relatively-broad spectrum. By varying the distance of the magnets from the 
electron beam (the gap height) of the strength of the magnetic field, the critical photon 
energy can be changed, allowing for a range of photon energies to be produced[101]. 
A series of monochromator crystals using either or both of the Bragg-Brentano and the 
Laue geometries can then be deployed to obtain a monochromatic beam[359]–[362], 
which can then be focussed on to the sample using a series of curved mirrors[359]. As the 
positions of the various optical components can drift over time, resulting in slightly 
different photon energies, correct calibration of the spectrometer is vital. This is often 
performed using the Au 4f core-levels and its Fermi-level. Convention dictates that in 
photoemission experiments, the binding energies and band edge positions obtained are 
stated with respect to the sample Fermi-level, thus that convention is followed throughout 
this thesis. 
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Figure 2.6 – Calibration of HAXPES results. (a)shows the Au 4f core-levels measured on the I09 beamline at 
Diamond Light Source with a nominal photon energy of 6450 eV. The Au 4f7/2 core-level occurs at 83.95 eV (b) 
shows the corresponding Fermi-level, which is found to occur at 0 eV. 
 
Monochromatic and synchrotron sources do not have a built-in charge neutralisation 
mechanism, so samples under monochromatic x-rays will be more prone to charging 
effects. These charging effects can lead to the distortion of the line shape of the core-
levels, so a low-energy electron flood gun is typically used to neutralise the charge build-
up.  
The flood gun used in this work consists a tungsten filament, through which a current is 
passed, resulting the thermionic emission of electrons. These electrons are focussed by a 
negatively biased Wehnelt cylinder and are accelerated towards the extractor electrode, 
which further focuses the beam to increase the beam current. The electrons are then 
decelerated to the set energy by the anode. A schematic diagram of the flood gun is given 
in Figure 2.7. 
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Figure 2.7 – Schematic diagram of the low-energy electron flood-gun used in this work. 
2.3.1.2 Electron Collection 
An electron spectrometer can generally be split into two parts: firstly, the electron energy 
analyser, which allows only electrons of certain energies to pass; secondly, the electron 
detector, which counts the number of electrons that pass through the analyser. Thus, by 
scanning over the range of energies that the analyser will allow to pass, a photoelectron 
spectrum can be constructed. 
The most common type of analyser used in a PES system is the concentric hemispherical 
analyser (CHA). The CHA consists of two concentric, hemispherical metal plates. An 
electrostatic potential difference is applied between the two plates (i.e. the potential 
difference varies radially), thus deflecting the electrons. 
An electron will pass through the analyser to reach the detector if the kinetic energy of the 
electron is such that the deflecting potential difference keeps the electron on a concentric 
course with respect to the hemispherical plates. If the kinetic energy is too large, then the 
electron will collide with the outer plate. Likewise, if the kinetic energy is too small, then 
the electron will hit the inner plate before reaching the detector. The energy for which the 
electron is transmitted through the analyser is thus known as the ‘pass energy’ (𝐸𝑃). 
As the entrance slits and the physical size of the analyser are finite, a small energy range of 
electrons about the pass energy can, in fact, traverse the analyser by taking slightly 
different trajectories. Thus, an uncertainty in the energy of the electrons arises, and is 
given by equation (2.5). This is equivalent to the energy resolution of the analyser. 
 
𝛥𝐸𝐴 =
𝐸𝑃
𝐸𝑘
(
𝑤
2𝑅𝑐
+ (𝛥𝛼)2) 
    (2.5) 
Here, Rc is the mean radius of the inner and outer plates and corresponds to the radius of 
the trajectory of an electron with a kinetic energy exactly equal to the pass energy. w, is 
the slit width used in the analyser and Δα is the acceptance angle of the analyser.  
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Equation (2.5) can equally be re-written into a form to determine the mean radius that one 
would need to obtain a particular resolution with a particular pass energy. For a lab source, 
the highest energy photon commonly used is the Al Kα which has photon energy ℎ𝜈 =
1486.7 eV. Thus, to obtain an energy resolution of 1 eV, with a slit width of 10mm, an 
analyser of radius 𝑅𝑐 = 3.7 m is required, which is clearly too large to be of any practical 
use. The calculation of this result is shown in equation (2.6)(2.6). 
 
𝑅𝑐 =
1486.7 eV
1 eV
5 mm
2
= 3.7 m 
(2.6) 
For a synchrotron source, photon energies upwards of 6000 eV are regularly used, 
corresponding to typical kinetic energies of 5000 eV, which would require even larger 
analysers. Similarly, when obtaining a spectrum over the range of kinetic energies available, 
the resolution of the analyser would vary as different kinetic energies would require 
different pass energies, giving a different resolution. 
Instead of using such large, impractical analysers, a series of retarding lenses are used to 
reduce the kinetic energy of the electrons incident upon the analyser by the same amount 
in normal operation. In this case a constant pass energy is used, and the retardation 
voltage is varied, such that the analyser resolution is independent of the initial kinetic 
energy of the electron. This mode of operation is the constant pass energy (CPE) mode and 
is most commonly used. The other mode of operation used is the constant relative ratio 
(CRR) or fixed retardation ratio (FRR) mode. Analysers operating in this mode have a more 
uniform sensitivity across the kinetic energy range, however the resolution will be worse at 
higher kinetic energies. 
In this work, the electrons are collected by a channel electron multiplier (CEM), consisting 
of a metal cone, a ceramic semiconducting spiral and a separate metallic anode. A potential 
difference on the order of 2kV is applied between the cone and the end closest to the 
anode, whereby the cone is given a large negative bias relative to the spiral. Thus, electrons 
are accelerated from the cone towards the anode. Due to the curved shape of the 
multiplier, the incident electron will impact the semiconducting surface, resulting in the 
emission of secondary electrons from the surface. The resulting electrons are then 
accelerated and impact further down the dynode spiral generating more electrons until the 
multiplied electrons reach the anode where the signal is collected. A photograph of a CEM 
is given in Figure 2.8. 
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Figure 2.8 – A photograph of a single channel electron multiplier. Clearly visible is the continuous-dynode spiral 
structure, as are the electrical connections for providing the bias across the multiplier. 
The analyser used in this thesis is equipped with an array of 5 CEMs separated in energy by 
0.025 eV per CEM, resulting in a higher count rate. Photographs of this array are shown in             
Figure 2.9. 
            Figure 2.9 – Photographs of the array of 5 channel electron multipliers used in this work from the top and side perspectives. 
42 
 
 
 
2.3.1.3  Angle-Dependent Photoelectron Spectroscopy 
As XPS is a surface-sensitive technique, varying the take-off angle will change the effective 
probing depth for a particular photon energy, where the take-off angle is defined as shown 
in (2.7).  
 
Figure 2.10 - A schematic diagram of an angle-dependent photoemission experiment. Here ϑ is the take-off 
angle, defined as the angle of emission of the photoelectrons relative to the sample surface. 
The dependence of the mean-free-path of the photoelectrons in the material on the take-
off angle is then given by equation (2.7). 
 𝜆 = 𝜆0 sin 𝜃 (2.7) 
 
Where 𝜆0 is the inelastic mean-free-path (IMFP) of an electron with the same kinetic 
energy, E, with a take-off angle normal to the sample surface, and is calculated from 
equation (2.2). 
Thus, by reducing the take-off angle, 𝜃, the depth probed by XPS is reduced, and the 
surface sensitivity is increased. This can be of use when looking at the interfaces between 
two materials as depth-dependent band bending can occur at some interfaces. 
2.3.1.4 Analysis of Photoelectron Spectroscopy 
Without any analysis, a simple photoemission spectrum will give the experimentalist 
relatively little information, primarily, ‘what elements occur at the surface of the 
material?’, with little input on questions such as: What oxidation state are the elements in? 
What are the relative concentrations of the elements? To determine any further 
information, the spectra obtained by the experimentalist must be analysed. 
43 
 
 
 
In practice, there are multiple levels at which researchers analyse photoemission spectra, 
from the comparatively simple, ‘our peaks occur at these energies’, to the more complex, 
such as band comparisons with density functional theory (DFT).  
The first step in analysing a photoemission spectrum is usually checking for and correcting 
for any charging effects. As electrons are removed from the sample by the photoelectric 
effect, a positive space charge can occur at the sample surface. This positive space charge 
results in the deceleration of the emitted photoelectrons due to the attractive Coulomb 
potential. Thus, the presence of sample charging manifests as a spectrum at an increased 
binding energy for all the core-level and valence electrons from the sample (i.e. a lower 
kinetic energy). In some cases, the charge being removed from the sample can be replaced 
either by low-energy free electrons from a flood gun or emitted from the chamber due to 
interactions with the bremsstrahlung, or by conduction of electrons from the system 
through electrical contacts either at the bottom or top surface of the material. These are 
known as charge-compensation techniques 
The issue with charge-compensation techniques is that it is difficult to determine whether 
or not the sample charge is fully neutralised, or if the sample charge has only been reduced 
somewhat. It is therefore common to use a reference energy and correct the entire 
spectrum to the binding energy of this reference peak. Historically, the evaporation of a 
thin layer of the noble metals (Ag, Au) onto the sample was commonly used to provide a 
standardised binding energy scale. Alternatively, Ar+ ions could be implanted into the 
surface by using an ion gun, however both of these methods require modifying the sample 
in some way, which may result in a sample that is not identical to that which was initially 
entered. In the case of evaporated metals, Schottky diodes can be formed, resulting in 
potential differences between the sample and the metal which can also alter the energy of 
the photoelectrons. 
However, one minor advantage (for photoemission spectroscopists) of the industrialised 
nature of our society, is the ubiquitous presence of small hydrocarbon molecules in the 
atmosphere. The presence of these hydrocarbon molecules results in a layer of 
hydrocarbon contamination on any sample that has transited through atmosphere. The 
binding energy of the C 1s core-level due to this contamination species can then be used to 
reference the energy scale. Values from anywhere between 287 eV to 284 eV have been 
used, most commonly between 285 and 284.5 eV, for this contamination level and there is 
some evidence to suggest that the binding energy that should be used is dependent on the 
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material being investigated. As a result, spectroscopists should always be careful in 
checking the charge-correction method used in the literature, as a result that appears to be 
in complete contradiction, may in fact simply have used a different or incorrect charge-
correction method. 
The next stage in analysing a photoemission spectrum is to identify and analyse the various 
peaks present. Identification can usually be made with relative ease, by comparing the 
peak energies of the charge-corrected spectrum with those tabulated in the many XPS 
handbooks and data banks. Examples of such handbooks and databases are given in 
references [363]–[365]. It is quite common in the literature for authors to simply quote the 
maximum of the peak as the binding energy of the core-level for that particular chemical 
species. This approach is problematic for a number of reasons: firstly, for some core-levels, 
the peaks can be quite broad and often mask the presence of a second, smaller peak; 
secondly, for some core-levels the spin-orbit splitting of the components is small, resulting 
in an asymmetric peak, the maximum of which is not necessarily directly related to either 
component. This issue is particularly prominent for the S 2p and Se 3d core-levels, where 
the binding energy of the whole core-level is often given, instead of that of the 2p3/2 or the 
3d5/2 respectively. 
To properly analyse core-levels, they must be modelled mathematically and compared to 
the experimental data. The core-levels are superimposed upon a background of secondary 
electrons, which must also be accounted for during the modelling process.  
The most basic form of background is a simple linear background, consisting of a straight 
line joining the start and end points of the region under investigation, however there is no 
physical justification for the use of such a background and as such its usage should be 
limited to regions where the intensity of the background changes only very slowly.  
There are two background models that have been derived for the inelastic scattering of 
electrons for specific use in photoemission spectroscopy, namely the Shirley[366] and the 
Tougaard backgrounds. The Shirley background is an iterative background, composed of a 
set of k points, each separated by an energy h. The intensity of the background at some 
point x, is then given by equation (2.8). 
 
𝐵(𝑥) =
(𝑎 − 𝑏)𝑄
(𝑃 + 𝑄)
+ 𝑏 
 (2.8) 
Where a is the average starting point, b is the average endpoint, P+Q is the total 
background subtracted peak area, and Q is the background subtracted peak area from 
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point x to point k. This area is found by applying the trapezium rule as given in equation 
(2.9). 
 
𝑄 = ℎ [(∑𝑦𝑖
𝑘
𝑖=𝑥
) − 0.5(𝑦𝑥 + 𝑦𝑘)] 
 
(2.9) 
Initially, a constant linear background is chosen and substituted into equation (2.8), and a 
new background is generated. The process can then be repeated until, the sum P+Q is 
identical within some margin of error upon successive iterations[366]–[368]. The ease of 
implementation of the Shirley background along with its semi-physical nature have made it 
the go-to background type for photoemission studies, however some caution should be 
practiced. The Shirley background fails to account for asymmetric line shapes, which can 
lead to some researchers applying the background in an inappropriate fashion[368].  
The Tougaard background is more rigorous theoretically, and accounts for the full kinetic 
energy range of the inelastically scattered electrons[369]. However, this typically requires 
large energy range (at least 50 eV) on the high binding energy side of a peak, which often is 
not practical or indeed possible. As the Shirley background has, at least, some theoretical 
basis, albeit one developed after the fact, it has become the de facto standard background 
used in XPS analysis as it is much easier to implement than the Tougaard background. 
Once the background is accounted for, the spectroscopist can begin to consider peak 
fitting. The minimum broadening achievable in a photoemission spectrum is limited by a 
number of sources: Firstly, the natural line width of the feature (∆𝐸𝐶𝐿); secondly, the line 
width of the source (∆𝐸𝑆); and thirdly, the analyser response (∆𝐸𝐴). These sources can to a 
first approximation add in quadrature to estimate the broadening of a given feature, this is 
shown in equation (2.10). 
 ∆𝐸 ≈ √(∆𝐸𝐶𝐿)2 + (∆𝐸𝑆)2 + (∆𝐸𝐴)2 
(2.10) 
The lifetime broadening effects are Lorentzian in nature, whilst the broadening due to the 
analyser is Gaussian in nature. As such, Gaussian-Lorentzian functions are typically used for 
the fitting of core-levels in photoelectron spectroscopy.  
A notable exception to this rule is in the case where there is a considerable density of free 
electrons, in which case the photoelectrons can leave a hole and the Fermi sea in an 
excited state. This electron can then form a pair with a free electron. Doniach and Šunjić, 
demonstrated that it was favourable to produce many low energy pairs, resulting in an 
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asymmetric tail in photoemission spectra observed for metallic (or metal-like) samples. The 
line shape describing this is known as the Doniach-Sunjic line shape[370]. 
Other processes can also transfer some kinetic energy to the Fermi sea in less conducting 
samples. This energy can either be transferred to the bulk electron plasma resulting in a 
(bulk) plasmon, or the surface electrons (a surface plasmon). These processes result in 
photoemission peaks occurring at higher binding energies from the main photoemission 
peak, separated by the plasmon energy. An example of the plasmon peaks in n-type Si is 
shown in Figure 2.11. 
 
Figure 2.11 – XPS spectrum of the region near to the Si 2p and Si 2s core-levels. At higher binding energies, two 
plasmon resonances are seen, separated by approximately 15 eV and 30 eV respectively. This also shows why 
the Tougaard background is not usable in many cases. 
A second source of peaks in photoemission spectra are the Auger processes. When a core-
electron is emitted from the sample by a photoionisation process, a hole is left occupying 
the core-level. An electron from a higher energy-level can then decay into the core-level. 
Usually such a process results in the emission of a photon with energy equal to the 
difference between the two levels. However, in some cases, the electron undergoing the 
transition instead transfers the energy to another outer shell electron. In contrast to the 
photoelectrons, the Auger electron is emitted with a constant kinetic energy, equal to the 
difference between the initial and final state of the decaying electron, subtracted by the 
binding energy of the initial state of the Auger electron. A schematic diagram of a single 
Auger process is shown in Figure 2.12. 
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Figure 2.12 - A schematic diagram showing a single Auger process. 
The fact that the kinetic energy of the Auger electron is fixed means that its position on the 
binding energy scale typically used for photoemission measurements varies with the 
photon energy. Hence if an Auger peak coincides with a core-level of interest with one 
photon source, changing the photon energy (e.g. changing from an Al to a Mg anode) 
allows for the Auger peak to be shifted away from the core-level peak. An example of this 
would be in GaN. The N 1s peak occurs at 400eV, using an Al x-ray source, however the Ga 
LMM Auger feature also has a peak in the same energy range, making analysis of the peak 
challenging. However, by changing to a Mg x-ray source, the Ga LMM Auger is shifted away 
from the N 1s, and instead occurs at 280eV. However, this makes using the C 1s for charge-
correction difficult. As a result, the spectroscopist would want to use both a Mg and an Al 
source. This can be seen in Figure 2.13. 
 
Figure 2.13 – The N 1s and C 1s regions of an as-entered GaN sample as measured with an Al Kα and Mg Kα x-ray 
source, showing how the Auger peaks can be moved by changing the x-ray source used. 
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In the previous section, it has been assumed that only single Auger processes, resulting in a 
doubly charged ion are possible. In fact, double and triple Auger processes have also been 
observed experimentally, however the cross-sections for these processes are 10-2 and 10-4 
times that of the single Auger process, and so can be neglected in photoemission 
experiments[371]–[373]. 
Although in many cases, the Auger processes complicate matters for the spectroscopist, 
the Auger electrons can, in fact, be useful. The Auger parameter is defined as the 
difference of the kinetic energy of the Auger electron, (𝐸𝑘
𝐴), and the kinetic energy of the 
photoelectron, (𝐸𝑘
𝐶), as shown in equation (2.11)[374].  
 𝛼 = 𝐸𝑘
𝐴 + 𝐸𝑘
𝐶 (2.11) 
However, as the kinetic energy of the photoelectron is dependent on the photon energy of 
the x-ray source, this leads to an Auger parameter which varies with the source. Instead, 
the modified Auger parameter, 𝛼′, is used, which is given by the sum of the binding energy 
of the photoelectron, (𝐸𝐵
𝐶), and the kinetic energy of the Auger electron as shown in 
equation (2.12)[375]. In some cases, the ‘modified’ part of the name is dropped, however 
in this work the full name will be used for the sake of clarity. As both variables are 
independent of the photon energy used, the modified Auger parameter is also independent 
of the photon energy. The parameter is also independent of charge-correction as it is only 
based on the energies of two points on the same scale. 
 𝛼′ = 𝐸𝑘
𝐴 + 𝐸𝐵
𝐶  (2.12) 
This parameter is of interest, as it allows for the comparison of the chemical state of the 
same element in multiple different samples and attribute the origin of the chemical shift, to 
initial and final state contributions due to the differing effect each has on the Auger and 
photoelectron[376]. 
When comparing the modified Auger parameter between two samples, the relaxation 
energy, or the polarisation energy can be written as in equation (2.13) as derived by 
Moretti[377]. 
 ∆𝛼′ = 2∆𝑅 (2.13) 
If one of the samples being compared is the elemental form of the atom, then this is 
necessarily equal to ∆𝛼′ = 2∆𝑅 = 2𝑅, as the relaxation energy for the elemental form is 
necessarily zero[377]. The initial state effect is then ∆𝜀, and the two parameters are related 
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to the change in the Auger kinetic energy and the photoelectron binding energy by the 
relations given in equations (2.14) and (2.15)[378]–[381]. 
 ∆𝐸𝑘 = ∆𝜀 + 3∆𝑅 (2.14) 
 ∆𝐸𝑏 = −∆𝜀 − ∆𝑅 (2.15) 
Where positive values of ∆𝜀 and ∆𝑅 correspond to a shift to a lower binding energy. The 
initial state contributions, ∆𝜀, are therefore due to the ground-state electronic structure of 
the atom emitting the photoelectron, which is dependent on the local electronic and lattice 
parameters, corresponding to what is normally called the ‘chemical shift’. Thus, the 
different contributions to the binding energy shift can be investigated and hence further 
information about the chemical bonding of the sample can be obtained by simply 
measuring an extra parameter. In contrast, the relaxation energy is only dependent on final 
state effects, i.e. interactions between the photo and Auger holes and the electronic 
structure of the atom. 
 Inverse Photoemission Spectroscopy 
Inverse photoemission spectroscopy (IPES) is a closely related technique to standard 
photoemission spectroscopy, and is to a first approximation, the time-reversed process 
(although in reality it is more complex  than that)[382], [383], whereby an electron is 
absorbed by a material, resulting in the emission of bremsstrahlung photons as the 
electron travels through the material, hence giving the alternative name of bremsstrahlung 
isochromat spectroscopy (BIS). As such, IPES is sensitive to the unoccupied states of the 
conduction band in contrast to standard PES which measures the occupied states of the 
core-levels and valence band[384], [385]. 
Two modes are commonly used in IPES, the isochromatic mode and the spectrographic 
mode[386]. The spectrographic mode uses a fixed kinetic energy of the electron and 
measures all photon energies are measured simultaneously, usually using a diffraction 
grating to separate the various photon energies[387]. The spectrographic mode also allows 
for resonant inverse photoemission, where the kinetic energy of the electron is resonant 
with a particular unoccupied state in the conduction band of the material being 
investigated. 
In contrast, the isochromatic mode uses a variable electron kinetic energy, measuring a 
fixed photon energy[388], [389]. The detector in this case is a bandpass detector, designed 
to detect photons of energy ℎ𝜈 ≈ 9.5 eV, as originally pioneered by Dose in the late 
1970s[388].  The detector consists of a SrF2 window which is transparent to photons with 
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energy ℎ𝜈 ≤ 9.7 eV, with a Mo mesh on the side of the window facing the sample to 
prevent charging effects. The transmitted photons are then incident upon a photocathode 
consisting of a NaCl-coated Ta cone, which produces electrons by the photoelectric effect 
when photons of energy ℎ𝜈 ≥ 9.0 eV are incident upon it. Thus, the energy range of the 
photons collected by the detector gives a resolution of 0.70±0.10 eV. The photoelectrons 
generated from the cone are then collected by a channel electron multiplier similar to that 
described previously in section 2.3.1.2. A schematic diagram of the detector used for the 
work in this thesis is shown in Figure 2.14. 
 
Figure 2.14 – A schematic diagram of the isochromatic bandpass detector used for IPES. 
For operation, the detector is wound into its operating position, approximately 40 mm 
away from the sample. The acceptance angle of the detector can, thus be estimated from 
the size of the window (approximately 25 mm) to be 30˚. Hence, the isochromatic detector 
described probes the entirety of the Brillouin zone. All IPES measurements presented in 
this work therefore consist of an average across the Brillouin zone. 
An isochromatic IPES system is cheaper and easier to maintain than a spectrographic IPES 
system, and as only a small range of photon energies are collected, the detector can be 
designed to achieve a much more efficient collection rate and thus a much higher count 
rate albeit at the loss of some resolution. 
 IPES spectra need to be calibrated to a known energy, as the kinetic energy of the free 
electron is not obviously related to the energy of the bound electron in the sample. In 
practice, several methods are used to do this, for instance calibration to the Fermi level of a 
clean metal foil (usually silver or gold) however the density of states close to the Fermi 
level is often quite low resulting in a low number of counts. Alternatively, the lowest 
unoccupied molecular orbit (LUMO) of a well-known molecule can be used, as the LUMO 
position will occur at a particular energy above the Fermi level.  
To calibrate the IPES spectra shown in this work, both Fermi level from a clean 
polycrystalline Ag foil and the LUMO of C60 molecules evaporated in situ onto the same foil 
were used to calibrate the spectra. The LUMO of a thick film of C60 (i.e. a film thick enough 
that interactions between the surface molecules and the metal foil can be neglected) is 
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known to occur at 1.5eV above the Fermi level[390]–[392]. An example of the spectra 
obtained from evaporated C60 is shown in Figure 2.15. As the sample and the electron 
source are in electronic contact, the Fermi level of the entire system will be equilibrated, 
and thus the energy of the bound electrons can be defined relative to this joint Fermi level 
as in standard PES experiments. 
 
Figure 2.15 – The inverse photoemission spectrum showing the first three LUMOs of an in situ evaporated thin 
film of C60 on Ag foil 
 Band Alignment Determination 
In a homojunction interface (i.e. an interface where the same material is present on either 
side of the interface, such as a silicon diode) the band alignment can simply be understood 
by the alignment of the Fermi level on either side of the interface. However, for 
heterojunctions, the density of states close to the band edges do not have to be the same, 
thus the alignment of the Fermi level will not necessarily occur at the same position as in 
the homojunction case. Other possible issues relate to the formation of defects in the gaps 
of the semiconductors that are at the semiconductor-vacuum interface prior to forming the 
junction (surface states), or induced states due to chemical bonding between the two 
materials (e.g. metal-induced gap states). The presence of such states can lead to Fermi-
level pinning at the interface. 
2.3.3.1 Anderson’s Electron Affinity Rule 
The first method of describing the band alignments of two materials are the closely related 
methods of the Anderson rule and the Schottky-Mott rule, which apply to semiconductor-
semiconductor and semiconductor-metal interfaces respectively. The Anderson rule was 
first described by R. L. Anderson in 1960[393], whereby he used the built-in voltage 
determined by I-V measurements to determine the conduction band offset (CBO). From the 
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CBO, the valence band offset (VBO) could be determined using the band gaps of the 
materials on either side of the junction. The equations for the CBO and VBO are given in 
equations (2.16) and (2.17) respectively. 
 ∆𝐸𝑐 = 𝜒1 − 𝜒2 (2.16) 
 𝛥𝐸𝑣 = (𝜒1 + 𝐸𝑔1) − (𝜒2 + 𝐸𝑔2) (2.17) 
As the electron affinity cannot be determined directly by photoemission it is more common 
that the ionisation potential VIP is used as the VIP can be measured directly. This 
corresponds to the difference between the valence band maximum and the vacuum level 
for a semiconductor in contrast to the electron affinity, which is the difference between the 
conduction band minimum and the vacuum level. The relations between VIP, φ, Eg and χ are 
shown in Figure 2.16. 
 
Figure 2.16 - Definitions of the various parameters used to describe band positions relative to the Fermi and 
vacuum levels. 
Determination of the ionisation potential is made firstly be measuring the valence band 
and finding the position of the VBM by an appropriate method. Secondly the secondary 
electron cut-off (SEC), needs to be determined. This corresponds to the minimum kinetic 
energy an electron needs to be able to escape the sample, i.e. the work function. However, 
the analyser itself also emits secondary electrons, henceforth a negative bias (typically 5-20 
V) is usually applied to the sample with respect to the analyser. The secondary electrons 
from the sample are then shifted by the bias voltage to a lower binding energy, which can 
be corrected for after the measurement, but prior to data analysis. The ionisation potential 
is then given by equation (2.18). An example of this process is presented in Figure 2.17. 
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Once the ionisation potential is found, knowledge of the band gap allows the electron 
affinity to be determined also, giving a full band alignment with respect to the vacuum 
level. 
 𝑉𝐼𝑃 = ℎ𝜈 − (𝑆𝐸𝐶 − 𝜉)            (2.18) 
Due to the large number of low-energy secondary electrons, a reduced nominal power is 
usually used for these measurement, between 9 W (3 kV, 3 mA) and 25 W (5 kV, 5 mA). If 
necessary, the smaller entrance and exit slits can be used, and the pass energy also 
reduced. 
However the Anderson rule does have several notable issues associated with it: firstly it 
neglects the existence of interfacial states such as surface or induced gap states as the 
interface is assumed to be neutrally charged[393]; secondly the actual alignment will 
depend on the flow of charge across the junction during formation and thus depend on the 
density of states on either side of the junction.  
 
Figure 2.17 – An example of the determination of the ionisation potential of a semiconductor from 
measurements of the secondary electron cut-off and the valence band maximum. 
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2.3.3.2 The Kraut Method 
Due to the failures of the Anderson rule for all but the simplest systems, considerable effort 
was spent in search of a better method for finding the band alignments between two 
semiconducting materials. In 1980 E. A. Kraut proposed his method for using the core-level 
to valence-band separation measured by XPS to determine the band bending at a 
generalised interface[394]. This led to the development of the so-called Kraut method. 
The modern variant of the Kraut method requires the use of three samples: a thick 
overlayer, typically >20 nm; a thin overlayer on the substrate, typically 2-3 nm such that the 
core-levels of the substrate are visible alongside the core-levels of the overlayer; and a 
clean substrate, with no overlayer. These 3 samples can either be produced separately 
during the growth process, or otherwise can be produced by Ar+ ion etching the thick 
overlayer until the core-levels of the substrate are present, and then until the overlayer is 
removed. 
The VBO is then determined by equation (2.19) from the separations of the core-levels and 
the valence band maximum (VBM, ξ ) of the thick overlayer and the substrate, and the 
relative difference between the same core-levels in the thin overlayer sample. From this 
the CBO is easily determined by simply considering the band gaps of the substrate and the 
overlayer, as given in equation (2.20). 
 ∆𝐸𝑣 = (𝐸𝐵 − 𝜉)𝑜𝑣𝑒𝑟 − (𝐸𝐵 − 𝜉)𝑠𝑢𝑏 − (𝐸𝐵
𝑜𝑣𝑒𝑟 − 𝐸𝐵
𝑠𝑢𝑏) (2.19) 
  ∆𝐸𝑐 = 𝛥𝐸𝑣 + 𝐸𝑔
𝑜𝑣𝑒𝑟 − 𝐸𝑔
𝑠𝑢𝑏 (2.20) 
Thus, the Kraut method avoids the limitations of the Anderson rule, as the surface states 
will implicitly be accounted for in the measurement process, because the binding energies 
determined in XPS are given with respect to the joint sample-system Fermi level. 
To demonstrate the application of the Kraut method, we will consider the example of 
amorphous Ga2O3 thin-films deposited on Si and Ge wafers, adapted from reference [395]. 
Ga2O3 is a wide band gap material with the largest band gap of the transparent conducting 
oxides, at ≈4.8 eV. The large band gap, combined with the excellent thermal and chemical 
stabilities of the material have led to considerable recent interest in the material, for 
applications as wide ranging as gas-sensing[396]–[398], high-power electronics[399], 
photovoltaics[400], [401] and UV optoelectronics[402]–[404]. A Ga2O3 metal-oxide-
semiconductor capacitor has also recently been reported on silicon[405], as has the use of 
ALD-grown Ga2O3 as an ultrathin passivation layer for silicon-based photovoltaics[401]. 
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To understand the behaviour of these devices, the band alignments with commonly used 
semiconductor substrates need to be investigated. The band alignment of β-Ga2O3 with Si 
has previously been reported by Guo et al.[404] using the electron affinity rule[393], 
however this disagrees with the alignment obtained by Chen et al.[406], where the 
alignment is measured by photoelectron spectroscopy. The interpretation of the alignment 
obtained by Chen et al. is complicated by a number of issues: Firstly, the authors use a non-
monochromatic x-ray source, resulting in the presence of x-ray satellites, which are 
particularly problematic for finding the valence band maximum (VBM) of the Ga2O3 sample; 
secondly, the interfacial sample is produced by Ar+ ion etching, however, the interfacial 
sample clearly shows two Ga species in the Ga 2p spectrum, indicative of the preferential 
removal of oxygen, thus leaving a sub-stoichiometric oxide or elemental Ga; finally, their 
discussion on the formation of an interfacial SiO2-x layer is limited by the issues raised 
above.  
The band offsets of Ga2O3 with Ge have not been reported previously, with only that found 
for Ga2O3(Gd2O3) having been reported, where ΔEv = 2.35±0.1 eV[407], however in this case 
the Kraut method is used incorrectly, as the thickest sample used is only 3 nm and 
therefore still sensitive to the interface. Previous reports of photoelectron spectroscopy on 
Ga2O3(Gd2O3) on Ge have found evidence of an interfacial oxide layer formed upon 
deposition of the dielectric layer[408], [409], with the notable exception of Chu et al.[407], 
however the binding energy reported is considerably larger (at a binding energy of 
approximately 30 eV) than that expected for elemental Ge. Such an energy suggests that 
the wafer may in fact be oxidized, however accurate determination of the oxidation state is 
rendered impossible since the data had not been deconvoluted.   
In this work, we describe the use of the Kraut method[394] to investigate the band 
alignments of  Ga2O3 with Si(111), Si(100) and Ge(100) substrates. As the Kraut method 
requires a thick, bulk-like sample, a thin, interfacial sample, where the core-levels of the 
substrate can be observed and a clean substrate, thick (31 nm) and thin (3 nm) Ga2O3 layers 
were synthesized on the aforementioned substrates. Regarding the thickness, the Debye 
length is characteristic of the length scale over which the effect of the interfacial potential 
is felt. For crystalline β-Ga2O3 nanowires, the Debye length is found to be 40.5 nm[410]. 
However, as the Debye length is proportional to the defect density[411], the Debye length 
of the films described here will be considerably smaller, as the films described in this work 
are amorphous and hence defect-rich. Similar behaviour has been observed in a-IGZO thin 
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film transistors[411], where the defect density is approximately 2 × 1017cm−3. Hence, the 
thickness of the 31 nm samples used in this work is considered adequate. 
The use of a thin sample also allows for the quality of the interface to be investigated in a 
non-destructive manner.  In contrast to Chen et al.[406], we use a monochromatic x-ray 
source, thus avoiding the issue of x-ray satellites.  
Ga2O3 layers were deposited by atomic layer deposition (ALD) on clean p-type Si(111) and 
Ge(100) wafers in an Oxford Instruments Plasma-OpAL reactor. The precursors used for 
deposition were triethylgallium (TEGa) and O2 plasma and with a substrate temperature of 
250˚C. 58 ALD cycles were used to obtain thin samples, and 580 cycles for the thick 
samples.  
Prior to deposition, the Si substrates were cleaned by 10 minutes immersed in methanol in 
a sonic bath, followed by 10 minutes immersed in acetone in a sonic bath. The Si substrates 
were then immersed in 5% HF for 5 minutes with agitation before being rinsed with 
distilled water and dried by N2 gas. The Ge substrates were cleaned by 10 minutes 
immersed in methanol in a sonic bath, followed by 10 minutes immersed in acetone in a 
sonic bath and dried by N2 gas. 
The deposited films were confirmed to be amorphous by x-ray diffraction with a Rigaku 
SmartLab x-ray diffractometer (ℎ𝜈 = 8047.8 eV). Spectroscopic ellipsometry was used to 
determine the thicknesses of the deposited films with a Horbia Jobin Yvon MM-16 
spectrometer with a range of 430 – 850 nm. The thicknesses of the deposited films were 
found to be 30.05±0.18 nm and 3.05±0.10 nm for the thick and thin layers respectively. 
Ellipsometry spectra were fitted using a Cauchy model adopted from reference [412]. 
Prior to measurement, the Si and Ge substrate samples were lightly sputter-etched (0.25 
kV, 1 mA) in 5 minute intervals to remove oxygen and carbon contamination, until the O 1s 
peak was no longer visible in XPS. Since the mean-free-path of the photoelectrons is 
dependent on the kinetic energy of the emitted photoelectron, core-levels with large 
separations in kinetic energy will have different probing depths and hence different 
sensitivities to the interface potential. The Ga 3p, Ge 3p and Si 2p core-levels were 
therefore used for Kraut method analysis as these peaks occur in a narrow range of binding 
energies, ensuring that the photoelectrons originated from similar depths. 
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The Kraut method, uses the binding energies of the core levels and the VBM of the three 
samples to determine the valence band offset,  ∆𝐸𝑣, as shown in equation (2.19) 
 ∆𝐸𝑣 = (𝐸𝐵 − 𝜉)𝑜𝑣𝑒𝑟 − (𝐸𝐵 − 𝜉)𝑠𝑢𝑏 −  𝐸𝐵
𝑜𝑣𝑒𝑟 − 𝐸𝐵
𝑠𝑢𝑏 (2.19) 
. 
 
Figure 2.18 –  This figure shows (a) the Ga 3p core levels, and (b) the valence band obtained by XPS and the 
conduction band edge obtained by IPES for the 30nm Ga2O3 sample. 
Figure 2.18(a) show the Ga 3p region for the thick, 30 nm Ga2O3 sample. Figure 2.18(b) 
shows the valence band measured by XPS and the conduction band, as measured by IPES. 
The VBM was found at -3.48±0.05 eV, whilst the CBM occurred at 1.15±0.14 eV relative to 
the Fermi level. By combining these values, the bandgap of the 30 nm Ga2O3 film was 
determined to be 4.63±0.14 eV, consistent with the 4.4-4.9 eV band gap range previously 
reported for amorphous Ga2O3 films[413]–[416]. 
Figure 2.19(a) and Figure 2.19(b) shows the Si 2p region and valence band respectively for 
the clean Si(111) substrate. Figure 2.19(c) and Figure 2.19(d) show the Ge 3p region and 
valence band for the clean Ge(100) substrate. The data show that the surfaces of the 
substrates were clean of any contamination. The binding energies and their differences 
from the VBM obtained from these figures are given in table I. The binding energy of the Si 
2p3/2 core-level is consistent with values reported in the literature for p-type Si 
wafers[417]–[420]. The separation between the Si 2p3/2 and the VBM is found to be 
98.83±0.08 eV, consistent with that reported previously[420]–[423]. 
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Figure 2.19 – (a) shows the Si 2p region for the clean Si(111) substrate (b) shows the corresponding valence 
band. (c) shows the clean Ge 3p for the Ge(100) substrate and (d) shows the valence band for the same sample. 
 
Figure 2.20 – (a) shows the Si 2p and Ga 3p region for the interfacial Ga¬2O3/Si(111) sample. (b) shows the Ge 
3p and Ga 3p region for the interfacial Ga2O3/Ge(100) sample. Inset is the Ge 3d spectrum as measured by XPS. 
Figure 2.20(a) shows the Si 2p and Ga 3p region for the 3 nm Ga2O3/Si(111) sample, whilst 
Figure 2.20(b) shows the Ge 3p and Ga 3p region for the 3 nm Ga2O3/Ge(100) sample. 
As XPS is a surface-sensitive technique, varying the take-off angle will change the effective 
probing depth for a particular photon energy. The dependence of the mean-free-path of 
the photoelectrons in the material on the take-off angle is given by 𝜆 = 𝜆0 sin𝜃, where λ0 
is the inelastic mean-free-path (IMFP) of an electron with the same kinetic energy, E, with a 
take-off angle normal to the sample surface, and is calculated from 𝜆0 =
1430
𝐸2
+
0.54√𝐸,[356], [357] where E is in eV and 𝜆0 is in Å. Using this relation, the IMFP is 
calculated to be 2.0 nm. By measuring the core levels at multiple take-off angles, the 
presence of any band-bending close to the interface can be determined. The Ga 3p3/2, Si 
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2p3/2 and Ge 3p3/2 binding energies were determined for 30˚, 60˚ and 90˚ take-off angles. If 
band-bending were present at the interface, it would be expected that the difference in the 
core-level binding energies, ∆𝐸𝐶𝐿 would vary with different take off angles. In fact, no such 
angular dependence is seen, as shown in Figure 2.21(a)-(c). It can, therefore, be concluded 
that band bending at the interface is negligible for these systems. If band-bending were 
present, then the FWHM of the core-levels would also be expected to broaden[424], [425], 
in fact, no changes in the FWHM are observed, further confirming the absence of band-
bending.  
Substrate EB (eV) ξ (eV) Eg (eV) EB-ξ (eV) ∆𝐸𝐶𝐿 
(eV) 
∆𝐸𝑣 
(eV) 
∆𝐸𝑐 
(eV) 
Ge(100) 121.71 0.10 0.67 121.61 -15.68 -3.51 0.45 
Si(111) 98.91 0.08 1.11 98.83 7.03 -3.49 0.03 
Si(100) 98.92 0.13 1.11 98.79 7.10 -3.47 0.05 
30 nm 
Ga2O3 
105.90 3.48 4.63 102.42 - - - 
Table 2.3 – The binding energies positions of the core-levels and valence band minima and band gaps for each 
substrate and the bulk like Ga2O3. Also shown are the calculated valence band and conduction band offsets. 
By applying equation (1), the VBO for the amorphous Ga2O3 film on Si(111) was determined 
to be 3.49±0.08 eV consistent with that found for β-Ga2O3 on Si(111) by Chen et al. [406] 
and contrasting to that reported by Guo et al. [404]. The VBO for the amorphous Ga2O3 film 
on Ge(100) is likewise determined to be 3.51±0.08 eV. 
Using the bandgap determined in Figure 2.18(b) combined with literature bandgaps for 
Si(1.11 eV) and Ge (0.67 eV), the conduction band offsets (CBO) are found to be 0.03±0.14 
eV and 0.45±0.14 eV for the Si(111) and Ge(100) samples respectively. The core-level 
energies, valence band maxima, band gaps and band offsets are summarised in Table 2.3. A 
schematic diagram of the band alignments is given in Figure 2.21. 
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Figure 2.21 – A schematic band alignment diagram showing the XPS determined band alignments for ALD-
grown Ga2O3 on a variety of common semiconductor substrates. (a)-(c) show the difference in the core-level 
binding energies against the take-off angle for the Si(111), Si(100) and Ge(100) samples respectively. No 
difference above the error is observed, thus ruling out significant band-bending. 
Similar measurements were also performed on a Si(100) substrate, the results of which are 
shown in Table 2.3 and Figure 2.21. The differences in the VBOs for the Si substrates are 
within the experimental error of the XPS system. The VBOs obtained from both the Si(111) 
and Si(100) samples are consistent with that found by Chen et al.[406]. The CBOs obtained 
from the Si(111) and (100) are different to those obtained by Chen et al.[406], these 
differences are likely due to the different methods of evaluating the band gap. Chen et al. 
use the photoelectron energy loss spectrum (PEELS) from the O 1s peak, rather than the 
combined VBM-CBM separation used in this work. The error on the PEELS method can be 
estimated to be of the order of 0.6-1.0 eV from Figure 1b of Chen et al.[406]. An interesting 
question would be whether the doping level affects the band alignment. By considering the 
position of the VBM with respect to the Fermi level, we can conclude that the Si wafers 
used in this work are more heavily p-type doped than those used by Chen et al.[406], 
however the VBOs found are consistent, suggesting that the doping density has little effect 
on the band offsets. 
Another important variable in the performance of semiconductor devices is the quality of 
the interface and the existence of any interfacial layers between the substrate and the 
deposited film. The substrate is frequently observed to be partially oxidized after 
deposition of a binary metal-oxide upon Si or Ge [422], [426]–[434], but is typically less 
than 3 nm in thickness[405]. Figure 2.20(a) shows the interfacial Si 2p and Ga 3p spectra. A 
second set of peaks attributed to silicon occur at 3.5 eV above the Si0 2p3/2, consistent with 
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that expected for the Si4+ oxidation state of SiO2[435]–[438]. A similar layer was also 
observed for 3 nm Ga2O3/Si(100). Paskaleva et al.[405] have likewise observed the 
formation of an interfacial SiO2 layer by ellipsometry and C-V measurements when 
depositing β-Ga2O3 on Si(100) by the closely related chemical vapour deposition technique. 
Chen et al[406]. do not observe this oxide formation, however the interpretation of their 
data is limited as the spectra presented are at low resolution and are not deconvoluted. 
The interpretation of their data is further complicated by the Ar+ ion etching process used 
to produce the interfacial dataset. Here, the Ga 2p peaks are clearly asymmetric, 
suggesting the formation of either a non-stoichiometric oxide (Ga2O3-x, GaO), or possibly 
metallic Ga0. These features would obscure the signal from the Si 2p for the interfacial 
oxide, as the Ga 3p peaks would be shifted to a similar binding energy as Si 2p from SiO2. 
Interpretation of the spectra in Chen et al.[406] is further complicated by their use of a 
non-monochromatic x-ray source, resulting in x-ray satellite features. For a Mg source such 
as the one they used, these occur 8.4 eV and 10.1 eV away from the main peak on the low 
binding energy side[363]. An alternative explanation could be in the differences between 
the growth techniques as Chen et al.[406] used pulsed laser deposition to deposit their 
films, rather than the chemical techniques described here and by Paskaleva et al.[405].  
Similarly, Figure 2.20(b) shows the XPS spectrum for the interfacial Ga2O3/Ge(100) sample 
in the Ge 3p and Ga 3p region. Here, the formation of GeO2 occurs analogous to the 
formation of SiO2 above. The inset in Figure 2.20(b) shows the Ge 3d region. As well as the 
GeO2 previously mentioned, there is also a doublet shifted from the elemental Ge peaks by 
0.80 eV. This corresponds to an oxidation state of Ge+ [438].  
The thickness of the interfacial oxide can be estimated by the process established by Hill et 
al.[439]–[441], where the thickness of the native oxide, d, is given by equation (2.21). Io is 
the native oxide peak intensity, and Is is the substrate peak intensity.  
 
𝑑 = 𝜆0 𝑠𝑖𝑛 𝜃 𝑙𝑛 (1 +
𝐼𝑜
𝐼𝑠
) 
        (2.21) 
Hence, by using equation (2.21), the native oxide thickness is found to be 0.73 nm, 0.75 
nm, and 0.89 nm for the Si(111), Si(100) and Ge(100) substrates respectively. It should be 
noted that as this analysis neglects the 3 nm Ga2O3 overlayer, the signal from the bulk Si/Ge 
is reduced relative to that of the native oxide, the calculated thicknesses are an upper limit, 
and the actual thickness of the native oxide will be less than this. Whilst, it would be 
expected that the interfacial oxide may have an effect on the band alignment, the band 
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offsets reported here are consistent with those reported by Chen et al.[406] who do not 
observe the interfacial native oxide. This would suggest that a thin interfacial oxide, as 
observed here, has little effect on the band alignment, and hence the device performance. 
To summarize, amorphous Ga2O3 films are grown on Si and Ge substrates by ALD. The 
valence band offsets are determined by XPS to be 3.49±0.08 eV, 3.47±0.08 eV and 
3.51±0.08 eV for the Si(111), Si(100) and Ge(100) substrates respectively. IPES is also used 
to investigate the conduction band of a thick Ga2O3 film, by combining the IPES with VB-
XPS, the band gap is found to be 4.63±0.14 eV. The resulting conduction band offsets are 
found to be 0.03, 0.05 and 0.45 eV respectively, resulting in a type I heterojunction in all 
cases. In all cases a thin, native oxide is observed after deposition. The determination of 
the band alignments to this accuracy, has important implications for devices based on 
Ga2O3/Si and Ga2O3/Ge heterojunctions, including MOSFET and MOSCAP type devices. 
Here, we can see the advantage of using the Kraut method to determine the band 
alignments of semiconductor heterojunctions, as this allows for the properties of devices to 
be explained easily. 
2.4 PHASE IDENTIFICATION 
Due to the complex nature of the kesterite structure and the many secondary phases that 
may be present in CZTS(Se). Several techniques are commonly used to identify the phase of 
the deposited films and determine the presence of any secondary phases. The two most 
commonly used techniques are x-ray diffraction and Raman spectroscopy. 
 X-Ray Diffraction 
Consider an infinite square lattice of atoms of spacing, 𝑑. X-rays of wavelength, 𝜆, are 
incident upon the sample at an angle, 𝜃, to the sample surface such that 𝜃 = 90° 
corresponds to the sample normal. The geometric derivation of this result is shown in 
Figure 2.22. 
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Figure 2.22 – A geometric derivation of Bragg’s Law. 
The x-ray wave-fronts can diffract off any of the planes parallel to the sample surface. By 
considering the path difference of the wave-fronts diffracting from neighbouring planes 
and stating that this must be equal to an integer number of wavelengths, the condition for 
constructive interference can be found. This is Bragg’s law, as given in equation (2.22). 
 𝑛𝜆 = 2𝑑 sin 𝜃 (2.22) 
The interplanar spacing of the (ℎ𝑘𝑙) plane, 𝑑ℎ𝑘𝑙, can then be related to the lattice 
parameters by the Miller indices of the plane. In the case of a simple cubic structure this is 
given by equation (2.23). 
 𝑑ℎ𝑘𝑙 =
𝑎
√ℎ2 + 𝑘2 + 𝑙2
 
(2.23) 
For crystals with a non-cubic lattice, the equation for the interplanar spacing is more 
complex due to the reduced symmetry of the lattice. For instance, for a tetragonal lattice, 
such as that of the kesterite or stannite structures, the interplanar spacing is given by 
equation (2.24). 
 1
𝑑ℎ𝑘𝑙
2 =
ℎ2 + 𝑘2
𝑎2
+
𝑙2
𝑐2
 
(2.24) 
The lattice parameters of many of the secondary phases that can be present in kesterite 
thin films are comparable to that of the kesterite phase itself. Thus, many secondary 
phases exhibit diffraction maxima at similar values of 2𝜃 as the kesterite phase, making the 
identification of secondary phases by XRD alone difficult. A representative x-ray 
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diffractogram of CZTS nanoparticles is shown in Figure 2.23(a), from which it is difficult to 
distinguish the phases present. Typically, Raman spectroscopy is used in conjunction with 
XRD to identify secondary phases. Figure 2.23(b) shows the Raman spectrum from the 
same sample, where considerably more secondary phases can be observed than in the 
diffractogram shown in Figure 2.23(a). 
 
Figure 2.23 - (a) shows the powder x-ray diffractogram of CZTS nanoparticles, with several peaks labelled. (b) 
shows the Raman spectrum of the nanoparticles, which show considerable amounts of secondary phases. 
 Raman Spectroscopy 
 Raman spectroscopy is another technique commonly used for determining the phases 
present in thin films of kesterite materials and can also be used for determining the 
number of layers in a sample of 2-D material, such as the transition-metal dichalcogenides 
(TMDs). 
The technique uses the inelastic scattering of photons to observe rotational and vibrational 
modes of a system. In solid-state materials, only the vibrational modes occur and these 
usually correspond to the phonons (i.e. the quantised lattice vibrations.) of the crystal.  
In Raman spectroscopy, a light source, typically a laser with a photon energy in the near-
infrared, visible or near-ultraviolet range, is incident upon the sample, exciting the sample 
into an unstable, virtual state. A photon is then re-emitted by the sample with a particular 
energy, which can be the same as the incident photon energy, corresponding to elastic, 
Rayleigh scattering, or higher or lower than the incident photon energy, corresponding to 
inelastic scattering. If the emitted energy is larger than the incident energy, then the 
process is known as Anti-Stokes (Raman) scattering, otherwise if the photon energy is 
lower than the initial energy, the process is called Stokes (Raman) scattering. Stokes 
scattering results in a ground state system being excited into a higher vibrational state, and 
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the difference in the photon energies thus corresponds to the energy difference between 
the ground and the first excited vibrational state. The energy-level diagram of the different 
scattering mechanisms is given in Figure 2.24. Vibrational modes can also be probed by 
infrared absorption techniques, such as Fourier-transform infrared spectroscopy (FTIR). The 
techniques are, in many cases, complimentary, as some modes that are inactive in Raman 
spectroscopy are active in absorption spectroscopy and vice versa. 
 
Figure 2.24 – A schematic diagram showing infrared absorption, and the Rayleigh, Stokes and anti-Stokes 
scattering mechanisms. 
For historical reasons, the energy unit most commonly used in Raman spectroscopy is the 
relative wavenumber, which is defined as the difference between the reciprocals of the 
incident and the final wavelengths. This definition is given equation (2.25). Typically, the 
wavenumber is given in units of inverse cm, i.e. cm-1. 
 
∆𝑤 =
1
𝜆0
−
1
𝜆1
 
(2.25) 
A list of the most commonly observed Raman peaks in kesterite materials and the 
secondary phases thereof is given in Table 2.4. 
  
66 
 
 
 
Phase Raman Scattering Peak (cm-1) References 
CZTS 289, 339, 350, 370 [188], [327], [442], [443] 
CZTSe 168, 191, 231, 243, 383 [444], [445] 
Tetragonal 
Cu2SnS3 
297, 337, 352 [188], [446], [447] 
Cubic Cu2SnS3 267, 303, 356 [188], [446], [447] 
Cu3SnS4 275, 318 [188], [446], [447] 
ZnS 275, 352 [188], [448], [449] 
SnS 160, 190, 219 [188], [450], [451] 
SnS2 215, 312 [188], [450], [451]  
Sn2S3 183, 234, 251, 307 [450], [451] 
Hexagonal Cu2-xS 475 [188], [452], [453] 
MoS2 288, 384, 410 [188], [454]–[458] 
MoSe2 242, 285 [457]–[460] 
Table 2.4 - This table gives a summary of the main peaks observed for kesterite materials and their common 
secondary phases. The strongest peaks are indicated in bold font. 
2.5 THE HALL EFFECT 
 The Standard Hall Effect 
When a free charge is moving in a magnetic field, its motion is affected by the Lorentz 
force, which is given by equation (2.26). 
 𝑭 = 𝑞(𝑬 + 𝒗 × 𝑩) (2.26) 
Where 𝑭 is the Lorentz force, 𝑞 is the electronic charge,  𝑬 is the electric field, 𝒗 is the 
velocity vector of the charge carrier and 𝑩 is the magnetic field. 
When a (semi-)conductor is placed in a magnetic field and a current passed through it, the 
charge carriers composing the current are affected by the same force as in equation (2.26). 
However, for the current to still be measured there must be no net resultant force upon 
the charge carriers (i.e. 𝑭 = 0). Thus, there must be some electric force equal in magnitude 
and opposite in direction to the magnetic field, as in equation (2.27). 
 𝐸𝑦 = −𝑣𝑥𝐵𝑧 (2.27) 
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This electric field is caused by charge carriers accumulating on one side of the probed 
material, leaving the opposite side with an equal and opposite charge, thus generating an 
electric field. Since the width of the conductor, 𝑤, would typically be known, this field can 
instead be written as the potential difference between the two charged faces, which is the 
Hall voltage, 𝑉𝐻. This is shown as a schematic diagram in Figure 2.25. 
 
Figure 2.25 – A schematic diagram showing the experimental set-up of the standard Hall effect. 
The Hall voltage can itself then be related to the sheet carrier density, 𝑛𝑠 by the relation 
shown in equation (2.28). 
 
𝑛𝑠 =
𝐼𝐵
𝑒|𝑉𝐻|
 
(2.28) 
Where 𝑒 is the elementary charge. The sheet density is then related to the bulk carrier 
density, 𝑛 by equation (2.29), where 𝑑 is the thickness of the sample. 
 𝑛𝑠 = 𝑛𝑑 (2.29) 
Equivalently, the Hall coefficient, 𝑅𝐻, can be considered where 𝑅𝐻 is given by equation 
(2.30). 
 
𝑅𝐻 =
𝑉𝐻𝑑
𝐼𝐵
= −
1
𝑛𝑒
 
(2.30) 
A key advantage of the Hall effect is that it is able to distinguish between positively charged 
and negatively charged carriers by the sign of the Hall coefficient. Thus, the Hall effect can 
be used to distinguish between p-type and n-type semiconductors.  
For a semiconducting material, there will necessarily be contributions from both electrons 
and holes, in which case the Hall coefficient is modified to the form shown in equation 
(2.31). 
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𝑅𝐻 =
𝑝𝜇ℎ
2 − 𝑛𝜇𝑒
2
𝑒(𝑝𝜇ℎ − 𝑛𝜇𝑒)2
 
(2.31) 
For the cases where 𝑛 ≫ 𝑝 or 𝑝 ≫ 𝑛  (i.e. for doped semiconductors) equation (2.30) is 
recovered. 
 The van der Pauw Method 
The van der Pauw method, first proposed by L. J. van der Pauw[461], also allows for the 
determination of the resistivity of any flat arbitrarily shaped sample, and hence the 
mobility of the majority charge carrier using the same apparatus. A series of four contacts 
are used to determine these properties, as shown in Figure 2.26. 
 
Figure 2.26 – A schematic diagram showing the contact set-ups used in the van der Pauw method. 
The following four requirements were proposed by van der Pauw: Firstly, the contacts must 
be at or close to the edge of the sample; secondly, the contacts are small (i.e. contact size is 
much smaller than the sample size); thirdly, the sample is of uniform thickness, and finally, 
the sample is singly connected such that there are no isolated holes in it. 
The mobility, 𝜇, is then related to the sheet resistance, 𝑅𝑠, by equation (2.32). 
 
𝜇 =
|𝑉𝐻|
𝐼𝐵𝑅𝑠
=
1
𝑒𝑛𝑠𝑅𝑠
 
(2.32) 
Where 𝑅𝑠 is given by the van der Pauw formula in equation (2.33). 
 𝑒−𝜋𝑅𝐴 𝑅𝑆⁄ +𝑒−𝜋𝑅𝐵 𝑅𝑆⁄ = 1 (2.33) 
Here, 𝑅𝐴 and 𝑅𝐵 are characteristic resistance between sets of contacts. 𝑅𝑖𝑗,𝑘𝑙 is defined by 
equation (2.34), where 𝑉𝑘𝑙 is the voltage difference between the 𝑘th and 𝑙th contact whilst 
𝐼𝑖𝑗 is current between the 𝑖th and 𝑗th contact. 
 
𝑅𝑖𝑗,𝑘𝑙 =
𝑉𝑘𝑙
𝐼𝑖𝑗
 
(2.34) 
The reciprocity theorem requires that equation (2.35) holds, such that the resistances are 
consistent when the current is reversed. 
  𝑅𝑖𝑗,𝑘𝑙 + 𝑅𝑗𝑖,𝑙𝑘 = 𝑅𝑘𝑙,𝑖𝑗 + 𝑅𝑙𝑘,𝑗𝑖  (2.35) 
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Thus, the resistances 𝑅𝐴 and 𝑅𝐵 are given by equations (2.36) and (2.37) . 
 
𝑅𝐴 =
𝑅12,43 + 𝑅21,34 + 𝑅34,21 + 𝑅43,12
4
 
(2.36) 
 
𝑅𝐵 =
𝑅23,14 + 𝑅32,41 + 𝑅41,32 + 𝑅14,23
4
 
(2.37) 
Hence, equation (2.33) can be solved numerically to obtain the sheet resistance.  
Hall measurements in the van der Pauw geometry are also somewhat more complicated 
than in the simple Hall effect described earlier. Instead of a single measurement being 
made, a minimum of 8 voltages are measured between the diagonal contacts. The Hall 
voltage is then given by equation (2.38). 
 
𝑉𝐻 =
𝑉13
+ + 𝑉13
− + 𝑉31
+ + 𝑉31
− + 𝑉24
+ + 𝑉24
− + 𝑉42
+ + 𝑉42
−
8
 
(2.38) 
Where 𝑉𝑖𝑗
± denotes the potential difference between the 𝑖th and 𝑗th contact under a 
positive and negative current respectively. 
 Hall Effect Apparatus 
Hall effect measurements described in this thesis were performed with a homebuilt Hall 
effect station in the van der Pauw at room temperature in ambient conditions and a 
magnetic field strength of 0.8 T[462]. Ohmic contacts were made by drop casting liquid 
gallium onto the top surface of the sample, which was then contacted by gold probes. 
2.6 BAND STRUCTURE CALCULATIONS 
 Density Functional Theory 
Although density functional theory (DFT) is not the main topic of this thesis, and as such 
will not consider it as thoroughly as a theorist would, it does have some practical usage for 
the spectroscopist. Comparisons of the electronic densities of states in the valence band 
predicted by DFT can be useful in predicting and explaining some properties of 
semiconductors and insulators. 
The theoretical underpinning of DFT was pioneered in the 1960s, by Hohenberg, Kohn and 
Sham[463], [464]. Kohn’s role in the development of DFT led to his award of half of the 
1998 Nobel prize in Chemistry[465].  
DFT can effectively be considered a numerical method of attempting to solve the 
Schrödinger equation for a many-body system. To simplify matters, the Born-Oppenheimer 
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approximation, that the kinetic energy of the positively charge nuclei can be ignored is 
used. As nuclear masses are approximately 6 orders of magnitude greater than that of a 
free electron. Such an approximation is clearly valid, as the speed of the nuclei will be 
considerably smaller than that of the electrons, due to this huge difference in mass. 
Henceforth the nuclei can be treated as a potential in which the electrons move. A 
wavefunction can then be guessed, and refined to minimise the energy of the system, 
which acts as an upper limit of the ground state of the system. 
However, in a many-body system of N electrons, the nature of the wavefunction will itself 
be complicated and is dependent on 4N variables. Equally, the wavefunction itself cannot 
be probed directly by experiment. Fermi and Thomas independently developed an 
alternative method, instead of considering the wavefunction, the electron density is 
considered[466], [467]. The electron density, can at least in principle, be measured 
experimentally, by low-energy electron diffraction and PES for instance, thus allowing for 
experimental verification of the results.  
In practice, DFT is regularly used to predict the crystal structures that a particular system 
may take under equilibrium conditions, as well as the formation energies of defects, and 
the electronic band structure of materials. Several issues remain, however, namely the 
prediction of the band gap, and band alignments in heterojunctions. These problems can 
be overcome to some extent by using different approximations and functional forms[468]–
[471]. 
The electronic band structures that DFT programs obtain can then be projected, resulting in 
an orbital-resolved density of states that can be directly compared with photoemission 
measurement of the bands. Prior to comparison, some corrections need to be made to the 
theoretical density of states: firstly, the orbitals need to be corrected for the cross-section 
of the photoemission process. Numerous tables of the cross-sections and the 
corresponding asymmetry parameters exist for various photon energies, including 
references [472]–[477].  
After cross-section correction, the partial densities of states (PDoS) can be summed to 
obtain a total density of states (TDoS) which should then be convoluted with functions 
representing the experimental broadening. In practice this usually consists of evaluating 
the analyser resolution by convoluting the Fermi-Dirac distribution, with a Gaussian of 
variable FWHM, and minimising the residual. By this method, the resolution of the analyser 
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described in section 2.3.1.4 is found to be 0.38±0.03 eV. Figure 2.27 shows the comparison 
between the experimentally measured Fermi level and the broadened synthetic function. 
 
Figure 2.27 - Experimental Ag Fermi level from a clean polycrystalline Ag foil and several synthetic Fermi-Dirac 
functions at 300K which are broadened by convoluting with a Gaussian function of the stated FWHMs. The 
Gaussian with a FWHM of 0.38 eV provides the best fit. 
Once the resolution is found, the TDoS should be convoluted with the Gaussian function 
found to best describe this broadening. Finally, a Lorentzian function, accounting for 
lifetime broadening effects, should also be convoluted with the Gaussian-broadened TDoS. 
The FWHM of the Lorentzian should be allowed to vary, to best fit the valence band 
maximum.  
After the convolution with the Lorentzian function is applied, the experimentally corrected 
density of states (EDoS) can be normalised to the intensity of a feature in the PES valence 
band and aligned allowing for comparison between the theoretical results and the 
experimental spectrum. By also displaying the PDoS on the same figure, the origin of 
features within the valence band can be ascertained. 
 𝒌 ∙ 𝒑 Perturbation Theory 
An alternative approach for calculating the band structure of a material is 𝒌 ∙ 𝒑 
perturbation theory, this is based on a perturbation of the familiar parabolic band 
approximation. As 𝒌 ∙ 𝒑 perturbation theory is not the main topic of this thesis, we will only 
cover the key points of the derivation. In the parabolic band approximation, the region 
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close to the band extrema are responsible for the transport, electronic and optical 
properties of the material, as it is these states that are first occupied by charge carriers.  
In many cases the extrema occur at the Γ point (i.e. the centre of the Brillouin zone, where 
𝒌 = 0). Thus, the dispersion relation close to the band extrema can be approximated by 
equation (2.39), which can be understood simply as the Taylor series expansion of the band 
structure close to the Γ point. 
 
 
𝐸𝑒,ℎ(𝒌) = 𝐸𝑒,ℎ(0) ±
ℏ|𝒌|2
2𝑚𝑒,ℎ
∗  
(2.39) 
However, for materials where there are defect levels present or a large carrier density in 
either band, the excitation of carriers will no longer be primarily to states close to the band 
extrema. Thus, the carriers in the two bands can interact resulting in a non-parabolic 
dispersion. This effect is more pronounced in small band-gap materials, due to the smaller 
difference in energy between the carriers in each band.  
Instead, the dispersion relation within the one-electron approximation can be calculated by 
considering 𝒌 ∙ 𝒑 interactions. Thus, the Schrödinger equation can be written as in equation 
(2.40).  
 
𝐻𝒌𝑢𝑛,𝒌 = [−
ℏ2
2𝑚0
∇2 + 𝑉(𝒓) + 𝐻1 + 𝐻2 + 𝐻𝑆𝑂] 𝑢𝑛,𝒌 = 𝐸𝑛,𝒌𝑢𝑛,𝒌 
(2.40) 
 
𝐻1 = (
ℏ
𝑚0
)𝒌 ∙ 𝒑 
(2.41) 
 
𝐻2 =
ℏ2|𝒌|2
2𝑚0
 
(2.42) 
Here, 𝒌 denotes the wave vector of the lattice and 𝒑 is the momentum operator of the 
particle. 𝑉(𝒓) is the periodic potential of the lattice and 𝐻𝑆𝑂 is the part of the Hamiltonian 
which accounts for spin-orbit interactions. Here, 𝐻1 and 𝐻2 are the first and second order 
terms of the perturbation.  
By substituting 𝑢𝑛,𝒌 for the sum of the Bloch functions over all bands and considering only 
spin orbit interactions that are 𝒌-independent by assuming that the 𝒌-dependent spin-orbit 
interactions are negligible, the Hamiltonian matrix can be written as the diagonal matrix in 
equation (2.43). 
 𝐻 = [?̃? 0
0 ?̃?
] 
(2.43) 
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Where ?̃? is given by equation (2.44). 
  
?̃? =
[
 
 
 
 
𝐸𝑠 0 𝑘𝑃 0
0 𝐸𝑝 − ∆𝑆𝑂 3⁄ √2∆𝑆𝑂 3⁄ 0
𝑘𝑃 √2∆𝑆𝑂 3⁄ 𝐸𝑝 0
0 0 0 𝐸𝑝 + ∆𝑆𝑂 3⁄ ]
 
 
 
 
 
(2.44) 
Where 𝐸𝑠 and 𝐸𝑝 are the energy eigenvalues of the conduction and valence bands under 
the parabolic approximation respectively. ∆𝑆𝑂 is the spin-orbit splitting of the valence band 
given in equation (2.45) and 𝑃 is the momentum matrix element given in equation (2.46). 
 
∆𝑆𝑂= 𝑖
3ℏ
4𝑚0
2𝑐2
⟨𝑋|𝛁𝑉 × 𝒑|𝑌⟩ 
(2.45) 
 
𝑃 = −
𝑖ℏ
𝑚0
⟨𝑆|𝑝𝑧|𝑍⟩ 
(2.46) 
Where |𝑆⟩ is the s-like basis function corresponding to the conduction band, whilst |𝑋⟩, |𝑌⟩, 
and |𝑍⟩ are the equivalent p-like basis functions of the valence band. The eigenvalue 
equation can hence be found to have the form given in equation (2.47). 
 (𝐸 − 𝐸𝑠)(𝐸 − 𝐸𝑝)(𝐸 − 𝐸𝑝 + ∆𝑆𝑂)
− 𝑘2𝑝2(𝐸 − 𝐸𝑝 + 2∆𝑆𝑂 3⁄ ) = 0 
(2.47) 
By assuming that the eigenvalues are small (i.e. much less than the band gap) and by 
expressing the momentum matrix element as a function of the effective mass of the band 
edge, the dispersion relation can be written as in equation (2.48). 
 
𝐸(1 + 𝛼𝐸) =
ℏ2𝑘2
2𝑚0
∗  
(2.48) 
Where the energy, 𝐸, is measured with respect to the conduction band minimum. In the 
case where the effective mass is considerably less than the rest mass of a free electron, and 
the spin-orbit splitting of the valence band is not comparable to the band gap of the 
material, 𝛼 can be approximated by the form shown in equation (2.49). This is the 𝛼-
approximation. 
 
𝛼 =
1
𝐸𝑔
 
(2.49) 
Figure 2.28 shows the dispersion relations, the density of states and carrier densities of the 
conduction band within the parabolic and 𝛼-approximation regimes. The code used to 
produce Figure 2.28 is given in Appendix A. The effective masses and the band gap used to 
produce the figures were 𝑚∗ = 0.28𝑚0 and 𝐸𝑔 = 4.63 eV respectively. 
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Figure 2.28 – The dispersion relation, density of states and carrier densities of the conduction band calculated 
within the parabolic and ∝-approximation for Ga2O3. 
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2.7 THIN FILM SYNTHESIS METHODS 
The thin films investigated during this thesis were deposited in several different modes, by 
the author and by collaborators. In this section we will briefly consider the different 
synthesis routes and the advantages and disadvantages thereof. Synthetic routes can 
generally be split into two categories: chemical synthesis, where precursors undergo a 
chemical reaction at the substrate interface, to form a thin, solid film; and physical 
synthesis, where films are produced by mechanical or thermodynamic processes. The next 
part of this work will consider the physical and chemical synthetic routes separately and 
discuss the examples of each that have been deployed in the work described in this thesis. 
 Chemical Synthesis Techniques 
Chemical synthesis techniques typically consist of a number of precursors chemicals, 
containing the elements that form the compound of interest. In solution-based synthetic 
routes these are usually dissolved in a solvent. When the solution comes into contact with 
the solid substrate, the precursors react, forming a solid thin-film on the substrate. 
Alternatively, precursor vapours may be carried by an inert carrier gas, usually dry N2 or Ar 
gas, and carried to the target, where the different precursors react to form a solid thin-film 
once again. 
2.7.1.1 Atomic Layer Deposition 
Atomic layer deposition (ALD) is closely related to the widely-known chemical vapour 
deposition (CVD), which is frequently used for the synthesis of III-V and II-VI 
semiconductors, as both use the vapours of, usually organic precursors, in vacuum to 
deposit thin-films. A key difference between the two techniques is that ALD uses a self-
terminating reaction to deposit a monolayer of the precursor under ideal conditions. 
Another major difference is that the substrate temperature in ALD is usually considerably 
lower than that used in CVD. ALD processes typically self-saturate at temperatures that are 
less than 400oC[478], [479], whereas CVD typically requires temperatures of approximately 
1000oC, due to the stronger bonds of the precursors used.  
The use of such low temperatures in ALD processes usually results in amorphous or 
polycrystalline rather than epitaxial thin films in most cases. For dielectric applications in 
electronics and as a diffusion barrier, amorphous films are usually preferred, as this 
effectively reduces the number of pinholes and grain boundaries, and hence the number of 
sites through which charge carriers or atoms can leak or diffuse[480], [481].  
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Initially, the substrate is cleaned either ex situ prior to entering the ALD chamber or by an 
etch in situ, typically using an ozone or nitrogen plasma. After cleaning, the substrate is 
then heated to a temperature within the so-called ALD window, which is the range of 
temperatures for which the reaction is self-saturating[479], [481]. The first precursor is 
then allowed into the chamber in a ‘pulse’, for a set amount of time which corresponds to 
complete coverage of the substrate. Any remaining precursor and any reaction by-products 
are then purged with an inert carrier gas. The length of the purge depends on the 
desorption time of the unreacted precursor, to ensure that no excess precursor is left on 
the sample surface. After the purge, the second precursor is allowed into the reaction 
chamber and reacts with the remaining dangling ligands at the sample surface to form a 
second layer upon the first. The chamber is then once again purged, and the cycle repeated 
until the film has the thickness desired. 
As the deposition of the film is layer-by-layer, ALD allows for a very-fine control over the 
thickness of the deposited films. By choosing sufficiently long pulse times, uniform coatings 
over very-high aspect ratio surfaces can also be achieved[482]–[484].  
2.7.1.2 Sol-Gel Deposition 
In contrast to ALD sol-gel deposition uses precursor chemicals dissolved in a liquid solvent. 
The substrate can then be immersed in the solution for some time, and the solution heated 
to promote the reaction. Alternatively, the solution may be cast onto the substrate, by a 
wide variety of techniques, such as drop casting, spray pyrolysis or spin coating and heated 
until the reaction is complete. 
2.7.1.3 Nanoparticle Inks 
An alternative solvent-based method of deposition is the formation of nanoparticles 
dispersed in a volatile solvent. Typically, nanoparticles can be formed by injecting the 
precursor chemicals into the hot solvent. This is known as the hot-injection method and 
typically occurs under an inert atmosphere. 
 Physical Synthesis Techniques 
Physical synthesis techniques typically use mechanical or thermodynamic processes to 
remove material from a target, and subsequently deposit the material upon a substrate. 
Examples include pulsed laser deposition, molecular beam epitaxy and sputter deposition. 
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2.7.2.1 Pulsed Laser Deposition 
In pulsed laser deposition (PLD), a high-power, pulsed laser is incident upon a target of the 
material to be deposited. Often these targets are stoichiometric powders, pressed to form 
a target. The coherent light from the laser is absorbed by the target, heating it rapidly thus 
vaporising material close to the surface of the target. Some of the ablated material is then 
ionised by multiphoton ionisation processes, producing a plasma plume close to the 
target[485]–[488].  
Material from the target is then incident upon the substrate, which is at an elevated 
temperature to promote epitaxial growth[485], albeit at temperatures lower than those 
required for molecular beam epitaxy (MBE)[487].  
2.7.2.2 Sputter Deposition 
Sputter deposition is similarly a physical deposition method. The process is similar to that 
described for ion etching material described in section 2.2.1. An inert gas, typically Ar, is 
leaked into a vacuum chamber. The Ar atoms are ionised, and then accelerated by a 
voltage towards one or more targets[489]–[492]. Depending on the material being 
deposited, reactive gases can also sometimes be used, for instance O2 is often used as the 
sputter gas for the deposition of oxides, as this naturally resolves the issue of differential 
sputtering of the target material[493]. 
As in sputter etching, material from the target is then liberated. This material is then free to 
move within the vacuum chamber and will be deposited upon any free surface. Typically, 
the substrate is placed directly beneath the target and may be heated to allow for greater 
crystallinity and larger crystallites.  
In many cases the sputter target may need to be cooled, typically by water as the sputter 
process can impart a large amount of thermal energy. Without cooling, the heat of the 
target can result in radiative heating of the substrate and as such can unintentionally 
change the properties of the deposited film[493].  
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Figure 2.29 – A photograph of the homebuilt DC magnetron sputtering system used in this work for sputtering 
CZTS from a single, near stoichiometric quaternary target. 
 
Figure 2.30 – Left, shows the DC magnetron sputter chamber with the shutter open, such that the single, near-
stoichiometric quaternary target can be seen in the centre. Also visible is that characteristic doughnut shape 
etched into the target. Right, shows the same chamber but with the shutter closed. In both images thin film 
coating of the vacuum chamber can be seen as a rainbow-like pattern covering exposed parts of the system. 
In the next chapter of this thesis, we will consider the deposition of kesterite thin-films by 
sputtering and nanoparticle spin-coating. The characterisation of the sputtered films will 
then be described, and the photoemission spectra investigated. Finally, the band 
alignments with several potential buffer materials will be investigated using the Anderson 
electron affinity rule.   
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3 PHOTOELECTRON SPECTROSCOPY OF KESTERITE THIN FILMS 
This chapter is partially based on the following paper: 
Mattinen, M.; King, P. J.; Khriachtchev, L.; Meinander, K.; Gibbon, J. T., Dhanak, V. R.; 
Räisänen, J.; Ritala, M.; Leskelä, M. “Low-Temperature Wafer-Scale Deposition of 
Continuous 2D SnS2 Films”, 2018, Small, 14 (21), 1800547  
 
This chapter will open with a summary of the published literature on photoemission of 
CZTSSe which will be analysed critically. Much of the literature for the material is of a low 
quality, in many cases, using inappropriate backgrounds and peak-fitting. The PES of a 
number of CZTS, CZTSe and CZTSSe samples from numerous sources and growth 
techniques are described and analysed.  
The band alignments with CdS, ZnS, ZnO, ZnSe, SnS2 and In2S3 by the Anderson rule are 
determined and the implications of the results discussed. 
Extensive literature exists for the XPS of CZTS and CZTSe based materials, however the 
quality of the research is generally poor and contains poor quality data, significant errors 
and misconceptions, up to the point of outright plagiarism of paragraphs relating to the XPS 
work.  
A commonly used phrasing of the analysis of photoelectron spectra of CZTS thin films is 
that: 
 “the copper HR-XPS spectrum shows two narrow and symmetric peaks at 932 and 952 eV, 
indicative of Cu(I) with a peak splitting of 19.8 eV. The zinc 2p peaks located at 1022 and 
1045 eV show a peak separation of 23 eV, consistent with the standard splitting of 22.97 
eV, suggesting zinc(II). The tin 3d5/2 peaks located at 486.2 and 494.9 eV, and a peak 
splitting of 8.4 eV indicates Sn(IV). The S 2p3/2 peak for sulphides lies between 160 and 164 
eV with a peak splitting of 1.18 eV. The sulphur 2p3/2 and 2p1/2 peaks in the spectra are 
located at 161.3 and 162.45 eV, which are consistent with the 160-164 eV range expected 
for S in sulphide phases.” 
This phrasing occurs originally by Riha et al. in the caption of figure S5 of ref [494] and later 
in the thesis of the aforementioned author[495]. Similar phrasing appears throughout the 
literature when referring to the photoelectron spectroscopy of CZTS and related 
compounds, a non-exhaustive list of which can be found in references[193], [496], [505]–
[514], [497], [515]–[524], [498], [525]–[534], [499], [535]–[544], [500], [545], [501]–[504]. 
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This has led to the propagation of key misunderstandings such as the identification of the 
chemical state is based on the energy splitting of components of the same core-level with 
different total angular momentum values, j. 
In many cases, the spectra that are presented are not deconvoluted and the binding energy 
is only given in the text, or with a line to the horizontal axis denoting the binding energy 
position of the peak. Likewise, in some cases XPS is used to obtain compositions, but no 
spectra are presented[546]–[550].  
Where deconvoluted peaks are presented, the fitted peaks are in many cases obviously not 
correct: Backgrounds are often sat above the experimental data[505], [514], [515];the spin-
orbit splitting is treated as a variable which indicates the chemical state[514], [518], [532], 
[551], [520], [523]–[525], [528]–[531]; FWHM vary considerably between spin-orbit split 
components[503], [538], [552], where the Coster-Kronig effect is not present[553], [554]; 
spin-orbit splitting of the S 2p is often neglected, and instead only fitted as a singlet[505]; 
asymmetric peaks due to impurities or secondary phases are ignored[515], [538], [541], 
[545], [555]–[557]; spin-orbit splitting is not used as a constraint on the peak positions; and 
synthetic peaks simply do not match the experimental data[193]; branching ratios for spin-
orbit split components are not obeyed[537]; or only survey spectra are presented[558]–
[561]; the spin-orbit splitting of the Sn 3d core-level being due to ‘final-state’ effects[540]. 
In some cases, features are misidentified as being different peaks[531], [542]. Another 
common issue, particularly when considering chemical synthetic methods is that impurities 
due to the precursors are described as negligible as the peak intensity is small[562], [563]. 
However, the impurities from commonly-used precursors, such as C, O, N and Cl, all have 
small photoionisation cross-sections. As such, the fact that the impurities are obviously 
visible in the photoemission spectra suggests that, in fact, considerable contamination is 
present in the sample. 
Using the Anderson model, Yu et al.[564] find that In2S3 is likely to provide a beneficial band 
alignment with pure-sulphide CZTS. In contrast, Guo et al.[294] find that the band 
alignment of a device using the related n-type material Ag2ZnSnS4 (AZTS) as the buffer layer 
with CZTS, is detrimental, with a cliff-like CBO of 0.07eV. 
CZTS and CZTSSe samples were synthesised by several methods namely physical vapour 
deposition and spin-coating of nanoparticle inks, and the chemical and electronic 
properties investigated by photoelectron spectroscopy. The band alignments with multiple 
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potential buffer layers are investigated using the Anderson method and the resulting band 
alignments are discussed. 
3.1 EFFECTS OF SULPHURISATION ON THE SURFACE PROPERTIES OF CZTS FILMS 
SYNTHESISED BY DC MAGNETRON SPUTTERING FROM A SINGLE, QUATERNARY 
TARGET 
 Film Synthesis 
Prior to deposition, uncoated soda-lime glass (SLG) was cleaned via immersion in lab 
detergent and agitated by a sonic bath for 5 mins. The SLG was then rinsed with deionised 
water and dried with nitrogen. To remove any remaining detergent, the SLG was then 
agitated for a further 5 mins in acetone and rinsed and dried once more. To remove any 
remaining acetone, the SLG was agitated for a further 5 mins in propanol and blown dry 
using dry nitrogen. The SLG was clamped by the sample holder and transferred into the 
load-lock chamber. The load-lock chamber was evacuated until a pressure of 
1 × 10−6 mbar was obtained, at which point the gate valve separating the load lock and 
the deposition chamber was opened and the sample transferred for deposition.  
Deposition was performed using a DC-magnetron, sputtering a water-cooled, single, near-
stoichiometric quaternary target, using Ar (99.999%, CK Gas) as the working gas. Prior to 
deposition, the Ar gas lines were evacuated and flushed a minimum of three times, to 
ensure the gas supply reaching the deposition chamber was clean. The substrate was 
placed under no external heating during deposition, heating due to plasma exposure 
resulted in a substrate temperature of approximately 80 ℃ as measure by an Al-Ni 
thermocouple in thermal contact with the sample holder and substrate. 
After deposition, the Ar gas line was closed off, allowing the pressure to return to the 
baseline and the sample allowed to cool naturally to room temperature, at which point it 
was returned to the load-lock chamber. The load-lock was then vented with liquid nitrogen 
and the sample removed. 
Sulphurisation was performed by placing the sample in a small graphite box of 
approximately 10 × 1 × 1 cm alongside 50 mg of sulphur powder in a closed-space 
sublimation (CSS) chamber. The CSS chamber was then evacuated to 1 mbar before being 
backfilled to 300 mbar of nitrogen gas. The sample was then heated by ceramic heaters to 
between 400 ℃ and 600 ℃ and then left for 30 mins at the desired temperature, after 
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which the heaters were turned off and the sample allowed to cool naturally to room 
temperature. The resulting samples were then investigated by XRD, Raman spectroscopy, 
atomic force microscopy and Fourier-transform infrared spectroscopy and photoemission 
techniques. 
 Characterisation of DC-Magnetron Sputtered CZTS from a Single, Quaternary Target 
Characterisation of the synthesised material required the usage of several techniques. 
Figure 3.1 shows the x-ray diffractograms of the sputtered CZTS samples, with the 
prominent features labelled. The as deposited film and the film sulphurised at 400 ℃ show 
no significant peaks in the region of interest, suggesting that the films are amorphous in 
nature. At sulphurisation temperatures of 500 ℃ or greater, the CZTS (112) becomes 
apparent. However, at sulphurisation temperatures of 550 ℃ or greater, XRD peaks due to 
CuS secondary phases also become apparent. At 550 ℃ the CuS (101) is comparable in 
magnitude to the CZTS (112), whilst at 600 ℃ the CuS (101) and CZTS (112) are barely 
visible above the background, however the CuS (100) is considerably larger. 
 
Figure 3.1 – X-ray diffractogram of sputtered CZTS samples. Also labelled are the main features in each 
diffractogram. 
Raman spectroscopy was used to determine if any secondary phases were present, the 
resulting spectra are shown in Figure 3.2. The as deposited sample shows a single broad 
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peak, centred on 340 cm−1, corresponding to the strongest Raman mode of kesterite CZTS. 
The broadness of the peak indicates that the sample is amorphous in nature and has many 
secondary phases present. After sulphurisation at 400 ℃, the central peak is reduced in 
width, showing a clearer peak at approximately 340 cm−1, the reduced width suggests that 
the sample is more crystalline and has reduced quantities of secondary phases present. At 
500 ℃, the Raman spectrum consists of several sharp peaks that can be assigned to 
kesterite CZTS or MoS2 only. The presence of the MoS2 peak is due to the chemical reaction 
of sulphur from the absorber with the Mo back contact. The main CZTS peak occurs at 
approximately 340 cm−1, whilst the main MoS2 peak occurs at approximately 410 cm−1. 
When sulphurised at 550 ℃, the CZTS peak is reduced in size, and is becoming broader 
once again, indicating that the crystal quality is degrading at this high a temperature, the 
MoS2 peak has increased in size and narrowed, suggesting a better quality MoS2 layer. 
Finally, at 600 ℃, the CZTS Raman signal is barely visible, and the MoS2 is by far the 
dominant peak, suggesting that by annealing at such high temperatures, the CZTS films has, 
in fact, delaminated from the substrate. Hence, by considering the diffractograms and 
spectrographs presented in Figure 3.1 and Figure 3.2, sulphurisation at 500 ℃ appears to 
produce the best quality CZTS films. 
 
Figure 3.2 – Raman Spectra from the sputtered CZTS samples. 
Atomic force micrographs of the samples are shown in Figure 3.3. It is clear that the as 
deposited film is formed of small densely-packed crystallites with an average size of 
approximately 50 nm, rendering the film amorphous-like in nature. After sulphurisation 
between 400 ℃ and 550 ℃, the crystallites more than double in size to approximately 130 
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nm. However, the film sulphurised at 400 ℃ also has many smaller grains as can be seen in 
Figure 3.3, which may mean that the film is still mostly amorphous, as would be consistent 
with the Raman spectra and XRD results above. At 600 ℃, the apparent crystallite size is 
considerably larger at around 500 nm, however as has already been seen, the CZTS crystals 
have delaminated, and so the increased crystallite size is due to the MoS2 layer, rather than 
the CZTS. The 600 ℃, will henceforth not be considered any further. The average and RMS 
roughnesses also follow similar trends to the crystallite size, as can be seen in Table 3.1. 
Sulphurisation 
Temperature (oC) 
Average Roughness (nm) 
(1 µm x 1 µm) 
RMS Roughness 
(nm) 
(1 µm x 1 µm) 
Average Crystallite 
Size (nm) 
As Dep. 0.62 0.81 50±10 
400 2.5 3.1 141±20 
500 4.9 6.3 136±20 
550 4.7 5.9 122±20 
600 5.9c 9.2c 524±20 
Table 3.1 – Table showing the parameters characterising the surface topology of the CZTS samples as 
determined by AFM. 
 
Figure 3.3 – Atomic force micrographs of the sputtered CZTS samples before and after sulphurisation at 
temperatures up to 600 ℃. 
                                                          
c Over a 2 µm x 2 µm region. 
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The band gap is a crucial property for a photovoltaic absorber, thus Fourier-transform 
infrared spectroscopy was used to determine the band gaps of the deposited material, the 
resulting spectrographs can be seen in Figure 3.4. The lower quality materials synthesised 
at low temperatures have a band gap larger than that of the bulk material, as is frequently 
observed in amorphous materials. At 500 ℃ and 550 ℃, the band gap is reduced to 1.41 ±
0.12 eV and 1.49 ± 0.08 eV respectively, in line with what would be expected from bulk 
CZTS. Also visible at these temperatures is a second band gap at approximately 1.7 eV. This 
band gap is consistent with the direct band gap of bulk MoS2, which is prominent in the 
Raman spectrum of both samples. 
 
Figure 3.4 – Fourier-transform infrared spectra from the sputtered CZTS samples.   
 Photoelectron Spectroscopy of Sputtered CZTS 
As outlined above, sulphurisation of CZTS precursor material at 500 ℃ appears to produce 
the highest quality CZTS samples. Hence, we will consider the PES spectra of this sample 
and compare it with that of the amorphous, as-deposited material and that of the film 
sulphurised at 550 ℃. 
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Figure 3.5 – PES spectra of the sputtered CZTS film after sulphurisation at 500 ℃. (a), (b), (c) and (d) show the 
Cu 2p, Zn 2p, Sn 3d and S 2p core-levels respectively. Also shown in (c) is the Zn LMM Auger level. (e) and (f) 
show the secondary electron cut-off and valence band regions respectively. 
Figure 3.5 shows the resulting PES spectra from the sputtered sample after sulphurisation 
at 500 ℃. Figure 3.5(a) and (b) show the Cu 2p and Zn 2p core-level regions respectively, 
which are both fitted with a single set of peaks. Figure 3.5(c) shows the Sn 3d region with 
the Zn LMM superimposed upon it. Figure 3.5(d) shows the S 2p region, which shows 
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numerous S-O type species alongside that of the main sulphide doublet. The binding energy 
positions of the main core-levels are tabulated in Table 3.2. Figure 3.5(e) and (f) show the 
secondary electron cut-off and valence band regions respectively. The SEC is found to occur 
at 1481.69 ± 0.05 eV, whilst the VBM occurs at a binding energy of 0.49 ± 0.05 eV, thus 
the ionisation potential is found to be 𝑉𝐼𝑃 = 5.39 ± 0.05 eV, which is comparable with 
reported literature values [499], [565], [566] and that previously obtained from a CZTS 
(112) single crystal, where the ionization potential is found to be 5.28 eV[567]. By 
considering the band gap of the sample presented in Figure 3.4, the electron affinity of this 
sample is found to be 3.98 ± 0.12 eV. 
 
Figure 3.6 – PES spectra of the as-deposited sputtered sample, showing the (a) Cu 2p, (b) Zn 2p, (c) Sn 3d and (d) 
S 2p regions respectively. 
88 
 
 
 
 
Figure 3.7 – PES spectra of the sputtered sample after sulphurisation at 550 ℃, showing the (a) Cu 2p3/2, (b) Zn 
2p, (c) Sn 3d and (d) S 2p regions respectively. 
Figure 3.6 and Figure 3.7 shows the equivalent PES spectra from the as-deposited and 
550 ℃ sulphurised sample respectively. In each (a) shows the Cu 2p region, (b) shows the 
Zn 2p region, (c) shows the Sn 3d region and (d) shows the S 2p region. The binding 
energies of the main features are similarly presented in Table 3.2. The S 2p region of the as-
deposited sample, shown in Figure 3.6(d) does not show any presence of S-O bonds, likely 
due to the low deposition temperature. Instead, the only secondary peaks are assigned to 
S-C bonds, which are likely due to the incorporation of carbon into the film. The source of 
the carbon is likely to be the insulating polymer used to isolate the Ar plasma from the 
chamber wall. In contrast, the S 2p regions of the samples sulphurised at 500 ℃ and 550 ℃ 
shown in Figure 3.5(d) and Figure 3.7(d) respectively show S-O species. In the case of the 
sample sulphurised at 500 ℃, these S-O species are sulphate (SO4) and sulphite (SO3). In 
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contrast, after sulphurisation at 550 ℃ only sulphate species are present, however the 
relative intensity of the sulphate peak is about double that of the sulphate peak at 500 ℃. 
The total relative intensity of S-O species, does however, remain the same, suggesting that 
the less thermodynamically stable sulphite species are fully oxidised to sulphates when the 
sample is sulphurised at 550 ℃. The presence of these S-O species appears to be linked to 
the sulphurisation process, in which case their presence may be linked to reactions with 
any remaining traces of air in the CCS chamber, or alternatively may be due to out-diffusion 
of sodium compounds from the glass, as the Na 1s core-level is detected only after 
sulphurisation. A similar process is seen in the deposition of MoS2 thin-films on SLG, where 
sulphate species are also seen[546]. 
Sulphurisation 
Temperature (oC) 
Binding Energy (eV) 
Cu 2p3/2 Zn 2p3/2 Sn 3d5/2 S 2p3/2 
As Dep. 932.28 1021.98 486.64 161.80 
500 931.86 1021.96 486.53 161.74 
550 931.75 1021.82 486.68 161.62 
Table 3.2 – Binding energies for the core-levels of the sputter-deposited samples before and after sulphurisation. 
PES can also be used to determine the surface stoichiometry of the samples by using the 
photoelectron ionisation cross sections to correct the peak areas from PES. The 
stoichiometries of the samples have been determined from the main core-level peaks 
shown above and are presented in Table 3.3. 
Sulphurisation 
Temperature 
(oC) 
Atomic Percentage (%) 
Cu Zn Sn S 
As Dep. 
12.6 21.0 22.0 44.3 
500 
12.4 36.3 13.0 38.3 
550 
8.9 21.7 27.4 42.0 
Nominal 
Stoichiometry 
25.0 12.5 12.5 50.0 
Table 3.3 – XPS atomic compositions of the sputtered CZTS films before and after sulphurisation. Errors are 
±5%. 
The as-deposited film is found to be Cu- and S- poor and heavily enriched in Zn and Sn. In 
contrast, the film sulphurised at 500 ℃, is similarly Cu- and S-poor and even more Zn-rich 
than the as-deposited film, however Sn occurs in approximately the expected percentage. 
After sulphurisation at 550 ℃, the film becomes further depleted in Cu and remains 
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similarly S-poor. However, the amount of Zn is reduced once more, to a level comparable 
to the as-deposited film. The S-poor nature of the films can be easily explained by the high 
volatility of sulphur; hence sulphur will be more easily lost than the metal cations. Similar 
sulphur-poor concentrations have been observed in depth-profiled CZTS films[508], [568], 
[569], the same works also found that the surfaces that were Cu-poor[508], [568]–[570]. 
The behaviour of the Zn atomic percentage can similarly be understood by the volatility of 
Zn. At 500 ℃, the Zn migrates from deeper in the material towards the top contact, due to 
its high volatility, as is frequently observed[508], [570], [571]. At 550 ℃, some of the excess 
Zn is lost as vapour to the CCS chamber. The vapour pressure of Zn at 500 ℃ is 
approximately 1.8 ± 0.18 mbar, whilst at 550 ℃ it has more than trebled to 5.6 ±
0.6 mbar [572]. The vapour pressures for Cu, Zn, Sn and S are given in Table 3.4. 
Temperature 
(oC) 
Vapour Pressure (mbar) 
Cu Zn Sn S 
80 - 8x10-11 - 1x10-2 
500 1x10-13 1.8 3x10-12 22x102 
550 3x10-12 5.6 4x10-11 36x102 
Table 3.4 – Vapour pressures of the elements in CZTS. Vapour pressures for the metallic elements are calculated 
using the vapor pressure calculator applet from Institut für Angewandte Physik at der Techniscien Universität 
Wien[572]. Vapor pressures for S are adapted from West and Menzies[573]. 
3.2 FILMS SYNTHESISED FROM NANOPARTICLE INKS 
Chemical techniques are also used for synthesising kesterite photovoltaic materials, and in 
fact, many of the previous record kesterite devices have been deposited by chemical rather 
physical deposition techniques. As such, the electronic properties of chemically-grown 
kesterite films will also be investigated in this next section. 
 Film Synthesis 
The samples characterised in this section were deposited by spin-coating of nanoparticle 
inks. The inks were produced by the hot-injection method, whereby copper 
acetylacetonate, zinc acetylacetonate, tin bis(acetylacetonate) dibromide are dissolved in 
oleylamine (OLA), or formamide[574]. The samples produced from each solution are 
subsequently referred to as high-carbon and low-carbon respectively, due to the carbon 
densities of the solvent used. The solution is placed into a three-neck flask connected to a 
Schlenk line and placed under vacuum, with a residual pressure of below 1x10-1 mbar. The 
flask is then purged twice with N2 gas to remove any remaining water or O2. The 
temperature of the reaction vessel was then increased to 225 ˚C and 1 M of sulphur-OLA 
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solution is injected into the vessel. The temperature was held at the reaction temperature 
for 30 mins, before being cooled to room temperature at a rate of approximately 5 ˚C/min. 
Once the mixture reached room temperature, 5 ml of toluene and 40 ml of isopropanol 
(IPA) was added to the reaction mixture. The nanoparticles are then collected using a 
centrifuge operated at 8450 rpm for 10 mins. The resulting precipitate was washed twice 
with toluene and IPA. Larger particles and nanoparticle agglomerates were removed using 
a size selection process, consisting of centrifuging at 7000 rpm for 3 mins and re-dispersed 
in hexanethiol. 
The inks were then spin-coated on Mo-coated soda-lime glass at 1200 rpm for 5 seconds, 
and then dried in air at 150 ˚C for 30 seconds followed by 300 ˚C for a further 30 seconds. 
Repeated spin-coatings allowed for film thicknesses up to 1 µm to be achieved. For the 
sulphur-selenium alloy samples, the films were placed in a graphite box with 300 mg of 
selenium powder. The graphite box was placed in a tube furnace, which was then 
evacuated to 6x10-3 mbar and backfilled to 10 mbar with argon. The temperature of the 
box was increased to 500 ˚C at a rate of approximately 20 ˚C/min, and left at the 
selenisation temperature for 20 mins, before being allowed to cool to 300 ˚C naturally, with 
assistance from a fan. After this it was left to cool naturally to room temperature over 60 
mins.  
 Photoelectron Spectroscopy of Films grown from Nanoparticle Inks 
The surface electronic structure of the CZTS(Se) samples described above was then 
investigated by x-ray photoelectron spectroscopy. Figure 3.8 shows the background-
subtracted valence band spectra measured by XPS for the high and low carbon samples 
after selenisation, normalised to the same peak height. By comparing the valence band 
features in Figure 3.8 to orbital-projected densities of states (DoS) obtained by theoretical 
works, the dominant orbitals contributing to each feature can be determined. Examples of 
the projected DoS for CZTS are shown in by Paier et al. in figure 3 of reference [575] and for 
CZTSe by Mortazavi Amiri et al. in figure 2 of reference [576]. 
By comparing these projected DoS, with the valence bands in Figure 3.8, we can deduce 
that regions I and II are dominated by Cu 3d states, with some limited contributions from 
the S 3p and Se 4p orbitals. However due to the smaller comparative cross sections of 
these orbitals[473], the XPS spectrum will be heavily dominated by Cu 3d in these regions.  
Region III is similarly dominated by the Cu 3d orbital, but with a comparatively large 
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contribution from the anion states. Region IV is predominantly Sn 5s and anion p states 
which have comparable cross sections, with some contribution from the Cu 3d states.  
 
Figure 3.8 - This figure shows the valence band spectra as measured by XPS for the high and low carbon samples 
before and after selenisation. Features of interest are labelled as I, II, III and IV. 
The XPS core-level spectra after selenisation are shown in Figure 3.10 and Figure 3.11. in 
Figure 3.10(a) and Figure 3.11(a) show the Cu 2p3/2 spectra for the two samples. The 
spectra both show a large peak at approximated 932.4eV, (932.47 ± 0.05 eV for the low 
carbon sample and 932.39 ± 0.05 eV for the high carbon sample), which is consistent with 
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an oxidation state of 1+ as is expected for CZTSSe and is consistent with literature values 
for the material[568], [569], [577], [578].  
Figure 3.10(b) and (c) and Figure 3.11(b) and (c) show the Zn 2p3/2 and Sn3d5/2 respectively 
for the two samples. Here the data are fitted with a single Voigt function, at binding 
energies consistent with those previously measured in the literature[568], [569], [577], 
[578]. These binding energies are consistent with oxidation states of Zn2+ and Sn4+ 
respectively.  
Figure 3.10(d) and Figure 3.11(d) show the selenium 3d core level for their respective 
samples. In both cases, there is a doublet, with a Se 3d5/2 component at approximately 54.3 
eV. Also present in both is a small peak on the high binding energy side of the main peaks. 
The binding energy position of this peak is not sufficiently high enough to be SeO2, and is 
consistent with binding energies given for C-Se bond networks[579]. Intriguingly, the 
relative area of peaks assigned to C-Se bonds in the low carbon sample is greater than that 
of the high carbon sample. The C:Se ratios are found from the Se 3d region to be 1:49 and 
1:7 for the high-carbon and low-carbon samples. This is consistent with SIMS data which 
showed for the high carbon sample, the carbon tended to segregate at the back contact, 
whereas for the low carbon sample the carbon remained uniform throughout[574]. 
The presence of only single peaks for the metal core-levels, suggests any secondary phases 
present are below the detection limit of XPS, typically considered to be 0.1-1 at%[580]. 
 Figure 3.10(e) and (f) and Figure 3.11(e) and (f) show the SEC and VBM for the high and 
low carbon samples respectively. By applying a linear fit to the leading edge of the SEC and 
VBM, the position of each can be determined. The positions for the high carbon sample are 
determined to be 1482.11 ± 0.05 eV and 0.49 ± 0.05 eV, whilst for the low carbon sample 
they are determined to be 1482.09 ± 0.05 eV and 0.53 ± 0.05 eV. These values 
correspond to ionization potentials 𝑉𝐼𝑃  =  5.02 ± 0.05 eV and 𝑉𝐼𝑃  =  5.04 ± 0.05 eV. The 
band alignments with respect to the vacuum level are shown in Figure 3.21. 
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 Binding Energy (eV) 
Sample Cu 2p3/2 Zn 2p3/2 Sn 3d5/2 S 2p3/2 Se 3d5/2 SEC VBM 
LC CZTS 932.44 1022.20 486.91 161.84 - 1481.83 0.55 
LC 
CZTSSe 
932.45 1022.12 486.57 161.77 54.26 1482.11 0.49 
HC CZTS 932.50 1022.33 486.86 161.74 - 1481.65 0.32 
HC 
CZTSSe 
932.39 1022.20 486.59 161.78 54.32 1482.09 0.53 
Table 3.5- This table shows the binding energies of each element as determined by XPS. Binding energies are 
calibrated to the adventitious C 1s peak at 285.0 eV. Errors on each measurement are ±0.05 eV 
Also of interest is the S:Se ratios of the samples after selenisation. For this purpose the S 2p 
region is also measured as seen in Figure 3.9(a) and (b), which show the region for the high-
carbon and low-carbon samples respectively. However, considerable overlap occurs with 
the Se 3p core-level. As these core-levels occur at similar kinetic energy, they necessarily 
probe a similar depth of material. Thus to evaluate the S:Se ratio the S 2p and Se 3p are 
used rather than the S 2p and the Se 3d, as this removes any variation due to a change of 
ratio with depth. Hence the S:Se ratios are found to be 16:84 for the high-carbon sample 
and 27:73 for the low-carbon sample. 
Similar spectra to  Figure 3.10 and Figure 3.11 are shown for the unselenised precursor 
materials in Figure 3.12 and Figure 3.13. The main difference in these figures are that (d) of 
each shows the S 2p rather than the Se 3d core-levels. 
The metal core-levels are similarly fitted with only single, spin-orbit split doublets, showing 
the lack of secondary phases. The S 2p core-level requires numerous doublets, which are 
assigned to various S-O and S-C species respectively, as well as the main sulphide species. 
These species are likely due to impurities from the precursor and solvent materials, which 
are rich in carbon and oxygen remaining in the absorber layers after synthesis. The C:S ratio 
for the low-carbon sample is found to be 1:3, whilst for the high-carbon sample, it is 1:5, 
this is consistent with SIMS data, where the carbon in the high-carbon sample is found to 
be segregated at the back contact and depleted in the surface and bulk regions, whereas 
for the low-carbon sample it is uniformly distributed[574]. 
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Figure 3.9 – The S 2p region for the (a) high-carbon sample after selenisation and the (b) low-carbon sample 
after selenisation. Considerable overlap between the S 2p and Se 3p is observed. However by deconvoluting the 
spectra the S:Se ratios are found to be 16:84 and 27:73 respectively. 
After selenisation, the oxygen species are lost leaving only S-C and Se-C species behind. The 
ionization potential of these samples is thus determined to be 𝑉𝐼𝑃 = 5.32 ± 0.05 eV and 
𝑉𝐼𝑃 = 5.24 ± 0.05 eV for the low and high carbon samples respectively. These 
measurements of the ionization potentials are consistent with reported literature values 
[499], [565], [566] and that previously obtained from a CZTS (112) single crystal measured 
on the same system, where the ionization potential is found to be 5.28 eV[567]. 
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Figure 3.10 - This figure shows the deconvoluted XPS spectra for the (a) Cu 2p3/2, (b) Zn 2p3/2 (c) Sn 3d5/2 (d) Se 3d 
core levels and the (e) secondary electron cut-off and (f) valence band maximum for the low-carbon sample after 
selenisation. No metal oxides are observed in the metal core-levels. The Se 3d spectrum also shows a shoulder at 
the high binding energy side of the main peak, this is assigned to C-Se bonds. 
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Figure 3.11 - This figure shows the deconvoluted XPS spectra for the (a) Cu 2p3/2, (b) Zn 2p3/2 (c) Sn 3d5/2 (d) Se 3d 
core levels and the (e) secondary electron cut-off and (f) valence band maximum for the high-carbon sample 
after selenisation. No metal oxides are observed in the metal core-levels. The Se 3d spectrum also shows a 
shoulder at the high binding energy side of the main peak, this is assigned to C-Se bonds, at a reduced level 
compared to the low-carbon sample. 
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Figure 3.12 – PES spectra from CZTS thin-films from the low-carbon nanoparticle synthetic route. (a) and (b) 
show the Cu 2p and Zn 2p core-levels respectively. (c) shows the Sn 3d core-level and the Zn LMM Auger level. 
(d) shows the S 2p region. (e) and (f) show the secondary electron cut-off and valence band maximum 
respectively.  
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Figure 3.13 – PES spectra from CZTS thin-films from the high-carbon nanoparticle synthetic route. (a) and (b) 
show the Cu 2p and Zn 2p core-levels respectively. (c) shows the Sn 3d core-level and the Zn LMM Auger level. 
(d) shows the S 2p region. (e) and (f) show the secondary electron cut-off and valence band maximum 
respectively.  
To determine the electron affinity of each sample, the band gap is required. Figure 3.14 
shows UV-Vis spectra from each sample. By linear extrapolation, the band gaps are found 
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to be 1.60, 1.34, 1.50 and 1.15 eV for the LC-CZTS, LC-CZTSSe, HC-CZTS and HC-CZTSSe 
samples respectively 
 
Figure 3.14 – UV-Vis spectra of (a) the unselenised low-carbon CZTS sample, (b) the selenised low-carbon CZTSSe 
sample, (c) the unselenised CZTS sample and (d) the selenised CZTSSe sample. The band gaps are found to be 
1.60, 1.34, 1.50 and 1.15 eV respectively. 
Hence the electron affinities are calculated to be 𝜒 = 3.72 ± 0.05 eV, 𝜒 = 3.68 ± 0.05 eV, 
𝜒 = 3.74 ± 0.05 eV and 𝜒 = 3.89 ± 0.05 eV. 
3.3 NATURAL BAND ALIGNMENTS WITH COMMON AND POTENTIAL BUFFER LAYERS 
Next, we shall investigate the natural band alignments that would be expected with 
commonly used and alternative buffer layers and the kesterite absorber layers discussed 
above.  
 SnS2 
SnS2 is an indirect gap semiconductor, which crystallises in the 2H crystal structure[581]. 
Neighbouring layers of atoms are bonded weakly via the van der Waals force, allowing for 
the deposition and foliation of layers from multilayers down to monolayers[581]. SnS2 
typically forms as a n-type material[582]–[585]. Since Sn and S are both already contained 
within the CZTSSe structure, the material has a sufficiently large band gap and the material 
is typically n-type, SnS2 is of interest as an alternative buffer layer for kesterite materials. 
(a) (b) 
(c) (d) 
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Thin films of SnS2 were deposited on 5 × 5 cm2 silicon wafers by atomic layer deposition 
(ALD) at 150 ˚C using tin (IV) acetate (Sn(OAc)4) and H2S as precursors[586]. The pulse times 
for the precursors were 1 s for the Sn(OAc)4, 4 s for H2S, with purge times of 2 s separating 
each pulse[586]. The growth rate of the films was found to be 0.17 Å per cycle[586]. The as-
deposited films were found to be amorphous. To produce crystalline SnS2 films, the as-
deposited films were annealed at 250 ˚C in a N2/H2S atmosphere[586]. 
X-ray photoelectron spectroscopy (XPS) measurements of the Sn 3d5/2 and S 2p core-levels, 
shown in Figure 3.15(a) and Figure 3.15(b) respectively, showed features in agreement with 
previous reports on SnS2 single crystals[165], [587] and ALD thin films[582] with binding 
energies of 486.5 and 161.5 eV for the Sn 3d5/2 and S 2p3/2 peaks, respectively. The absence 
of notable SnO2 any component at 487.2 eV[165] in the unsputtered, air-exposed sample 
highlights the stability of the films toward oxidation. The bandgap was determined to be 
2.35±0.14 eV using a combination of VB-XPS and IPES measurements. The bandgap is given 
by the energy difference between the VBM and CBM, which were determined by a linear 
extrapolation of the edges of the valence band and the conduction band, respectively, to 
the background level as shown in Figure 3.15(c). The obtained value is between those 
reported for the indirect bandgap of bulk (2.2 eV)[165], [260], [581], [582], [587]–[589] and 
monolayer (2.6 eV)[583], [590], [591] SnS2, which is reasonable considering the film 
thickness is approximately 10 monolayers. Furthermore, the position of the Fermi level, 
which lies closer to the CB than the VB, is in line with the expected n-type nature of SnS2 
films[582]–[585], and the band structure probed by VB-XPS was comparable to that 
previously measured from a SnS2 single crystal[165]. 
Figure 3.15(d) shows the secondary electron cut-off of the SnS2 sample. Using the binding 
energy of the SEC and the VBM, the ionisation potential is thus determined to be 𝑉𝐼𝑃 =
6.37 ± 0.05 eV, consistent with that reported by Burton et al.[581] and Whittles et al.[165] 
for SnS2 single crystals. The electron affinity is, thus, found to be 𝜒 = 4.02 ± 0.14 eV. 
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Figure 3.15 – PES spectra of a SnS2 sample. (a) shows the Sn 3d core-level. (b) shows the S 2p core level. (c) 
shows the combined VB-XPS and IPES to determine the band gap. (d) shows the secondary electron cut-off. 
 Zn-Chalcogenides 
Other buffer layers that may be of interest include ZnS, ZnSe and ZnO. In kesterite 
materials, the interface with the buffer material is often Cu-poor and Zn-rich, due to the 
high volatility of Zn. Thus, Zn-based buffer layers are natural materials to consider using as 
buffer layers, as this may reduce the band offsets further. 
3.3.2.1 ZnS 
The first of these Zn-based chalcogenides to consider is ZnS, which typically adopts the 
zincblende cubic structure (space-group F4̅3m), which gives a band gap of 3.54 eV. 
Alternatively, it may adopt the less stable hexagonal wurtzite structure, which has a band 
gap of 3.91 eV. Since the zinc-blende form of the material is most stable, it is this form we 
shall consider in the next section. 
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Figure 3.16 – PES spectra from a zincblende (100) ZnS single-crystal. (a) shows the Zn 2p core-levels and (b) 
shows the S 2p core-level. (c) and (d) show the secondary electron cut-off and valence band respectively. From 
this the ionisation potential is determined to be 7.49 ± 0.05 𝑒𝑉. 
For this purpose, the photoemission spectra of a commercial ZnS (100) single crystal was 
measured, the results of which are shown in Figure 3.16. Figure 3.16(a) shows the Zn 2p 
region which is fitted with a single pair of spin-orbit split peaks. The Zn 2p3/2 core-level is 
found to occur at 1022.06 ± 0.05 eV, in agreement with values previously reported in the 
literature[375], [592]–[597]. The S 2p regions is shown in Figure 3.16(b), where the binding 
energy of the S 2p3/2 core-level is found to be 162.2, in agreement with that found by 
Strohmeier et al.[597]. By combining the results of Figure 3.16 (c) and Figure 3.16 (d), the 
ionisation potential of the ZnS (100) face is found to be 𝑉𝐼𝑃 = 7.49 ± 0.05 eV, which when 
combined with the literature band gap of ZnS (3.54 eV), gives an electron affinity of 𝜒 =
3.95 ± 0.05 eV, which is comparable to that previously reported in the literature[598]. 
3.3.2.2 ZnSe 
ZnSe is similar to ZnS, in that the ground state crystal structure adopted is the zincblende 
structure. ZnSe is also a direct gap semiconductor with a somewhat reduced band gap of 
2.70 eV[599]–[601] compared to the 3.54 eV band gap of zincblende ZnS. The size of the 
band gap, and the fact that is direct in nature has led to interest for optoelectronic 
applications such as blue-green lasers[602], [603] and LEDs[604], [605]. ZnSe typically 
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forms as an n-type material even when not deliberately doped, which combined with the 
band gap of the material suggests that it may be an ideal buffer layer for kesterite 
photovoltaic devices. ZnSe has also previously been investigated as an alternative buffer 
layer for CIGS[606]–[610], so growth methods that could be used for depositing the 
material on kesterites have already been developed. 
Thus, to determine the band alignments of ZnSe with the kesterite materials described 
previously XPS measurements were made on a commercial ZnSe (100) single crystal, the 
results of which are shown in Figure 3.17. 
 
Figure 3.17 – PES Spectra from a zincblende (100) ZnSe single crystal. (a) shows the Zn 2p core-levels, (b) shows 
the Se 3d, (c) shows the secondary electron cut-off and (d) shows the valence band regions (excluding the Zn 3d 
semi-core level) 
Figure 3.17(a) shows the Zn 2p region, which is fitted with a single pair of spin-orbit split 
peaks. The Zn 2p3/2 is found to occur at 1021.98 ± 0.05 eV, similar to that of the ZnS above 
and consistent with previously reported values[592], [600], [618], [601], [611]–[617]. The 
similarity of the binding energy to that of ZnS in the same structure is to be expected as the 
oxidation state of the Zn ions is 2+ in both cases, and the difference in the electron affinity 
between S and Se is small. Figure 3.17(b) shows the corresponding Se 3d region which is 
similarly fitted with only a single pair of peaks. The Se 3d5/2 is found to occur at a binding 
energy of 54.38 ± 0.05 eV. In the literature, reports of ZnSe use non-monochromatic 
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sources and hence do not resolve the spin-orbit splitting of the components[592], [600], 
[621], [601], [611], [613]–[616], [619], [620]. Where spin-orbit splitting is ascribed, it is 
often done mistakenly, where the peak due to SeO2, at approximately 59 eV, is assumed to 
be the Se 3d3/2[600], [601], [616], [620]. In fact, references [600], [601] and [616] share the 
same first author and appear to reproduce the same XPS spectra despite different nominal 
growth techniques. In fact, AFM images from figure 4(a)-(c) of reference [601] have been 
reproduced as figure 4(a)-(c) in reference [616], with a caption claiming different growth 
conditions to that in the original reference. Figure 5 of reference [600] also reappears as 
figure 7 of reference [601], and the Raman spectra presented in references [601] and [616] 
are similarly duplicated. 
The binding energy of the Se 3d3/2 obtained in this work is comparable with many of the 
reports of the binding energy of the centroid given for the entire Se 3d core-level. Where 
the spin-orbit splitting of the Se 3d has been reported correctly, the Se 3d5/2 is found to 
occur at a comparable binding energy as in this work[618]. 
Figure 3.17(c) and Figure 3.17(d) show the secondary electron cut-off and valence band 
respectively. From Figure 3.17(c), the cut-off is found to occur at 1481.34 ± 0.05 eV and 
the VBM is found to occur at a binding energy of 1.50 ± 0.05 eV from Figure 3.17(d). Thus, 
the ionisation potential of the ZnSe (100) single crystal was found to be 𝑉𝐼𝑃 = 6.76 ±
0.05 eV, which when combined with a literature band gap of 2.70 eV, gives an electron 
affinity of 𝜒 = 4.06 ± 0.05 eV, comparable to the value, 𝜒 = 4.09 eV, which was 
previously reported in the literature[622]. 
3.3.2.3 ZnO 
In contrast to ZnS and ZnSe, ZnO is most stable in the hexagonal wurtzite structure under 
ambient conditions. ZnO has a large, direct band gap of approximately 3.37 eV[623]–[625], 
considerably larger than that of ZnSe and comparable to that of zincblende ZnS, and is 
typically conducting, even when not intentionally doped. Thus, ZnO is one of the family of 
materials known as the transparent conducting oxides or TCOs. ZnO is therefore often 
doped with Al to produce Al:ZnO or AZO[626], which is frequently used as the top 
transparent contact in photovoltaics[627], [628] and liquid crystal displays[629]. ZnO has 
also been deployed in thin-film transistors (TFTs)[630] and Schottky diodes[631], and other 
applications[632]. 
Figure 3.18 shows the resulting XPS spectra from a commercial ZnO single crystal. Figure 
3.18(a) shows the Zn 2p region which is fitted with only a single, spin-orbit split doublet. 
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The binding energy of the Zn 2p3/2 is found to occur at 1021.71 ± 0.05 eV. Figure 3.18(b) 
shows the O 1s region, which requires two peaks to account for the shape of the spectrum. 
The larger peak, at lower binding energy is due to Zn-O bonds and occurs at 530.71 ±
0.05 eV. The second, smaller features occurs 1.5 eV above the Zn-O peak, and is assigned 
to surface-adsorbed O-H[625], [633]–[635], which remains even after annealing. 
Figure 3.18(d) shows the valence band region of the ZnO single crystal. Since the wurtzite 
crystal structure has polar surfaces, the electronic structure of the valence band of ZnO is 
dependent on the face and termination of surface[625]. By comparison of the relative 
intensities of the features labelled I and II in Figure 3.18(d), the surface is found to be the 
Zn-polar (0001) face[624], [625]. The valence band maximum is thus found to occur at 
3.50 ± 0.05 eV. 
Figure 3.18(c) shows the secondary electron cut-off, which is found to occur at 1482.60 ±
0.05 eV. Thus, the ionisation potential of the ZnO single crystal is found to be 𝑉𝐼𝑃 = 7.50 ±
0.05 eV. By using the literature value of the band gap, the electron affinity is found to be 
𝜒 = 4.13 ± 0.05 eV, consistent with values previously reported for the equivalent O-polar 
(0001̅) face[636], [637]. 
 
Figure 3.18 – The PES spectra from a wurtzite-hexagonal ZnO single crystal. (a) and (b) show the Zn 2p and O 1s 
regions respectively, whilst (c) and (d) show the secondary electron cut-off and valence bands respectively.  
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 In2S3 
In2S3 buffer layers were deposited through thermal evaporation (using a UNIVEX 250) of 4N 
purity In2S3 powder. The layers were deposited under high vacuum conditions (<3.7x10-
6 mbar) at a substrate temperature of 250 ˚C with thicknesses of 60  5 nm. The films were 
grown at deposition rate of 1.4  0.2 Å/s in 13 minutes. 
XPS characterisation of the In2S3 sample was performed, the resulting spectra are shown in 
Figure 3.19. Figure 3.19(a) shows the In 3d5/2 core level, which is fitted with a single Voigt 
function, at a binding energy of 445.34±0.05 eV. Figure 3.19(b) shows the S 2p spectrum, 
these are fitted with two Voigt functions, which are separated with a spin-orbit splitting of 
1.16 eV, with an intensity ratio of 2:1. The binding energy of the S 2p3/2 peak is thus found 
to be 161.97 ± 0.05 eV. Figure 3.19(c) shows the SEC, the position of which is found to be 
1482.44 ± 0.05 eV  by linear extrapolation. Figure 3.19(d) shows the valence band 
maximum of the In2S3 sample. The valence band maximum is found to occur at 2.01 ±
0.05 eV. The ionization potential of In2S3 is thus found to be 𝑉𝐼𝑃 = 6.17 ± 0.05 eV. 
 
Figure 3.19 - This figure shows the XPS spectra for the (a) In 3d5/2, (b) S 2p, (c) secondary electron cut off and (d) 
valence band maximum for an In2S3 sample. 
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To fully construct the natural band alignment of In2S3 with the CZT(S,Se) samples, the band 
gap of the In2S3 sample is required. UV-Vis spectrometry was carried out in transmission 
mode. The resulting Tauc plot is shown in Figure 3.20. The band gap of the In2S3 sample is 
found to be 2.69 ± 0.10 eV. Literature values of the band gap of In2S3 vary from 2.00[638]–
[640] to 2.7 eV [641], [642] and are heavily dependent on the growth method.  
 
Figure 3.20 - This figure shows the Tauc plot for the In2S3 sample. The band gap is determined to be direct, with 
a value Eg=2.69±0.10 eV. 
When combined with the electronic band gap, this allows for the determination of the 
electron affinity which is found to be 𝜒 = 3.48 ± 0.10 eV.  
 Band Diagram of CZTS(Se) with Various Potential Buffer Layers 
As has been outlined previously, photoemission spectroscopy allows for the determination 
of the band positions of a particular material with respect to the vacuum level, and hence 
the natural band alignments of different materials, assuming the absence of interface 
defects or states. Such a diagram is shown in Figure 3.21 using the values obtained above 
alongside the literature values for CdS[499], [260], [643], [644]. 
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Figure 3.21 - This figure shows the band alignments relative to the vacuum level as measured by XPS for the 
CZTS and CZTSSe samples. Also shown is that measured for In2S3 and SnS2 and literature values for CdS. 
From the data shown in Figure 3.21, it is possible to estimate the CBOs and VBOs between 
the samples and the buffer layers presented, using the Anderson rule[393]. These offsets 
are shown in Table 3.6. 
Buffer 
Material 
Offset 
(eV) 
Absorber Material 
Sp CZTS  
S2 @ 
500˚C 
Low C 
CZTS 
Low C 
CZTSSe 
High C 
CZTS 
High C 
CZTSSe 
In2S3 ∆𝐸𝐶  0.47 0.24 0.20 0.26 0.43 
∆𝐸𝑉 -0.78 -0.85 -1.15 -0.93 -1.13 
CdS ∆𝐸𝐶  -0.3 -0.56 -0.6 -0.54 -0.38 
∆𝐸𝑉 -1.31 -1.38 -1.68 -1.46 -1.66 
SnS2 ∆𝐸𝐶  -0.04 -0.30 -0.34 -0.28 -0.13 
∆𝐸𝑉 -0.98 -1.05 -1.35 -1.13 -1.33 
ZnS ∆𝐸𝐶  0.03 -0.23 -0.27 -0.21 -0.06 
∆𝐸𝑉 -2.10 -2.17 -2.47 -2.25 -2.45 
ZnSe ∆𝐸𝐶  -0.08 -0.34 -0.38 -0.32 -0.17 
∆𝐸𝑉 -1.37 -1.44 -1.74 -1.52 -1.72 
ZnO ∆𝐸𝐶  -0.15 -0.41 -0.45 -0.39 -0.24 
∆𝐸𝑉 -2.11 -2.18 -3.48 -2.26 -2.46 
Table 3.6- This table shows the calculated band offsets determined by Anderson's rule for the samples with In2S3, 
SnS2, ZnS, ZnSe and ZnO and CdS. 
For all samples, the CBO with CdS is large and negative. Such a CBO is thought to be 
detrimental to the performance of a photovoltaic device, leading to increased interfacial 
recombination and a reduced VOC[296] [164][645]. Here, we see that the selenised, high 
carbon sample has the smallest CBO with CdS, suggesting that this sample should result in 
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the best efficiency and highest VOC.  In fact, the CBO considered to be least detrimental is a 
positive CBO, between 0 to 0.4eV[161], [296], [297], as thermionic emission of electrons 
from the absorber into the buffer layer allows for a sufficiently large current to prevent 
recombination, whereas a cliff-like negative CBO results in increased recombination[645], 
[23]. These results would therefore suggest that In2S3 would be a more ideal buffer layer for 
CZTSSe than CdS. SnS2 would also appear to be a more ideal buffer layer the CZTSSe, 
particularly for the high carbon sample, where ∆𝐸𝐶 = −0.13 eV. Although the band offset 
is negative, it is considerably smaller than the equivalent offset for a CdS buffer. Although 
Sn is not formally a transition metal, it is worth noting that the SnX2 (X=S,Se,Te) compounds 
also exhibit layered structures and have similar properties to the group 6 TMDs, which have 
a similar layered structure. The band gap of SnS2 is known to be layer dependent, reaching 
a maximum of 2.6 eV[583], [590], [591]  in the monolayer limit, so by further reducing the 
thickness of the SnS2 layer, it may be possible to induce a small, positive CBO of up to 
approximately 0.10 eV. Intriguingly, the band gap of SnS2 is expected to remain indirect 
from the bulk to the monolayer limit[588], [591]. The bulk gap occurs at 0.2-0.4 eV above 
the indirect gap according to calculations from first principles[588], [591]. Significant 
absorption due to the buffer layer may, therefore, only occur for photon energies of 
greater than 2.8 eV, which should result in an improved external quantum efficiency at high 
photon energies. Hence, SnS2 may be of interest as an absorber layer for kesterite 
photovoltaics, however the formation of other Sn-chalcogenides will need to be supressed. 
We can also see Table 3.6 that in some cases ZnS may also provide a sufficient conduction 
band offset to enable high efficiency kesterite devices, however ZnSe and ZnO always 
provide a negative CBO. 
3.4 SUMMARY AND DISCUSSION 
In this chapter, we have considered the photoelectron spectroscopy of kesterite-structure 
absorber materials grown by several different methods, some selenised and some in the 
pure sulphide phase. The XPS spectra of several alternative materials for use as the buffer 
layer in kesterite photovoltaics cells have been measured, and the band alignments with 
the PES data described previously have been investigated by the Anderson electron affinity 
rule. 
We have shown that CdS is likely a poor choice of material for the buffer layer in kesterite-
based devices, due to the large ionisation potential of the material. In2S3 is a particularly 
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promising material for use as the buffer layer as the conduction band offset is less than 0.5 
eV for each absorber considered. However, the material properties of In2S3 have not been 
investigated thoroughly. Properties as fundamental as the band gap and its nature are 
unknown. Hence further investigation of the properties of In2S3 will be required to realise a 
device with an In2S3 buffer layer capable of matching and exceeding the efficiencies of 
devices using well-established CdS methods. 
Another material of interest is SnS2, which has an intriguing layered structure, similar to 
that adopted by the group VI transition metal dichalcogenides. The similarity of the 
structure also results in some properties which are also similar: namely the indirect nature 
of the band gap (in this case down to the monolayer level); and a band gap that varies with 
layer number. Of the Zn monochalcogenides, only ZnS provides a positive conduction band 
offset, and only then in some cases. ZnSe and ZnO each produce negative conduction band 
offsets only. 
In the next chapter we will consider the band alignments of In2S3 and CdS with CZTSSe by 
the Kraut method, to test whether or not the findings in this chapter hold in device-like 
structures. We will then use the SCAPS software to simulate devices and investigate the 
effect of the band alignments upon the device statistics.  
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4 CZTSSE DEVICE BAND ALIGNMENTS 
One of the key parameters in deciding the efficiency of a photovoltaic device is how the 
bands align at the photoactive region. Despite this, experimental determination of the 
band alignments is relatively rare. Instead, device simulations such as solar cell capacitance 
simulations (SCAPS)[646] are more frequently used, which usually naively assume the 
Anderson rule to evaluate the band alignment.  
The previous chapter has established that the Anderson rule suggests that CdS is 
inappropriate as a buffer layer for CZTSSe based photovoltaic devices and that In2S3, may in 
fact, be a better buffer layer for this application. However, as was discussed previously in 
section 2.3.3, the Anderson rule fails, when interfacial states (i.e. Fermi pinning) or band 
bending occur at the interface. In this chapter we consider two device-like samples 
consisting of ZnO/CdS/CZTSSe/Mo and ZnO/In2S3/CZTSSe/Mo stacks. By carefully etching 
the samples using the Ar+ ion gun previously described in section 2.2.1, the band 
alignments of the stacks are found using the Kraut method. The implications of the results 
are then discussed. 
Both theoretical and experimental work agrees with the findings of the previous chapter. 
Xiao et al. use DFT to calculate the band alignment at the interface of a CZTS/CdS cell, 
finding a cliff-like CBO of 0.05eV[267]. Bao et al. also investigated similar interfaces of 
CZTS/CdS structures by DFT, considering how the kesterite and stannite crystal structures 
and termination may affect the band alignments, finding, in each case, a cliff-like CBO of 
between 0.1-0.4 eV[268]. Dong et al. also considered the band alignment of CZTS/CdS 
heterojunction and also obtained a cliff-like CBO of 0.05eV using DFT and a cliff-like CBO of 
0.13eV using XPS[265]. Hiroi et al. used UPS to determine the band alignments of 
In2S3/CdS/CZTS and CdS/CZTS stacks, showing that the CBO is cliff-like in both cases[647].  
Udaka et al. find that the CBO at the interface of a CZT(SxSe1-x)4/CdS heterojunction is 
0.55eV and -0.15eV for x=0 and x=1, corresponding to the pure-selenide and pure-sulphide 
phases, respectively[648]. The changeover from a positive, to a negative CBO suggests that 
for some intermediate value of x, that CdS may produce a favourable band alignment with 
CZTSSe, which the authors suggest to occur at around x=0.3-0.4[648]. The same group have 
previously reported that for x=0.28, the CBO is of the order of 0.23eV[649], which would 
appear to agree with the above hypothesis. A separate report from the same group also 
finds that the alignment of CZTSe/CdS produces a spike-like CBO of 0.56eV[650]. 
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In contrast to the above results, Rondiya et al. obtained a spike-like CBO of 0.55 for a 
CZTS/CdS heterojunction using cyclic voltammetry[270], the authors fail to discuss the 
discrepancy and as such it is possible that the difference is due to the differences in the 
experimental techniques rather than some fundamental property of the interfaces. 
Previous work by Yu et al.[564] has indicated that the for In2S3 films on the pure-sulphur 
CZTS, the conduction band shows a potential barrier from the CZTS to the In2S3 layer with a 
CBO between 0.01-0.41 depending on growth conditions. This is consistent with values 
obtained from the Anderson rule in the same reference[564]. 
Partial oxidation of the CdS buffer layer has been considered as an alternative to changing 
the barrier layer entirely. Oxidation of the buffer layers, results in a widening of the band 
gap relative to that of pure CdS, resulting in a CBO that may be positive. Such work has 
been performed by Ge et al.[272], who investigated the band alignments of CdOxS1-x 
(0.05≥x≥0.01) buffer layers with Cu2BaSnS4, finding that at x≥0.03, the CBO became 
positive, allowing for effective charge transport between the layers. Caution must, however 
be kept for applying the same results to CZTSSe, as the band gap of Cu2BaSnS4 is 
considerably larger, at 2.05eV. 
An alternative II-VI alloy that has been considered in Zn1-xCdxS. Sun et al. investigated the 
alignment of Zn0.35Cd0.65S on CZTS, finding a CBO of 0.37eV[278]. 
CZTSSe samples were grown on molybdenum coated soda-lime glass from CZTS 
nanoparticle inks similar those described in chapter 3. The In2S3 layer was also grown in a 
similar fashion to that in the previous chapter.  
CdS was grown on the CZTSSe layer by chemical bath deposition. Deionised water was 
added to a double walled beaker, in thermal contact with a circulating water bath. Once 
the temperature of the water had stabilised at 70 ˚C, 2mM of CdSO4 was added to the 
water, followed by 1.5M of ammonia under continuous magnetic agitation, until dissolved.  
The CZTSSe films were then immersed in the resulting solution for 2 mins, after which 12 
mM of thiourea was mixed into the solution. The addition of which resulted in the 
formation of the CdS buffer layer. The samples were then rinsed with deionised water, and 
dried under a N2 stream, before being annealed for 10 mins at 200 ˚C in air. 60 nm of i-ZnO 
could then be deposited by magnetron sputtering. 
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4.1 EXPERIMENTAL BAND ALIGNMENTS FOR ZNO/CDS/CZTSSE/MO AND 
ZNO/IN2S3/CZTSSE/MO USING THE KRAUT METHOD 
To investigate the validity of the Anderson electron affinity rule deployed to construct 
Figure 3.21 in the previous chapter, substrate-architecture cell-like stacks were prepared to 
allow for the determination of the band alignments by the Kraut method. Two 
architectures were used, with different buffer layers, to investigate the band alignments at 
the interface with the absorber and window layers respectively. The window layer used in 
each case was a polycrystalline ZnO film, the buffers layers deployed were CdS and In2S3 
respectively on a CZTSSe layer comparable to the high carbon CZTSSe described in chapter 
3. 
 
Figure 4.1  - shows (a) the Zn 2p region (b) the O 1s region (c) the valence band minimum as measured by XPS 
for the thick ZnO sample. (d) shows the conduction band minimum as measured by IPES. By comibining the VBM 
and CBM values, the band gap of the ZnO film is found to be  3.42±0.25 eV, consistent with the 3.30-3.37 eV gap 
reported in the literature[623], [651]–[653]. 
Figure 4.1 shows the XPS and IPES spectra obtained for the thick ZnO sample. (a) shows the 
Zn 2p core-levels which are fitted with a single doublet, constrained by the spin-orbit 
splitting of the level. No further peaks are required to fit the data. (b) shows the O 1s 
region for the sample, which is fitted with two peaks, the larger of which is due to Zn-O 
bonds. The shoulder at high binding energy is fitted with a second peak, 1.6 eV above that 
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assigned to Zn-O bonds. The second smaller peak is assigned to the presence of O-H 
bonds[625], [631], [633], [634], due to the adsorption and incorporation of water vapour 
into the ZnO layer during deposition. (c) and (d) shows the valence band maximum and 
conduction band minimum as measured by XPS and IPES respectively. The band edges are 
found by linearly extrapolation of the leading edge to the baseline. By this method, the 
band gap of the thick ZnO sample is found to be 3.42±0.25 eV, which is consistent with the 
3.30-3.37 eV gap previously reported[623], [651]–[653]. Theoretical works frequently find 
the conduction band edge of ZnO to be non-linear in nature[654]–[656]. Instead, there is a 
local maximum in the DoS at about 1 eV from the CBM. The band is typically then found to 
decrease before reaching a larger maximum. As the resolution of IPES is relatively low, this 
larger maximum is broadened into the region where the decrease ought to be. Thus only a 
relatively small amount of  the IPES data is used to find the CBM. As the obtained band gap 
is comparable to that reported elsewhere, the decision to use only a small region is 
therefore justified. 
 
Figure 4.2 – shows the (a) Zn 2p region, (b) the O 1s region, (c) Cd 3d region and (d) the S 2p region, after Ar+ ion 
etching until the ZnO/CdS interface was visible. 
To obtain an interfacial ZnO/CdS sample the thick Zn/CdS was Ar+ ion etched with low 
energy Ar+ ions (Ek=0.25 keV) with a flux of 6.25x1013 ions cm-2 s-1, until the Cd 3d and S 2p 
peaks were visible. The resulting spectra are shown in Figure 4.2. (a) shows the Zn 2p 
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regions, which is fitted using a single spin-orbit split doublet, (b) shows the O 1s region 
which is fitted with two peaks, corresponding to Zn-O and O-H bonds, as in the case of the 
thick ZnO film. (c) and (d) show the Cd 3d and S 2p regions respectively, both of which are 
fitted with only a single doublet each. The presence of only a single set of peaks in the Zn 
2p, Cd 3d and S 2p regions are suggestive of the phase purity of the interface, implying that 
any intermixing between the two layers is necessarily below the detection limit of XPS. 
 
Figure 4.3 – shows the (a) Cd 3d, (b) S 2p and (c) valence band maximum regions as measured by XPS from a 
thick CdS sample. (d) shows the conduction band minimum as measured by IPES from the same sample. By 
combining the results from (c) and (d), the band gap is found to be 2.45±0.25 eV, consistent with the 2.42 eV 
gap  determined from single crystal CdS[657]–[659]. 
Figure 4.3 shows the XPS and IPES spectra measured from a clean CdS film deposited on 
CZTSSe. (a) and (b) show the Cd 3d and S 2p regions respectively, both of which require 
only a single set of peaks to fit, indicating that the film is phase-pure within the detection 
limits of XPS. (c) and (d) shows the valence band maximum and conduction band minimum 
as measured by XPS and IPES respectively. Also shown in (c) and (d) are the linear 
extrapolations used to determine the band positions. Similar to ZnO the conduction band 
edge of CdS is found to be decidedly non-linear in theoretical works[660], [661] and the 
relatively low resolution of IPES (which leads to a broadening of the higher energy, more-
intense features), only a small section of the IPES data is used to find the CBM.  Using the 
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values obtained from the linear extrapolations, a band gap of 2.45±0.25 eV is found, 
consistent with the 2.42 eV gap reported for single crystals and polycrystalline films of 
CdS[657]–[659], and comparable to band gaps obtained by combined UPS/IPES 
methods[271], [648]–[650], [662]. Using equations (2.19) and (2.20), the band alignments 
of the ZnO/CdS interface can be determined. The results are summarised in Table 4.1. By 
averaging the two values given in Table 4.1, the VBO is found to be ∆𝐸𝑣 = 0.66 ± 0.10 eV 
and the CBO is found to be ∆𝐸𝑐 = 0.31 ± 0.3 eV. 
 
Sample EB (eV) ξ (eV) Eg (eV) EB-ξ 
(eV) 
∆𝐸𝐶𝐿  
(eV) 
∆𝐸𝑣 
(eV) 
∆𝐸𝑐 
(eV) 
CdS Cd 3d5/2 405.41 1.96 2.45 403.45 616.63 -0.62 0.35 
S 2p3/2 161.82 1.96 2.45 159.86 860.29 -0.69 0.28 
ZnO Zn 2p3/2 1022.1 2.64 3.42 1019.46 - - - 
Table 4.1 - A summary of the parameters used to determine the band alignment at the ZnO/CdS interface by the 
Kraut method. 
The thick CdS/CZTSSe sample was then etched by low energy Ar+ ions (Ek=0.25 keV) and an 
ion flux of 6.25x1013 ions cm-2 s-1, until the core-levels of the CZTSSe layer were visible and 
comparable in intensity to the Cd 3d core-levels. Figure 4.4 shows the resulting XPS spectra 
from the CdS/CZTSSe interface. (a) and (b) show the Cd 3d and S 2p regions respectively/. 
For the Cd 3d, only a single doublet is required, whilst for the S 2p a doublet is used to fit 
the S 2p, however the Se 3p3/2 is also present at lower binding energy. (c) and (d) show the 
Cu 2p and Zn 2p core-levels respectively, each is fitted with only a single spin-orbit split 
doublet. (e) shows the Sn 3d region, however for an Al-anode, the Zn L3M45M45 Auger peak 
occurs at a similar kinetic energy to the Sn 3d3/2 peak. To fit the Sn 3d3/2, the Zn L3M45M45 
peak from the thick ZnO sample is fitted with two peaks, the separations and relative 
intensities of which are allowed to vary to best fit the peak. These are then used to 
constrain the same two Zn L3M45M45 peaks due to the CZTSSe. The Sn 3d3/2 is then fixed to 
have the same FWHM as the Sn 3d5/2, a relative intensity of 2/3 of the Sn 3d5/2 and a 
separation equal to the spin-orbit splitting energy for the Sn 3d core-level. Any remaining 
intensity is then necessarily due to the Zn L3M45M45 which can then be accounted for by the 
fitted Auger levels. (f) shows the Se 3d region, which is fitted with only a single set of 
doublets. 
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Figure 4.4 – shows the (a) Cd 3d, (b) S 2p and Se 3p, (c) Cu 2p, (d) Zn 2p, (e) Sn 3d and Zn LMM, (f) Se 3d regions 
measured by XPS after Ar+ ion etching until the CdS/CZTSSe interface was visible. 
The sample was then further etched using the same conditions until the Cd 3d peaks were 
no longer present, thus obtaining a clean CZTSSe surface. The resulting XPS spectra are 
shown in Figure 4.5. In each case, the core-levels are fitted with only a single set of 
doublets. The Sn 3d3/2 core-level is fitted in the same way as that described previously for 
Figure 4.4. (e) and (f) shows the valence band maximum and conduction band minimum as 
determined by XPS and IPES respectively. Also shown are the linear extrapolations of the 
leading edges to determine the band edge positions. By combining these, the band gap of 
the film is determined to be 1.15±0.14, consistent with that determined for a similar film in 
chapter 3.  
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Figure 4.5 – shows the (a) Cu 2p, (b) Zn 2p, (c) Sn 3d and Zn LMM, (d) Se 3d and (e) valence band maximum 
regions from a CZTSSe thin-film as measured by XPS. (f) shows the conduction band minimum as measured by 
IPES. By combining the results of (e) and (f), the band gap of the film is found to be 1.15±0.14 eV, consistent with 
that measured in chapter 3. 
By combining the results of Figure 4.3, Figure 4.4 and Figure 4.5, the band alignment at the 
CdS/CZTSSe interface can be determined by the Kraut method. The parameters used and 
the resulting band offsets are given in Table 4.2. To find the final value of the valence band 
and conduction band offsets, the mean of the VBO and CBOs obtained for each core-level is 
taken. Thus, the VBO is determined to be ∆𝐸𝑣 = −1.98 ± 0.10 eV, whilst the CBO is found 
to be ∆𝐸𝑐 = −0.68 ± 0.14 eV. 
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Sample Core-
Level 
EB (eV) ξ (eV) Eg 
(eV) 
EB-ξ 
(eV) 
∆𝐸𝑣 
Cd 
(eV) 
∆𝐸𝑣 S  
(eV) 
∆𝐸𝑐 
Cd 
(eV) 
∆𝐸𝑐 S  
(eV) 
CdS Cd 3d5/2 405.41 1.96 2.45 403.45 - - - - 
S 2p3/2 161.82 1.96 2.45 159.86 - - - - 
CZTSSe Cu 2p3/2 932.47 0.39 1.15 932.08 -1.92 -1.93 -0.62 -0.63 
Zn 2p3/2 1021.9
6 
0.39 1.15 1021.5
7 
-1.98 -1.99 -0.68 -0.69 
Sn 3d5/2 486.55 0.39 1.15 486.16 -2.02 -2.03 -0.72 -0.73 
Se 3d5/2 54.39 0.39 1.15 54.00 -1.98 -1.99 -0.68 -0.69 
Table 4.2 – A summary of the parameters used to determine the band offsets using the Kraut method for the 
CdS/CZTSSe interface 
 
Figure 4.6 – shows the (a) Zn 2p and (b) the In 3d regions as measured by XPS. A thick ZnO/In2S3 sample was 
etched by Ar+ ions until the In 3d peaks were visible to obtain the interfacial sample. 
To determine the band alignment of the ZnO-In2S3-CZTSSe stack, a similar experiment to 
that described previously was performed. As the thick ZnO samples was sufficiently thick so 
that its properties were not dependent on the buffer layer, the values for the thick ZnO 
sample can be used here. The sample was initially etched with Ar+ ions until the In 3d peaks 
were visible, then high-resolution scans were made of the Zn 2p and In 3d regions, which 
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can be seen in Figure 4.6. As with the previous experiments, both spectra are fitted using 
only two components corresponding to the Zn 2p3/2, Zn 2p1/2 and the In 3d5/2 and In 3d3/2 
core-levels respectively. The absence of any secondary peaks is indicative of the phase 
purity of the materials, suggesting that any intermixing at the interface is below the 
detection limit of XPS. 
An In2S3 sample was then used to determine the band alignments of the ZnO/In2S3 
heterointerface. Figure 4.7 shows the XPS [(a), (b), (c)] and IPES [(d)] spectra from the film. 
Both the In 3d and S 2p, in (a) and (b) respectively, require only two peaks to fit the data, 
constrained by the spin-orbit splitting of the core-levels. This indicates that the In2S3 does 
not have large levels of contamination in the materials. (c) and (d) can also be used to 
determine the band gap of the film, which is found to be 2.75±0.14 eV, which is consistent 
with the band gap obtained by UV-Vis spectrometry, shown in Figure 3.20. 
 
Figure 4.7 – shows the (a) In 3d, (b), S 2p and (c) valence band maximum regions for a thick polycrystalline In2S3 
sample as measured by XPS. (d) shows the IPES spectrum measured from the same sample. By combining the 
results of (c) and (d), the band gap is found to be 2.75±0.14 eV, consistent with that found by UV-Vis 
spectroscopy in Figure 3.20.  
To determine the band alignment at the ZnO/In2S3 interface, the Kraut method is used once 
more to determine the band offsets. The parameters used and the resulting band offsets 
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are summarised in Table 4.3. For the ZnO/In2S3 interface, the VBO is found to be ∆𝐸𝑣 =
−1.19 ± 0.10 eV, whilst a value of ∆𝐸𝑐 = −0.52 ± 0.14 eV for the CBO. 
Sample EB (eV) ξ (eV) Eg (eV) EB-ξ (eV) ∆𝐸𝐶𝐿 (e
V) 
∆𝐸𝑣 
(eV) 
∆𝐸𝑐 (eV) 
ZnO 1022.1 2.64 3.42 1019.46 - - - 
In2S3 445.34 1.94 2.75 443.40 577.25 -1.19 -0.52 
Table 4.3 - A summary of the parameters used to obtain the band offsets for the ZnO/In2S3 interface using the 
Kraut method. 
The thick In2S3 sample was then further etched using Ar+ ions, until the In2S3/CZTSSe 
interface was visible by XPS. High-resolution XPS spectra were then measured of the In 3d, 
Cu 2p, Zn 2p, Sn 3d and Se 3d core-levels, which are shown in Figure 4.8. In each case the 
core-levels are fitted with only two peaks, separated by their respective spin-orbit splitting 
energy. Combining the results from Figure 4.8 with those from Figure 4.5 and Figure 4.7 
allows for the band alignment of the CZTSSe interface to be determined. The parameters 
and results of which are summarised in Table 4.4. To obtain the VBO, the mean of the 
values given in Table 4.4 is determined, thus the VBO is found to be ∆𝐸𝑣 = −1.21 ±
0.10 eV. Likewise, the CBO is found to be ∆𝐸𝑐 = 0.39 ± 0.14 eV. 
 
 
Figure 4.8 – shows the (a) In 3d, (b) Cu 2p, (c) Sn 3d and Zn LMM and (d) the Se 3d regions for the interfacial 
In2S3/CZTSSe sample after Ar+ ion etching. 
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Sample(Core-
Level) 
EB (eV) ξ (eV) Eg 
(eV) 
EB-ξ 
(eV) 
∆𝐸𝐶𝐿 (eV) ∆𝐸𝑣(eV) ∆𝐸𝑐 
(eV) 
In2S3 In 3d5/2 445.34 1.94 2.75 443.40 - - - 
CZTSSe Cu 2p3/2 932.47 0.39 1.15 932.08 -487.46 -1.22 0.38 
Zn 2p3/2 1021.96 0.39 1.15 1021.57 -577.05 -1.12 0.48 
Sn 3d5/2 486.55 0.39 1.15 486.16 -41.43 -1.33 0.27 
Se 3d5/2 54.39 0.39 1.15 54 390.56 -1.16 0.44 
Table 4.4 - A summary of the parameters used to obtain the band offsets at the In2S3/CZTSSe interface using the 
Kraut method. 
Figure 4.9 shows the band alignments determined by the Kraut method from XPS. The 
alignment of the ZnO window layer with the CdS buffer layer is spike-like, which for this 
interface may be detrimental to the efficiency of the device, as electrons would require 
thermal excitation to leave via the front contact. In contrast, the ZnO/In2S3 interface is cliff-
like, which should aid in removing electrons from the In2S3 layer. Note that this is the 
opposite for the CZTSSe/In2S3 and CZTSSe/CdS interfaces which are spike-like and cliff-like 
respectively.  Previous reports of the band alignments of CZTS(Se)/In2S3 interfaces have 
suggested a small (0-0.5 eV) spike-like alignment[264], [273], [564], comparable to what is 
found here. A similar spike-like alignment has also been found for the closely related 
Cu2SnS3 absorber layer with In2S3[154]. 
 
 
Figure 4.9 – Shows the band alignments of the ZnO/CdS/CZTSSe and ZnO/In2S3/CZTSSe stacks. 
124 
 
 
 
4.2 SCAPS SIMULATIONS OF DEVICES 
Once the full band alignments of the device-like stacks are known, it is possible to use solar 
cell capacitance simulations (SCAPS)[646] to estimate the maximum achievable efficiencies, 
JSC and VOC based on the properties of the materials used. The values used for the 
simulations are given in Table 4.5. 
The intrinsic concentration of any undoped semiconductor is necessarily related to the 
effective densities of states in the conduction and valence bands by equation (4.1). By 
considering detailed balance, i.e. the conservation of charge, it necessarily follows that 
𝑛𝑖
2 = 𝑛𝑝. 
 
𝑛𝑖
2 = 𝑁𝐶𝑁𝑉𝑒
− 
𝐸𝑔
𝑘𝐵𝑇 = 𝑛𝑝 
(4.1) 
Where Nc and Nv are given by equations (4.2) and (4.3)[663], [664]. 
             
 
𝑁𝐶 = 2(
2𝜋𝑚𝑒
∗𝑘𝐵𝑇
ℎ2
)
3
2⁄
 
(4.2) 
 
𝑁𝑉 = 2(
2𝜋𝑚ℎ
∗𝑘𝐵𝑇
ℎ2
)
3
2⁄
 
(4.3) 
 
Where 𝑚ℎ(𝑒)
∗  are the density-of-states effective masses, for the valence (conduction) 
bands. If the effective masses of the charge carriers are known, then the values of NC and 
NV can thus be calculated.  
The properties of the alloyed CZTSSe system are generated by application of Vegard’s law 
to the properties of the pure CZTS and CZTSe phases given in Table 4.5. As the band bowing 
parameter for the CZTS/CZTSe alloy system is only small (𝑏 ≈ 0.07 eV)[200], we have 
neglected the non-linear corrections to Vegard’s law for simplicity. The band gap obtained 
from photoemission is then used to estimate the composition of the materials by solving 
the linear form of Vegard’s law for the composition, 𝑥, as shown in equations (4.4) and 
(4.5). 
 1.00𝑥 + 1.58(1 − 𝑥) = 1.15 eV (4.4) 
 
𝑥 =
1.15 − 1.58
1.00 − 1.58
= 0.75 
(4.5) 
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 CZTSe CZTS CdS In2S3 i-ZnO Al:ZnO 
Thickness 
(µm) 
1.00 1.00 0.05 0.05 0.10 0.10 
Eg (eV) 1.00[665] 1.58[338], 
[666], [667] 
2.45 2.75 3.42 3.42 
χ (eV) 3.89 3.89 4.57 3.50 4.26a, 
4.02b 
4.26a, 4.02b 
εr 9.1[668], 
[669] 
7.0[670], 
[671] 
8.73[672] 6.25[673] 8.75[674] 8.75[674] 
NV (cm-3) 4.75x1018 1.50x1019 1.47x1019 8.08x1019 1.14x1019 1.14x1019 
NC (cm-3) 5.67x1017 1.92x1018 3.13x1018 1.64x1018 2.95x1018 2.95x1018 
ve (cm s-
1) 
1x107 1x107 1x107 1x107 1x107 1x107 
Vh (cm s-
1) 
1x107 1x107 1x107 1x107 1x107 1x107 
µe (cm2 
V-1 s-1) 
690[665] 5[675] 300[676] 90[677] 440[678] 136[679] 
µh (cm2 
V-1 s-1) 
105[680] 30[675] 200[681] 0.5[682] 20[683], 
[684] 
20[683], [684] 
me* 0.08[685] 0.18[685] 0.25[686] 0.162[687] 0.24[688] 0.24[688] 
mh* 0.33[685] 0.71[685] 0.70[686] 0.470[687] 0.59[688] 0.59[688] 
ND (cm-3) 0 0 1.19x1019[689] 6.56x1018[690] 1x106[688] 9.03x1018[691] 
NA (cm-3) 2x1015 7.9x1019[692] 0 0 0 0 
α (eV1/2 
cm-1) 
      
B (cm3 s-
1) 
1.0X10-10 1.0X10-10 1.0X10-10 1.0X10-10 1.0X10-10 1.0X10-10 
Table 4.5 - This table lists the parameters used for SCAPS simulations of the ZnO-CdS-CZTSSe and ZnO-In2S3-
CZTSSe stacks characterised in section 4.1. a for ZnO-CdS-CZTSSe, b for ZnO-In2S3-CZTSSe. 
Thus, the sulphur: selenium ratio is estimated to be 1:3. Figure 4.10 shows the resulting 
external quantum efficiency (EQE) and current density-voltage curves for the simulated 
devices. By examining the EQE curves for the two devices, it is clear that the CdS-based 
device has a much lower EQE across all photon energies. At approximately 2.4 eV, and 2.7 
eV for the CdS and In2S3-based device, the EQE is observed to decrease by approximately 
2% and 20% respectively. This decrease corresponds to the band gap of the buffer layers 
and hence is due to absorption within the buffer. At photon energies above approximately 
3.4 eV, the EQE further decreases to near zero, this corresponds to absorption in the ZnO 
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layers. Here the hole is extremely unlikely to be collected by the back contact and is much 
more likely to undergo a recombination process, resulting in a very low EQE in this region. 
 
Figure 4.10 – This shows the simulated external quantum efficiency and current density-voltage curves obtained 
for the ZnO/CdS/CZTSSe and ZnO/In2S3/CZTSSe device-like stacks. 
Table 4.6 shows the photo-conversion efficiency (𝜂), open-circuit voltage  (𝑉𝑂𝐶), short-
circuit current  (𝐽𝑆𝐶) and fill factor (𝐹𝐹) for the simulated devices. Also shown are the 
same device statistics for the record CZTSSe[693] and CIGS[694] devices. The differences in 
the device statistics between the devices with CdS and In2S3 buffer layers are intriguing. 
Each statistic is considerably lower for the device with a CdS buffer layer compared to that 
of the device with In2S3 layer. The open-circuit voltage for both simulated devices is larger 
than that of the record CZTSSe device but shows a reduced short-circuit current and 𝐹𝐹. 
This is likely due to recombination in the simulated device, possibly at either the 
Buffer/CZTSSe or the ZnO/Buffer interface. Intriguingly the open-circuit voltage for the 
device with an In2S3 buffer layer is larger than that of the record CIGS device[694]. 
Device 𝜼 (%) 𝑽𝑶𝑪 (V) 𝑱𝑺𝑪 (mA/cm
2) 𝑭𝑭 (%) 
ZnO/CdS/CZTSSe 2.79 0.65 12.9 33.2 
ZnO/In2S3/CZTSSe 8.48 0.82 17.6 59.3 
CZTSSe Record[693] 12.6 0.51 35.2 69.8 
CIGS Record[694] 22.6 0.74 37.8 80.6 
Table 4.6 – This table shows the device statistics of the simulated CZTSSe devices described above. Also shown 
are the same device statistics for the record CZTSSe and CIGS devices. 
The record CZTSSe device, however has a device structure incorporating ZnO and CdS 
layers, as shown in Figure 4.11[693], [695]. This begs the question, why our simulated CdS 
devices are so different in behaviour to the real devices? The band gap of the CZTSSe layer 
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used for the record device is 1.13 eV, which is consistent with the 1.15 eV band gap 
obtained in this work, so the band offsets should not be too dissimilar as a result of 
variation in the band gap. 
 
Figure 4.11 – A schematic diagram showing the device architecture of the current record CZTSSe device[513], 
[515]. 
Instead, it seems more probable that due to the small thickness of ZnO used (i.e. 10 nm), 
the charge carriers are not particularly affected by the presence of the ZnO, and the 
improvements in efficiency that are seen when using a ZnO layer are due to the prevention 
of diffusion between the ITO and CdS layers, and also its properties as a reflective coating. 
In CdTe-based substrate architecture devices, the inclusion of an intermediate ZnO layer 
between the CdS and ITO layers is shown to increase the efficiency[696]. The mechanism 
proposed for this is that the ZnO layer acts as a passivating layer, removing shunting paths 
and passivating pinholes in the CdS layer, thus preventing the formation of diodes between 
the CdTe and ITO layers[696]. 
An alternative explanation proposed by Liu et al.[697], [698] is that the ZnO intermediate 
layer reduces the effective size of the potential barrier between the ITO and CdS layers, as 
the probability of excitation above a potential barrier shows and exponential dependency 
on the barrier height, which they show via the Kraut method. However, their argument is 
somewhat weakened by the fact that the band gap they use for the ITO layer is the optical 
gap of the ITO, rather than the electronic gap. Direct excitation from the VBM to the CBM 
is dipole forbidden due to the symmetry of the bixbyite structure In2O3 adopts[699], [700]. 
The actual dipole-forbidden band gap is approximately 2.93 eV, whilst the allowed direct 
gap occurs at around 3.55 eV[699]–[701]. 
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Another factor is that as ITO is typically degenerately doped semiconductor, there are large 
numbers of electrons in the conduction band. Therefore, when the band gap is measured 
by optical methods, the band gap is considerably over-estimated, as the photons need to 
have sufficient energy to excite the electrons into unoccupied states higher in the 
conduction band. This is the Moss-Burstein effect[702], [703], which is commonly seen in 
degenerately-doped semiconductors[704]–[710], including In2O3[701], [711]–[713].  
Whilst it is the optical gap that determines the optical properties of the material, it is the 
electronic gap that determines the band offsets. If the electronic gap of 2.9 eV is used in 
place of the optical gap of 3.72 eV determined by Liu et al.[697], [698], then the resulting 
electron affinity is found to be 𝜒 = 4.39 eV, which is consistent with values obtained in 
literature when the appropriate band gap is used[711], [714]–[717]. In contrast, numerous 
older reports give an electron affinity, 𝜒 ≈ 3.5 eV when a band gap of 3.6 eV is used[718]–
[721]. However, most reports give the ionisation potential to be 7-8 eV[711], [714], [723]–
[727], [715]–[722] which is consistent with the ionisation potential in the work of Liu et 
al.[697]and work by the author of this work, presented in chapter 6. 
The results are also complicated by the fact that although they are using the Kraut method, 
the valence bands maxima positions are determined from UPS, whilst the core-level 
binding energies are necessarily determined from XPS. As such, the core-level to valence 
band separations given are not reliable, as the charge corrections are not necessarily the 
same. Thus, neither the conduction band or valence band offsets and hence the 
conclusions, are reliable. 
The band offsets at ZnO/In2O3 heterojunctions have also been reported by Song et al.[728] 
and Kaspar et al.[729], [730]. In the case of Kaspar et .[729], [730], the shallow Zn 3d and In 
4d energy-levels are used to evaluate the core-level to valence band separations, however 
these energy-levels are hybridised with oxygen states to form the valence band, and hence 
the validity of using these shallow energy-levels is questionable. 
In the case of Song et al.[728], the In 3d and Zn 2p core-levels are used, which occur at 
energies far away from the valence band. However, the authors use the linear 
extrapolation method to evaluate the binding energy of the valence band maximum. This 
method was shown to be invalid for In2O3, by King et al.[699] due to the high density of 
states close to the VBM. As such, the onset of the VBM is rapid, and the broadening of the 
VBM is dominated by the instrumental resolution. Thus the VBM binding energy may be 
underestimated by up to 0.60 eV as seen in fig. 5 of King et al.[699].  
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The core-level to valence band separation found by Song et al.[728], is therefore 
overestimated by up to 0.60 eV, which when propagated through results in the In2O3 
valence band being 0.11 eV below that of the ZnO, which, surprisingly, is similar to that 
obtained by Kaspar et al.[729], [730]. The re-calculated VBO is comparable to that 
predicted by Walsh et al.[731] by hybrid density functional theory calculations. By using the 
re-calculated valence band offset, the In2O3 conduction band is found to occur 0.33 eV 
below the ZnO conduction band, which is consistent with the performance of ZnO/In2O3 
transistors[732]. It is, thus, unlikely that ZnO acts as an intermediate layer between the CdS 
and ITO layers. This hypothesis is further weakened, as the band alignments at a CdS/ITO 
heterojunction were investigated by Krishnakumar et al.[733], who found the In2O3 
conduction band to occur at 0.70 eV below that of CdS, in clear contrast to the 0.90 eV 
above found by Liu et al.[697], [698]. 
In which case, if instead of the i-ZnO/Al:ZnO window layer used above, what happens to 
the simulated device parameters if a i-ZnO/ITO or a simple buffer/ITO layer is used in 
simulations with the two buffer layers considered here? Since, the VBOs of these interfaces 
have not been measured in this work, the simulations will use the valence band offsets 
determined in literature, with corrections for the In2O3 valence band edge position where 
required. Conduction band offsets will then be calculated from the band gaps of the 
materials in question.  
Interface ∆𝐸𝑣  (eV) ∆𝐸𝑐  (eV) 
i-ZnO/ITO -0.11[728] -0.33 
CdS/ITO -1.25[733] -0.70 
Table 4.7 – Valence band offsets from the literature for the i-ZnO/ITO and CdS/ITO interfaces after corrections 
for the extrapolation of the In2O3 valence band edge. Conduction band offsets are then recalculated using the 
correct electronic gaps for the materials. 
Table 4.7 shows the band offsets used for these simulations, alongside the literature 
reference. The resulting EQE and 𝐽 − 𝑉 curves for CdS/ITO, CdS/i-ZnO/ITO and In2S3/i-
ZnO/ITO devices are shown in Figure 4.12. The statistics for these simulated devices are 
also presented in Table 4.8.  
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Figure 4.12 – Simulated EQE and J-V curves for the devices using ITO as an alternative to (Al:)ZnO.  
In the case of the CdS/i-ZnO/ITO and the In2S3/i-ZnO/ITO simulated devices, there is little to 
no difference in the shape  of either the EQE or 𝐽 − 𝑉 curves, and no appreciable 
differences in the device statistics given in Table 4.8, suggesting that the band offset 
between intrinsic ZnO layer and the window has little effect on the device performance. 
However, in these simulations, only the band offsets and the band gaps of the TCO are 
varied, whereas in reality other properties will also change. Therefore, here, we are only 
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stating that the band offset between the i-ZnO and window layers has little effect as long as 
the band offset is negative. Other properties such as the mobility of electrons and the 
defects within the TCO will affect device performance, however these are outside the 
scope of this work, and hence are neglected.  
Device 𝜂 (%) 𝑉𝑂𝐶 (V) 𝐽𝑆𝐶  (mA/cm
2) 𝐹𝐹 (%) 
CdS/i-ZnO/ITO 2.79 0.65 12.9 33.2 
CdS/ITO 0.64 0.65 8.0 12.3 
In2S3/i-ZnO/ITO 8.48 0.82 17.6 58.7 
Table 4.8 – This table shows the device statistics for devices using ITO in place of (Al:)ZnO as the window layer. 
In contrast, the performance of the CdS/ITO device is significantly degraded. The EQE 
between 1.5 − 2.5 eV is reduced considerably, likely due to recombination at the ZnO/ITO 
interface. The EQE at approximately 3.3 eV and above is increased due to the absence of 
the ZnO layer, thus more of the photons in this range are reaching the absorber and 
contributing to the photocurrent. The 𝐽 − 𝑉 curve no longer has the typical shape of a 
diode, again, likely due to recombination at the ZnO/ITO interface. In terms of the device 
statistics, 𝑉𝑂𝐶 is unaffected by the change in the window layer, but the 𝐽𝑆𝐶  is reduced by 
nearly 5 mA, due to the aforementioned recombination, this also has a knock-on effect on 
the 𝐹𝐹 and the efficiency of the device. 
If this is not the cause of the increased efficiency of real CZTSSe devices compared to that 
simulated here, then what is? Another possibility is that the band gap is reduced at the 
interface. One possible cause of this is the reported band gap tailing and narrowing of 
CZTSSe at the interface with CdS. In this, the band gap is reduced by up to approximately 
0.15 eV by tailing, and 0.2 eV by narrowing[295]. Thus, the band offsets could be reduced 
by up to 0.35 eV by this method, which would considerably reduce the interface 
recombination. Alternatively, CdS deposition is usually carried out at an elevated 
temperature. Thus, there will be intermixing of the CZTSSe and CdS close to the interface. 
Theoretical and experimental studies of deliberate Cd-doping of CZTSSe have shown that 
the introduction of Cd into the CZTSSe lattice results in the band gap being reduced by up 
to 0.5 eV[734]–[736]. As such, any intermixing at the interface may result in a reduced 
band gap and as such a reduced CBO, giving a higher efficiency. Hence, a further simulation 
of the CZTSSe/CdS/i-ZnO/Al:ZnO was performed, this time with a 50 nm thick interfacial 
layer of CZTSSe with the band gap and electron affinity reducing and increasing respectively 
by 0.35 eV in a linear fashion over the 50 nm, as a representative mix of band-narrowing, 
band-tailing and Cd-doping. 
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Figure 4.13 – EQE and J-V curves of a CZTSSe/CdS-based device with a 50 nm layer with a linearly reducing band 
gap and increasing electron affinity by a maximum of 0.35 𝑒𝑉. 
Figure 4.13 shows the simulated EQE and 𝐽 − 𝑉 curves for this device. At low photon 
energies, the EQE is higher, as the reduced band gap material can absorb photons with 
energies below the gap of the bulk CZTSSe material. At higher photon energies the EQE is 
similarly larger, due to the reduced interface recombination, caused by the reduction in the 
conduction band offset. This manifests as a short-circuit current density that is 6.2 mA 
greater than the layer without the interfacial layer, as can be seen in Table 4.9. The 
increase in 𝐽𝑆𝐶  results in an increase in the power conversion efficiency and the 𝐹𝐹. In 
contrast, the open-circuit voltage is reduced to a value comparable with that of the CZTSSe 
record device[693]. 
 𝜂 (%) 𝑉𝑂𝐶 (V) 𝐽𝑆𝐶  (mA/cm
2) 𝐹𝐹 (%) 
CZTSSe with 
interfacial layer 
4.5 0.47 19.1 49.9 
Table 4.9 – The statistics of a CZTSSe/CdS-based device with a 50 nm layer with a linearly reducing band gap and 
increasing electron affinity by a maximum of 0.35 𝑒𝑉. 
Hence, it appears that the reduced band gap of the CZTSSe close to the interface, is, at 
least partially responsible, for the improved efficiencies of real devices compared to those 
simulated here. 
4.3 SUMMARY AND DISCUSSION 
This chapter described the determination of the band alignments of device-like stacks of 
ZnO/CdS/CZTSSe and ZnO/In2S3/CZTSSe to investigate the effect of changing the buffer 
layer. The results of the band alignments between the buffer and absorber layers are 
somewhat consistent with the results from the previous chapter, typically showing the 
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same sign for the band offsets, although the numerical values may be inconsistent. In the 
previous section the conduction band offset between In2S3 and the high-carbon CZTSSe was 
estimated to be 0.43 ± 0.14 eV, which is consistent with the CBO found in this chapter 
(0.39 ± 0.14 eV), suggesting that there any interface states are limited in  number, as there 
is no evidence to suggest that the Fermi level is pinned in this system.  
In contrast the band alignment determined for the CdS/CZTSSe interface was estimated to 
be −0.38 ± 0.05 eV from the Anderson electron affinity rule, whereas in this chapter it 
was found to be −0.68 ± 0.14 eV. Several possible explanations are considered for this 
disagreement: Firstly, it may be that there are considerably more interfacial states; 
secondly, there may be intermixing of the layers up to some depth, however this is not 
seen in the PES measurements; finally, there have been some reports of band gap 
narrowing at the CdS/CZTSSe interface, which may result in the band offsets being modified 
considerably. 
Using the band offsets determined in this section, devices are modelled using the SCAPS 
software to investigate the effects of changing the buffer layer. Considerable 
improvements in the efficiency and external quantum efficiency are observed in the device 
with an In2S3 buffer layer, compared to that with a CdS layer, obtaining open-circuit 
voltages larger than both the record CZTSSe and CIGS achieved. 
Simulations of alternate device structures using band offsets from the literature are also 
investigated to identify other potential window layers for these device structures. It is 
suggested that the CZTSSe interfacial layer has a reduced band gap and electron affinity 
compared to the bulk, due to band tailing, band narrowing and inter-diffusion of Cd. The 
reduced band gap can account for some of the increased efficiency of real CZTSSe/CdS 
devices, compared to the results of the simulations described here. In the next chapter, we 
will move away from the absorber/buffer and buffer/window interfaces, and instead 
investigate the back-contact of kesterite photovoltaics.  
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5 DEFECT ENGINEERING IN MOLYBDENUM DICHALCOGENIDES 
The work in this chapter is partially based upon the work presented in the following book 
chapter: 
Gibbon, J.T.; Dhanak, V. R. “Chapter 4. Properties of transition metal dichalcogenides”, Two 
dimensional transition metal dichalcogenides (2D TMD): Synthesis, Properties and 
Applications, Ed. Sabari Arul, N.; Springer Nature Publisher, manuscript in print 
 
The transition-metal dichalcogenides (TMDs) are materials of particular interest currently. 
Many of the TMDs exhibit layered crystal structures. Each successive layer is only bound to 
the layers above and below by Van der Waal’s forces, allowing the layers to slide along one 
another. It is for this reason that graphite is used in pencils, and MoS2 (a TMD) is used as a 
grease-free lubricant.  
As the crystal structure is layered, it is possible to obtain only a few or even a single layer of 
these materials. The reduction in the number of layers can lead to the development of new 
properties, such as the band gap changing from an indirect to a direct gap, increased carrier 
mobility and enhanced excitons and trions[737], [738].  
Numerous crystal structures have been reported for the 2D TMDs, including the 2H, 1T and 
the (distorted) 1T’ structures. Such a range of crystal structures, inevitably results in many 
varied electronic phases. For the group VI TMDs (MX2, M=Mo, W), the 2H phase is the 
lowest energy state[739], [740] and corresponds to semiconducting behaviour[739], [741]. 
In contrast, the 1T structure is a metastable state for the group VI TMDs[740], 
corresponding to a metallic state[739], [741], [742].  The optical and structural properties 
of the semiconducting 2H-MoX2 TMDs are presented in Table 5.1. 
 a (Å) c (Å) Bulk Eg (eV) Direct Eg (eV) 1L Eg (eV) 
MoS2 3.160[743] 12.294[743] 1.29[743] 1.78[743] 1.9[744] 
MoSe2 3.299[743] 12.938[743] 1.10[743] 1.42[743] 1.55[745] 
MoTe2 3.522[743] 13.968[743] 1.00[743] 1.10[743] 1.10[746] 
Table 5.1 - A summary of the structural and electronic properties of the molybdenum dichalcogenides in the 2H 
structure. 
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In the case of the Pd-based TMDs, the unit cell of the bulk material is orthorhombic[747], 
[748], with neighbouring sheets bonded via van der Waals forces. Recent density functional 
theory (DFT) results suggest that the most stable phase of PdS2 has the corresponding 2D 
rectangular unit cell, with a pentagonal configuration of atoms[749], similar results have 
been shown experimentally for PdSe2[750]. Experimental verification of the properties of 
monolayer PdX2 is rendered difficult as competing Pd2X3 phases are frequently formed 
upon exfoliation[751]. Top and side views of the 2H, 1T and PdX2 structures are presented 
in Figure 5.1. The crystallographic information presented in Figure 5.1 was obtained from 
[752] for the 2H structure, [753] for the 1T structure and [748] for PdX2 type structure. A 
final phase of note is the Haeckelite phase predicted for numerous TMDs. In the case of the 
group VI TMD monolayers, the Haeckelite phases exhibit semi-metallic behaviour, whilst 
for  group V TMD monolayers, a band gap opens resulting in semiconducting 
behaviour[754].  
Generally, the semiconducting group 6 TMDs, MX2 (M=Mo, W) have an indirect band gap 
when in the bulk phase. As the number of layers is reduced, there exists a point at which 
the band gap transitions from an indirect to a direct gap. The transition of the band gap has 
been studied theoretically and experimentally in the archetypal TMD, MoS2, by DFT[755], 
[756] and angle-resolved photoelectron spectroscopy (ARPES)[757] respectively. Early 
experimental evidence of the transition from an indirect to a direct gap came from 
observing the increased photoluminescence yield, as the number of layers decreased[744], 
[758]. Direct observation of the changing value of the band gap with the number of layers 
has also been made by spatially-resolved optical absorption spectroscopy of MoS2 
flakes[759]. 
Figure 5.1 – Common crystal structures of the TMDs. Metal atoms are purple, chalcogen atoms are in yellow. 
Left shows the top and side views of the 2H structure[752]. Centre shows the top and side views of the 1T 
structure[753]. Right shows the PdX2 type structure[748]. This structure is unusual as it is pentagonal as can be 
seen in the top view. In the side view, it is clear that the structure follows a puckered-type structure. 
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Figure 5.2 – ARPES valence band structure of MoS2 for varying numbers of layers. (a) Monolayer MoS2 ARPES 
valence band spectra, overlaid with DFT calculated band structure. (b) and (c) are the corresponding energy and 
momentum distribution curves respectively. (d)-(f) ARPES band structure of bilayer, trilayer and bulk-like MoS2. 
Reprinted figure with permission from REF [757] Copyright 2013 by the American Physical Society. 
Figure 5.2 shows the ARPES band structure for monolayer, bilayer, trilayer and bulk-like 
MoS2. For the bulk-like MoS2 layer, the valence band maximum is at Γ̅, whilst the 
conduction band minimum is known to be at Κ̅. As the number of layers is reduced, the 
states at Κ̅, move upwards in energy towards the VBM at Γ̅, and finally move above the 
states at Γ̅ when the MoS2 is monolayer in nature. The evolution of the band structure in 
this way is explained by considering the quantum confinement of the electrons at Κ̅ and Γ̅. 
The electrons at Κ̅, are derived from in-plane Mo 𝑑𝑥2−𝑦2/𝑑𝑥𝑦 orbitals, which are 
unaffected by the confinement in the 𝑧-direction[757]. In contrast, the states at Γ̅, are 
derived from Mo 𝑑𝑧2  and S 𝑝𝑧 contributions[757]. As the number of layers is reduced, the 
interplane contributions at Γ̅, are necessarily, reduced. Thus, the energy of the VBM at Γ̅, is 
reduced relative to Κ̅ as the number of layers is reduced. Similar behaviour is predicted for 
many other TMDs including MoSe2, MoTe2 and the tungsten dichalcogenides[755], [756] 
and has been confirmed experimentally in MoSe2[745], WS2[760] and WSe2[760]. Similar 
behaviour has been seen for MoTe2[761], however verification of this behaviour in WTe2 
has been complicated by the existence of a thermodynamically-preferred type II Weyl 
semi-metallic phase[762], [763]. As the increasing band gap with reduced layer number  is 
due to the reduced interactions between neighbouring atomic layers, it is likely that this 
behaviour, in fact, holds for all of the semiconducting 2D TMDs in the 2H crystal structure. 
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Figure 5.3(a) and (b) shows the photo-luminescent behaviour of monolayers, bilayers and 
multilayers of WS2 and WSe2, after normalisation[760]. In the multilayer regime, a small 
feature is seen due to photoluminescence cross the direct gap (A), with a larger feature 
occurring for the indirect gap (I). Also present are hot electron peaks A’ and B, 
corresponding to direct transitions from excited states in the conduction band. As the layer 
number is reduced, the indirect PL peak moves to higher energy (i.e. lower wavelength), 
indicating the increasing band gap, whilst the direct gap does not change[760]. The direct 
PL peak also becomes more intense with decreasing layer number[760] as can be seen in 
Figure 5.3(c) and (d), which show the relative PL quantum yield. Similar behaviour is 
observed in the other group VI TMDs[744], [758]. 
 
Figure 5.3 – (a) and (b) show the normalised photoluminescence of WS2 and WSe2 layers respectively. (c) and (d) 
show the relative photoluminescence quantum yield as a function of layer number for the direct and indirect 
transition of the WS2 and WSe2 respectively. Reprinted with permission from REF [760]. Copyright 2012 
American Chemical Society. 
The molybdenum dichalcogenides, MoX2 (X= S, Se, Te) are also of interest in photovoltaics, 
as molybdenum is often used as the back contact for thin film technologies, particularly in 
CIGS and CZTSSe devices. In the case of CZTSSe, it is sometimes considered to be one of the 
causes of the reduced efficiencies of CZTSSe, compared to CIGS[207], [208]. Hence, 
understanding the electronic properties of these dichalcogenides is important for 
increasing the efficiencies. However experiments to understand the electronic properties, 
and in particular the effects of defects on the electronic properties are limited, with only 
MoS2 having been studied in detail[546], [764]. Engineering defects in the TMDs is known 
to affect the barrier properties in Schottky diode-like devices [765]–[768] and has, in some 
cases, been studied by theoretical methods and STM. 
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Monolayer MoS2 has also been used as part of  photovoltaic device in its own right, as part 
of a hot-carrier solar cell[176]. 
MoTe2 is also of interest for CdTe photovoltaics, where Mo is sometimes used in place of 
Cu as the back contact. Without an intermediate layer, some intermixing is likely at the 
interface between the Mo and CdTe layers, resulting in a thin MoTe2 layer at the 
interface[769]–[774]. In some cases, a MoTe2 layer is deliberately inserted between the 
two layers. 
As outlined above, defects also play a key role in determining the electronic properties of 
the TMDs. MoS2 has been shown to exhibit both n-type[775]–[778] and p-type 
behaviour[546], [778]–[781]. Different conductivity behaviours have, in fact, be observed 
within the same sample, over the scale of nanometres and appear to be heavily dependent 
on the local defect density[765], as can be seen in Figure 5.4. 
 
Figure 5.4 – Correlated I-V characteristics of MoS2 crystals with STM, STS and XPS (a) STM tip position above an 
aperture in a shadow mask. (b) I-V characteristics of the MoS2 crystal measured from a particular aperture, 
indicative of n-type behaviour. Measurements shown in (c)-(f) were made on the same aperture as (b). (c) STM 
image showing light and dark defects. (d) STS from the aperture used for (b), showing the Fermi-level close to 
the conduction band, indicating n-type behaviour. (e) XPS spectrum of the Mo 3d and S 2s core-levels, consistent 
with n-type MoS2. (f) shows a different aperture in the shadow mask (g) I-V characteristics from the second 
aperture. The asymmetry on the positive voltage side is indicative of p-type behaviour. (h)-(j) were measured 
from the same aperture. (h) STM image showing a high concentration of dark defects (i) STS results showing 
that the Fermi-level is much further away from the conduction band than for (d), suggesting p-type behaviour (j) 
XPS spectrum of the Mo 3d and S 2s regions. The shift in the core-levels relative to those in (e) is indicative of p-
type behaviour. Reprinted with permission from REF [765], Copyright 2014 American Chemical Society. 
The presence of defects, has also been shown to significantly affect the height of the 
Schottky barrier between the TMDs and metallic contacts[766], [768], [782]. Considerations 
of the defects in TMDs are therefore critical for applications in electronic devices. It is 
reasonable to assume that this behaviour will likely extend to further TMDs, and in fact, 
both n-type and p-type conductivity have also been demonstrated in other TMDs[783]–
[785].  
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In both WSe2 and MoS2 single crystals, irradiation with Ar+ results in chalcogen vacancies 
and cause the Fermi level of the crystal to move towards the valence band edge[768], 
[786], suggesting that the crystal surface becomes more s-type in nature, or alternatively 
that the bands are bent upwards by the surface defects. In contrast, when polycrystalline 
films or naturally-occurring molybdenite are etched in the same manner, chalcogen 
vacancies are still produced, but the Fermi level of the sample is not observed to change, 
presumably due to pinning of the Fermi level by surface defects[546], [786], [787]. 
In the work of Santoni et al.[546] polycrystalline thin-films of MoS2, formed by the 
sulfurization of Mo films on glass, are exposed to Ar+ ion irradiation with increasing ion 
dosage and the changes in the chemical and electronic structures are observed using XPS 
and IPES. The XPS spectra of the Mo 3d regions are shown in Figure 5.5. In this work, it is 
found that the surface region can become heavily depleted of sulphur, with the Mo 3d 
component due to the MoS2 having much less area than the area of the metallic Mo0 
species, i.e. the metal: sulphide ratio reaches a value of greater than 1.5:1. An equilibrium 
state is found to occur at 2.49 × 1017 ions cm2⁄ .  
Although not expected to natively exhibit magnetic properties, ferromagnetism is exhibited 
in both bulk, nanosheet and exfoliated MoS2 and WS2[788]–[790]. Theoretical models 
based on MoS2 nanoribbons suggest that these are due to the presence of zigzag edges, 
which are (half-)metallic, which have a non-zero magnetic moment, in contrast to armchair 
edges, which are semiconducting and non-magnetic[791]–[794]. The zigzag edges are more 
chemically stable and are energetically favourable and hence would be expected at the 
edges of crystals and atomic-scale layers[789], [791], [794], [795].  An example of this 
ferromagnetic behaviour can be seen in Figure 5.6. 
In nanosheets and exfoliated MoS2 and WS2, the layers exhibiting ferromagnetism are 
found to have a high density of point defects[788], [790]. Theoretical modelling, suggests 
that molybdenum and sulphur vacancies can both produce magnetic moments comparable 
to 𝜇𝐵[788], [793], [795]. An alternative explanation is that wrinkles are observed by TEM in 
exfoliated samples[790], which has also been seen in ferromagnetic ReSe2 
nanosheets[796]. Finally, unsaturated bonds at the edges of the sample may be 
responsible[788]. Intriguingly, the Curie temperature observed for nanosheet MoS2 is 685K, 
higher than that of other dilute magnetic semiconductors[788]. 
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Figure 5.5 – Mo 3d X-ray photoelectron spectra from polycrystalline MoS2 thin-films grown on glass at 
increasing Ar+ ion doses. Ion doses are indicated on the graphs, in units of ions/cm2. Reprinted from REF[546] 
Copyright 2017, with permission from Elsevier 
 
Figure 5.6 – (a) shows the ferromagnetic hysteresis loops of monolayers of MoS2 and WS2 exfoliated by two 
different chemical methods, measured at room temperature. (b) shows the magnetisation curves for the same 
samples measured at 2 K. Figure reprinted from REF [790], Published by The Royal Society of Chemistry, under a 
Creative Commons Attribution 3.0 Unported Licence 
An alternative approach to inducing magnetism in the 2D-TMDs is to introduce magnetic 
defects by doping the material with metals[797]–[800] or other elements, introducing 
defects[801], [802], applying strain[801]–[803] or irradiation by charged particles[804].   
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This chapter will describe the deliberate engineering of vacancies into commercially grown 
MoS2, MoSe2, and MoTe2 single crystals by Ar+ ion etching as previously described in 
section 2.2.1 and consider the effects of these defects on the chemical and electronic 
structures. 
5.1 MOS2 
MoS2 is the archetypal TMD material and is by far the most-studied of this class of material. 
Angle-resolved photoemission spectroscopy (ARPES) has been used to directly observe the 
changing nature of the band gap, from indirect for bulk and multilayer films, to a direct gap 
at the K-point for a monolayer[757]. For bulk and multilayer films, the VBM is found to 
occur at the Γ-point, whereas the CBM is at the K-point. However, once the film only 
consists of a monolayer, the VBM also occurs at the K-point, thus rendering the monolayer 
a direct gap material, verifying previous theoretical predictions of such properties[755], 
[756]. The same theoretical studies also predicted the same indirect-direct transition for 
MoSe2[755], [756], MoTe2 and the Tungsten dichalcogenides WS2, WSe2 and WTe2. These 
predictions have been verified for MoSe2[745], WS2[760], WSe2[760] and partially verified 
for MoTe2[761]. Experimental verification for WTe2 is hindered by the existence of a 
thermodynamically-preferable type II Weyl semi-metal phase[762], [763]. 
A 10 mm x 10 mm multilayer was mechanically exfoliated from a bulk 2H-MoS2 single 
crystal (2-D Semiconductors, Scottsdale, AZ, USA) with double sided carbon tape and 
mounted upon an Omicron-style sample plate. To confirm that the bulk material in nature, 
XRD measurements were performed. The resulting diffractograms can be seen in Figure 
5.7, alongside the calculated powder diffraction pattern[805], [806]. Only even reflections 
of the (001) lattice plane are observed due to the symmetry of the hexagonal crystal 
structure of the material. The absence of other peaks confirms the crystal to be 
monocrystalline in nature. 
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Figure 5.7 – An X-ray diffractogram of the MoS2 single crystal. (a) shows the diffractogram of the single-crystal, 
whilst (b) shows the calculated powder diffractogram of the material[805], [806]. 
As the number of layers in MoS2 multilayers is strongly correlated with the band gap, as 
shown in Table 5.2, we can use the band gap to estimate the number of layers in the 
material. Figure 5.8 shows combined valence band XPS and IPES measurements, allowing 
for the determination of the band gap, which is found to be 1.53±0.14 eV. This band gap is 
consistent with between 2 and 4 layers of MoS2, as can be seen in Table 5.2. 
Number of Layers Band Gap (eV) Direct/Indirect 
1 1.90[744], 1.82[807], 2.22[808] Direct 
2 1.60[744], 1.53[807], 1.70[808] Indirect 
3 1.45[744], 1.57[808] Indirect 
4 1.40[744], 1.52[808] Indirect 
5 1.38[744], 1.50[808] Indirect 
6 1.35[744], 1.48[808] Indirect 
Bulk 1.29[744], 1.44[808] Indirect 
Table 5.2 – The relationship between the number of layers in an MoS2 multilayer, and the band gap. 
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Figure 5.8 – Combined VB-XPS and IPES to obtain the band gap of the exfoliated MoS2 layer. 
Figure 5.9 shows the XPS spectra prior to and after Ar+ ion bombardment, (a) and (b) show 
the Mo 3d and S 2p core-levels respectively. In both spectra, there is an extra doublet 
which can be assigned to surface contamination. The binding energy of the Mo 3d5/2 
component due to the surface contamination occurs at 229.63±0.05 eV, consistent with the 
binding energy of molybdenum dioxide, MoO2, rather than the more stable trioxide, MoO3, 
which occurs at an approximate binding energy of 232.75 eV. This is likely due to the 
trioxide requiring a change in oxidation state of the molybdenum, whereas the dioxide 
results in the same formal oxidation state as the disulphide. A similar phenomenon is seen 
in the layered SnS and SnS2 compounds, where native oxide on SnS occurs as SnO, rather 
than the more stable SnO2[165]. Alternatively, it may be that the MoS2 sample had 
insufficient time to oxidise fully, because the sample was exfoliated and transferred into 
the vacuum chamber within minutes. This seems probable, as most other reports of the 
native oxide on MoS2 find a Mo6+ oxidation state, corresponding to MoO3[546], [619], 
[809]–[816], in contrast to the results here. A second doublet also appears in the S 2p 
spectrum, at a separation of 0.60 eV on the higher binding energy side of the peaks due to 
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stoichiometric MoS2. This does not correspond to a molybdenum sulphate (MoSO4), as the 
binding energy of the sulphate occurs at a much higher binding energy of around 168.80 
eV[810]. 
The multilayers reach an equilibrium state at considerably lower dosages (6.0 ×
1015 ions cm2⁄ ) than in the work of Santoni et al.[546] and have a much smaller metal: 
sulphide ratio (0.74:1) than reported elsewhere, as can be seen by comparing Figure 5.5(f) 
and Figure 5.9(e). This is likely due to the reduced dimensionality of the multilayer system, 
as in bulk-like systems, both preferential sputtering and ion implantation can occur. 
Implantation of lighter ions from the surface region into the bulk is known to occur, even at 
low ion energies. This is known as recoil implantation[492], [817]–[820]. Clearly this 
process cannot happen in a multilayer system such as that investigated, due to the reduced 
dimensionality of the system, as such this may explain the different ratio at which the 
steady state occurs. Similarly, the reduced dimensionality is likely the reason for the 
equilibrium state occurring at reduced dosage in the case of MoS2 multilayers.  
Table 5.3 shows the binding energies of the features shown in Figure 5.9. The binding 
energy position of the low ion-dose sample is consistent with the exfoliated layers being p-
type in nature[821][546], [765]. With increasing ion dose, the binding energies of the core-
levels due to the stoichiometric MoS2 are shifted to lower binding energy by 0.10±0.05 eV. 
In contrast, metallic Mo0 species starts at 0.70 eV below the MoS2 peak but moves to be 
approximately 0.90 eV below the stoichiometric species. This is consistent with Santoni et 
al[546], who found that the metallic species was initially 0.70 eV below the MoS2 species, 
before moving to approximately 1.00 eV below the MoS2 species once the sample was 
equilibrated.  
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Figure 5.9 – XPS spectra of MoS2 multilayers after Ar+ ion etching. (a) and (b) show the Mo 3d and S 2p regions 
prior to any etching. (c) and (d), (e) and (f), (g) and (h) and (i) and (j) shows the same regions after 1 minute, 5 
mins, 10 mins and 15 mins of ion exposure respectively. 
An alternative explanation for what is labelled the metallic species here, is that it, in fact, 
corresponds to the 1T, rather than the 2H crystal structure of MoS2, following the work of 
Zhu et al.[822], in which a 2H-MoS2 sample is bombarded with Ar+ ions in a plasma of 
‘certain kinetic energies’[822]. Unfortunately, the authors did not disclose what value these 
‘certain kinetic energies’ claiming only that the kinetic energy of the Ar ions was ‘well 
below the level that etching… could occur’[822]. The presence of the 1T phase, would also 
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explain the presence of the Fermi-edge that can be seen in Figure 5.10, as the 1T phase is 
metallic rather than semiconducting. 
Dose 
Time 
(mins) 
Ion Dose 
(ions/cm2) 
Binding Energy (eV) Mo0/MoS2 
MoS2 
3d5/2 
Mo0 
3d5/2 
S 2p3/2 SEC VBM, 𝜉 
0 0 229.03 - 161.90   - 
1 6x1014 229.05 228.35 161.88 1482.63 0.56 0.40 
5 3x1015 228.95 228.06 16.85   0.59 
10 6x1015 228.97 228.05 161.81 1482.02 0.24 0.74 
15 9x1015 228.99 228.06 161.89   0.78 
Table 5.3 – A summary of the binding energies of features shown in Figure 5.9 and Figure 5.10. Also given is the 
area ratio of the metallic Mo0 species to that of the MoS2 species. 
 
 
Figure 5.10 – PES Spectra of the dosed MoS2 multilayers. (a) and (b) show the secondary electron cut-off and 
valence band respectively after 1 min exposure to Ar+ ions. (c) and (d) show the same regions after 10 mins 
exposure. 
Figure 5.10 (b) and (d) shows the valence bands of the dosed material. At low ion dose, the 
valence band maximum occurs 0.56 ± 0.05 eV from the Fermi level. With increasing ion 
dose, the valence band maximum approaches the Fermi level, until a steady state is 
reached, at which point the valence band maximum is only 0.24 ± 0.05 eV away from the 
Fermi level. Intriguingly, there is little variation in the relative intensities of the features in 
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the valence band, suggesting that at the photon energy used (ℏ𝜔 = 1486.6 eV), the 
valence band is dominated by Mo states. Also present in (b) and (d) are intensities at the 
Fermi level. This is likely due to the presence of the metallic Mo0 states but may be due to 
the presence of 1T-MoS2 as described above. Also, of interest is the secondary electron cut-
off, which moves to approximately 0.61 ± 0.05 eV lower binding energy. This is of interest 
as the ionisation potential is given by the relation 𝑉𝐼𝑃 = ℏ𝜔 − (𝑆𝐸𝐶 − 𝜉), thus as the 
relative shifts of the VBM and the SEC differ, there appears to be some tunability in the 
ionisation potential and electron affinity of the material. 
5.2 MOSE2 
An 8 mm x 5 mm single-crystal flake of MoSe2 (2-D Semiconductors, Scottsdale, AZ, USA) 
was mounted upon an Omicron-style sample plate using double sided carbon tape. To 
confirm the monocrystalline nature of the sample, x-ray diffraction was performed prior to 
mounting the sample on the sample plate. The resulting diffractogram is shown in Figure 
5.11, alongside the simulated powder diffraction pattern. The simulated powder diffraction 
pattern was generated using the ReciprOgraph software[823] using a crystallographic 
information file (entry 2310945, produced from the work of James and Lavik[824]) from the 
crystallography open database[825]–[829]. As only even indexed reflections of the (001) 
lattice plane are observed, the crystal can be confirmed as monocrystalline in nature, as 
expected. 
 
Figure 5.11 – X-ray diffractogram of a MoSe2 single crystal, compared with the simulated powder diffraction 
pattern. 
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Figure 5.12 – PES Spectra of the MoSe2 single crystal. VB-XPS and IPES are used to determine the band gap of 
the sample, which is found to be 𝐸𝑔 = 1.22 ± 0.14 𝑒𝑉. 
Figure 5.12 shows the VB-XPS and IPES spectra of the MoS2 single crystal, prior to exposure 
to the Ar+ ions. By way of linear extrapolation of the band edges, the band gap is found to 
be 1.22 ± 0.14 eV, consistent with the bulk band gap of MoSe2[743] as would be expected. 
The position of the valence band is consistent with native n-type doping of the crystal. 
The valence band consists of 4 major features labelled I-IV. By comparing the valence 
band structure in Figure 5.12 with the orbital-resolved densities of states produced by 
theorists, the nature of each feature can be determined. These 4 features correspond to 
the four valence bands predicted by Bromley et al.[830], who found that this four-valence 
band was shared with MoS2 and MoTe2, which can be seen in this work by comparing with 
Figure 5.8 and Figure 5.17 respectively. Bromley et al.[830] also predicted that the bands of 
MoSe2 would be the narrowest, due to the similarities in the atomic energy levels. This is 
also observed here where the MoSe2 features labelled I-IV are narrower and sharper than 
the equivalent features for MoS2 and MoTe2. 
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The origin of the features labelled I-IV is determined by comparison to the DFT partial 
density of states presented by Reshak et al. [831]. In each case, the features are found to 
be dominated by Mo d-states hybridised with Se p-states, however the contribution from 
each varies across the valence band. Feature I is predominantly Mo d-states with only a 
small contribution of Se p-states, whereas II and III are roughly equal mixes of Mo d- and 
Se p-states, whilst IV is mostly Se p-states with a smaller contribution from Mo d-states. A 
Se s-band is found at approximately 12 eV below the VBM, which is beyond the spectra 
measured here, however a very small contribution of Se s-like states is found throughout 
the rest of the valence band. 
 
Figure 5.13– The Mo 3d core-levels for a MoSe2 multilayer exposed to increasing Ar+ ion doses. As the dosage 
increases, the area of the Mo0 component increases up to a dosage of 18x1015 ions/cm2, at which point a steady 
state is reached. 
In contrast to MoS2, MoSe2 single crystals were found to require a considerably larger ion 
dose of 18 × 1015 ions cm2 to reach a steady state. Figure 5.13 shows the Mo 3d core-
levels for various ion dosages, the binding energies of which are presented in Table 5.4.   
Figure 5.14 shows the Se 3d core-level under varying Ar+ ion dosages. Similar to the Mo 3d 
core-level, the Se 3d moves to lower binding energy with increasing ion dose. Prior to ion 
exposure the FWHM of the Se 3d core-level was observed to be 0.75±0.05 eV, however 
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after ion dosing the surface, the FWHM increases to 0.92±0.05 eV, where it remained up to 
the maximum ion dosage. This is commonly observed in sputter-damaged material due to 
the loss of ordering. 
Native oxides do not appear in the spectra of either the Mo 3d or Se 3d core-levels shown 
in Figure 5.13 and Figure 5.14, despite the material being stored and transported in 
ambient conditions, suggesting that MoSe2 may be relatively immune to surface oxidation.  
It should be noted that as these results are from a bulk single-crystal the sputtered atoms 
can be implanted into the bulk material, allowing for a larger Mo0/MoX2 ratio than was 
possible for the MoS2 above. However, the final Mo0/MoX2 ratio is smaller than that 
obtained for bulk MoS2 by Santoni et al.[546]. This is reasonable, as the atomic mass of Se 
is much closer to that of Mo, than the atomic mass of S is. As such, preferential sputtering 
processes are considerably less likely, resulting in a higher X/Mo ratio and hence a smaller 
Mo0/MoSe2 ratio. 
 
Figure 5.14 - XPS spectra of the Se 3d core-level under increasing Ar+ ion dosages. 
The binding energies presented in Table 5.4 are consistent with those of Abdallah et 
al.[832] both before and after Ar+ ion etching. Similarly, the final Se/Mo ratio obtained is 
consistent with that found by Bernede[833]. 
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Ion Dosage  
(x1015 
ions/cm2) 
Binding Energy (eV) Mo0/MoSe2 Se/Mo 
MoSe2 
3d5/2 
Mo0 3d5/2 Se 3s Se 3d5/2 
0 229.25 N/A 230.55 54.80 0.00 2.00 
3 228.86 228.43 230.16 54.40 0.52 1.43 
9 228.72 228.20 230.02 54.27 0.64 1.28 
12 228.71 228.22 230.01 54.24 0.81 1.16 
15 228.72 228.23 230.02 54.24 0.96 1.03 
18 228.72 228.24 230.00 54.21 1.17 0.96 
Table 5.4 – A summary of the binding energies of core-levels in the Ar+ ion dosed MoSe2 single crystal at 
different dosages. Also given is the ratio of the area of the metallic Mo0 species to that of the MoSe2 species and 
the Se/Mo ratio. 
5.3 MOTE2 
To investigate the effects of Ar+ ion-induced defects on MoTe2, a bulk single-crystal of 
MoTe2(HQ Graphene, Groningen, The Netherlands) was acquired. To confirm the 
monocrystalline nature of the bulk material, x-ray diffraction was performed, the resulting 
diagram is shown in Figure 5.15, alongside the synthetic powder diffraction pattern for 
comparison. The powder diffraction pattern was simulated in a manner similar to that of 
the MoSe2 pattern in Figure 5.11. Here, the crystallographic information file of entry 
9009147 in the Crystallography Open Database[825]–[829], created from data originally 
published by Wyckhoff[834], was used with the ReciprOgraph software[823] to simulate 
the powder diffraction pattern.  
 
Figure 5.15 – The X-ray diffractogram obtained from a MoTe2 bulk single crystal, alongside a simulated powder 
diffraction pattern for comparison. 
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Multilayers were then mechanically exfoliated from the bulk MoTe2 single crystal using 
double sided carbon tape and entered into the fast-entry lock of the vacuum system. 
Photoemission spectra were measured prior to exposure to the Ar+ ions, the results of 
which are shown in Figure 5.16. Figure 5.16(a) shows the Mo 3d core-level which is fitted 
with a single, spin-orbit split doublet. The Mo 3d5/2 is found to occur at a binding energy of 
228.31 ± 0.05 eV. Figure 5.16(b) shows the Te 3d region, which is similarly fitted with only 
a single, spin-orbit split doublet. The Te 3d5/2 is found to have a binding energy of 572.92 ±
0.05 eV. Both the Mo 3d5/2 and Te 3d5/2 core-level binding energies are consistent with 
values previously reported for bulk crystalline and CVD thin films of MoTe2[835], and 
comparable to those obtained by Bernède et al. for thin-films and a single crystal[771]. The 
absence of extra components on the high binding energy side indicates that there is no 
oxidation of the surface, likely due to the short duration of time during which the exfoliated 
MoTe2 layers were exposed to air. The binding energies obtained from Figure 5.15 are 
tabulated in Table 5.5. 
 
Figure 5.16 – PES spectra of the freshly exfoliated MoTe2 sample. (a) shows the Mo 3d core-level whilst (b) 
shows the Te 3d core-level. 
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Figure 5.17 – Combined VB-XPS and IPES spectra of the exfoliated MoTe2 layers. By linear extrapolation of the 
band edges, the band gap is found to be 𝐸𝑔 = 1.14 ± 0.14 𝑒𝑉. 
To determine the band gap of the MoTe2 multilayers, VB-XPS and IPES were used to find 
the energy positions of the band edges, as can be seen in Figure 5.17. The VBM is found at 
0.26 ± 0.05 eV below the Fermi level, whilst the CBM is found at 0.88 ± 0.05 eV above it. 
Thus, the band gap is found to be 𝐸𝑔 = 1.14 ± 0.14 eV. Due to the small variation in the 
band gap with the number of layers, as seen in Table 5.1, the number of layers cannot be 
uniquely determined. The position of the VBM with respect to the Fermi level is consistent 
with the MoTe2 sample being p-type in nature. The electronic structure is consistent with 
previous measurements from α-MoTe2 single crystals[836]–[838]. Features of interest in 
the valence band are labelled I, II, III and IV, which occur at approximately 1 eV, 2 eV, 
4 eV and 5 eV below the VBM. I is found to be due to electrons with d-symmetry 
wavefunctions, whilst II, III and IV are p-like in nature, primarily due to  contributions 
from Te atoms[836]–[838]. S-type states are also found throughout the valence band[839]. 
More recent work has found that I and II are dominated by Mo d-states with only small 
contributions due to Te p-states, whilst III and IV are composed of roughly equal numbers 
of Te p- and Mo d-states[831]. In the same work, a small number of Te s-states are also 
found throughout the valence band[831]. 
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Exposure 
Time 
(mins) 
Ion 
Dosage 
(x1015 
ions/cm2) 
Binding Energy (eV) Mo/MoTe2 
Mo 3d 
Te/MoTe2 
Te 3d 
Te/Mo 
Mo 3d5/2 Te 3d5/2 
0 0 228.31 572.92 - - 0.60 
2 12x1014 228.45 573.00 0.25 0.28 0.49 
4 24x1014 228.64 573.07 0.35 0.34 0.58 
6 36x1014 228.50 573.00 0.40 0.40 0.67 
10 60x1014 228.73 573.12 0.40 0.40 0.60 
Table 5.5 – This table shows the binding energies of the stoichiometric peak components of the MoTe2 
multilayers shown in Figure 5.18. Also shown are the peak-area ratios of the elemental and MoTe2 components 
calculated from both the Mo 3d and Te 3d core-levels and the total Te/Mo ratio. 
Figure 5.18 shows the Mo and Te 3d core-levels after Ar+ ion irradiation. The binding 
energies of the stoichiometric components are tabulated in Table 5.5. As the ion dosage is 
increased, the binding energy of the stoichiometric component moves to higher binding 
energy, reaching 0.4 eV above the initial position after receiving an ion dosage of 
6 × 1015  ions cm2⁄ . The direction of this drift is opposite in direction to that observed for 
MoS2 and MoSe2 above and corresponds to the sample becoming more n-type (or less p-
type).  
A second set of peaks is required to satisfactorily fit the experimental data, for the Mo 3d 
region this is 0.37 eV to lower binding energy from the stoichiometric MoTe2 peak, 
whereas for the Te 3d region, the second peak occurs 0.31 eV to higher binding energy. 
The extra peak on the Mo 3d core-level can easily be explained as metallic Mo0, by analogy 
with MoS2 and MoSe2. In contrast, the extra feature in the Te 3d spectra is more difficult to 
explain. One possible cause is the formation of Mo6Te6 nanowires, which have previously 
been reported when annealing in vacuum[840]–[843], however, in situ photoemission 
measurements indicate that the resulting Te 3d species occurs at lower binding 
energy[842], [843], rather than the higher binding energy observed here. An STM study by 
Zhu et al.  has also shown that under Te-poor conditions, pits are also frequently 
formed[841]. The same work has also shown that Te atoms have a high mobility even 
under low-temperatures, thus the heating effect of the sputtering process, may in fact be 
sufficient to allow the Te to out-diffuse and segregate in these pits. If this were the case, 
then it would also explain why the stoichiometry varies very little during the sputtering 
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process, as can be seen in Table 5.5. The sample investigated by Zhu et al. was heavily n-
type, with the Fermi level being found approximately 0.3 eV below the CBM. The main 
defect detected was Te adatoms, hence the increasing concentration of elemental Te 
would also explain why the core-levels in MoTe2 move in the opposite direction to MoS2 
and MoTe2. Hence, for these reasons the extra peak in the Te 3d spectrum is assigned to 
isolated pockets of elemental Te. Elemental Te has, likewise, been reported at binding 
energies comparable to those observed in this work[376], [844], further strengthening the 
identification of the peak. 
 
Figure 5.18 – PES spectra of the MoTe2 under Ar+ ion irradiation. (a), (c) (e) and (g) show the Mo 3d core-levels 
after 2, 4, 6 and 10 mins exposure respectively, whilst (b), (d), (f) and (h) show the Te 3d core-levels after the 
same durations. 
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5.4 SUMMARY AND CONCLUSIONS 
In this chapter, the effects of defects upon the molybdenum dichalcogenides were 
considered. Chalcogenide vacancies were deliberately introduced by Ar+ ion etching 
monocrystalline samples, and the effects upon the electronic and chemical structure of the 
material were probed by photoelectron spectroscopy. 
For MoS2 it was found that the multilayers saturated at a considerably higher sulphur 
content than that previously reported for polycrystalline and bulk single-crystal samples. 
This is likely due to the reduced dimensionality of the multilayer system, which prevents 
sulphur from being implanted into the vacancy positions between the van der Waals layers. 
The band gap of the MoS2 multilayer sample is consistent with between 2-4 layers and the 
crystal was determined to be p-type by the position of the valence with respect to the 
Fermi level. After Ar+ ion etching, the binding energies of the core-levels shift to lower 
binding energy, consistent with increased p-type doping of the material. 
In the case of a bulk MoSe2 single crystal, the binding energies of the core-levels are found 
to move towards lower binding energy, suggesting that the material is becoming more p-
type in nature after irradiation. The final Se/Mo ratio obtained is consistent with that found 
by Bernede[833] for a MoSe2 single crystal. The Se/Mo ratio is smaller than the equivalent 
ratio found for the MoS2 sample, which is likely due to the bulk nature of this sample, 
where Se atoms can be implanted deeper into the crystal, occupying vacancies between 
the van der Waals sheets. In contrast, the MoS2 sample is two-dimensional in nature, as 
such there are far fewer vacancy sites for the S to occupy, resulting in an increased S/Mo 
ratio. 
Intriguingly, for a MoTe2 the composition was found to vary little after Ar+ ion irradiation, 
instead Te and Mo were found to partially segregate out from the lattice, possibly into 
pinholes or pits. In contrast to the results obtained for the MoS2 and MoSe2 samples, the 
core-levels moved to higher rather than lower binding energies after irradiation, suggesting 
that the samples were becoming more n-type in nature. This is due to the segregation of 
the Te from the lattice by comparison with Te-rich n-type materials as Te adatoms appear 
to act as electron donors.  
Thus, for growing kesterite materials on Mo substrates, the nature of the chalcogen 
vacancies found in this work suggest that the kesterite layer should be deposited in 
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chalcogen-poor conditions, to prevent the formation of chalcogen-rich MoX2 layers which 
are more n-type than vacancy-rich layers. This is made difficult by the two-stage deposition 
process usually used for kesterite deposition, as the second stage is invariably a high 
temperature anneal in a chalcogen-rich environment. Thus, the MoX2 layer is typically n-
type, and hence produces a diode opposed to the man diode of the photovoltaic cell. 
However, STM studies of the defects in MoS2 show that contrary to the results here and in 
Santoni et al.[546], highly-defective, sulphur-poor surfaces are n-type in nature[765]. In 
contrast, Addou et al. find that defective surfaces in natural MoS2 are typically p-type, 
whilst pristine samples are more typically n-type[764]. Electron paramagnetic response has 
also been used to show that sulphur vacancies are acceptors in MoS2[845]. Theoretical 
works also find contradictory results as to the nature of sulphur vacancies in MoS2, with 
different theorists finding the vacancies to be acceptors[846], [847] and donors[848]–[850]. 
Thus, further theoretical and experimental work is required to truly understand the nature 
of vacancies in the TMDs. 
Similarly, for the growth of substrate-configuration CdTe photovoltaic cells using Mo as the 
substrate, the CdTe should be deposited in Te-poor conditions to limit the presence of Te 
adatoms on the MoTe2 layer. In practice, this is usually less of an issue for CdTe than it is for 
kesterites as CdTe deposition does not usually require a second, annealing stage in a Te-
rich atmosphere unlike kesterites. 
In the next chapter, we will investigate the properties of an alternative window layer: 
Ga2O3, by photoemission.   
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6 GA2O3, AN ALTERNATIVE TCO? 
This chapter is based upon unpublished work, which is the basis of several papers which 
are currently in preparation or submission. These papers are as follows: 
• Swallow, J. E. N.; Varley, J. B.; Jones, L. A. H.; Gibbon, J. T.; Piper, L. F. J.; Dhanak, V. 
R.; Veal, T. D. “Transition from electron accumulation to depletion at β-Ga2O3 
surfaces”, Submitted to APL Materials 
• Roberts, J.W.; Massabuau, F. C-P.; Chalker, P. R.; Oliver, R. A., Gibbon, J. T.; Dhanak, 
V. R.; Major, J.; Phillips, L. J. “Effect of Growth Temperature and Plasma Growth 
Parameters on Plasma Enhanced Atomic Layer Deposited α-Ga2O3 Grown on 
Sapphire”, manuscript in preparation 
 
 
The transparent conducting oxides (TCOs) are an unusual class of material, in that they 
combine several properties that are usually mutually exclusive. Namely that they are 
transparent (𝐸𝑔 ≥ 3eV) and conducting. This combination of properties has led to the 
widespread adoption of TCOs for any application where a transparent conductor is 
required. Examples of applications include, touch screens, window layers in photovoltaics, 
smart or self-cleaning windows and optoelectronics. 
The TCOs are usually post-transition metal oxides (In, Sn, Zn, Cd, Ga), and are generally n-
type. Work on developing p-type TCOs are ongoing, however this is limited as the materials 
are natively n-type, thus dopant need to first compensate for the native doping. Another 
unusual property of the TCOs is that they often exhibit charge accumulation at the surface, 
in contrast to most materials, which exhibit charge depletion. This property has allowed for 
the development of highly-sensitive gas sensors based on In2O3, ZnO, SnO2 and Ga2O3. 
The industry standard TCO is tin-doped indium (pent)oxide (Sn:In2O3, ITO). Due to the 
scarcity of indium, as outlined in Table 1.1, and the resulting cost of the material, and the 
demands for indium for III-V semiconductor devices, industry is interested in developing 
alternative TCOs which use more abundant elements. The second most common 
commercial TCO is fluorine-doped tin (di)oxide (F:SnO2, FTO), however the conductivity of 
this material is limited by self-compensating doping[462]. In any rate, the relative 
abundance of tin is only a factor of 10 greater than that of indium, as shown in Table 1.3. 
Some researchers have proposed indium-doped cadmium oxide (In:CdO, ICO) as this would 
use comparatively little indium, however cadmium is about half as abundant as indium in 
the crust of the Earth, which would rather defeat the point. Other work has proposed 
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doped ZnO as an alternative. At first look, this would be quite reasonable as zinc is 
approximately 300 times more abundant than indium, however reliably making Ohmic 
contacts with ZnO is surprisingly difficult to achieve[851]–[856]. In any rate, industry is not 
interested in ZnO due to the unusual chemical properties of zinc (private communications 
with Paul Warren, Principal Technologist, NSG). 
Gallium pentoxide (Ga2O3) is an alternative material that could be used. Gallium is 
chemically similar to indium, meaning that industrial CVD processes should not require 
much change to switch over. It is also considerably more abundant than indium 
(approximately 80 times more so), although there is also heavy demand for gallium for III-V 
semiconductor applications as with indium. 
Ga2O3 also has the largest band gap of any of the TCOs, which is frequently quoted as being 
in the range of 4.5 to 5 eV, and has excellent chemical and thermal stability. These 
properties have led to interest in the material for many applications, including 
optoelectronics, solar-blind UV detectors, high-power electronics, high-temperature gas 
sensing for industry, photovoltaics, photocatalytic water splitting and as a UV-TCO.  
A number of polymorphs of Ga2O3 are known, the most stable of which is the β-Ga2O3 
phase, which has a monoclinic crystal structure, with space group C2/m. The unit cell of this 
structure is shown iand contains 30 atoms, with two inequivalent Ga sites and 3 
inequivalent oxygen sites[857]–[859]. 
 
Figure 6.1 – The unit cell of β-Ga2O3. The plane in pink marks the (100) lattice plane whilst blue denotes the 
(2̅01) plane. Ga atoms are represented by green spheres, whilst oxygen atoms are represented by red spheres. 
Another polymorph of Ga2O3 is the α-Ga2O3 phase, which has the corundum crystal 
structure (space group R3̅C)[857], [859], [860]. Further Ga2O3 polymorphs are also known: 
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namely the γ-Ga2O3 phase, which has a  defect-spinel structure; the δ-Ga2O3 phase, which 
has the bixbyite structure although there is evidence from neutron-diffraction experiments 
that data suggesting this structure has been misinterpreted[861]; and the ε-Ga2O3 phase, 
which was originally thought to be orthorhombic[859], [862], but in fact appears to be a 
hexagonal structure[861]. An orthorhombic analogue to the κ-Al2O3 is also present as the κ-
Ga2O3[861]. 
This chapter will initially critique the literature of photoemission on β-Ga2O3 single crystals 
and the nature of the surface band bending on these crystals, before describing the 
photoemission experiments performed on a Sn-doped β-Ga2O3 single crystal, with a (2̅01) 
surface. The valence band measured by both monochromatic and synchrotron 
photoemission will then be compared with the densities of states predicted by DFT and the 
differences between them discussed. Natural band alignments of numerous TCO candidate 
materials will be given and compared. 
The second part of this chapter will then discuss the photoemission of epitaxial Ga2O3 films 
grown on sapphire substrates by atomic layer deposition (ALD). 
6.1 PHOTOEMISSION OF A Β-GA2O3 SINGLE CRYSTAL AND THE SURFACE CARRIER 
DENSITY 
In contrast to In2O3, β-Ga2O3 has previously been reported as exhibiting depletion of charge 
carriers at the vacuum interface in several previous reports[863]–[866]. 
To understand the fundamental surface properties of β-Ga2O3, a Sn-doped single crystal 
was acquired from the Tamura Corporation (Tokyo, Japan). This single crystal has surface 
termination (2̅01) and was grown by the floating zone technique. Confirmation of the 
single crystal nature of the sample was made by XRD. The resulting diffractogram is shown 
in Figure 6.2, which shows only the (2̅01) lattice plane and the reflections of this plane. 
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Figure 6.2 - The diffractogram from a commercial (?̅?𝟎𝟏) β-Ga2O3 single crystal. 
Hall effect measurements in the van der Pauw mode[461] found the electron density to be 
𝑛 = (3.51 ± 0.02 × 1018)cm-3. The corresponding Fermi-level is found to be at 5.52meV 
above the CBM, within the limits of the α-approximation. This value is comparable to that 
found by Peelaers et al. although, they find the Fermi-level to be slightly below the 
CBM[867]. The dispersion around the CBM can then be approximated by the α-
approximation, giving the dispersion relation in equation (6.1).  
Where 𝛼 =
1
𝐸𝑔
, the band gap is taken to be 𝐸𝑔 = 4.75 eV[868], the effective mass is 𝑚Γ
∗ =
0.28𝑚𝑒 [867], [869], and the static and high-frequency dielectric constants to be 𝜖𝑠𝑡 =
9.93[870] and 𝜖∞ = 3.57[870] respectively. Peelaers et al. found that the electron effective 
mass is constant for carrier densities up to 1.1 × 1019cm-3, and that anisotropic effects on 
the effective mass only contribute at carrier densities above this[867]. 
Prior to PES measurements, the sample was annealed at 700oC for 20 minutes to remove 
surface contamination. Figure 6.3 shows the C 1s spectrum prior to, and after annealing. 
After annealing, the intensity of the C 1s peak is clearly reduced. The remaining carbon is 
likely due to impurities within the sample, rather than adventitious carbon. As such it is not 
appropriate to use this level for charge calibration. Instead, as the sample is conducting it is 
reasonable to assume that no charging occurs. The O 1s peak is observed to occur at 
531.85 ± 0.05eV, which is comparable to that obtained by Michling and Schmeißer[871]. 
      
𝐸(1 + 𝛼𝐸) =
ℏ2𝑘2
2𝑚𝛤
∗  
             
(6.1) 
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Figure 6.3 - Shown is the C 1s spectrum prior to and after annealing at 700oC for 20 minutes. 
 
Figure 6.4 - XPS-VB after annealing of the Ga2O3 single crystal with the corresponding linear extrapolation to 
obtain the VBM-FL separation. 
Figure 6.4 shows the XPS-VB from the Ga2O3 single crystal after it had been annealed. By 
way of linear extrapolation to the background, the VBM-FL is found to be  𝜉 = 4.37 ±
0.05eV. This is comparable to that found by Navarro-Quezada on a β-Ga2O3 (100) single 
crystal, with a comparable carrier density after annealing at 800oC[864]. 
Prior to comparison with the XPS-VB, the DFT PDoS need to be corrected for the 
photoionisation cross-sections. A comparison of the PDoS before and after this correction 
are shown in Figure 6.5. Surprisingly, the overall shape of the valence band does not 
change after cross-section correction, but the states that contribute the most DoS do. 
Before correction, the VB is dominated by O 2s and O 2p states, however after the 
correction, Ga 3d states are dominant. 
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Figure 6.5 - PDoS predicted by DFT (a) before cross-section correction and (b) after cross-section correction 
To compare the DFT-predicted TDoS shown in Figure 6.5(b), the Fermi-Dirac function was 
convoluted with a Gaussian of variable FWHM as described in section 2.6. The TDoS was 
then convoluted by the same Gaussian function to obtain a broadened TDoS, however 
lifetime effects still need to be considered. Hence, the broadened TDoS were then 
convoluted with a Lorentzian of variable FWHM. Figure 6.6 shows the XPS-VB and 
compares it with the convoluted TDoS for several Lorentzian FWHM values, by comparison 
with the leading edge of the VB, the FWHM is found to be 0.75 eV. 
  
Figure 6.6 - A figure showing the XPS-VB and comparisons with broadened Gaussian-Lorentzian convoluted TDoS 
predicted by DFT. The FWHM of the Lorentzian was allowed to vary to obtain a best fit. 
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Figure 6.7 - Comparisons between the XPS-VB, the cross-section corrected TDoS and the broadened corrected 
TDoS. 
Figure 6.7 shows a comparison between the XPS-VB, the cross-section corrected TDoS and 
the Gaussian-Lorentzian broadened TDoS. The low binding energy side of the VB fits 
reasonably well up to the feature labelled OIII, however, the intensity of the features 
labelled OII and OIII are in poor agreement, although the binding energy positions are in 
good agreement. This is in contradiction to the VB presented by Li et al.[866]. However, Li 
et al. arbitrarily choose to use the Ge 4p cross-section as the Ga 4p cross-section is not 
tabulated for the photon energy used, and include 7 times the DoS of the Ga 4p to fit the 
experimental data. That they then claim the fact that their arbitrary choice of cross-section 
and DoS fits the experimental data, justifies this particular choice is neither here nor there, 
as if one chooses to multiply the density of states by some number, and then use the 
wrong cross-section, to fit the experimental data, then obviously the data will fit. The logic 
is obviously circular.  
In fact the Ga 4p cross-section is tabulated by Scofield[472] for the Al Kα source used for 
this measurement, and from Figure 6.7 it is clear that the DFT model fails to match the 
experimental data. Hence, the approach in Li et al. is clearly not justified as the DFT model 
is fundamentally incorrect, and hence should not reproduce the HAXPES-VB correctly, 
particularly as the cross-sections are, in fact tabulated for the 8000 eV photons used, in 
Scofield’s 1973 report for the US Atomic Energy Commission[872].  
Li et al. also present the cross-section corrected DoS for a  XPS experiment, and compare 
the results with the XPS spectrum presented by Michling and Schmeißer[871]. However, 
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they again use the cross-section for Ge 4p in place of the Ga 4p, which again is 
questionable. 
Figure 4 of Navarro-Quezada et al.[865] shows similar discrepancies between the DFT TDoS 
and the XPS-VB, to that seen in Figure 6.7, although they falsely claim that there is ‘good 
agreement between theory and experiment.’ 
It should also be noted that in Figure 6.6, the DFT TDoS has to be translated by 5eV in order 
to align with the VBM, in contrast to the value of 𝜉 = 4.37 ± 0.05eV obtained by the linear 
extrapolation method shown in Figure 6.4. This suggests that the linear extrapolation 
method is underestimating the VBM-FL separation by a considerable amount. In2O3 also 
shows this, due to the sharp onset of the VBM[699], [723], [873], [874]. Klein[873], 
Gassenbauer[723] and King[874] use the linear extrapolation method and underestimate 
the VBM-FL position, resulting in them suggesting surface depletion. However, by 
comparison with DFT, King later shows in Figure 3 of Ref [699] that the linear extrapolation 
method is incorrect as the experimental broadening on the VBM is considerably larger than 
the dispersion of the VBM. Hence, the experimental VBM is dominated by the experimental 
broadening and not the band edge.  
From Figure 6.7, we can see that the experimental onset of the VBM is considerably 
broader than the DFT TDoS before experimental broadening, suggesting that the linear 
extrapolation will similarly underestimate the VBM-FL separation in this case.  
Since the band gap of β-Ga2O3 is only 4.75eV, a VBM-FL separation of 𝜉 = 5.00 ± 0.05eV 
would suggest that the surface exhibits downwards band bending, resulting in the Fermi-
level being considerably above the CBM at the surface. Similar VBM-FL separations are 
observed in high-resolution(HR) angle-resolved photoemission spectra (ARPES)[875]–[877], 
such as those shown in Figure 6.8, where the VBM-FL separation is found to be 𝜉 = 4.90 ±
0.02 eV. Since the energy resolution of HR-ARPES is considerably smaller than that of XPS 
(of the order of 10 meV or less[876], [878]–[880] in comparison to approximately 400 meV 
determined for XPS here), the experimental broadening will also necessarily be smaller, 
thus the value obtained for the VBM-FL is more likely to be correct than that obtained by 
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linear extrapolation of the valence band edge from XPS. Likewise, lower resolution ARPES 
such as that in Lovejoy et al. obtains a reduced VBM-FL separation. 
 
Figure 6.8 – Angle-resolve photoemission spectra of Ga2O3 single crystals along different symmetry directions. 
Figure is reproduced from ref. [876] under a Creative Commons Attribution-NonCommercial-ShareAlike 3.0 
Unported (CC BY-NC-SA version 3.0) licence. 
Figure 5 of Ref. [864] and Figure 2a of Ref. [865] both display a valence band similar to that 
observed in Figure 6.7, with three features labelled OI, OII and OIII which has been copied in 
Figure 6.7, and claim that these features are due to the inequivalent oxygen sites within the 
monoclinic crystal structure, citing Michling and Schmeißer[871].  
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Figure 6.9 - The PDoS for the inequivalent oxygen sites in the β-Ga2O3 lattice. Energies are given with respect to 
the valence band maximum. 
However, when compared with the DFT PDoS for each inequivalent oxygen site presented 
in Figure 6.9, it is clear that this is not justified, as each oxygen site clearly contribute PDoS 
throughout the valence band. Figure 6.9 clearly shows that whilst the inequivalent sites do 
contribute a different PDoS at each energy, these differences are not pronounced enough 
to justify the labelling in Refs. [864], [865].  
By solving the Poisson equation given in equation (6.2), the nature of the surface charge at 
the vacuum interface can be determined. 
 𝑑2𝑉
𝑑𝑧2
=
𝑒
𝜀𝑠𝑡𝜀0
[𝑁𝐷
+ − 𝑁𝐴
− − 𝑛(𝑧) + 𝑝(𝑧)] 
(6.2) 
 
Here, 𝜀𝑠𝑡 is the static dielectric constant for Ga2O3, 𝑁𝐷
+ and 𝑁𝐴
− Thus, by using the value for 
the VBM-FL separation, obtained from XPS, to determine the band bending at the vacuum 
interface, and the van der Pauw measurements to determine the bulk Fermi level from the 
carrier density, initial conditions can be found for the Poisson equation, which are given in 
equations (6.3) and (6.4), which can then be solved numerically.  
 𝑑𝑉
𝑑𝑧
|
𝑧=0
=
𝑒
𝜀𝑠𝑡𝜀0
𝑁𝑆𝑆 
(6.3) 
 
 lim
𝑧→∞
𝑉(𝑧) = 0 (6.4) 
Where 𝑁𝑆𝑆 is the surface state density. The resulting band bending and carrier density 
profiles are shown in Figure 6.10. These profiles were calculated within the modified 
Thomas-Fermi approximation, using a non-parabolic conduction band. Close to the surface, 
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there is a large maximum in carrier density, corresponding to surface accumulation of 
charge, contrary to previous reports[863]–[866].   
 
Figure 6.10 – Band bending and carrier density profiles of the Ga2O3 single crystal, calculated within the 
modified Thomas-Fermi approximation, with a non-parabolic conduction band. The energies are referenced to 
the Fermi level, which is found to occur at 5.52 𝑚𝑒𝑉 above the bulk CBM. 
This result is further supported by experiments involving exposure of the Ga2O3 single 
crystal to O2 in situ. The sample was dosed with O2 gas of 99.998% purity by volume at a 
partial pressure of 1 × 10−7 mbar for 5 mins. Once the pressure had recovered to the base 
pressure, XPS measurements were repeated. The valence band shown in Figure 6.11 was 
found to have moved to lower binding energy by 0.15 ± 0.05 eV, indicating a change in the 
position of the Fermi-level, resulting in a sample that is, in effect, less n-type in nature. This 
corresponds to oxygen physadsorbing to the Ga2O3 substrate and accepting an electron to 
for the commonly observed O2-  ion. Thus, the carrier density at the surface would be 
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reduced, suggesting a mechanism for the gas-sensing properties of Ga2O3. A similar 
mechanism is proposed for ZnO gas-sensing[881], [882], where surface accumulation is also 
observed under some circumstances[624], [883], [884]. 
 
Figure 6.11 – VB-XPS spectrum of the Ga2O3 valence band after 5 minutes exposure to 5x10-7 mbar of O2. 
Figure 6.12 shows the VB of the β-Ga2O3 single crystal as measured by HAXPES, with a 
nominal photon energy of (ℎ𝜈 = 6450eV) at the I09 beamline at the Diamond Light 
Source. The inset shows the same data magnified by a factor of x20 (blue) and x200 (red). 
The overall structure observed is similar to that seen by Li et al.[866], who measured the 
HAXPES-VB at a nominal photon energy of (ℎ𝜈 = 8000eV). 
 
Figure 6.12 - The HAXPES-VB of the β-Ga2O3 single crystal. Inset is a magnified version of the region close to the 
Fermi-level. Intensity is still present up to the Fermi level. Also shown are the total-cross section corrected DoS 
and the experimentally broadened DoS. 
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At the low binding energy side of the VB, a tail is seen which does not go to zero until 
beyond the Fermi-level. A similar tail is also seen by Michling and Schmeißer[871], who 
attribute it to sub-gap states. Another similar feature is observed by King et al.[699], [885] 
and Zhang et al.[886] in In2O3, which exhibits electron accumulation at its surface. King also 
observes a small feature close to the Fermi-level which is assigned to photoemission from 
the conduction band. A similar, weaker feature centred on approximately -1 eV, is also 
observed in the inset figure at x200 magnification. This may support the hypothesis that 
this single crystal exhibits accumulation rather than depletion at the vacuum interface. 
However, the intensity of the feature is comparable to the signal-to-noise ratio, even after 
many scans with a high-intensity source, so an origin cannot be conclusively assigned. 
Equally, the results from the Poisson simulations suggest a surface carrier density that is 
considerably smaller than reported for In2O3, and as such, the conduction band emission in 
this crystal would also be expected to be considerably smaller. Similar results are obtained 
by Janowitz et al.[876] who do not see conduction band emission in HR-ARPES after long 
measurement times, even though their Fermi-level sits above the CBM, which they suggest 
is due to the low dopant density used.  
The Ga 4p photoionisation cross-sections are, in fact, tabulated up to photon energies of 
1500 keV by Scofield in his report for the US Atomic Energy Commission[872], which is 
comparable to the kinetic energies of the photoelectrons here. Thus, the PDoS presented in 
Figure 6.5(a) can be similarly corrected for the photoionisation cross-sections to obtain a 
theoretical band structure to compare with the experimental structure in Figure 6.12. The 
resulting theoretical band structure is presented in Figure 6.13. 
 
Figure 6.13 – Simulated valence band structures after correction for the photoionisation cross-sections at 6000 
eV[872]. 
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It is clear that the theoretical band structure fails, once again to match the intensity at the 
back of the valence band. Interestingly in both Figure 6.5(b) and Figure 6.13 the back of the 
valence band is dominated by Ga s-like states, which only contribute a small intensity 
throughout the rest of the valence-band. As it is this set of states which appears to 
contribute heavily to the back of the valence band, it appears to be that states of a nature 
similar to the Ga 4s are, for some reason, undercounted in the DFT calculations. 
It should be noted that the VBM from the HAXPES data does not occur at the same binding 
energy position as the monochromatic XPS. This can be explained by considering the depth 
sensitivity of the two techniques. The IMFP of an electron with a kinetic energy of 1500eV, 
comparable to that of an electron from the VBM in monochromatic XPS, is approximately 2 
nm, whereas for an electron at 6000eV the IMFP is approximately 4nm, assuming the 
universal curve for the IMFP holds[886]. I.e. the HAXPES measurements are considerably 
more sensitive to the bulk like properties of the material, and hence is less sensitive to the 
band bending. 
Similarly, the VB presented by Michling and Schmeißer[871] uses a photon energy ℎ𝜈 =
150eV, which would have an IMFP of the order of 7Å, rendering it more sensitive to the 
surface band bending, thus explaining why the value from their linear extrapolation is 
considerably larger than obtained here. The values of the IMFP calculated for these kinetic 
energies from equation (2.1) are given in Table 6.1. 
Electron Kinetic Energy (eV) Inelastic Mean Free Path (Å) 
150 7 
1500 21 
6000 41 
Table 6.1 - A table of the inelastic mean free paths for a range of electron kinetic energies 
Thus, by comparison of the calculated IMFPs in Table 6.1 with the band bending 
simulations presented in Figure 6.10, we can see that the HAXPES is much less sensitive to 
the region where the band bending is occurring than the soft XPS is. This is also reflected in 
the energy by which the DFT weighted-DOS has to be moved to align with the features in 
the experimental band. The soft XPS weighted-DoS is moved by 5 eV, showing its sensitivity 
to the band bending, whereas the HAXPES weighted-DoS is translated by only 4.75 eV, 
which is entirely consistent with no band bending being detected and the Fermi-level being 
5 meV above the CBM as suggested by the simulations above. 
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The next obvious question to ask is why do the TCOs exhibit accumulation at the surface 
when most n-type semiconductors exhibit depletion? The answer lies in the size and 
electronegativity mismatch in these materials and the resulting band structure. In the case 
of the TCOs the conduction band minimum is low-lying, close to the Γ-point (usually 
corresponding to a large electron affinity), thus the charge neutrality level (i.e. the mid-gap 
energy averaged across the full Brillouin zone), can occur within the conduction band of the 
material. The charge neutrality level is equivalent to the energy level at which native 
defects, surface states and hydrogen change from donors to acceptors, such that if the 
Fermi level is greater than the charge neutrality level, then these defects will act as 
acceptors; if it is below this level, the defects will be donors. The nature of defects and the 
lack of experimental sensitivity to hydrogen render probing of them difficult, however by 
using the light-isotope analogue of hydrogen, muonium, the nature of the hydrogen 
defects can be ascertained. In fact, results from muon spectroscopy techniques suggest 
muonium, and hence hydrogen is a shallow donor in Ga2O3[887], which would support the 
finding of surface accumulation.  
 
Figure 6.14 – The secondary electron cut-off of the Ga2O3 single crystal. 
Using Figure 6.4 and Figure 6.14, the ionisation potential can be found, which is evaluated 
to be 𝑉𝐼𝑃 = 9.04 ± 0.05 eV, which, when combined with a band gap of 4.75 eV, results in 
an electron affinity of 𝜒 = 4.34 ± 0.05 eV, considerably below that of most 
semiconductors. Figure 3.18, Figure 6.15 and Figure 6.16 show equivalent spectra for ZnO, 
In2O3 and SnO2 single crystals respectively. 
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Figure 6.15 – PES Spectra of an In2O3 single crystal. (a) shows the secondary electron cut off, whilst (b) shows the 
VB-XPS. Also shown in (b) the total weighted DoS and the broadened DoS for In2O3 
Figure 6.15(a) shows the secondary electron cut off for a bixbyite In2O3 single crystal, which 
is found to be 1482.29 ± 0.05 eV. Figure 6.15(b) shows the valence band spectrum as 
measured by XPS. As mentioned above, the linear extrapolation method to determine the 
VBM-FL separation also fails for In2O3, thus to determine this, PDoS from ref. [699] are 
cross-section corrected and broadened to compare with the XPS valence band. Thus, the 
VBM-FL separation is found to be 𝜉 = 3.50 ± 0.05 eV, resulting in an ionisation potential, 
𝑉𝐼𝑃 = 7.81 ± 0.05 eV and an electron affinity of 𝜒 = 4.88 ± 0.05 eV, assuming a band gap 
of 𝐸𝑔 = 2.93 eV[699]. The ionisation potential and electron affinities obtained earlier for a 
ZnO single crystal were found to be 𝑉𝐼𝑃 = 7.50 ± 0.05 eV and 𝜒 = 4.13 ± 0.05 eV 
respectively.  
Figure 6.16(a) shows the secondary electron cut-off of a SnO2 single crystal, which is 
determined to be 1481.99 ± 0.05 eV. Figure 6.16(b) shows the valence band and 
conduction bands as observe by XPS and IPES respectively. By linear extrapolation of the 
band edges to the baseline, the band gap of the SnO2 single crystal is found to be 𝐸𝑔 =
3.52 ± 0.14 eV, consistent with the 3.6 eV band gap previously reported in literature[462], 
[713], [716]. 
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Figure 6.16 – PES Spectra of a SnO2 single crystal. (a) shows the secondary electron cut-off and (b) shows the VB-
XPS and IPES results, allowing for the determination of the band gap. 
Thus, the ionisation potential and electron affinity of the SnO2 single crystal are determined 
to be 𝑉𝐼𝑃 = 7.87 ± 0.05 eV and 𝜒 = 4.35 ± 0.05 eV respectively. The ionisation potentials 
and electron affinities found in this work for the TCOs are summarised in Table 6.2. 
 𝑉𝐼𝑃 (eV) 𝐸𝑔 (eV) 𝜒 (eV) 
Ga2O3 9.04 4.75 4.34 
In2O3 7.81 2.93 4.88 
SnO2 7.87 3.52 4.35 
ZnO 7.50 3.37 4.13 
Table 6.2 – A table summarising the ionisation potentials, band gaps and electron affinities of the TCOs 
considered in this work. 
From Table 6.2, we can see that the valence bands of the TCOs occur at particularly large 
values, partially explaining the difficulty of doping a TCO to be a p-type semiconductor. The 
electron affinities are, likewise, large values compared to standard semiconductors. For 
In2O3, the electron affinity is especially deep, due to the relatively small band gap of In2O3. 
Thus, the charge neutrality level in almost all cases, will sit inside the conduction band. 
Hence, for reasonable doping concentrations, the Fermi-level will be below the CNL and the 
surface states will act as donors, as observed with muonium[888], thus resulting in surface 
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accumulation to result in a net, neutral charge. Similarly, accumulation is reported for 
SnO2[889]. In contrast, accumulation and depletion layers have been reported for ZnO, 
depending on surface preparation, which can be understood as the CBM occurs at an 
energy closer to the vacuum level, thus for some carrier densities, the Fermi level will be 
above the CNL in some cases, rendering the surface states acceptors, resulting in depletion. 
Ga2O3 has a similar electron affinity to that of SnO2, and as such would be expected to 
behave in a similar way. 
In the next section, we will consider the different phases of Ga2O3 and how they can be 
distinguished by photoemission. 
6.2 EPITAXIAL GA2O3 ON SAPPHIRE 
Atomic layer deposition (ALD) is a material growth method similar to chemical vapour 
deposition (CVD), in that the precursor chemicals are allowed into a vacuum chamber in 
pulses. Typically, ALD results in amorphous or polycrystalline films being deposited due to 
the low substrate temperatures used, however by careful choice of a suitable substrate, 
the growth of epitaxial films can be achieved. This is commonly known as atomic layer 
epitaxy. 
Deposition of Ga2O3 films was carried out using an Oxford Instruments OpAL plasma 
enhanced atomic layer deposition reactor with the baffle plate removed from above the 
chamber, thus giving a direct line-of-sight from the remote plasma to the substrates. The 
depositions utilised an inductively coupled plasma system located approximately 60cm 
above the deposition chamber. Aduct-grade Triethylgallium (TEGa) from Epichem was used 
as the gallium source and dry, research grade O2 from BOC was used as the oxygen source. 
Argon from BOC was used for chamber purges and as the precursor carrier gas. Research-
grade materials were used for all process gases. The TEGa source was kept at 30°C with line 
temperatures into the reactor chamber held at 80°C and 90°C. For the lowest temperature 
deposition (120°C substrate) the chamber walls were held at 125°C, while the chamber 
walls were set at 150°C for all other growths. For each growth run, multiple c-plane 
sapphire samples with a miscut of 0.25±0.10° towards (112̅0) were positioned centrally in 
the reaction chamber alongside Si(100) pieces. 500 PEALD cycles were used for the growth 
of each film. Initial ALD growth parameters were taken from Shih et al.[890], in which 
saturated growth and linear growth per cycle was found using  0.1 s TEGa dose time and 5 s 
O2 plasma exposure. 
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Each PEALD cycle for the varying temperature series consisted of: 0.1s TEGa dose with 
100sccm Ar carrier gas / 5 s, 100 sccm Ar purge / 3 s, 20 sccm O2 + 5 sccm Ar flow 
stabilisation / 5 s, 300 W, 20 sccm O2 + 5 sccm Ar plasma / 5 s, 100sccm Ar purge. The 
substrates temperatures used were 120°C, 150°C and then increasing 50°C increments up 
to 450°C.  
The PEALD cycles for the series with varying O2 flow consisted of: 0.1s TEGa dose with 100 
sccm Ar carrier gas / 5 s, 100 sccm Ar purge / 3 s, O2 + 5 sccm Ar flow stabilisation / 5 s, 300 
W, O2 + 5 sccm Ar plasma / 5 s, 100 sccm Ar purge. The O2 flows used during the flow 
stabilisation and plasma steps were 10 sccm, 20 sccm, 40 sccm, 60 sccm and 100 sccm, 
whilst the substrate temperature was kept constant at 250°C. 
In the final, variable plasma power series, each PEALD cycle used: 0.1s TEGa dose with 100 
sccm Ar carrier gas / 5 s, 100 sccm Ar purge / 3 s, 20 sccm O2 + 5 sccm Ar flow stabilisation / 
5 s, 20 sccm O2 + 5 sccm Ar plasma / 5 s, 100 sccm Ar purge. Substrate temperatures were 
similarly kept at 250°C while the plasma powers used in each cycle were chose to be 25 W, 
50 W, 100 W, 200 W and 300 W respectively. 
The base pressure in the chamber (with no process gases flowing) was found to be 
approximately 10 mTorr. During the deposition processes the chamber pressure varied 
between 80 mTorr (during the plasma steps) and 160 mTorr (during the TEGa dose). 
 
Figure 6.17 - Ga2O3 film thicknesses and refractive indices (at 632nm) against substrate temperature during 
growth 
Figure 6.17 shows the results from fitting of spectroscopic ellipsometry data for Ga2O3 films 
grown on the sapphire and Si substrates against increasing substrate temperatures. The 
ellipsometry data is fitted with a Ga2O3 based Cauchy model, based on that found in ref. 
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[412]. For the films deposited on sapphire, average values from the three samples used in 
each run are shown. Standard deviations for the thickness and refractive index values were 
calculated to be 18 Å and 0.01, respectively. At 120°C, films grown on both the sapphire 
and Si substrates showed similar thicknesses and refractive indices at 30 nm and 1.89 
respectively. With increasing substrate temperature, the films grown on Si showed a near 
linear decrease in thickness to a minimum of 25 nm at 400°C, while the refractive index of 
the films remained fairly constant. Growth rates determined from ellipsometry were found 
to range from 0.61 Å/cycle at 120°C to 0.49 Å/cycle at 400°C. The thickness for the films 
grown on Si at 450°C showed a marked increase compared to the thickness at 400°C which 
may indicate the decomposition of TEGa molecules in the reactor chamber. All films grown 
on Si were found to be amorphous, in agreement with previous ALD studies by other 
groups[891], [892]. Films grown on sapphire substrates showed a different response to 
increasing substrate temperature. At temperatures of 150°C and below the film thicknesses 
were similar to those seen on the Si substrates. The x-ray diffractograms shown in Figure 
6.18 demonstrated that that these films were amorphous, with no observable lattice plane 
peaks between 2θ values of 37° to 44°. 
 
Figure 6.18 - XRD of Ga2O3 films grown on sapphire with varying substrate temperatures. INSET – strain 
relaxation calculated from the α-Ga2O3 (0006) peak 
At 200°C a spike in the growth rate was observed, corresponding with the appearance of a 
strained α-Ga2O3 (0006) peak. Between 200°C and 300°C the growth rate dropped back to 
around 0.62Å/cycle and the α-Ga2O3 (0006) peak approached a more strain-relaxed value, 
as shown in the inset of Figure 6.18. At 350°C and above, XRD showed the appearance of 
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two peaks at lower 2θ values, corresponding to κ-Ga2O3 (0004) and κ-Ga2O3 (21̅11) or β-
Ga2O3 (311̅). There is also a decrease in the relative strength of the α-Ga2O3 peak and an 
increase in its associated strain. The thickness of the films increased significantly, reaching 
a maximum growth rate of 0.84Å/cycle at 450°C. The XRD peaks seen in Figure 6.18 are 
well-correlate with the refractive indices calculated from the ellipsometry data. The low 
temperature films (120°C to 200°C) show values around 1.9, corresponding to the 
amorphous phase[413], [890]–[892], medium temperature films (250°C to 350°C) show 
values approaching 2.0 which can be attributed to the higher refractive index of α-
Ga2O3[893]–[895], whilst the higher temperature films (400°C and 450°C) show 
intermediate refractive index values of around 1.95, in agreement with values found by 
other groups for β-Ga2O3[412], [892], [893], [895]–[898]. 
 
 
Figure 6.19 - Selected AFM images showing (a) Amorphous Ga2O3 film surface grown at 120°C, (b) α-Ga2O3 film 
surface grown at 250°C, (c) mixed β- κ-Ga2O3 film surface grown at 400°C and (d) RMS roughness vs growth 
temperature. (a) – (c) images shown are 1µm x 1µm. 
Figure 6.19 shows selected AFM images of Ga2O3 films grown at 120°C, 250°C and 400°C. At 
150°C and below, the AFM results show an amorphous surface with no apparent structure 
and RMS roughness values below 0.5nm, indicating a very uniform, conformal deposition, 
consistent with an amorphous film as observed by XRD. Between 200°C and 350°C, the 
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films show a small increase in roughness (to between 0.5nm and 0.7 nm), likely due to the 
formation of crystallites, confirmed by the presence of grain-like structures of the order of 
around 10 nm. The RMS roughnesses are measured over a 0.5 µm x 0.5 µm area. In 
previous work investigating the structure of 130 nm thick Ga2O3 films, it was observed by 
scanning electron diffraction that the structure of the 70 nm of Ga2O3 material adjacent to 
the substrate was dominated by α-phase columns with a diameter of 2-23nm[899]. The 
grain-like structures observed here by AFM thus, likely correspond to the upper-most 
surface of the α-Ga2O3 columns. Above 350°C, the surface roughness increases dramatically 
by one order of magnitude up to a maximum of 3.0 nm at 450°C. The surface of the films at 
these temperatures is dominated by larger, less densely packed circular features 
approximately 30 nm across and 5 nm high for the sample grown at 400°C and 45 nm 
across and 8 nm high for the sample grown at 450°C. Given that these large features 
appear in the samples where multiple phase cohabit, as shown in Figure 6.18, and increase 
in size with temperature, it may be reasonable to assume that these correspond to grains 
in the ε- or β-phase (rather than the α-phase).  
 
Figure 6.20 – Cross sectional TEM images for Ga2O3 films grown on sapphire. Top – Amorphous Ga2O3 grown at 
150°C, Middle – α-Ga2O3 grown at 250°C, Bottom – Mixed phase Ga2O3 film grown at 400°C 
Figure 6.20 shows cross sectional TEM images of Ga2O3 films grown on mis-cut c-plane 
sapphire. The images shown display representative cross sections of the Ga2O3 films grown 
180 
 
 
 
at various temperatures (150°C, 250°C and 400°C). As can be seen, the top film grown at 
150 °C shows a uniform contrast, indicating its amorphous nature, and a smooth upper 
surface. The TEM image is in agreement with both the XRD (showing no Ga2O3 peaks) and 
the AFM data, which shows an average surface roughness of below 0.5nm. The middle 
image shows Ga2O3 grown at 250°C. Distinct columns of crystalline Ga2O3 can be seen 
running through the full thickness of the films. Comparison with Figure 6.18, indicates that 
the dominant phase is α-Ga2O3 while the lack of a distinct β- or other Ga2O3 polymorph 
peaks indicates that the secondary phase is amorphous. It can be seen that, in comparison 
with the top image, there is a slight increase in surface roughness brought about by the 
grain boundaries where neighbouring α-Ga2O3 columns touch. This is also in agreement 
with the AFM data from Figure 6.19. The bottom image shows a cross section of the Ga2O3 
film grown at 400°C. The morphology of the film is different to the first two images with 
large, widely-spaced, triangular crystallites visible, and the space between them filled with 
seemingly amorphous regions. From the XRD in Figure 6.18, these can be identified as β-
Ga2O3 crystallites. The surface roughness of the film, obtained from Figure 6.19, is an order 
of magnitude higher than that of the lower deposition temperatures and can be explained 
by a difference in growth rate between the apparently amorphous region and β-phases, 
with the β-phase growth higher than that of the amorphous material, once it has 
nucleated. For the growth temperatures shown here, the thicknesses measured by TEM (28 
nm and 29 nm) are in agreement with those calculated from the spectroscopic ellipsometry 
model (~30nm ±10%). For the higher temperature film, the ellipsometry calculated 
thickness are inconsistent with that seen by TEM, beyond the normal expected error. This 
shows a deficiency in the ellipsometric model used. This discrepancy is likely due to a 
combination of the assumption of zero surface roughness in the ellipsometry model and 
the differences in the optical properties of the two phases present in the real film, whereas 
the model assumes a uniform single-phase film.  
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Figure 6.21 - (a) UV-vis transmittance for selected Ga2O3 films grown on sapphire (INSET – Tauc plot) and (b) 
Optical bandgaps for Ga2O3 films calculated from (a), assuming indirect bandgap. 
Figure 6.21(a) shows the transmittance against wavelength for Ga2O3 films grown on 
sapphire. In the visible range, all films showed similar transmittances at around 80%. The 
amorphous films grown at 150°C and below show the lowest UV transmittance of the films 
considered. Beginning at around 280 nm the transmittance decreases smoothly reaching 
40% at approximately 240 nm. The mixed β-Ga2O3 films showed the next lowest 
transmittance with the decrease starting around 270 nm and reaching 40% at around 230 
nm. The α-Ga2O3 films show the best deep-UV transmittance. The decrease starts at the 
same wavelength as seen in the β-phase films but reaches 40% transmittance at a shorter 
wavelength, approximately 220 nm. The transmittance plots for both the 250°C and 400°C 
films show changes in the rate of decrease of transmittance at roughly 240 nm and 225 nm 
whilst there is a further change in the gradient at 210 nm for the 400°C film and another at 
close to 200 nm for the 250°C film. These changes in gradient may indicate that either the 
films are mixed-phase, and that each of the slopes corresponds to the band structure of 
each of the phases present. This would be plausible for the films grown at 400°C, where the 
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XRD data shown in Figure 6.18 confirmed that there are at least 3 Ga2O3 phases present. 
However, the XRD data also shows that the film grown at 250°C consists of α-Ga2O3, with 
no other peaks visible, similarly no second phase is observed in the TEM image in Figure 
6.20. The changes in gradient seen here in Figure 6.21 appear to occur at very similar 
values, indicating that the origin is likely the same for both films. This would rule out the 
“multiple-phases” interpretation. Another possibility is that the changes in gradient are 
caused by the poly-crystallinity of the films. Incoherent or semi-coherent grain boundaries 
can introduce significant numbers of trap states into the bandgap, thus changing its 
apparent value. The TEM data in Figure 6.20 confirms that the films grown above 200°C are 
polycrystalline.  
Many studies on monoclinic β-Ga2O3 use the assumption of a direct bandgap material[415], 
[891], [897], [900], [901]. This is strictly incorrect, as the fundamental bandgap (located on 
the I-L line in reciprocal-space) is indirect with a magnitude of 4.84eV, according to DFT 
simulations and experimental results by other groups. However, several studies have also 
shown that the direct bandgap (located at Γ) is only 0.04eV larger, with a bandgap of 
4.88eV [877], [902], [903]. In this work, the direct bandgap assumption is used, due to the 
small difference between the two. The inset in Figure 6.21(a) shows a Tauc plot for the 
same films, assuming a direct band gap, from which the bandgaps can be obtained by linear 
extrapolation to the baseline.  
Investigations of the band structure of α-Ga2O3 are less common than those on β-Ga2O3, 
which may be due to the lack of high quality single crystals of the material. Several reports 
do exist however. Choi et al., simulated doping of various materials into α-Ga2O3 using HSE 
and found that for the undoped oxide, the bandgap was indirect with a value of 4.70 eV, 
whilst the nearest direct bandgap was 0.21 eV higher at 4.91eV [904].   
Figure 6.21(b) shows the calculated optical bandgaps of the deposited films against 
deposition temperature. The observed bandgaps match well with the previous data, with 
the lower temperature amorphous films showing bandgaps at around 5.05eV, the α-Ga2O3 
films (250°C-350°C) showing bandgaps closer to 5.2eV and the mixed β-film showing an 
intermediate bandgap of approximately 5.15eV. The band gaps of each phase are largely in 
good agreement with previously reported values[395], [905]. The nature of the band gaps 
is further complicated as there is considerable asymmetries in the band structure of the 
Ga2O3 phases. 
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Figure 6.22 – Ga 2p3/2 core-levels for the samples synthesised between 150oC and 450oC 
 
Figure 6.23 - This Figure shows the Ga L3M45M45 Auger peaks for the synthesised Ga2O3 samples. 
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Figure 6.22 shows the Ga 2p3/2 core-level whilst Figure 6.23 shows the Ga L3M45M45 Auger 
feature for the various Ga2O3 samples. As the peak is clearly asymmetric due to the nature 
of the Auger process, the energy of the Auger feature is found by numerically 
differentiating the line shape and multiplying the resulting shape by the kinetic energy. A 
linear fit can then be used to find the point at which the curve intercepts the x-axis. This 
point necessarily coincides with the maximum of the Auger feature; hence, the kinetic 
energy of the x-intercept is used as the position of the Auger peak. 
Substrate 
Temperature (oC) 
Ga 2p
3/2
 Binding 
Energy (eV) 
Ga L
3
M
45
M
45
 Kinetic 
Energy (eV) 
Modified Auger 
Parameter (eV) 
150 1118.65 1061.67 2180.32 
250 1118.24 1062.30 2180.54 
300 1118.23 1062.30 2180.53 
350 1118.23 1062.35 2180.58 
400 1117.90 1062.72 2180.62 
450 1118.01 1062.62 2180.63 
β-Ga
2
O
3
 single crystal 1118.00 1062.87 2180.87 
Ga (Elemental)[906] 1116.3±0.2 1068.3 2184.6 
Ga2O3[906] 1118.1±0.2 1062.6 2180.7 
Table 6.3 - This table shows the Ga 2p3/2 binding energy, the kinetic energy of the Ga L3M45M45 Auger peak, and 
the resulting modified Auger parameter for these peaks. 
Table 6.3 shows the modified Auger parameter of the samples considered in this section 
alongside literature values for elemental Ga and Ga2O3 from Schön[906]. The modified 
Auger parameter for the samples deposited between 250 − 350 ℃ are consistent with 
each other, and in the diffractograms shown in Figure 6.18 exhibit strong α-Ga2O3 (0006) 
peaks. The modified Auger parameter found for the sample deposited at 350 ℃ is slightly 
increased compared to those at 250 ℃ and 300 ℃, which is due to the presence of 
secondary polymorphs within the sample as seen in the XRD data. With further increasing 
temperatures, the modified Auger parameter increases further, towards the value obtained 
for β-Ga2O3. The modified Auger parameter does not actually reach this value however, 
due to the continued presence of the α and other polymorphs. Here we can clearly see that 
the modified Auger parameter is dependent on the polymorph of the sample, despite the 
fact that the chemical states of the Ga and O ions are nominally the same, hence the Auger 
parameter could be used to determine the dominant polymorph of a Ga2O3 sample. 
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Elemental Ga was not measured as part of the work contained within this thesis as the 
system used did not have a cooled sample stage, required due to the low melting point of 
elemental Ga. However, as both the binding energy of the Ga 2p3/2 and the Auger 
parameter measured for Ga2O3 presented by Schön[906], are consistent with that 
measured for the β-Ga2O3 single crystal, it is reasonable to assume that similar values 
would be obtained for elemental Ga as those given by Schön[906]. Hence, the elemental 
values can be used to obtain the shifts in the photoelectron binding energy, the Auger 
electron kinetic energy and the initial state contributions and the relaxation energies for 
the samples considered here using the equations given in section 2.3.1.4. These values are 
presented in Table 6.4. 
Substrate Temp (oC) ∆𝑬𝒃 (eV) ∆𝑬𝒌 (eV) ∆𝜶′ (eV) ∆𝜺 (eV) ∆𝑹 (eV) 
Ga Elemental[906] 0 0 0 0 0 
Ga2O3[906] 1.8 -5.7 -3.9 0.15 -1.95 
β-Ga
2
O
3
 single crystal 1.7 -5.43 -3.73 0.165 -1.865 
150 2.35 -6.63 -4.28 -0.21 -2.14 
250 1.94 -6 -4.06 0.09 -2.03 
300 1.93 -6 -4.07 0.105 -2.035 
350 1.93 -5.95 -4.02 0.08 -2.01 
400 1.6 -5.58 -3.98 0.39 -1.99 
450 1.71 -5.68 -3.97 0.275 -1.985 
Table 6.4 - This table shows the differences in binding energies of the Ga 2p3/2 core-levels, the Auger electron 
kinetic energies and the modified Auger parameters. Also shown are the calculated differences in the initial 
state contributions and the relaxation energies for each sample. The values are referenced to those given for 
elemental Ga by Schön[906]. 
Thus, it is observed that the relaxation energies of the crystalline samples only vary by 
approximately 0.1 eV. Instead, most of the difference between the samples is due to the 
initial state effects, likely due to the different co-ordinations and bond lengths of the ions in 
each sample. 
Figure 6.24 shows the bandgaps of films grown at 150°C, 250°C, 300°C, 350°C, 400°C and 
450°C, measured from composite data obtained by XPS-IPES. The left of each graph (below 
0 eV) shows the XPS scans at energies close to the Fermi level (at 0 eV), whilst to the right 
of the fermi level, the IPES data is presented. A natural question to ask is why do the band 
gaps obtained from XPS-IPES shown in Figure 6.24 and UV-Vis spectrometry, shown in 
Figure 6.21 disagree by so much? Several possible effects are plausible: firstly, the XPS-IPES 
gap necessarily probes the electronic gap, rather than optical gap, thus it is sensitive to any 
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dipole-forbidden transitions that may be present, whereas UV-Vis will probe the optical 
gap; Secondly, XPS-IPES will find the surface band gap, thus if there is downwards band 
bending with a quantised accumulation layer, the band extrema may be bent by different 
amounts, resulting in a surface band gap smaller than the bulk band gap[907]; thirdly, 
similarly to what was observed for the β-Ga2O3 phase above, the other phases observed 
here, may similarly have a rapid onset of the valence band, and thus the linear 
extrapolation method would underestimate the VBM-FL separation, resulting in a smaller 
band gap; finally, the density of states close to the CBM may be small, and hence the 
optical transitions from the VBM to the CBM may have a relatively small cross-section.  
 
Figure 6.24 - XPS-IPES bandgaps for (A) amorphous Ga2O3 on sapphire grown at 150°C, (B) α-Ga2O3 grown on 
sapphire at 250°C, (C) α-Ga2O3 grown on sapphire at 300°C, (D) α-Ga2O3 grown on sapphire at 350°C, (E) α-
Ga2O3 grown on sapphire at 400°C, and (F) α-Ga2O3 grown on sapphire at 450°C, 
The first explanation, cannot be discounted, however, there are no reports of a dipole-
forbidden band gap for α-Ga2O3, unlike In2O3. The second explanation, is unlikely as the 
VBM-FL separations reported in Figure 6.24 are consistent with a surface depletion layer, 
even if the experimental broadening of the valence band is accounted for. The samples also 
required the use of a low-energy electron flood gun to compensate the charge lost through 
the photoemission process, whereas, had surface accumulation been present, the charge 
lost would have been replenished through the upper contact. 
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To test the third and fourth explanations requires looking at the densities of states close to 
the valence and conduction band extrema. Figure 6.25 shows the partial and total density 
of states for a bulk α-Ga2O3 single crystal[908], from which two clear features of interest 
can be seen: firstly, the onset of the valence band is rapid as in β-Ga2O3; secondly the 
density of states near the conduction band maximum is small, thus both the third and 
fourth explanations of the increased band gap from optical measurements compared to 
photoemission are plausible. In fact, DFT calculations suggest that the rapid onset of the 
valence band and the low density of states close to the CBM are properties of all known 
crystalline phases of Ga2O3[909]. 
 
Figure 6.25 – PDoS and Total DoS of the valence and conduction bands of α-Ga2O3. Reproduced with permission 
from Ref. [908], Copyright 2014, Wiley-VCH Verlag GmbH & Co. 
Thus, linear extrapolation of the leading edge of the valence band will underestimate the 
VBM-FL separation, as in β-Ga2O3 and In2O3, whereas optical methods are sensitive to the 
joint matrix element between the DoS close to the VBM and CBM, which are small. Hence, 
with an already low-probability transition due to the indirect-nature of the gap[909], 
optical methods may in fact overestimate the band gap, particularly where a direct band 
gap is assumed. 
6.3 SUMMARY AND CONCLUSIONS 
This chapter began by considering the question of whether the transparent conducting 
oxide β-Ga2O3 single crystals exhibit charge accumulation or depletion at the vacuum 
interface, as previous literature has only reported depletion, despite the fact that the other 
related TCOs all show accumulation, at least under some conditions. 
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We find that, in fact, due to the sharp onset of the density of states at the top of the 
valence band, most previous authors have misinterpreted their data, causing linear their 
extrapolation of the valence band edge to underestimate the valence band maximum to 
Fermi level separation by approximately 0.6 eV. In contrast, by considering the orbital-
resolved density of states predicted by first principle calculations, and broadening them by 
experimental parameters, we obtain a VBM-Fermi level separation consistent with electron 
accumulation at the surface. Intriguingly, even after correction for the photoionisation 
cross sections of each orbital, it is found that although the binding energy positions of the 
features in the valence band align, the intensities of the features disagree significantly. 
The observation of surface accumulation is supported by the possible observation of weak 
conduction band emission in HAXPES data. ARPES data from the literature observes the 
valence band edge occurring at a similar value as that obtained by our lab-based XPS, which 
further supports our findings. Surface electron accumulation also explains properties such 
as the oxygen sensitivity of Ga2O3 gas sensors, which is shown by in in situ exposure of the 
annealed single crystal to oxygen. The presence of surface accumulation is then explained 
by considering the band positions relative to the vacuum level, alongside those of several 
other single crystal TCOs. 
The second part of this chapter then discusses the growth and characterisation of epitaxial 
films of Ga2O3 grown on single crystal Al2O3 ingots. At temperatures between 250 −
350 ℃, the α polymorph is found, below this range, the film is amorphous whereas for 
temperatures above 350 ℃, there are multiple polymorphs present. From this, it is shown 
that the crystal polymorph of Ga2O3 can be obtained by considering the modified Auger 
parameter, 𝛼′.  
Similar to the β-polymorph, it is also demonstrated that linear extrapolation of the valence 
band edge to determine the VBM-FL separation for α-Ga2O3 is inappropriate, due to the 
sharp onset of the valence band. The valence band structure of other polymorphs of Ga2O3 
also have sharp onsets, suggesting that for all crystalline forms of Ga2O3, the VBM-FL 
separation will be underestimated by the linear extrapolation method. Instead, convoluting 
the cross-section corrected DFT density of states with Gaussian and Lorentzian functions, 
representing the experimental broadening, should be used to evaluate the VBM-FL 
separation. 
In the next chapter, we will review the conclusions of this thesis and discuss the future of 
kesterite photovoltaics.  
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7 CONCLUSIONS AND FURTHER DISCUSSIONS 
In this chapter, we collate the findings distributed throughout the thesis. We then use 
these findings to suggest a potential route to commercially-viable, kesterite-based 
photovoltaics. 
7.1 CHAPTER SUMMARIES 
Each chapter has considered a different aspect of the kesterite photovoltaic cell. Band 
alignments, and interfaces were found to have a considerable impact upon the ultimate 
efficiency achieved by the photovoltaic device. 
 Chapter 3 
In Chapter 3, kesterite materials are synthesised by two different synthetic routes. 
Characterisation of sputtered kesterite materials is described, before and after 
sulphurisation in a closed-space sublimation chamber. Considerable variations of the 
surface composition are observed by x-ray photoelectron spectroscopy, which can be 
explained by the different vapour pressures of the composite elements.  
The photoelectron spectroscopy of thin-films of CZTS and CZTSSe synthesised from 
nanoparticle inks is described. The band alignments of the characterised materials with 
ZnO, ZnS, ZnSe, SnS2 and In2S3 are determined using the Anderson electron affinity rule. It is 
shown that CdS is a poor material choice for a buffer layer as the conduction band offset is 
found to be cliff-like. Of the other materials considered, In2S3 is found to be the most ideal 
absorber, resulting in a spike-like, positive conduction band offset, which is sufficiently 
small to allow excitation above the potential barrier.  ZnS and SnS2 are also found to be 
potentially interesting alternative buffer materials for kesterite photovoltaics. 
 Chapter 4 
In Chapter 4, we consider the band alignments of ZnO/CdS/CZTSSe and ZnO/In2S3/CZTSSe 
device-like stacks, by the Kraut method and compared to the results of the previous 
chapter, as the Anderson electron affinity rule fails to account for surface states or band 
bending at the interface. The band alignments of the absorber/buffer interface are found 
to be cliff-like and spike-like in agreement with the previous chapter.  
The experimental band alignments as determined in Chapter 4 are then used in conjunction 
with the SCAPS software to investigate the effect of the alignments upon the simulated 
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device efficiency. The open-circuit voltage deficit of both simulated devices if found to be 
less than that of the record CZTSSe device, with the open-circuit voltage of the device with 
an In2S3 buffer layer being larger than that of the record CIGS device. Thus, changing the 
buffer layer used will likely have a considerable beneficial effect on the open-circuit voltage 
deficit observed in kesterite photovoltaics. The simulated device with an In2S3 buffer layer 
shows improved device statistics compared to that with a CdS buffer layer, consistent with 
what would be expected from the band alignment. The role of the i-ZnO layer in the record 
CZTSSe device is also discussed.  
 Chapter 5 
In Chapter 5, the effect of the MoX2 layer at the back contact was investigated by Ar+ ion 
etching of monocrystalline samples. With increasing ion doses, MoS2 and MoSe2 are found 
to become more p-type in nature, as identified by the relative change of the core-level 
binding energies. This is explained as the effect of increasing densities of chalcogen 
vacancies. 
In contrast MoTe2 is found to become more n-type with increasing ion dosages, in contrast 
to what is observed for MoS2 and MoSe2. Also observed is a second Te component, at 
higher binding energy relative to that due to MoTe2, which is identified as metallic Te. In 
STM studies of MoTe2, adsorbed Te is found to result in n-type doping of MoTe2, thus the 
increasing n-type nature of the MoTe2 multilayer after etching is found to be due to the 
formation of metallic Te regions within the multilayer. 
Hence, to avoid the formation of high-quality, n-type MoX2 layers at the back contact of 
photovoltaics devices, deposition should be performed under chalcogen-poor conditions. 
For kesterite thin-films, deposition is almost always a two-step process, the second of 
which is an anneal in a chalcogen-rich environment. Thus, the Mo(S,Se)2 layer in kesterite 
devices is almost always n-type. In contrast, CdTe deposition is usually a single-step 
process, with no anneal in a Te-rich environment. Therefore, the MoTe2 layer would 
typically be low-quality and p-type, thus explaining why it does not have the same effect as 
Mo(S,Se)2 does in kesterite photovoltaics. Further research is, however, required to fully 
understand the nature of elemental vacancies in this interesting class of materials. 
 Chapter 6 
In Chapter 6, the final layer of a photovoltaic device, the window layer, is investigated by 
considering the properties of an alternative transparent conducting oxide, Ga2O3. 
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The chapter began by considering the surface properties of a β-Ga2O3 single crystal with 
(2̅01) surface termination. We show through a combination of XPS, HAXPES and 
calculations that, contrary to previous reports, Ga2O3, exhibits charge accumulation at the 
vacuum interface, rather than depletion as previously reported. For other TCOs, 
accumulation has frequently been reported. It is shown that the previous reports of 
depletion are based on a misinterpretation of the experimental data, due to the linear 
extrapolation of the valence band leading edge. In contrast, when alignment with the 
broadened, cross-section corrected densities of states obtained from density functional 
theory, a considerably larger valence band to Fermi level separation is obtained, resulting 
in charge accumulation.  
The second part of the chapter considered the photoemission spectroscopy of epitaxial 
Ga2O3 thin-films deposited on sapphire. At very low temperatures, the films are found to be 
amorphous in nature, whereas at high-temperatures multiple polymorphs are observed. 
However, at intermediate temperatures, phase-pure α-Ga2O3 is produced. It is thus shown 
that the modified Auger parameter can be used to determine the phase of Ga2O3 present. 
7.2 THE FUTURE OF KESTERITE PHOTOVOLTAICS 
In this final chapter, we have identified numerous issues that limit the efficiency of 
kesterite-based photovoltaics, So, how are they going to reach the 15% or so efficiency 
required to become commercially viable?  
Due to the difficulty in synthesising high-quality kesterite absorber layers from one-step 
processes, device synthesis will likely still require a high temperature anneal in a chalcogen-
rich atmosphere, which will lead to the formation of a n-type MoX2 layer, resulting in a 
diode opposed to the main photodiode. Thus, high-efficiency devices will likely require the 
insertion of a thin chalcogen diffusion barrier, such as Al2O3 between the absorber and the 
back-contact, to limit the formation of the MoX2 layer. The thickness of this layer will have 
to be of the order of 1 nm, to allow the holes to tunnel through efficiently. Otherwise an 
alternative, less reactive, high work-function back-contact, such as MoO3 could be used.  
The absorber layer itself may be composed of multiple alloy systems to inhibit the 
formation of so-called ‘killer’ defects, (Ag,Cu), (Cd,Zn) or (M,Zn) alloys could be used to 
prevent these defects, where M is one of a number of transition metals.  
Alternative buffer layers are likely to offer a significant improvement in efficiencies, even 
though the efficiencies have been relatively poor to date. The poor efficiency is likely due 
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to the comparably poor understanding of the deposition of the alternative layer compared 
to CdS, which has been widely adopted for CIGS- and CdTe-based photovoltaics. These 
alternative buffer layers are likely to be Zn-chalcogenides, SnS2 or In2S3 due to the positive 
conduction band offsets these are likely to give. Although In would still be used in the case 
of In2S3, the thickness of the buffer layer is small compared to the absorber and window 
layers, thus the cost of implementation is relatively small. 
The choice of window layer is limited by the materials with sufficiently large band gaps and 
dopability. The current standards are fluorine-doped tin dioxide (FTO), tin-doped indium 
oxide (ITO) and aluminium-doped zinc oxide (AZO). However, each has considerable issues: 
in the case of FTO, the dopant is self-compensating, which limits the maximum achievable 
carrier density; with ITO, the main component of the TCO (In) is scarce and expensive due 
other technological applications; and AZO is not of particular interest to industry due to the 
difficulty of making ohmic contacts. Thus, an alternative TCO is likely to be required. These 
may be produced from existing dopants such as in molybdenum-doped indium oxide (IMO), 
or from oxides with an alternative cation such as CdO, TiO2 or Ga2O3. An alternative would 
be a high-mobility 2D material such as graphene, however this is also limited by the 
difficulty of synthesising large, high quality sheets of the material. 
Hence, the kesterites can still be considered a promising, earth-abundant, non-toxic 
materials for photovoltaics. Several potential avenues of research for improving the 
efficiency of kesterite-based photovoltaics have been identified, however considerable 
effort (and funding) is likely to be required for kesterite-based photovoltaics to become 
commercially viable. This effort and funding should be invested due to the sheer 
environmental and societal necessity to develop carbon-neutral forms of energy.  
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8 APPENDIX A 
%Define and input for constants 
 
h=6.626069e-34; %Planck constant in SI units 
hbar=h/(2*pi); %Reduced Planck constant in SI units 
m_e=9.109382e-31; %Electron rest mass in kg 
c=299792451; %Speed of light 
bman=8.61733e-5;  %Boltzmann Constant in ints of eV/K 
q=1.602e-19; % Electron charge 
n=1; %Counting variable 
bmanSI=1.38064e-23; %Boltzmann constant in SI units 
AM=1e-10; %Conversion between angstroms and metres 
m = 0.28; %input('Enter the ratio of the effective mass of the charge carrier to the free electron rest mass: '); 
%Set carrier effective mass 
Eg = 4.63; %('Enter the bandgap of the material in units of electronvolts: '); %Set carrier band gap 
kmax = 0.2; %input('Enter the maximum magnitude of the wavevector in 1/Angstroms: ');% Set maximum value 
of k to be considered 
temp= 273; %input('Enter the absolute temperature of the semiconductor: '); %Set temperature for Fermi-Dirac 
distribution 
num= 1000; % input('Enter the number of points to be considered when plotting: ');% Set the length of the 
vector of k values 
kmax=kmax/AM; %Convert 1/angstroms to 1/metres 
 
%Band Structure Consideration 
Emax=(hbar^2)*kmax^2/(2*m*m_e); %Sets maximum energy for axis 
k=linspace(-1*kmax, kmax, num); %Set up k values to be plotted 
E=(hbar^2)*k.^2/(2*m*m_e);  %Calculate Energy from wavevector 
alpha=1/(q*Eg)*1/((1-m)^2); %Define alpha for alpha approximation 
beta=-2/((q*Eg^2)); %Define beta (Not used) 
Ea=(-1+sqrt(1+4*alpha.*E))/(2*alpha);%Energy value resulting from the positive root of the quadratic from the 
alpha approximation 
k=k*AM; %Convert wavevector back to 1/angstroms 
E2=E/q; %Convert Energy from parabolic approximation to eV 
E2a=Ea/q; %Convert Energy from alpha approximation to eV 
 
 
fid = fopen('BandStructure.dat', 'w'); %Export data to external file 
for i = 1:num 
    fprintf(fid,'%d %d %d\n',k(i),E2(i),E2a(i)); %Prints the ith component of k,E2,E2a to the external file 
end 
fclose(fid); 
 
figure %Figure 1 
plot(k,E2,'k-',k,E2a,'b-')%Plot E vs wave vector 
axis([-kmax*AM kmax*AM 0 Emax/q]) %Set values on axes 
xlabel('Wave Vector (1/Å)') % Set title of x-axis 
ylabel('Energy(eV)')   %Set title of y-axis 
legend('Parabolic Approximation','\alpha -approximation','Location','north') 
title('Band Diagram') %Title of graph 
 
 
%Density of States Consideration 
 
 
E=linspace(0, Emax, num); %Set up new variable for energy 
g_E=q*1e-6*(8*pi*sqrt(2)/((h)^3))*((m*m_e)^(3/2)).*sqrt(E);%Density of States for simple quadratic case 
g_Ea=q*1e-6*((1+2*alpha.*E)/((pi^2)*(hbar^2))).*sqrt(((2*m*m_e)/((hbar^2)))*E.*(1+alpha*E))*m*m_e; 
%Density of states for alpha approximation 
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g_Eamax=q*1e-
6*((1+2*alpha.*Emax)/((pi^2)*(hbar^2))).*sqrt(((2*m*m_e)/((hbar^2))).*Emax.*(1+alpha*Emax))*m*m_e;%M
aximum value for DoS axis 
E=E/q; %Convert energy to eV 
 
fid = fopen('DOS.dat', 'w');%Output data to external file 
for i = 1:num 
    fprintf(fid,'%d %d %d\n',E(i),g_E(i),g_Ea(i));%Prints the ith component of E,g_E,g_Ea to the external file 
end 
fclose(fid); 
 
figure %Figure 2 
semilogy(E,g_E,'k-',E,g_Ea,'b-') %y-axis has a logarithmic scale 
axis([0 Emax/q 0 g_Eamax]) %Set values on axes 
xlabel('Energy (eV)') % Set title of x-axis 
ylabel('Density of states (1/(cm^3 eV))')   %Set title of y-axis 
legend('Parabolic Approximation','\alpha -approximation','Location','southeast') 
title('Density of States vs Energy') %Title of graph 
 
 
% Carrier Concentration Consideration 
ni=linspace(0,0,num); 
nia=linspace(0,0,num); 
Efermi=linspace(-Emax/q,Emax/q,num); %Set up array for Fermi energies ranging from zero to Emax, since the 
density of states is in units 1/(eV cm^3) the energy is in eV  
for n=1:num 
    Ef=Efermi(n); %Choose a Fermi energy from the array 
    f_E=1./(exp((E-Ef)/(bman*temp))+1); %Fermi-Dirac Distribution 
    fg_E=f_E.*g_E; %Fermi-Dirac x DoS Parabolic 
    fg_Ea=f_E.*g_Ea; %Fermi-Dirac x DoS alpha 
    ni(n)=trapz(E,fg_E);%Integrated with trapezium rule 
    nia(n)=trapz(E,fg_Ea);%Integrated with trapezium rule 
end 
    g_Ejd=2e-6*(2*pi*m*m_e*bmanSI*temp/(h^2))^(3/2); %Effective DoS 
    njd=linspace(0,g_Eamax,num); %Variable to find Fermi Energies 
    Efjd=bman*temp.*(log(njd./g_Ejd)+(1/sqrt(8))*(njd./g_Ejd)-(3/16-sqrt(3)/9)*(njd./g_Ejd).^2); %Joyce-Dixon 
Approximation for Degenerate semiconductors 
    Efnd=bman*temp.*(log(njd./g_Ejd)); %Non-Degenerate semiconductors 
 
figure %Figure 3 
semilogy(Efermi,ni,'k-',Efermi,nia,'b-',Efjd,njd,'r-',Efnd,njd,'g-') %y-axis has a logarithmic scale 
axis([-0.2*Emax/q Emax/q 1e16 g_Eamax]) %Set values on axes 
xlabel('Fermi Energy (eV)') % Set title of x-axis 
ylabel('Concentration of Carriers (1/(cm^3)')   %Set title of y-axis 
legend('Parabolic Approximation','\alpha Approximation','Joyce-Dixon Approximation','Non-Degenerate 
Semiconductor','Location','southeast') 
title('Carrier Concentration vs Energy') %Title of graph 
 
fid = fopen('CarrierConcentration.dat', 'w'); %Output data to external file 
for i = 1:num 
    fprintf(fid,'%e %e %e\n',Efermi(i),ni(i),nia(i));%Prints the ith component of Fermi energy, and the two carrier 
densities to the external file 
end 
fclose(fid); 
fid = fopen('JoyceDixonApprox.dat', 'w'); %Output data to external file 
for i = 1:num 
    fprintf(fid,'%e %e %e\n',njd(i),Efnd(i),Efjd(i));%Prints the ith component of the carrier density and the Fermi 
energies in the non-degenerate and Joyce-Dixon approximation 
end 
fclose(fid); 
 
%nim=[7.696e17 2.569e18 3.512e18 5.780e18] 
%Efm=  
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