We propose to solve nonlinear systems of equations by function optimization and we give an optimal algorithm which relies on a special canonical form of gradient descent. The algorithm can be applied under certain assumptions on the function to be optimized, that is an upper{bound must exist for the norm of the Hessian, whereas the norm of the gradient must be lower{bounded. Due to its intrinsic structure, the algorithm looks particularly appealing for a parallel implementation.
computational burden of the proposed method and to assess its performances with respect to classical algorithms for solving linear and quadratic equations.
Introduction
Linear and nonlinear systems of equations are the basis of many models in science and engineering, and their e cient numerical solution is critical to progress in these areas. In particular, the e cient and robust solution of a system of nonlinear equations can be a rather challenging problem | especially in cases where only little a priori information on the solution is available.
A well{known method for solving nonlinear equations is the Newton method, an iterative scheme which is known to converge quadratically, but only if the initial guess is suciently close to the solution. Now, in order to extend the convergence domain of Newton's method, some globalizations are in common use, e.g. damped Newton methods, Levenberg{
Marquardt and steepest descent methods 1, 2, 3, 4, 5] . Based on the latter techniques, some packages have been developed, e.g. the codes from IMSL, NAG and MINPACK 6].
There are also algorithms for nding zeros or xed points of nonlinear systems of equations that are globally convergent for almost all starting points, i.e. with probability one. The essence of all such algorithms is the construction of an appropriate homotopy map and then the tracking of some smooth curve in the zero set of this homotopy map | HOM- PACK 7] , for instance, provides three qualitatively di erent algorithms for tracking the homotopy zero curve: ordinary di erential equation{based, normal ow, and augmented Jacobian matrix. A similar approach was introduced in 8] where the solutions of a sys-tem of nonlinear algebraic equations are determined as asymptotic values of trajectories of systems of ordinary di erential equations. More precisely, the numerical integration of the classical Cauchy problem associated to the given system by means of Euler's equations allows the construction of very e cient algorithms. A{stable methods for the Cauchy problem lead, in fact, to the implementation of quadratic or superlinear algorithms for the original algebraic system. The idea of connecting the zeros of the systems of algebraic equations to the solutions of di erential equations was used also in 9] . Another classical approach is based on the extension to nonlinear systems of the algorithms of the so called ABS class 10, 11] . The close relationship between the ABS class and the well known Brent{Brown methods 12, 13] , as well as the excellent computational properties of both classes, lead to the construction of an e cient technique based on the ideas given in 14] (Section 7.4). More recently, a nonlinear version of the Generalized Conjugate Gradient (NGCG) and the corresponding global convergence results were introduced in 15] under suitable assumptions. It is worth mentioning that this method can be e ciently implemented in conjunction with nonlinear preconditioning. Moreover, by combining an approximate version of Newton's method and NGCG, global convergence can be guaranteed under rather general conditions. Finally, Newton type methods are also used for the approximate solution of nonlinear ill{posed operator equations. that includes many well{known techniques for solving linear and nonlinear systems. Inexact Newton methods are frequently used in practice to avoid the expensive exact solution of the large linear system arising in the (possibly inexact) linearization step of Newton's process. Moreover, the solution of the nonlinear system can be approached by solving a stream of linear systems, with slowly varying right{hand{side and coe cient matrix.
In 18], a method is described which is also well{suited for parallel implementation.
A typical way of solving nonlinear systems is that of framing the problem in an optimization scheme. Basically, a cost function is de ned which collects the residual{errors.
This approach is quite general and can also be applied to the resolution of linear systems (see e.g. 19, 20] ). Nevertheless, apart from the convex case, the fundamental drawback of descending the cost surface by gradient-based algorithms is their susceptibility to local minima. Recently, some authors have independently introduced new optimization algorithms in the area of neural networks, that are based on the properties of terminal attractors and repellers 21, 22, 23] . Although there is no theoretical assurance that the global solution can be reached via this kind of algorithms, apart from the convex case or when starting in the domain of attraction of the global minimum, nevertheless the terminal attraction dynamics allows to reach the (eventually local) solution in nite time 2 . In this paper, we propose two algorithms, referred to as CGD (Canonical Gradient Descent 3 ) and CGD{ 2 Moreover, terminal attractor algorithms may escape from the basins of attraction of local minima, because of numerical errors which produce random jumps in the unknown space, thereby providing a restart in the trajectory to the solution. This instability behavior turns out to be a positive feature of the algorithms which makes them useful for practical applications. 3 The terminal attractor dynamics allows us to end{up with a canonical di erential equation which makes it possible to nd the solution independently of the function.
BP (Canonical Gradient Descent { Boosting Precision), respectively, which are based on terminal attraction. In the case of local minima free error functions or when starting the optimization in the basin of attraction of the desired minimum, we prove that the optimal solution is reached in a number of steps which is independent of the cost function. Most importantly, these algorithms allow us to determine the time required for nding the optimal solution. We prove that reaching the solution in the linear case takes n
where n is the system dimension, k is the condition number, and " is the required accuracy.
In practice, those problems, for which the condition number is independent of the matrix dimension, can be solved optimally with a given degree of precision. Related, but more signi cant, results can also be devised in the quadratic case, just by directly extending the concept of system conditioning for nonlinear problems. Finally, it is worth mentioning that the proposed methodology is well{suited for parallel implementations, since the proposed algorithms are based on gradient computation.
This paper is organized as follows. In the next section, we de ne a canonical form of gradient descent and give the notation used throughout the paper. In Section 3, we describe how the canonical gradient descent can be used for solving linear systems by quadratic optimization of the residual{error function. Section 4 is devoted to the more general problem of solving systems of quadratic equations. In section 5, some results are given concerning linear system solving and quadratic optimization. In the quadratic case, for generalized Rosenbrock and tridiagonal Broyden functions 24] CGD{BP shows a noticeable increase of performance with respect to Powell hybrid and Levenberg{Marquardt methods.
Finally, in Section 6 we draw some conclusions. In order to improve readability, the proofs of the main theoretical results are collected in the Appendix. This analysis holds for continuous computational models, and one might wonder whether this nice property of forcing the dynamics still holds when using the discrete counterpart.
The continuous canonical gradient descent model is indeed ideal, as no problem either due to accuracy or limited energy has been taken into account. This kind of problems may occur particularly in very at and very abrupt zones of the error function. The use of a quantization step that is not small enough may generate errors due to undersampling, as well as problems of numerical representation. Nevertheless, there are a couple of reasons for choosing the special dynamics of equation (2) . First, its dynamics is that of a terminal attractor and, in particular, it allows us to determine, in a very simple mathematical form, the time required for approaching the solution. Second, its simple form is also desirable in order to evaluate the errors arisen from the discretization process.
Let us now consider the following discrete version of equation (1), which represents Euler's approximation to the unknown dynamics:
where the iteration index i is related to the continuous time t and to the quantization step by t = i . (3) is consistent with the continuous equation (1) provided that 8 " a > 0, 9 > 0, such that 8 t = i ; jE(t) ? E i j " a .
De nition 2.1 The Eulerian approximation
The following theorem gives a suggestion on the choice of the quantization step which guarantees the desired approximation " a and, consequently, allows us to estimate the number of steps i required for the optimization. 
steps of equation (3).
Proof: See the Appendix. 2
It can promptly be seen that the number of steps explodes when forcing the terminal condition to yield arbitrarily high precision (" e ! 0).
De nition 2.2 The degree of approximation carried out in equation (3) is de ned by
which is referred to as the approximation ratio.
Remark 2.1 Note that the number of steps of equation (5) 8
The following algorithm can be used to determine the required solution. ; for x o = 0:
The following lemma allows us to determine a lower bound for the norm of the gradient when the discrete residual{error is greater than the threshold " a . So far, we have considered a stopping criterion involving solely the residual{error. However, the relative{error of the solution could be more informative, especially for ill{conditioned systems.
Lemma 3.2 Let E(x) be de ned as in equation (6) 
wherex is the exact solution.
Proof: See the Appendix. 2 Theorem 3.2 The number of steps i required by Algorithm 1 to reach relative accuracy " is given by (8) which is optimal when k(A) is independent of the matrix dimension 4 . Although theoretically interesting, the dependence on " and k(A) given in (8) suggests that Algorithm 1 can hardly meet typical precision requirements of practical applications in reasonable time.
Remark 3.1 (Sparse matrices) Equation (8) gives the computational complexity of the CGD algorithm in the general case of dense matrices. If A is sparse, the method can be adapted in order to \ t " the matrix structure. Therefore the computational burden due to gradient calculation remains proportional to the number of non{zero entries of A.
Remark 3.2 (Parallel implementation)
Thanks to its intrinsic modular structure, the CGD algorithm can be easily rewritten following a parallel scheme. In fact, CGD can signi cantly bene t from a parallel computation of the gradient. In particular, when either the condition number k(A) or the accuracy " are given, the complexity of a parallel implementation of CGD is the same as that of computing the gradient. Since rE = A T (Ax ? b) 
3.1
Boosting precision
A careful analysis of Algorithm 1 shows that most of the computational resources are dissipated whenever we need a high degree of accuracy. One can, however, circumvent this problem by simply reducing the error to a certain fraction of the initial value (e.g. to its half), restore the initial value, and then repeat the gradient descent for s steps until the desired degree of accuracy is reached.
First of all, let us calculate the number of steps required for reducing the initial value of the error function to its half. Approximation ratio . 5 The problem of having an economical method for estimating the condition number of A, which is obviously analogous to that of approximating A ?1 , has been largely debated. . Finally, it is worth mentioning that, because of the very nature of the approximation method, all such algorithms calculate an under{estimation of the actual condition number. 6 The algorithm can easily be extended to the general case of nonlinear equations.
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Output:
A From this theorem and equation (9) we can immediately see that Algorithm 2 provides a solution in to which the following error index can be attached:
Like for linear systems, we need to nd an upper bound of the Hessian matrix and a lower bound of the gradient.
Lemma 4.1 Let us consider the error function (11) . LetÃ(x) = a 1 (x); a 2 (x); : : : ; a n (x)] = J T (x) 2 IR n;n be, with a j ( jjH(x i )jj = = min . Hence, k 2 (A), the 2{norm condition number, has the prescribed value. All the entries b j of the right hand side are randomly generated in the interval (0; 1).
In the following tables, the experiments carried out on matrices with constant condition number are summarized. In the rst column, the matrix dimension is reported whereas, in the second one, the ratio between CGB{BP and Gauss signi cant operations is given. 7 The measurements are obtained using the Unix command time which times the execution of a script.
Multiplications
When assuming k 2 (A) = 5, = 0:0625 we nd that i tot 300.
It is worth noting that the Gaussian elimination (in single precision) obviously guarantees a higher precision w.r.t. CGD{BP. Nevertheless, when the time factor is critical, especially in solving very large systems, CGD{BP yields a good solution in a shorter time w.r.t. Gaussian elimination, also being less sensitive to round{o errors. Finally, if we stress precision requirements with respect to the experiments reported in Table 1 , choosing = 0:015625, the CGD{BP method becomes more expensive. For instance, for n = 1800, the ratio CGD{ BP/Gauss = 1:51. On the other hand, t(CGD{BP)/t(Gauss) 0:5777, which indicates that CGD{BP is already practically more e cient. When choosing = 0:031250, for n = 1500, we obtain CGD{BP/Gauss = 2:33, while t(CGD{BP)/t(Gauss) 0:88672.
The CGD{BP algorithm has been tested on two well{known benchmarks 24], namely the extended Rosenbrock function and the Broyden tridiagonal function. For the extended Rosenbrock function, in the rst test a starting guess is selected which closely approaches the solution. Then for both types of functions, a starting guess which does not represent a \good " estimation of the solution is chosen, so that the number of steps i 1=2 is estimated.
The computation of i 1=2 requires estimating the condition number of the matrixÃ(x), which takes O(n 2 ). Nevertheless, as will be shown later on, in both cases k Ã (x) can be computed even more e ciently.
Example 2: Extended Rosenbrock function
The benchmark we consider is: Starting from 2 , the stopping criterion E(x) E(x o ) 4:8828E ? 4 is veri ed after 11 evaluations of the condition number k Ã (x) , with n = 2.
Notice that, in the nonlinear case, a relationship between and ", which is indepent of x, can hardly be devised. Nevertheless, augmenting the precision requirements on the residual{error obviously guarantees a decrease of the relative{error.
Remark 5.1 Following elapsed{time measurements in Tables 3{4, as a matter of fact, the 9 Subroutines hybrj1 and lmder1 are extracted from MINPACK 1, 34] at the GAMS (Guide to Available Mathematical Software) web site http://math.nist.gov/. In particular, hybrj1 nds a zero of a system of n nonlinear functions in n variables by a modi cation of the Powell hybrid method, whereas lmder1
calculates a minimum of the sum of the squares of m nonlinear functions in n variables by a modi cation of the Levenberg{Marquardt algorithm. In both cases, the user must provide a subroutine which calculates the functions and the Jacobian. canonical gradient descent algorithm shows a linear computational cost. This is due to the fact that, because of the special block structure of matrixÃ(x), the gradient can be optimally calculated with O(n) operations. In the general framework previously described, this means that only the entries of matrixÃ(x) di erent from zero are taken into account.
It can easily been shown that such entries are exactly 3 2 n.
Example 3: Broyden tridiagonal function
The benchmark we consider is: A(x) is a tridiagonal matrix of the form:
A(x) = 
having a condition number which increases very slowly with the dimension. We also conjecture that the condition number k Ã (x) is asimptotically bounded for all x. Therefore, even in this case, using an estimation for the condition number on a \small "
A(x) (e. g. n = 50) does not produce signi cant errors.
The experiments for the Broyden tridiagonal function were carried out on systems of dimension 3 (Broyden function ), 10, 50, 100, 150, and 200, respectively, by imposing = 1:5259E ? 5. The stopping criterion was veri ed after 16 evaluations of the condition number k Ã (x) , with n = 50. In Table 5 the total number of iterations and the relative{ error gained by CGD{BP procedure are listed, together with the elapsed{time for the Powell hybrid, the Levenberg{Marquardt, and the canonical gradient descent algorithms. 6 Conclusions This paper presents a new approach for solving nonlinear systems of equations by function optimization which is based on terminal attractors. The algorithm can be applied under certain assumptions on the function to be optimized, that is an upper{bound must exist for the norm of the Hessian, whereas the norm of the gradient must be lower{bounded.
As a particular case, more speci c results are given for linear systems. We prove that reaching a solution with degree of precision " takes n Moreover, it is also pointed out that the proposed approach is very well{suited for parallel implementations.
Finally, it is worth mentioning that the given methodology is likely to provide optimal algorithms in a number of di erent domains whenever a given problem is naturally put in the framework of function optimization. Possible candidates are linear and quadratic programming and computational geometry problems 35].
Since, during the gradient descent, jjrE i jj " s we have Hence, the number of steps required to meet the desired stopping criterion is bounded by: Therefore, from equation (7) Protasi, Professor of Computer Science at University Tor Vergata (Roma), who actually contributed to activate this research.
