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Abstract A set of four reactions, XCH3 +X− (X=F, Cl, Br)
and ClSiH3+Cl−, is investigated by means of the joint use of
the electron localization function (ELF) and catastrophe the-
ory (CT) analysis in order to obtain new insights into the bond
breaking/forming processes for identity SN2 gas-phase reac-
tions. Using DFT calculations at the OLYP/6-311++G(d,p)
level, the effect of nucleophile (F, Cl, and Br anions) and the
role of reacting centers (C or Si) on the reaction mechanisms
are investigated. The charge-shift character of carbon–halo-
gen bonds is studied by determination of the weights of the
Lewis resonance structures. In all SN2 reactions at the carbon
atom, there is a progressive reduction on the covalent char-
acter of the C–X bond from the reactant complex (0.41, 0.57,
0.58 for F, Cl, and Br, respectively) until the bond-breaking
process, occurring before the transition structure is reached.
On the other hand, the Si–Cl bond maintains its degree of
covalent character (0.51) from the isolated fragments to the
formation of a stable transition complex, presenting two sili-
con–chlorine charge-shifted bonds. The analysis of the ELF
topology along the reaction path reveals that all reactions pro-
ceed via the same turning points of fold-type but the order is
inverted for reactions taking place at C or Si atoms.
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1 Introduction
A very important field of theoretical chemical research stands
on the application of procedures for the interpretation of
chemical reactivity. Kinetic simulations are becoming more
and more widely used in modelling of chemical processes
of practical interest. Of all the theoretical concepts that con-
stitute the rational basis of modern molecular kinetics, the
concept of molecular mechanism associated with the elec-
tronic structure change during a chemical rearrangement is
one of the most general but at the same time one of the most
vaguely defined. Because chemical bonds and the subsequent
chemical bond breaking/forming processes are not obser-
vable quantities, in the sense of quantum mechanics, and
is not directly measurable, they must be defined by conven-
tion. Generally, one has the choice between several proce-
dures to be used; theoretical methods being developed range
from those based on high-level quantum chemical studies
of potential energy surfaces (PESs) and sophisticated theo-
ries of kinetics and dynamics to simpler and faster methods
based on empirical correlations and analogies. However, the
connection and redistribution of electron density along the
reaction pathway with the enhancement or diminishing of
chemical reactivity remain unclear.
The analysis of the electronic structure at the stationary
points (reactants, products, possible intermediates and transi-
tion structures, TSs) obtained upon geometry optimizations
on the PES constitutes a key application of modern com-
putational chemistry. But, theoretical chemistry should not
only give accurate data for the geometries, energies and other
observables properties, but a very important part of quantum
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chemical research should also be to interpret the results in
terms of quantitative concepts derived from first principle
calculations. A promising theory to reach this goal, is Rich-
ard Bader’s "Atoms in Molecules" (AIM) [1] in which all
the chemical information is provided by the charge density
distribution, an observable quantity. Moreover, the concept
of bond path [2] should play a central role in the descrip-
tion of the evolution of the electronic structure along a reac-
tion path. Bader and his co-workers [3] have made some
important achievements in this direction, particularly from a
methodological point of view introducing Thom’s Catastro-
phe Theory [4] (CT) for the first time in quantum chemistry.
However, the applicability of AIM to the study of reaction
mechanisms rapidly appeared to be mostly limited to intra-
molecular processes because there is no topological change
in the charge density gradient field when a diatom dissociates.
Bader’s methodology has been further revisited by Krokidis
et al. [5] who used the electron localization function (ELF)
of Becke and Edgecombe [6] instead of the charge density.
This approach, the bonding evolution theory (BET) accord-
ing to its authors has proven its efficiency in a wide range
of reactions such as proton transfers [7], two state reaction
between a transition metal cation and a small molecule [8–
10], sigmatropic rearrangements [11], cyclizations [12–14],
and ring opening reactions [15,16]. Nevertheless, as far as
one is concerned by electronic reaction mechanisms (in other
words electron density transfer along the reaction path), it is
very important to recover a more traditional description of
the bonding in terms of Lewis structures.
Gas-phase ion chemistry, and particularly the study of ion–
molecule reactions, has significantly furthered our under-
standing of intrinsic reactivity and helped to unravel the
mechanism of chemical reactions under solvent-free con-
ditions [17,18]. The molecular mechanism associated with
bimolecular nucleophilic substitution (SN2) reactions can be
considered one of the most studied chemical reactions [19–
47]. Both experimental and theoretical works, over the past
decades, are driven primarily by its crucial role in many syn-
thetic routes [48]. As a result, these types of chemical rear-
rangements have been the focus of many experimental and
theoretical studies in the gas phase [29]. Explication of the
general molecular mechanism for nucleophilic substitution
at carbon atom will help increase the understanding of the
nature of these, and many more, biochemical processes. This
is best exemplified by gas-phase nucleophilic displacement
(SN2) reactions where a lively interplay between experiment
and theory has contributed to the elucidation of the ener-
getics, the potential energy surface, and the dynamics of
these reactions [49,50]. Brauman’s extensive study of gas-
phase SN2 reactions has confirmed the double-well potential
energy [51].
The XCH3 + X− (X= F, Cl, Br) identity SN2 reactions
are a widely studied methyl transfer reaction involving a
synchronous one-electron transfer and bond interchange in
methyl halogen, with a halogen ion being both the attack-
ing nucleophile and leaving group. Both the reactants and
products channels are equivalent, making the reaction path-
way isoenergetic. There is an attraction between an anion
and a molecule in the gas phase and the initial portion of the
potential energy surface must be stabilizing and leads to an
ion/molecule complex. This ion–dipole complex is stable in
the gas phase. From here, the bond making/forming process
has an energy demand; a transition structure will appear on
the surface, separating pair ion/molecule complexes (reac-
tant and product complexes). This leads to a double-well
surface on the PES which is characterized by a central bar-
rier, provided by a trigonal bipyramidal transition state with
two associated minima: the reactant and product ion com-
plexes. This central barrier disappears when the carbon atom
is substituted by silicon atom and the the reaction corresponds
to barrierless process and the energy profile changes from a
double to a single-well PES and the TS turns into a stable
pentacoordinate intermediate with the nucleophile and leav-
ing group occupying apical positions.
Here we seek to add basic mechanistic understanding how
breaking/forming process takes place during chemical reac-
tion through the use of new computational tools based on the
joint use of the topological analysis of the electron locali-
zation function and catastrophe theory. Hence, the principal
aim of this work was to find a quantum chemical probe for the
electronic character of the identity SN2 nucleophilic substi-
tution, new insights into the effect of nucleophile (F, Cl, and
Br anions) as well as the change of mechanism experimented
by replacing the C reaction center by Si atom.
The article is organized as follows. The mathematical
model and computing details are described in Sect. 2 and 3,
respectively, followed by the results and discussion section.
The main conclusions arising from this work are summarized
in the last section.
2 The mathematical model
The dynamical system [52] and catastrophe theory [4] applied
to the ELF gradient vector field provide a convenient mathe-
matical model to study chemical reactions from the chemical
bonding evolution point of view. Originally, the ELF func-
tion has been designed to measure the Fermi hole curvature
calculated at the Hartree–Fock level. Savin’s interpretation
in terms of local excess kinetic energy due to Pauli repulsion
[53] gave support to the calculation of ELF from Kohn–Sham
orbitals. ELF has been alternatively interpreted, in terms of
localized orbitals [54] and recently as the nonadditive (inter
orbital) Fisher information contained in the electron distri-
bution [55]. Recently, a generalization of Dobson’s interpre-
tation has been achieved independently by Kohout et al. [56]
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and by Silvi [57] who introduced a more general localization
function, namely the spin pair composition defined as:
cπ (r) = N¯ (r)−8/3 N¯//(r) (1)
in which N¯ (r) denotes the number of same spin pair within
a sampling volume centred at r containing N¯ (r) electrons,
i.e.,
N¯//(r) =
∫∫
v(r)
(
αα(r1, r2) + ββ(r1, r2)
)
dr1dr2 N¯ (r)
=
∫
v(r)
ρ(r)dr (2)
where σσ (r1, r2) and ρ(r), respectively, denote the σσ pair
function and the electron density distribution. This function
locates the boundaries between localized opposite spin pair
domains as shown in the example of Fig. 1. This figure rep-
resents a box of constant density containing one electron
pair in each half space, the charge q being the integration
of the density. The spin pair composition cπ (r) function is
calculated at different points presenting a maximum value
at the center of the box. It has been shown that ELF is an
excellent approximation of the spin pair composition [57]
enabling its generalization to correlated wave functions [58].
In practice, the localization function adopts a lorentzian form
η(r) = (1 + c2π (r))−1 which confines its values in the [1, 0]
interval.
The dynamical system theory is based on the analogy bet-
ween a vector field of class C1 bound on a manifold and a
velocity field, i.e. in the present case:
∇η(r) = dr
dt
(3)
Integrating dr/dt with respect to the fictitious time variable t
determines trajectories which start and end in the neighbour-
hood of points at which the gradient vanishes, the α and ω
limits, respectively. Of particular importance are the critical
points P of coordinate rP at which ∇η(rP ) = 0.0 and which
are characterized by their index IP , i.e. the number of positive
Fig. 1 Values of spin pair composition cπ (r) function at different
points. Each half space contains two opposite spin electrons and the
density is assumed to be constant and integrates to the charge q
eigenvalues of the second derivative (hessian) matrix. A crit-
ical point is said hyperbolic when all the eigenvalues of the
hessian matrix differ from zero. The set of points by which
are built trajectories have a given critical point P as ω limit
is called the stable manifold of P . It is therefore possible to
achieve the partition of the geometrical space occupied by a
molecule into basins of attractors, in other words into stable
manifolds of critical points of index 0.
The topological partition of the ELF gradient field [59,60]
yields basins of attractors which can be thought as corre-
sponding to atomic cores, bonds and lone pairs. In a molecule
one can find two types of basins. On the one hand are core
basins surrounding nuclei with atomic number Z > 2 and
labelled C(A) where A is the atomic symbol of the element
and on the other hand are the valence basins. The valence
basins are characterized by the number of atomic valence
shells to which they participate, or in other words by the
number of core basins with which they share a boundary.
This number is called the synaptic order [61]. Thus, there
are monosynaptic, disynaptic, trisynaptic basins and so on.
Monosynaptic basins, labelled V(A), correspond to the lone
pairs of the Lewis model, and polysynaptic basins to the
shared pairs of the Lewis model. In particular, disynaptic
basins, labelled V(A, X) correspond to two-centre bonds,
trisynaptic basins, labelled V(A, X, Y) to three-centre bonds
and so on. The valence shell of a molecule is the union of
its valence basins. As hydrogen nuclei are located within the
valence shell they are counted as a formal core in the syn-
aptic order because hydrogen atoms have a valence shell.
For example, the valence basin accounting for a C–H bond
is labelled V(C, H) and called protonated disynaptic. The
valence shell of an atom, say A, in a molecule is the union
of the valence basins whose label lists contain the element
symbol A. This description recovers Lewis’s picture of the
bonding [62] and provides very suggestive graphical repre-
sentations of molecular systems. A quantitative analysis is
further achieved by integrating the electron density and the
pair functions over the volume of the basin yielding both
basin populations and the corresponding covariance matrix
[63] which measures the electron and supports a phenom-
enological interpretation in terms of weighted mesomeric
structures [64].
The localization function depends upon a set of param-
eters such as the nuclear coordinates, the electronic state,
the interaction with an external field, referred to as the con-
trol space. The topology depends therefore obviously on the
value of the control space parameters. The changes are ruled
by the Poincaré-Hopf theorem which state that:
∑
P
(−1)IP = 1 (4)
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introducing accordingly a very strong constraint due to the
structure of the geometrical space. Along a reaction pathway
which links the chemical structures and therefore the topolo-
gies of the ELF gradient fields of the reactants with those of
the product the system experiences a series of structural sta-
bility domains (SSDs) within which all the critical points are
hyperbolic separated by catastrophic points at which at least
one critical point is non-hyperbolic. The bifurcation catastro-
phes occurring at these turning points are identified accord-
ing to Thom’s classification [4] which gives access to their
unfolding, a compact polynomial expression which contains
all the information about how ELF may change as the control
parameters change. In this way, a chemical reaction is viewed
as a sequence of elementary chemical processes character-
ized by a catastrophe. These chemical processes are classified
according to the variation of the number of basins µ and/or of
the synaptic order σ of at least one basins. There are accord-
ingly three types of chemical processes which correspond to
	µ < 0,	µ > 0 and 	µ = 0,	σ = 0.
Only three elementary catastrophes have been recognized
so far in the chemical reactions: the fold, cusp and ellip-
tic umbilic catastrophe. The fold catastrophe transforms a
wandering point (i.e. a point which is not a critical one) into
two critical points of different parity. Its unfolding is x3+ux,
where x is the direction of the eigenvector corresponding to
the eigenvalue of the Hessian matrix which changes of sign
and u is the control space parameters which governs the dis-
continuity. For u < 0, the first derivative is positive for all
x , the catastrophe takes place at u = 0 for which both first
and second derivatives are zero, and for u > 0 there are two
critical points atx = ±
√
u
3 . The cusp catastrophe transforms
a critical point of a given parity into two critical points of
the same parity and one of the opposite parity. Finally, the
elliptic umbilic catastrophe changes the index of one critical
point by 2.
The sequence of catastrophes occurring along the reaction
pathway is represented by the general formula
N1−N2−FCSHEBP−N3 (5)
introduced by Berski et al. [65]. In this system of notation
N1 is the ordinal number of an analysed sequence which
can be omitted when only one reaction is considered, i.e.
N1 = 1, N2 is the number of SSDs, “FCSHEBP” are the
symbols of the catastrophes taken from their first letter in the
original Thom’s classification [4], i.e. F = fold, C = cusp,
S = swallow tail, H = hyperbolic umbilic, E = elliptic
umbilic, B = butterfly and P = parabolic umbilic, and N3
indicates the end of the sequence. Catastrophes of the same
type occurring simultaneously are indicated by [A]n , where n
is the multiplicity of the catastrophe labelled by A. Moreover
bold symbols are used to emphasize the first bond formation
whereas the † superscript is used for those catastrophes which
increase either the number of basins or the synaptic order, for
example C† corresponds to a cusp catastrophe in which an
attractor gives rise to two new attractors and a saddle point
of index 1. Finally, N3 indicates the end of the sequence.
3 Computational details
All quantum chemical calculations were carried out using
the program GAUSSIAN 03 [66] the stationary points of
the Born–Oppenheimer surface are calculated and character-
ized using the density functional theory based OLYP method
[67,68] together with the 6-311++G(d,p) basis set [69].
Recent benchmark calculations on SN2 model reactions have
pointed out the suitability of the OLYP for accurate calcula-
tion of energy barriers [44]. Starting from the TS, the reac-
tion path is traced following the intrinsic reaction coordinate
(IRC) Rx in mass-weighted steps of 0.1 amu1/2 bohr until
the minimum is reached. For each point along the IRC path,
the wavefunction is obtained and the ELF analysis is per-
formed by means of the TOPMOD package [70] considering
a cubical grid of stepsize smaller than 0.1. The ELF basins
are visualized using the program Amira [71].
4 Results and discussion
ELF basins are analyzed as the reaction proceeds along the
reaction pathways for rearrangements (1)–(4) and their topo-
logical changes will be classified in terms of turning points
when a change of SSDs associated to ELF basis take place.
Subscripts l and e are employed in order to distinguish the
leaving (Xl) and entering (Xe) halogens. Due to the compact-
ness of the valence shell of halogen atoms (X), the overall
population of Vi=1,2,3(X) basins are taken into account ins-
tead of the internal reorganizations among lone pairs. Reac-
tion (4) does not present a reactant complex, then, a reactant
structure (RS) with a fixed Si−Cle interatomic distance of
3.5 Å has been adopted for comparison purposes.
(1) F1−CH3 + F−e
TS1 F− + CH3−F
(2) Cl1−CH3 + Cl−e
TS2
 Cl− + CH3−Cl
(3) Br1−CH3 + Br−e
TS3
 Br− + CH3−Br
(4) Cl1−SiH3 + Cl−e
TC4
 Cl− + SiH3−Cl
4.1 Determination of the Lewis resonance structures
The ELF basins of the isolated reactants or the reactive com-
plex presents a charge-shift bond (CS) between carbon/
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X1 YH3 X2YH3X1 X2 YH3X1 X2
a b c
Scheme 1 Proposed Lewis resonance structures for reactant com-
plexes (1)–(4)
silicon–halogen atoms as defined recently by Shaik et al.
[72,73] The main feature of this type of bond extracted from
the ELF topology is the presence of a disynaptic basin with
a population smaller than 2.00 electrons. The CS bond is
explained as the superposition of (at least) two Lewis struc-
tures, covalent and ionic, yielding both valence-bond and
ELF techniques similar results for the corresponding per-
centage of each the proposed structures. Following the ELF
basins analysis we are able to estimate the weight of each
configuration [74] (see supplementary information for the
calculation details). Therefore, we can express the bond-
ing pattern of the molecule as a superposition of several
resonance forms. Hence, three resonance forms (a–c) are
proposed for the reactant complexes (RC) (see Scheme 1)
whereas four different forms (d–g) are considered for the
transition structures (TSs) for reactions (1)–(3) and the tran-
sition/complex (TC) for reaction (4) as depicted in Scheme 2.
Indeed, many other resonance forms can be proposed, how-
ever, for the sake of clarity we will constrain to a–g which
yields a reasonable description of the electronic pairing for
all studied systems.
Structures a and d are the “covalent” forms, accounting
for the sharing of two (a) or four (g) electrons between the
substrate and the entering/leaving groups. Structures b and e
represent the “ionic” forms, where both halogens present a
negative charge while the YH3 group has a positive charge,
establishing a triple ion pair. Structures c, f–g are the radical
ones, where one of the halogens and the YH3 moiety accom-
modate one non-bonding electron on each. In this way, it is
possible to determine the weighting coefficients of each res-
onance structure that yields an optimal fit to the calculated
ELF basin populations (see supporting information for the
calculation details).
Hence, at the RC there is a prevalence of the covalent
structure (a) in all reactions: 0.41, 0.57, 0.58, and 0.51 for
RCs (1)–(3) and RS-(4), respectively. There is also a signif-
icant contribution from the other two proposed mesomeric
structures (see Table 1). Interestingly, the largest ionic char-
acter correspond to the molecule with the Si−Cll bond (0.34),
while for those molecules with C−Fl, C−Cll, and C−Brl bonds
present weights of the ionic form (b) of 0.29, 0.19, and 0.17,
Table 1 Calculated weights of each mesomeric structure (a–g) for reac-
tant complex (structure) and transition structure (or complex) of reac-
tions (1)–(4)
Reaction X,Y RC/RS TS/TC
a b c d e f g
(1) F, C 0.41 0.29 0.30 0.0 0.43 0.285 0.285
(2) Cl, C 0.57 0.19 0.24 0.0 0.38 0.31 0.31
(3) Br, C 0.58 0.17 0.25 0.0 0.33 0.335 0.335
(4) Cl, Si 0.51 0.34 0.15 0.51 0.29 0.1 0.1
respectively. These results can be correlated with those obtai-
ned using valence bond (VB) methodologies [75]. Structure
b is equivalent to 3 and the weights can be directly compared.
Hence, ELF basins yield lower weights than those obtained
from BOVB calculations (in parenthesis) for the ionic struc-
ture 0.29 (0.462), 0.19 (0.267), 0.17 (0.265) for F, Cl, and Br,
respectively. At the TS the weights of each structure change
substantially, while for the Y=C reactions (1)–(3), the weight
of mesomeric structure d equals 0 due to the absence of disy-
naptic basins connecting Y − Xl,e, for Y=Si, structure d has
the largest weight (0.51). It is also worth noting that in reac-
tion (4) the weight of the covalent forms a at the RC and d
at the TC are coincidentally equal. In reactions (1)–(3) an
increase of the weights for the ionic forms from the RC (b)
to the TS (e) can be observed. Again, the more electroneg-
ative halogen yields larger weight (we) values. Comparison
with weights of valence bond structures obtained by BOVB
calculations yields better results than the calculated for the
RC. Hence, the values for the weights of the ionic structure e
are slightly larger but in good agreement with those reported
in Ref. [75]: 0.43 (0.507), 0.38 (0.541), 0.33 (0.403) for F,
Cl, and Br, respectively.
4.2 ELF and CT analysis of the reaction path
The energy profiles along the reaction coordinate (Rx) for
reactions (1)–(4) are reported in Figs. 2, 3, 4 and 5 together
to the SSDs representing the different ELF topologies along
the reaction path. All reactions present three different SSDs
(I–III) connected by two turning points of fold type. How-
ever, for reactions (1)–(3) the turning points correspond to the
transformation of a disynaptic basin V(Y−Xl) into a mono-
synaptic basin V(Xl) whereas the inverse process is observed
in (4), the evolution of a monosynaptic basin into a disynap-
tic one. The fold turning point indicates a heterolytic bond
breaking process, in contrast to the cusp turning point char-
Scheme 2 Proposed Lewis
resonance structures for
transition structures (1)–(4) or
transition complex (4)
X1 YH3 X2 YH3X1 X2YH3X1 X2X1 YH3 X2
d e f g
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Fig. 2 OLYP/6-311++G(d,p) calculated energy profiles for the F −
CH3 +F− reaction (1) (energy values relative to the isolated fragments)
Fig. 3 OLYP/6-311++G(d,p) calculated energy profiles for the Cl −
CH3+Cl− reaction (2) (energy values relative to the isolated fragments)
acteristic of homolytic bond breaking. Interestingly, reaction
(4) presents the same turning points but the order is also
exchange yielding three SSDs but of different ELF topol-
ogy. Hence, in all three halogen–carbon SN2 reaction mech-
anisms studied in this work the C–X bond is totally broken
before reaching the transition structure, while in the reac-
tion (4) the new chlorine–silicon bond is formed before the
transition_complex. See Fig. 6 for a representation of the
ELF basins for the reaction complexes (belonging to SSD-I)
and the transition structures/complex (belonging to SSD-II).
Using notation previously defined by Berski et al. [65] reac-
tions (1)–(3) can be characterized as 3-F F†-0, while reaction
(4) is given by 3-F† F-0.
Fig. 4 OLYP/6-311++G(d,p) calculated energy profiles for the Br−
CH3 + Br− reaction (3) (energy values relative to the isolated frag-
ments)
Fig. 5 OLYP/6-311++G(d,p) calculated energy profiles for the Cl−
SiH3 + Cl− reaction (4) (energy values relative to the isolated frag-
ments)
The first SSD presents the same ELF topology as for the
two isolated reactants. The formation of the reactive complex
carries out a very small charge transfer from the anion to the
substrate and a moderate increment in the ionic character of
the halogen–carbon/silicon bond, as it can be observed by
the smaller population of the corresponding disynaptic basin
(see Tables 2, 3, 4, 5), without modification of the ELF topol-
ogy. The integration of the electronic charge over the ELF
basins along the reaction path reveals three behaviours: (1)
a progressive increment in the electronic charge of the lone
pairs of the leaving atom, (2) a noticeable charge transfer
from the incoming atom and (3) a very small increment of
123
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Fig. 6 Snapshots of ELF localization domains (η = 0.75) for reactant
complexes (RC) and transition structures/complex (TS/TC) of reactions
(1)–(4). purple for core, orange for monosynaptic and green for disy-
naptic
Table 2 Rx (in amu1/2 bohr), relative energy (in kcal/mol), rC–Fl
and rC–Fe distances (in Å), and integrated ELF basin populations for
isolated fragments, and the initial and final points of each SSD for
reaction (1)
SSD-I SSD-II
Rx Fragments RC1 −1.0 −0.9 0 (TS1)
Erel 0.0 −12.34 −6.19 −5.80 −3.30
rC–Fl 1.398 1.452 1.658 1.675 1.877
rC–Fe – 2.732 2.096 2.078 1.877
V(C,Fl) 0.87 0.83 0.40 − -
V(Fl) 6.73 6.88 7.25 7.64 7.59
V(Fe) 7.98 7.86 7.71 7.73 7.59
V1,2,3(H,C) 2.06 2.08 2.11 2.13 2.16
the population of the hydrogenated basins. This increment
in the population of the V(C,H) basin can be traced back to
the change of hybridization from a sp3 to a sp2 orbital of the
C–H bonds occurring from the reactants to the TS/TC using
concepts based on the molecular orbital theory.
The turning points, connecting SSD-I and SSD-II , associ-
ated with the breaking of carbon–halogen bond of reactions
(1)–(3), take place at Rx values of 1.0, −0.9, and −0.7 amu1/2
Table 3 Rx (in amu1/2bohr), relative energy (in kcal/mol), rC–Cll and
rC–Cle distances (in Å), and integrated ELF basin populations for iso-
lated fragments, and the initial and final points of each SSD for reaction
(2)
SSD-I SSD-II
Rx Fragments RC2 −0.9 −0.8 0 (TS2)
Erel 0.0 −7.96 0.09 0.33 1.44
rC–Cll 1.796 1.838 2.201 2.217 2.371
rC–Cle – 3.432 2.540 2.524 2.371
V(C,Cll) 1.25 1.16 0.44 − –
V (Cll) 6.65 6.54 7.15 7.54 7.44
V(Cle) 8.00 7.88 7.73 7.89 7.44
V1,2,3(H,C) 2.05 2.07 2.15 2.15 2.18
Table 4 Rx (in amu1/2bohr), relative energy (in kcal/mol), rC–Cll
and rC–Cle distances (in Å), and Integrated ELF basin populations
for isolated fragments, and the initial and final points of each SSD for
reaction (3)
SSD-I SSD-II
Rx Fragments Reaction −0.7 −0.6 0 (TS3)
complex
Erel 0.0 −7.33 −0.64 −0.49 0.03
rC–Brl 1.957 2.004 2.393 2.409 2.522
rC–Bre – 3.567 2.652 2.636 2.522
V(C,Brl) 1.25 1.11 0.24 − –
V(Brl) 6.75 6.89 7.58 7.83 7.80
V(Bre) – 8.15 7.98 7.98 7.80
V1,2,3(H,C) 2.04 2.06 2.18 2.17 2.2
Table 5 Relative energy (in kcal/mol), rSi-Cll and rSi-Cle distances (in
Å), and Integrated ELF basin populations for isolated fragments, and
the initial and final points of each SSD for reaction (4)
SSD-I SSD-II
Erel 0.0 −12.52 −14.57 −15.02 −21.24
rSi–Cll 2.082 2.194 2.228 2.236 2.383 (TC4)
rSi–Cle − 3.5 2.950 2.900 2.383
V(Si,Cll) 1.47 1.33 0.83 0.88 1.03
V(Cll) 6.56 6.89 7.04 7.02 6.80
V(Si,Cle) − − 0.48 0.42 1.03
V(Cle) − 7.61 7.35 7.41 6.80
V1,2,3(H,Si) 2.04 2.05 2.07 2.07 2.05
bohr, for F, Cl and Br, respectively. These points correspond
to C − Xl bond distances of 1.658, 2.201, and 2.393 Å, for
F, Cl and Br, respectively. Consequently, no forming/break-
ing bonds processes take place in the vicinities of the TS.
This result is in agreement with recent works pointing out
the predominance of the steric over orbital effects at the TS
using the framework provided by the energy decomposition
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analysis method [76]. However, it should be remarked that
our ELF analysis does not support a pentacovalently bonded
carbon atom at the TSs for reactions (1)–(3) as indicated by
the absence of a disynaptic basin connecting carbon to the
entering/leaving moieties. Although carbon and silicon pres-
ent the same valence structure, the arrangement of electron
pairs for TS2 and the TC4 reactions are substantially differ-
ent. Silicon atom can afford a pentacoordinate structure as
demonstrated by the existence of five ELF basins sharing a
common boundary with the core basin of silicon (see Fig. 6).
5 Conclusions
A theoretical study based on both topological analysis of the
ELF and CT have been carried out to disentangle the form-
ing/breaking bond processes and electronic rearrangements
along the reaction path associated with the molecular mecha-
nism for the gas-phase identity XCH3+X− (X= F, Cl, Br) and
ClSiH3 + Cl− reactions. Carbon/silicon–halogen bonds can
be considered as a paradigmatic example of charge-shifted
bonds. The weights of the Lewis resonance structures for the
reactants complexes and transition structures/complex have
been calculated from ELF basin populations obtaining an
excellent agreement with those calculated using high-level
valence bond methods. The analysis of the ELF topology
along the reaction path reveals that all reactions proceed via
the same turning points of fold-type but the order is inverted
for reactions taking place at C or Si atoms. In all SN2 reac-
tions at the carbon atom, the transition structures are charac-
terized by ionic species without the presence of disynaptic
basin connecting the halogens and the carbon atom. For the
reaction at the silicon atom, the process formation of the new
Si−Cle bond takes place before the Si−Cll bond is broken,
leading to a pentacoordinate silicon atom at the TC in the
single-well potential energy surface.
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