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Resumo 
No Capítulo 1, vimos os tipo de valorizações de um corpo (arquimediana e 
nã.o-arquimedia.na) com destaques para a valorização exponêncial p-á.dica e obtemos 
os corpos dos racionais p-ádicos através do completamente de Q por sequências de 
Cauchy p-ádicas. 
No capítulo 2, mostramos que o conjunto de valores, discriminante, e di-
mensào são invariantes na classe de equivalência de uma forma quadrática e que 
toda forma quadrática se decompõe como uma soma de formas quadráticas total-
mente isotrópica, hiperbólica e anisotrópica. 
No capítulo 3 usamos o Símbolo de Legendre e a Lei de Reciprocidade Quadrática 
para determinarmos quando um elemento de um corpo finito é um quadrado e mos-
tramos que toda forma quadrática sobre corpos finitos com dimensão maior ou igual 
a 2 é universal e se a dimensco for maior ou igual a 3 será isotrópica. 
No capítulo 4 mostramos que toda forma quadrática sobre Qp com dimensão 
ma.ior ou igual a 5 é isotrópica e vimos que condições devemos ter para que uma 
forma quadrática independente de sua dimensão seja isotrópica e represente um 
elemento qualquer no corpo dos racionais p-ádicos. 
Já no capítulo 5, vimos que discutir a isotropia de uma forma quadrática 
sobre Q equiva.le a verificar se esta mesma forma quadrática vista sobre os com-
pletamentos p-ádicos, para todo p(incluindo p = co) é isotropia., do mesmo modo 
para um elemento racional seja representado por uma forma quadrática sobre Q, 
este elemento terá que ser representado por essa mesma forma quadrática visto nos 
completamentos p-á.dicos. E para que duas formas quadráticas sejam equivalentes 
nos racionais, estas terão que ser equivalentes em cada completamento dos racionais 
p-ádicos. 
Por fim, fizemos algumas aplicações do que vimos em nosso trabalho. 
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Introdução 
Um dos objetivos centrais de nosso trabalho foi verificar em que condições 
uma forma quadrática sobre os racionais representa um número racional. 
Para obtermos este resultado, vimos antes nos capítulos 3 e 4, quando uma 
forma quaclrá.tica sobre um corpo finito (respectivamente sobre os racionais p-ádicos) 
é representável por um elemento deste corpo. 
Os capítulos 1 e 2 são preparatórios. Neles fazemos um resumo das Teorias 
de Valorização e de Formas Quadráticas. 
No capítulo 1, introduzimos a definição de valorização de corpos e vimos os 
tipos arquimediana e não-arquimediana. A valorização não-arquimediana que mais 
chamamos a atenção foi a valorização exponêncial p-ádica, que foi amplamente usada 
em quase todos os capítulos. Vimos que todas as valorizações de corpos de carac-
terística positiva são não-aquimedianas e que toda valorização de Q é equivalente 
a alguma valorização p-ádica ou a valorização usual. Enunciamos o Teorema de 
Aproximação e obtemos os corpos dos racionais p-ádicos atravéz do completamento 
dos ra.ciona.is via sequências de Cauchy p-ádicas. 
No capítulo 2, vimos que a relação de isometria entre formas quadráticas es-
tabelece uma relação de equivalência. Foi visto que o conjunto de valores, discrimi-
nante e dimensão sã.o invariantes da classe de equivalência de uma forma quadrática. 
Mostramos também que toda forma quadrática se decompõe como uma soma de for-
mas quadrática-S totalmente isotrópica, hiperbólica e anisotrópica. 
No capítulo 3, fizemos a discussão quando ~ 1 e 2 são quadrados em um corpo 
finito, e no ca.so geral, para determinarmos se um elemento de um corpo é quadrado, 
usamos o Símbolo de Legendre e a Lei de Reciprocidade Quadrática. No fim deste 
capítulo concluímos que em corpos finitos, toda forma quadrática de dimensão maior 
ou igual 2 é universal e se a dimensão for maior ou igual a 3 ela será isotrópica. 
No capítulo 4, aplicamos o Lema de Hensel Generalizado nas formas quadráticas 
sobre o anel dos inteiros p-ádicos ~P para descrever as classes quadráticas de Qp. 
Verificamos que toda forma quadrática sobre Qp de dimensão maior ou igual a 5 é 
isotrópica. Para dar uma. resposta geral da isotropia de uma forma quadrática sobre 
Qp quanto a sua dimensão apresentamos um teorema, e seu corolário que fornece a 
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condição para que um elemento deste corpo seja representado pela forma quadrática 
em questão. 
Já no capítulo 5, vimos pelo Teorema de Hasse-Minkowski que discutir a 
isotropia de uma forma quadrática f sobre Q equivale a discutir se fv é isotrópica 
em Qv; Vv E V. O seu corolário mostrou que verificar se a E Q é representada por 
f: equivale a verificar se f representa a em cada Qv· 
Verificamos que para duas formas quadráticas f: f' serem equivalentes sobre 
Q, ba.sta verificar que fv e fv' são equivalentes em cada Qv, Vv E V. Concluimos 
também que para descobrir que f, f' são equivalentes sobre Q basta verificar se seus 
invariantes são iguais em cada Qv. 
Por fim, como aplicação de nosso trabalho mostramos: 
• Todo número racional positivo é soma de no máximo quatro quadrados em Q. 
11 Um inteiro a é a soma de três quadrados se e somente se a= 4a(8b- 1), com 
b E Z':. 
• Todo inteiro positivo é soma no máximo de 4 quadrados. 
• Todo número inteiro positivo é a soma triangular de 3 números inteiros. 
X 
Chapter 1 
Valorização de Corpos 
1.1 Introdução 
Dizemos que uma aplicação cp : K --t IR+, onde IR+ é conjunto dos números reais 
positivos, é uma valorizaçào se cp satisfazer as seguintes condições: 
(i)cp(x)=O"" x=O 
(ii) cp(x · y) = cp(.x).cp(y), Vx,y E I< 
(iii) cp(.x + y) :'Õ cp(x) + cp(y ), 'ifx, y E f{ 
Das condições (i), (ii) e (iii) impostas na definição de valorização obtemos a 
proposiçào abaixo: 
1.1.1 Proposição 
(a) rp(z) = 1, para toda míz da unidade z E K, e em partícular rp(l) 
cp(-1) =L 
(b) cp(x- y) :'0 cp(x) + cp(y), Vx,y E I< 
{c) <p(x · y- 1 ) = cp(x) · cp(y)-1 , Vx,y E I<, y f O 
(d) lcp(.x)- cp(y)l :'0 cp(x- y), Vx,y E I<. 
1.1.2 Exemplo 
Seja a aplicação I [R : IR --t IR+, valor absoluto em IR, dado por [a[R = [a[, 
I 
1.1.3 Exemplo 
Seja a aplicação I la: a: -----tJE4, valor absluto em (C, dada por la+ ibl = a2 + b2 • 
1.1.4 Exemplo 
Dado I< um corpo qualquer, seja a aplicação T =I<__.___.,. IR+ 1 definida por r( O)= O e 
T(x) =I, 'lx E!{\ {0}. 
1.1.5 Observação 
A valorização da.da pela aplicação definida no exemplo acima é chamada de valori-
zação triviaL 
Se no lugar de (iii) trocarmos por (iv) <p(x + y) S max{<p(x),<p(y)),<p será 
chama.da de valorização não arquimediana. 
A valorização trivial é um típico exemplo de valorização não arquimediana. 
A proposição abaixo nos fornece em que condições uma valorização r.p : ]{ -----t 
IR+ é não a.rquimediana. 
1.1.6 Proposição 
Seja r.p : f{ -+ IR+ 1 uma valorização do corpo K 1 as seguintes afirmações são equi-
valentes: 
(a) t.p é uma valoriza.ção não arquimediana. 
(b) 'P satisfaz a condição {l'(m.l)lm E N} é limitado. 
(c) 'lx E I<, op(x) SI implica que op(.x + 1) SI. 
( d) Dado p > O, r.pP é uma valorização do corpo f{. 
Demonstração ([E], Valuations Theory, pg 5) 
Quando uma va.lorizaçã.o de um corpo I< não satisfizer a proposição acima 
ela é chamada arquimediana. 
Se tomarmos os dois primeiros exemplos, veremos que I IR e I !« são valori-
zações a.rq1timedianas. 
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O exemplo mais importante de valorização não arquimediana, será dado mais 
oportunamente, que serão as valorizações exponênciais p-ádicas, que será de extrema 
relevância. neste trabalho. 
A partir de uma valorização tp : f{ ___,. IR+, de um corpo f{ podemos de-
finir uma topologia métrica T'P em[{, d'P : I< X f{___,. IR+ dada por d'P(x,y) = 
cp(x-y),'lx,y E K. Paraumdadox E K,oconjuntodos V.(x) = {y E Kjcp(x-y) < 
E} forma uma base de vizinhanças em x. Verifica-se facilmente que T'P é discreta 
se e somente se 1..p é trivial e além disso a. aplicação 1..p : f{ ___,. IR+ é uniformemente 
contínua (quando f{ provido com d'P e IR+ com a métrica definida pelo valor abso-
luto). Pode-se verificar que o corpo I< com T'P é um corpo topológico, isto é, soma 
e produto são contínuas e a função x 1-+ x-1 de f{- {O} também é contínua. 
Se <pé não arquimediana e cp(x) cJ cp(y) então cp(x + y) = max{cp(x),cp(y)}. 
Realmente, sem perca de generalidade podemos supor tp( x) < tp(y ). Logo tp( x+ y) :::;_ 
cp(y). Por outro lado, cp(y) = cp(y + x- x) :0: max{cp(x + y),cp(x)}. Concluimos 
então que cp(x + y) > cp(x) e cp(y) :0: cp(x + y), resultando na igualdade. 
Dizemos que duas valorizações 1..p, 'lj; de um corpo f{ são equivalentes se 1..p = 
·lj;P para algum p > O. Essa relação constitui uma relação de equivalência entre 
valoriza.ções. 
1.1.7 Observação 
A úmca valorização equivalente a trivial, é ela mesma. 
A proposição abaixo, nos fornece a importância de se saber se duas valoriza-
ções estã.o na mesma classe de equivalência. 
1.1.8 Proposição 
Dadas dv.as valorizações não triviais cp, o/ do corpo f{. As seguintes afirmações são 
equivalentes: 
(i) cp é equivalente a '1/;; 
(ii) T,., = 1~; 
(úi) T'P é mais forte que Tw; 
(iv} Para v.m dado x E K,<p(.x) < 1 implica que ·,P(x) < 1; 
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(v} Dado x E K, l'(x) :<: 1 se e somente se ,P(x) :<: 1. 
Ver ([E], pg 2) 
Concluímos da. proposição acima que valorizações arquimedianas e não-arqui-
media.nas de um corpo K não são equivalentes. Logo para que duas valorizações em 
um corpo K sejam equivalentes só resta como opção que ambas sejam arquimedianas, 
ou ambas sejam nã.o-arquimediana.s. 
Sejam agora <p uma valorização do corpo f{. Se K 0 é um subcorpo de K, 
denotaremos por 'PIKo a restrição de tp a K 0 . Se i.p é trivial, r..p será chamada de 
valorizüção de K IKo. Se tivermos como informaçã.o as características que estes corpos 
possuem, poderemos decidir que tipo de valorização K possui. É o que veremos 
a.baixo. 
Seja f{ um corpo de característica p > O com uma valorização r.p. Para todo 
m E LZ, se m = pq +r com q, r E Z e O ::; r < p, teremos que m.1 = r.l. 
Logo l'(m.1) = l'(c.1), portanto o conjunto {l'(m)lm E JN} é finito. Assim pela 
proposição 1.1.5 'Pé não arquimediana. 
Assim podemos enunciar a seguinte proposição. 
1.1. 9 Proposição 
Toda valorização de um corpo de característica prima é não arquimediana. 
A proposição acima. torna-se mais específica se assumirmos que K é finito. 
Realmente, seja. p a característica de K. Então KIJFP é urna extensão algébrica. Seja 
tp urna valorização de K, que já sabemos ser não arquimediana. Vejamos primeiro 
que a. restrição de 'P a. IFP é trivial. Realmente, 'P(2.1) = 'P(1 + 1) _::::: 'P(1) = 1. Por 
este fato, teremos que tp(r.1)::; 1, para todo 1::; r< p. 
Suponhamos por absurdo que existe 1 <r< p- 1 tal que 'P(r.1) < 1. Logo 
l'(r.l)-' > 1. Mas l'(r.l)-' = l'((r-'.1)) = l'(s.1), para algum 1 <: s <: p-1, o que 
é uma contradição. 
Assim tp(r.1) = 1, para todo 1:::; r:::; p- 1. 
Seja agora x E K não nulo e a0 , a 1 , ... , an E IFP tal que a0 +a1 x+· · ·+anxn = 
O. Se cp(ap:;) # cp(ajxi), para todo O:$_ i,j:::; n, com i =J. j, teremos que do fato de 
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tp ser não arquemediana que O= tp(a0 + a1x + · · · + anxn) = 
max{l'(a,x')l i= O, ... ,n). Logo O= l'(a,x'), para algum tE {O, ... ,n}. De 
tp( at) = 1, segue-se que tp( xt) = O, mas isto é uma contradição pois x f O. Logo 
existe O:::; i,j :::; n, tal que tp(a;xi) = ~.p(aj.rj). Como tp(a;) = tp(aj) = 1 resulta que 
l'(x)' = l'(x)i. Logo \'(.x)i-i =I, implicando l'(x) =I. 
Podemos assim enunciar a seguinte proposição. 
1.1.1 O Proposição 
Toda valorizw;ão de um corpo finito é trivial. 
Por essas proposições vemos que se um corpo K admitir uma valorização 
arquimediana, então K tem característica nula. Vejamos a seguir exemplos deva-
lorizações não aquemedianas nos racionais. 
1.1.11 Exemplo 
a 
Daflo x E Q {conjunto dos racionais) não nulo e p (primo fixo), escrevemos x = pn_b 
com n, a, b E ~ e a e h não divisíveis por p. 
Tomando tpp(x) = e-n, onde e é a base do loyaritimo natural, e <pp(O) =O, 
e.5ta, aplicação define uma valorização em Q, que chamamos de valorização ex-
ponêncial p-ádica. 
Esse exemplo é na. verdade o único tipo de valorização não arquimediana que 
existe em Q. Denotaremos por r.p'XJ o valor absoluto usual de Q. 
1.1.12 Teorema 
Uma, dada valoriza,ção não trivial de Q é equivalente a <pp para exatamente algum 
p E PU {co} (P: conjunto dos números p1·imos). 
Vn ([E], pg 7). 
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Agora enunciaremos o Teorema da Aproximação que usaremos mais tarde. 
1.1.13 Teorema 
Sejam rp1 , ... , 'Pn valorizações 2 a 2 não equivalentes e não triviais de f{. Dados 
x1, ... ,xn E I< e E> O existe um x E K tal que 'Pk(x-xk) <e para todo 1 :S k :S n. 
Ver ([E[, pg. 4). 
1.2 Sequências de Cauchy e Completamentos 
Seja rp uma. valorizaçã.o de f{ e (xi);EN uma. sequência de elementos de K. 
1.2.1 Definição 
Dizemos que (xi)iEN é r.p-Cauchy se dado E. E IR, E > 01 existe n 0 E N tal que 
rp(.'r;- xJ) <E se i,j > n0 . 
Dizemos que (x;)iEN tp-converge para x E K e denotamos por lim'f'x; = X 1 
se dado E E JR., E > O existe n0 E N tal qite rp( Xi - x) < E se i > no. 
Como [I'( x) - cp(y) I ::; I'( x - y) (pela propo~ição 1.1.1( d)) vemos que ( xi)iEN 
é sequência. de Cauchy se e somente se (rp(x;))iEN é uma sequência de Cauchy usual 
de números reais. E limc.pxi = x é equivalente a rp(x) = ~im rp(xi)· 
·-= Chamamos de corpo valorizado ao par (1<, rp) onde f{ é um corpo e i.p uma 
valorização de K. Dizemos que (L, 1f) é uma extensão de (K, rp) se K é um subcorpo 
de L e a restriçã.o de ,P em K é igual a r.p. 
1.2.2 Definição 
Dizemos '[1ft o corpo valorizado ( K, r.p) é completo se toda r.p-sequência de Cauchy 
de J( é comwrgente. 
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• 
Dado um corpo valorizado (K, tp) chama-se completamento de (K, tp) a uma 
extensão (L, 1./J) de (K, tp) tal que (L, 1./J) é completo e K é denso em L, em relação 
a topologia T.J!. 
Por exemplo, é fato bem conhecido que (IR, I I) é um completamento de 
(Q,'P=l· 
Vamos a seguir mostrar que todo corpo valorizado (K, tp) tem um completa-
menta(/,, 1p). 
Seja C o conjunto das tp sequência de Cauchy e No conjunto das sequências 
tp-convergentes a zero. 
Dadas (.-ri)iEW e ÜJi)iElV tp-sequências de Cauchy. Introduziremos a adição e 
a. multiplicaçã.o entre as sequências 
(xi)iEN + (yi)iEN = (xi + Yi)iEN e (xi)iEN·(Yi)iEll'l = (xiYi)iEN· 
Como (.ri)iEN e (y;)iEN são ip-sequências de Cauchy, temos que dado ~ > O, 
IN , ( ) E., ( ) E .. existemn1,n2 E taisquetp x;-Xj < :)set,J >n1etp y;-yj < :)sez,J >nz. 
Tomando n0 = max{n11 n 2 } tem-se que ""' ..., 
se i,j > n0 • 
Como vemos ( x; + yi)iEN é uma so-sequência de Cauchy. 
Desde que a.s sequências (x;)iEBV e (y;)iElV são ip-sequências de Cauchy temos 
que ( 9( x;) );ov e ( 'P(Y;) )iEN são sequências de Cauchy usuais de números reais. Logo 
existem k1 , k, E IR ta.is que I'P(x,)l <; k, e I'P(Yi)l <; k,, lf, E N. 
E kzE 
Toma.ndo -k > O e "k k > O existem n 1 , n 2 E IN tais que 2 2 é+~ 1 2 
( ) 
E . . 
tp x;-.Tj <- se z,J >n1 2k, 
k2E 




Tornando n 0 = max{nt,nz} tem-se que 
se i,j > nz. 
<p(xiYi- XiYi) = 'P((xi- x,)(Yi- Y;) + x;(Yi- Y;)) + Yi(xi- Xj)) 
< 'f'(Xi- Xj).'f'(Yi- Yi) + <p(xi)'P(Yi- Yi) + <p(xi- Xj) 
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< 'P(x;- x,).'P(Yi- Y;) + k,'P(Yi- Y;) + k,.'f'(X;- x;) 
'P(Y;- y2 )('P(x;- x;) + ki) + k2'P(x;- x;) 
< ekz . E+ 2k1kz + kz . ..!_ =~+:_=e. 
E+2k,k, 2k, 2k, 2 2 
A convergência a.gora é clara. Isto mostra que C é um anel comutativo. 
Sejam agora (x;);ov e (y;);eJV sequências r.p-convergente para zero. Desde 
que ~.p(x;- Yi) _::; 'fl(x;) + cp(y,.) 1 tem-se claramente que (xi)ieN - (y1)1eN é uma 
sequência tp-convergente a zero. Se (x;)ieN é uma. <.p sequência de Cauchy e (y;);eN 
é uma sequência )O-Convergente a zero, então r.p(x;y;) = r.p(x;).r.p(y;) :::; k1r.p(y;), onde 
y:(xi) :::; k, V; E IN. Portanto (x;y;);eN é uma sequência nula. Logo N é um ideal 
de C. 
Seja (x;)ieN E C e (y;)ieN E N. Então r = lim 'P(x;) # O. Logo existe 
,~00 
r 
no E IN tal que lr.p(xi)- ri < 2 para todo i > no. Logo, se i > no então r.p(x;) = 
(r- r+ l"(x;)) :>r -['P(x;)- -r[ > ~· Portanto, ·"i# O, V;> n0 . Seja agora (y;)ieN 
com y; = O se 1 :::; i :::; n0 e y; = x{1 se í 2: n0 • Então (y;);eJN é r.p-Cauchy desde 
que r.p(y,- Yj) = r.p (:rj- X;):; ~~(Xj- xi), para i,j 2: n0, o que nos mostra que 
X;XJ r 
(yi);eN E C. Como 1 - (x;).(y;}; = (z;} onde z; =O para 1 ~i::; n 0 e z; = 1 para 
i> n0 , temos que 1- (x;}(y;) E N. Logo o anel quociente CjN é um corpo. 
Por outro lado, denotando-se, X = (x;) E C e definindo O(X) = lim 'P(x;) 
•~oo 
vemos que O(X) = O <* X E N e que B(XY) = O(X)O(Y). Vale também 
O( X+ Y) s; B(X) + O(Y). 
Denotaremos agora por K = CjN e por tp: K-+ IR+ a função tp(X +N) = 
8(X}. Vejamos se(/; está bem definida. Sejam X= (xi)ieN e Y = (y;)ieN tais que 
X - Y E N. Então 
O= B(X- Y) = lim 'P(x;-y;) s; lim i('P(·"i)- 'P(Y;))[ s; lim('P(x;)) + lim('P(Y;)) = 
•-+oo •-+oo >-+00 t-+oo 
O( X)+ B(X). Por outro lado, O( X) = O(X +(X- Y)- (X- Y)) s; O( X- (X-
Y)} + B(X- Y} = B(Y).Trocando-se X por Y nessa a rela.Cao obtemos também 
O(Y) s; O(X).Logo O( X)= O(Y). 
Das propr·iedadcs de fJ verifica-se que 0 é uma valorização de K. Por cons-
trução , temos que Í( é completo. 
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Tomemos agora a aplicação a: K-----+ K dada por o:(x) = (xi), onde xi 
-'1\ V; E IN que defini um homomorfismo (uma vez que (x.y); = x;y;). 
Seja agora <f0 a(x) ~ <f(a(x)) ~ cp(x;) ~ lirn cp(x;) ~ lim cp(x) ~ cp(x). 
·-= 1--+00 Como vemos tPoa = tp. Assim, identificando-se x com a(x), podemos consi-
derar K C ]{ e ]{ é o completamento de ]{. 
Decorre da definição de completamento a proposição abaixo que mostra que 
o completamento é único. 
1.2.3 Proposição 
Sejam (R, tP) e (L, 'lj;) dois completamentos do corpo valorizado (K, tp). Então existe 
um ]{-isomorfismo f : ]{ -----+ L tal que 7/Jof = (jj. 
O teorema a seguir descreve todos os corpos completos (K, tp) com tp arqui-
mediana.. 
1.2.4 Teorema (Ostrowski) 
Dado um corpo de valorização completo ( K, tp) tal que tp é arquímediana. Então 
(K, cp) é isomorfo a (IR, I I~) o a (!C, I I~) para algum p > O. 
Ver ([E], pg 15) 
No caso do completamento de (Q,tpp),tpp a valorização p-ádica, o completa-
menta é chamado de corpo dos racionais p-ádicos e denotado por (Qp, tpp)· 
1.2.5 Proposição 
00 
Todo número p-ádico o pode ser escrito na, forma a = L a ir/, onde aj E ::Z e 
j=n 
n é tal que tpp(o:) = 'Pv(Pn) e O ::; ai < p- 1. A expansão o: E QP, dada por 
av av+l 2 f b d a - + -- + · · · + a0 + a1p + a2p + · · · que é req'uentemente a revia a por pV pv-l 
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Vec ([B], pg 35) 
O próximo resultado nos permite mostrar que, como no caso do comple-




Um elemento a E QP é racional se e somente se sua expansão canônica1 L ajr}, 
O~ a;< p1 onde p é tal que i.pp(a) = (cpp(p))n! é periódica. 
Vec ([B], pg 40) 
Faremos agora uma reformulação da definição de valorização não arquime-
diana que apresentamos. Havíamos visto que esta aplicação tem sua imagem no 
grupo multiplicativo IR+· Agora tomaremos uma aplicação do corpo K na reta ex-
tendida, a partir de uma valorização não arquimediana r.p de K, da seguinte maneira, 
v(.r) ~ -log<p(4 
Definiremos que v(x) = oo se e somente se x =O. 
De <p(x.y) ~ <p(x).<p(y), tecemo' que v(x.y) ~ -log<p(x.y) ~ -log<p(x)-
log 'P(Y) ~ v(.x) + v(y ). Agora de,de que 'P( x + y) S max{ 'P( x ), <p(y)) e -log 'P( x + 
y) 2: - max(log 'P( x ), log <p(y) ), isto é, -log <p(.x + y) 2: min( -log 'P( x) - log <p(y) ). 
Assim v( :c+ y) 2: min{v(x),v(y)}. 
Com esta nova reformulação, a valorização não arquimediana é dada por 
v : [{ -----+ IR U { oo}, satisfazendo as seguintes condições: 
(i) v(x) ~ oo "" x ~O; 
(ii) v(.x.y) ~ v(x) + v(y); 
(iii) v(x + y) 2: min{ v(x ), v(y )). 
Se tivermos v( x) f' v(y) isto, implicara que v( x + y) ~ min {v( x ), v(y )}. 
Dada uma valorização v de um corpo K verifica-se que Av= {x E Klv(x) 2:: 
O} é um subanel de f{ com um único ideal maximalNv = {x E Klv(x) > O}.Chamamos 
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ao corpo quociente Kv =*"de corpo de residuos e a Av-Nv de grupo das unidades. 
1.2. 7 Observação 
Escreveremos Vp tanto para a valorização p-ádica de Q como para a valorização de 
sen completamento Qw 
1.2.8 Exemplo 
a 
1- iZP = { b E Q tal que p nã dívide b} é um anel de valorização vP de Q. 
a 
pX (P) = { b E Q ta,l que p divide a e p nã divide b} é ideal maximal de 
valorização Vp de Q. 
Tomando Kv = Xp '::.':: lF'p, tem-se o corpo de resíduos de Vr 
pXp 
i>O 
p?.tp = {2: a;p'!O _:::; a, _:::; P-d é o ideal maxímal de valorização vp de Qp. 
i>O 
Tomando Kv = Zlp é corpo de resíduos de Vp, verifica-se que Kv = Fp. 
piZ, 
Reparemos que vp(x) =O; Vx E ZP \ pZv· Logo o conjunto destes elementos 
é o grupos da.s u.nidudes c denotamos por Up 
1.3 Lema de Hensel Generalizado 
1.3.1 Lema (Lema de Hensel Generalizado) 
Seja J(X) E ÍP[XL e seja f'(X) sua derivada formal. Se existir a E Xp, n, k E X 
tais que O ::; 2k < n e vP(f(a)) > n e vp(f'(a)) = k. Então existe b E Xp tal que 
v,(f(b)) :O.. n +I e vp(f'(b)) ~ k c v,( a~ b) :0.. n ~ k. 
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Demonstração: Usando o algorítimo da divisão euclidiana no polinômio f( X), 
temos que f( X)~ (X- a)J,(X) +f( a), com / 1 (X) E zo,[X]. 
De maneira onáloga tem-se que J,(X) ~(X- a)J,(X) +!r( a), com f,( X) E 
ZO,[X]. Assim f(X) ~(X- a)((X- a)J,(X) + fr(a)) + f(a) ~(X- a) 2J,(X) + 
(X- a)f,(a)) +/(a). 
Por outro lado,J'(X) ~ f 1 (X)+(X -a)f{(X), o que implica que f'( a) ~ f 1 (a). 
Logo temos que 
f(X) ~(X- a)'J,(X) +(X- a)f'(a)) + f(a) 
Procuraremos agora b da forma b = a+ pn-k c, com c E ~p· Por hipótese vP(f( a)) ~ 
n e v,(f'(a)) ~ k, então f(a) é da forma f(a) ~ p".x, com x E zo, e f'(a) ~ p1 .y, 
com y E UP. 
Tomemos agora a equação X+y.Y =O em IFP. Como é linear e y =j:. O a equação 
tem solução, logo existem z E ~P' c E Up tais que X+ y:c =O, e x + yc = pt .z, com 
t 2- I. 
Tomando~se b da forma b = a+ pn-kc, com c E ~p 1 temos que f(b) = 
(b- a) 2f2(b) + (b- a)f'(a)) + f(a) ~ (p"-'.c) 2 j,(b) + (p"-'c)f'(a)) + f(a) ~ 
p2n-2k .c2 J2 ( b) + pn-k .c.pky + p".r, = p2n-2k .c2 .12 (b) + pnc.y + p"x = P2n-2k _c2 .12 ( b) + 
pn+t .z 
Por hipótese temos que 2k < n, daí temos que 2n - 2k = n + ( n - 2k) > n, 
por conseguência temos que vp(p2"-2k.c2.h(b)) > n e vp(p"+1.z) > n. 
Assim 
Logo v,(f(b)) ;>- n +I. 
De f'( X)~ f 1 (X) +(X- a)f{(X) implica que 
f'( X)~ (X- a)j,(X) + fr(a) + (x- a).f{(X) 
Mas .f1(a) ~ f'( a) , v,(!'( a)) ~ k e h( a) ~ p1 .y, com y E U,. Com isto temos 
que f'(b) ~ (b- a)f2(b) +f'( a)+ (b- a)f{(a) ~ p"-'c.fz(b) + p'-y + p"-'.c.f{(a) ~ 
p1 (p"- 21c.f2(b) + y + p"- 21 .c.f{(a)). 
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Notemos que 
pois y E Up. 
Assim 
v,(f'(b)) ~ v,(pk) + v,((pn-2kc.j,(b) + t + pn- 2'-c.f{(a)) ~ k 
Portanto, ::Jb E ~P' b = a+ pn-kc, com c E ~P tal que vp(f(b)) > n + 1 e 
v,(f'(b)) ~ k e v,( a- b) 2' n- k. 
1.3.2 Teorema 
Sejam n,k,j E :,Z tais que 1 S,j S m,O 2' 2k < n e f(X) ~ f(X, ... ,Xm) E 
Zp[X1 , ••• ,Xm] e assumimos que existe a= (a1 , .. . ,am) E z; tal que vp(f(a)) > n. 
Seja vp ( 88~ (a)) = k, onde 881_ é a derivada formal de f. Então existe b = X 1 X 1 
(b,, ... , bn) E zt; tal que f(b) ~O e 





Neste capítulo trabalharemos apenas com corpos de característica diferente de 2. 
2.1.1 Definição 
Dizemos que um dado polinômio f com n variáveis sobre um corpo FJ uma forma 
qu.adrática, se f é homogênio e de grau 2. 
Isto significa que f tem a seguinte forma 
n 
f(XI,···,Xn) =L: a,JX;X; E F[X1, ... Xn] 
i,j=l 
Consideraremos os coeficientes simétricos. Escreveremos 
n 1 n 
f(X1 , ..• ,X,J = L: -(a;;+ aj;)X;Xj = L: b;jX;Xj 
.. 1 2 .. 1 
,,J= 1,)= 
onde b;.i = ~(a.ij + a'ji)· Cmno vemos existe de maneira única uma matriz simétrica 
Af1 = (b;j)nxn associada a f. 
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2 .1. 2 Observação 
Dado a E F, temos a seguinte relação f(aX1 , ••• , aXn) 
observação resulta diretamente da definição. 
2 .1.3 Definição 
Definimos dimensão de uma forma quadràtica J(X1 , ... , Xn) como sendo o número 
de variáveis de .f. Denotamos por dim f. 
Conclusão: A dimensão de uma forma quadrática é igual a ordem de sua 
matriz associada .. 
2.2 Formas Quadráticas e Bilineares 
Seja V um F-espaço vetorial de dimensão n e { e1 , ... , en} uma base de V. Tomemos 
agora v E V do tipo v= Ef=l :riei e uma forma quadrática f que possui Mf = (bi}) 
como matriz simétrica associada. 
Reparemos que 
O que nos permite denotar f(x 1, ... 1 Xn) por f( v). Com o intuito de associ-
armos a uma forma quadrática f, uma a.plicação bilinear B, tomaremos v, w E V, 
v= Ei=t aiei, w = I:i=t biei, com ai, bi E F. Em seguida consideraremos a aplicação: 
B f : V x V ---t F definida por: 
1 
BJ(v, w) = :zl!(v + w)- f(v)- f(w))] (2.1) 
Desenvolvendo (2.1) vê-se que B1 é uma aplicação bilinia.r simétrica. 
Seja agora B : V x V ______.. F, a aplica.çã.o bilinear definida em V. Tomando 
{ e1 , ... , en} umil. base de V e um vetor v E V, da forma v = Lr""1 aie;, com ai E F. 
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Aplicando Bem v teremos B(v,v) = B(atet + ··· + anen,a1 e1 + ··· + anen) = 
L~j=t B(ei,e.i)aiaj, definindo !B(at, ... ,an) = f{v) = E( v, v), teremos uma nova 
forma quadrática a:;;sociada a E. 
Como vemos existe uma correspondência bionivoca entre formas quadráticas 
simétricas e aplicações bilineare simétricas. 
Chamaremos de Espaço Quadrátíco ao par (V, B) constituido do espaço ve-
torial V e a aplicação bilinear B definida em V. 
2.3 Equivalência entre Formas Quadráticas 
Sejam f, g duas formas quadráticas de mesma dimensão sobre F, que possuem M1 
c M9 como matrizes associada.s. 
2.3.1 Definição 
Dizemos que f é equ.ivalente a g 1 ou f é isométrica a g 1 se existe uma matriz 
C E GLn(F)(grupo fias matrizes inversíveis sobre F) tal qu.e M1 = CtM9 C 
A notação usada é f,.._, g. 
Reparemos que se trocarmos a.s variáveis X por Y = C X, resulta da definição 
que g(Y) ~f( X), uma vez que 
g(Y) ~ g(CX) ~ (CX)'M,(CX) ~ X'(C'M,C)X ~ X'MtX ~ f(X) 
Fazendo as conta:;;, percebemos que a relação de isometria é uma relação de 
equivalência. 
2.3.2 Exemplo 
Sejam f(X,,X2 ) ~Xi-Xi e g(X,,X2 ) =X, X,. 
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Temos que: 





Da igualdade matricial acima , concluimos que f,.,..., g. 
2.3.3 Exemplo 
Toda forma quadrática diagonal do tipo f(X1 , ... , X • ..) = a1X{ + · · · + anX~ E 
F[X1 , ... ,X,], com a;= c,bT,l 2:: i 2:: n e c;= 1 para 12:: i 2:: r é isométrica a uma 
do tipo h(X1, ... ,Xn) =X{+ ... + x; + Cr+lx;+l + ... + cnx;. 
De fato, A matriz associada a f é dada por: 
a1 O o 
O a2 o 
o o 
Tomemos agora a. matriz C E GL,(F), dada por: 
b-1 
1 o o o ... o 
c~ o o b-1 o o o 
' o o o b-1 Cr+l r+l o o 
o o o b-1 Cn n 
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que é uma matriz inversível, 
Fazendo algumas contas, teremos CtM1C = Mh, onde Mh = 
a matriz simétrica, associada a h. 
Portanto, temos que f,..... h. 
2.3.4 Exemplo 
Seja f uma forma qv.a.drática sobre F do tipo j(X1, ... , Xn) = a1Xl+· · ·+anX~ .Se 
trocarmos a ordem dos coeficientes de f 1 a nova forma quadrática será isométrica a 
f. 
casos a. demonstraçã.o é de maneira análoga. 
Tomando 
o I o o o 
I o o o o 
C= o o a, o ... o o 
o o o an 
que é inversível uma vez que, fazendo ~'contas" teremos que C.Ct =I. 
Novamente fazendo contas teremos que C1M1C = M0 
a1 O 









são as matrizes associadas a f e g, respectivamente. 
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2.3.5 Definição 
Seja f uma forma quadrática de dimensão n J Indicamos por D f = { d E Pi::la1 , ... , an E 
F tal que f(all . .. ,an) = d} o conjunto de valores de uma forma quadrática f. 
Também dizemos neste caso que f representa d. 
Faremos agora algumas observações a respeito de n,. 
2.3.6 Observação 
Se D f = F( F\ {O}), dizemos qne f é uma forma. qnadrática. universal. 
2.3. 7 Observação 
Se a,d E F, dE D1 se e somente se a2d E D1 . 
Concluimos a partir da observação anterior que D 1 consiste da união de clas-
ses laterais de P\P2 • 
Quando existirem a1, ... ,an E F não todos nulos tal que f(a 1 , ... ,an) =O, 
dizemos que f é uma forma quadrática isotrópica. Ou equivalentemente quando 
::30 f- v E V tal que B1(v, v) = O. Chamamos v de vetor isotrópico. Quando 
o espaço quadrático (V, B) contém um vetor isotrópico, dizemos que (V, B) é um 
espaço quadrático iBotrópico, caso contrá.rio é dito anisotrópico. 
2.3.8 Observação 
üizemos que (V, B) é totalmente isotrópico quando todos vetores de V são isotrópicos 
(neste caso B- 0}. 
Consideremos B : V X V ---+ F, uma aplicação bilinear com a = { v1, . .. , Vn} 
e ,8 = {w11 ••• 1 w,.} bases de V. Sejam (B(v;,vj))nxn e (B(w; 1 Wj))nxn as matrizes 
da aplicação B nestas bases. Seja T : V ---+ V a transformação linear que "leva" 
a base a na base (3, tomando C a correspondente matriz mudança de base que T 
representa, teremos que 
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(B(vi, v;))n>n = C'.(B(w,,w;))n<n·C (*) 
2.3.9 Observação 
Sejam dados agora f e g duas formas quadráticas isométricas de dimensão n sobre 
F e seja C E GLn(F) a matriz que satisfaça a seguinte igualdade M1 = CtM9 C} 
onde 1V1 e M9 são respectivamente as matrizes associadas a f e g. 
Seja T : V ----+ V a tro:nsformação linear correspondente a matriz C. Temos 
por con.5equência de(*) BJ(v,w) = B,(T(v), T(w)). (**) 
Dados agora, v= a1v1 + · · · + UnVn e T(v) = b1v1 + · · · + bnvn, com ai, bi E 
F, i= 1, ... n. Logo, concluimos a partir de ( **) que 
f(a~, ... , an) = BJ(v, v) = B,(T( v), T(v)) = g(b~, ... , bn)· 
A proposição abaixo, nos dá a importância de se saber se duas formas qua-
dráticas são equivalentes. 
2.3.10 Proposição 
Se f é equivalentes g então D1 = D9 • 
Demonstração: 
SedE D1 isto implica que 3a1, ... ,an E F tal que J(al,···,an) = d. 
Agora consideremoR v=a1v1 + · · · + anvw Como vimos anteriormente, Bt(v, v) = 
f(a 1 , ..• ,an)· Do falo de f- g, existe C E GLn(F) tal que M1 = C'M9 C. Seja 
T : V -------t V a tranformaçã.o linear correspondente a C e seja w = T( v). Então por 
(**) 
B,(w, w) = B,(T(v), T(v)) = B1(v, v) = d. 
Mas B9 (w,w) = g(w) assim dE D9 • Ou seja, Di C D9 e de modo análogo, tem-se 
que D9 C Di. Porta.nto, Di= D9 • 
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2.3.11 Definição 
Chamamos de discriminante de f ao elemento d(f) 
det(f) é dado dr.terminante de M 1. 
2.3.12 Observação 
det(f)F2 E F/ F', onde 
Temos que d(f) é invariante da classe de equivalência de f. 
Demonstração: Sejam dadas f e g duas .formas quadráticas equ-ivalentes sobre 
F de dimensfio n. Neste caso existe uma matriz C E GLn(F) tal que M 1 = ctM9 C. 
Logo det(MJ) = det(C'Jv!9 C) = det(M,)(detC)', ou seja ambas possuem o mesmo 
discriminante. 
Pelo exemplo abaixo vemos que o discrimínante caracteriza uma classe espe-
cial de formas quadráticas. 
2.3.13 Exemplo 
Sejam f(X,,X,) =XI- dXi E F[X,,X2] e g(X,,X,) =XI- eX? E F[X;,X2 ] 
Então f "" g se e somente se de E Ê'2. 
Demonstração: Agora temos que de E P2 se e somente se c = de 2 • A igual-
dade matr·icial abai.r-o nos fornece a equivalência desejada de f e g. 
[ ~ ~c l = [ ~ ~ l . [ ~ ~d l . [ ~ ~ l 
Por outro lado, se os determinantes de duas formas quadráticas diferirem por 
um quadrado não significa que as duas formas quadrátíca,s estão na mesma classe 
de equ.iva1ência! é que veremos a seguir. 
2.3.14 Exemplo 
Conszdecemos f(X,,X2 ) = Xl- 2Xi E Q[X1,X2] e 
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g(X,X2 ) ~ -3XJ + 6Xi E Q[X,,X2]. 
Temos que dei(!)~ -2 e det(g) ~ -32 .2. 
Portanto, det(f) e det(g) diferem por um quadrado. Se mostrarmos que D1 I= 
D9 , teremos provado que f f g. 
Tomando (x 11 x 2 ) = (1, 1), tem~se que g(l, 1) = 3. Portanto 3 E D9 • Supomos 
agora que 3 E D1. Neste caso existem a,b E Q tal que f(a,b) = 3. Ou seja 
2 2 x r ~ 
a -2b =3, mas a= -,b= -, comx,y,r,s E íZ ey,s -r-0. Segue-se então que 
y s 
:rz .,.z 
3 = 2 - 2-z:::} 3y2s2 = (xs)2 - 2(ry) 2 .(*) "Olhando" no quociente em IF3 (corpo y s 
dF resíduos módulo 3} temos que O= 3y2S2 = xs 2 - 2ry 2 = xs2 + ry2 , (pois -2 =I). 
. 7 IDIII2 Ve;amos a tabela ao lado : x 2 O 1 1 
Como vemos Õ rj D(Xf + Xi), se xs f- O ou ry =f O. Consideremos agora o 
caso de XB =O e ry =O. Sv.pomos sem perda de generalidade que mdc(x,y) = 1 e 
mdc(T,s) = 1. Temos assim que 3lxs. Logo 3lx ou 3ls. 
Sv.pomos que 3lx isto implica que 3Jy pois mdc(x,y) =L Por outro lado1 de 
3lry daí3lr. Seja então .1: = 3".:r:1 e r= 3P.r1 , como 3Jx1 e 3 Jr1. Como 3y2s 2 = 
(xs )2 - 2(r·y )2 = (32"' .xi)s2 - 2.328 .r?y2 o que implica que 3y2 s 2 = 32!'(32"'-2íJxis?-
2riy2 ) e daí y2 s 2 = 328- 1 (32"-2!'xis~- 2rfy2 ) com isto 3[y ou 3[s (absurdo!!). 
Já no outro caso se 
3[s tem-se que 3 Jr 
pois mdc(1',.s) = 11 mas de 3[ry tem-se 3ly. 
Seja agora y = 3"' .y1 e s = ;313 .s1 , com 3 lYt e 3 Js1 
De 3y2s 2 = (:r:s) 2 - 2(ry) 2 , segue-se que 
3 (3" )' 2 ( 3, )' 2( 3, )' 31+2d'P 2 2 _ , 3p 2 z( '3'" ) . , Yt 8 = x. .81 - r. Yt , Y1 8 1 - x S 1 - r ·Yl · 
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Logo temos que 31+20'+2nyis~ = 32n.(x2s~- 2(r2yf32Q'-2,e)) e asszm 31+20'yfsi = 
x 2si-2(r2 yi32"-2f3) e daí3lx2si-2(r2yi320'-2f3), segue-se então que 3[x2si uma vez 
que 3[2(r2 yÍ320'-2n). Obtemos assim qu.e 3lx ou 3lsl (absurdo!!) 
Consequentemente não existem a, b E Q, não nulos tais que a2 - 2b2 = 32 • 
Ou seja 3 ',t Di. Porta.nto Di# D9 . 
2.4 Diagonilização e Base Ortogonal 
Durante este parágrafo V será sempre um F -espaço vetorial de dimensão n. Seja 
B: V x V---+ F uma forma bilinear simétrica. Se v, w E V são tais que B(v, w) = 
O, nestas condições dizemos que v e w são ortogonais. Denotamos por v l_ w. 
2.4.1 Definição 
Sejam U1 , ... , U., subespaços vetarias de V tais que as seguintes condições sejam 
verificadas se Vi :f j e Vv E U; e Vw E Ui, implicar que v l_ w Vi,j = 1, ... , n e 
U, n (U, + · · · + U,_, + U,+, + · · · + Un) =O. Então dizemos que U1 EB ... EB Un = 
U1 _l ... _l U., é soma direta ortogonal. 
Consideremos uma decomposição de V associado a uma bilinear B em uma 
soma direta ortogonal de subespaços vetoriais do tipo 
V= U, j_ ... j_ Un. 
Sejam v = u 1 + · · · + Un e w = w1 + · · · + w.,, com v;, W; E U;, Vi= 1, ... , n. 
Repar·em.os que ao a.plícarmos B nos vetores v e w. 
Notemos que se chamarmos de B; 1 a restrição da aplicação bilinear B a cada subes-
pnço U; de V, teremos que cada Bi também será uma forma bilinear simétrica. 
Logo B( v, w) = L~jo::ol B(v;, wi) = L{""1 B;(v;, w;). 
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Pelo q·ae vemos da mesma maneira que escrevemos V como soma direta orto~ 
gonal de subespaços vetoriais 1 podemos escrever a forma bilinear como soma direta 
de formas bilineares restrita a cada subespaço U; de V. 
Chamamos dr Radical de V ao subespaço vetorial de V 1 formado pelo conjunto 
{v E VIB(v,w)~O,VwE V). A notaçãousadascrárad(V). 
Claramente temos qv.e rad(V) é um subespaço vetorial de V. 
Em função da definição de rad(V) 1 temos que Vv,w E rad(V),B(v,w) =O. 
O que nos leva a concluir que B lrad(V): rad(V) X rad(V) ~ F é uma aplicação 
nula. 
2.4.2 Observação 
Dado V um F -espaço vetorial, e uma aplicação bilinear B em V sempre podemos 
decompor V como uma soma direta ortogonal do tipo V = U j_ rad(V) 1 isto para 
algum subespa.ço vetorial U de V. 
Demonstração: Seja W = rad(V). Supomos que dim V = n e dim W = r 1 
com O .S: r .S n. 
Consideremos B = {v1, ... ,vr} base de W e j31 = {Vt 1 ... ,v,.,vr+l,···,vn} 
base de V. 
Tomemos agora U os subespaço de V gerado por { v,.+l, .. . , vn}. 
Afirmação 1: V = VV + U 
De fato, seja v E V, isto implica q·ue existem a 1 , •.. , a"' a,.+ 11 ..• , an E F tais 
que V = a1 + · · · + a,.vr + ar+1 Vn+l + · · · + anVn E W + U. 
Afirmação 2.· U n W ~{O} 
Toma:ndo v E vv n u! temos que v E w e v E uI o que implica que existem 
c1, ... ,c,.,c,.+l' ... 1Cn E F tais que V= CtVl + · · · + CrVr e V= Cr+tVr+l + · · · +cnVn 1 
a paTtir destas igualdades obtemos uma nova igualdade dada por c1v1 + · · · + c,.vr-
c,.+1 v.,+1 - · · ·- cnun =O, do fato de {3 ser base de V, concluímos que c1 = · · · = Cr = 
c,.+l = · · · = Cn = O. Ou seja v= O, com isto chegamos na validade da afirmação 2, 
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u n w ~{O}. 
Das afirmações 1 e 2, provamos a observação, 
V = rad(V) EB U, para algum U E V. 
Aplicando B na base { v1 , ... , vn} teremos que a matriz da. bilinear associda 
a B será dada por: 
B( . ·) _ [ (E( v,, v5)),x, O l v.,vJ nxn- O O 
Onde s = n- r. Se rad(V) i- O, dizemos que B é não singular ou não degenerada 
ou ainda regular. 
2.4.3 Proposição 
Uma .forma bilinear B definida sobre F é não degenerada se e somente se o deter-
minante da matriz associado a B em relação a algu.ma base de V for não nulo. 
Ver([Lm}, pg 6) 
Dado U um subespaço de V, seja U .L = {v E V I v _l u, \lu E U}. Claramente 
temos que U .L também é um subespaço de V. 
2.4.4 Proposição 
Sejam V um espaço vetorial 1 com uma aplicação bilinear B, não degenerada. Se U 
é um subespaço vetorial de V.Então valem as seguintes igualdades: 
(a) (U")" ~ U. 
(b) rad(U) ~ U" nU. 
(c) dim(U) + dim(U") ~ dim(V). 
2.4.5 Teorema 
Sejam f(X1 , ... , Xn) = L~j=l UijXiX1· uma forma quadrática não degenerada sobre 
F e { e1 , ... \ en} uma ba.se de V e seja B f a matriz da bilinear B associada a f dada 
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por B1 = (B(ei,ej))nxn· Se para um dado v E V implicar que B 1(v,v) = d, então 
existem subespaços vetoriais U com dim(U) = n- 1 e < v >= { av I a E F} de V, 
tais que V se decompõem em uma soma direta ortogonal do tipo V=< v >.lU. 
Ver([Lm}, pg 9} 
Seja agora uma forma bilinear B definida em V, dada nas condições do te~ 
orema anterior. Enlrio B admite uma decomposição do tipo B = B1 _l B2 , onde 
B1 é a restrição de B a U e B 2 é a restrição de B a < v >, verificando a relação 
B1(v, v)= d. 
Logo existe uma nova base para V, onde a matriz associada a B é dada por: 
Tomando a matriz C da mudança de baBe teremos a Beguinte igualdade ma~ 
tricia1 dada por : 
l c, 
onde C E GLn(F), pois C a matriz mudança de base. E assim concluímos que 
Z::i',j:=l aijXiXJ """dXl + l: bijXiXj. 
2.4.6 Corolário 
Toda forma q·u.adrática f(X1 , ••• , Xn) = Z::~j=l aijXiXj não degenerada é equi·ua~ 
lente a uma forma quadráf·ica diagonal do tipo g(X1 , ... , Xn) = L~=l diXJ. 
2.4. 7 Corolário 
Dados .f(X~, ... , X",) uma forma quadrática não degenerada sobre F e d E Dt. 
Então existem d2 , ... ,dn E F tais que .f(X1 , ... ,Xn),...., dX? +d2X5 +· · ·+d;_x;. 
Uma outra notação usada para uma forma quadrática diagonal do tipo f(X1, ... ,X11_)"' 
a. 1Xi + a2Xi +···+a~ X~ é dada por f= (a1, ... , an). 
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2.4.8 Teorema 
Seja f(Xl,···,Xn) u.ma.forma quadrática não degenerada e dE P.Entã dE n, se 
e somente se f - dy2 é isotrópica. 
Ver({Lm}, pg 14} 
2.5 Decomposição Canônica 
Neste parágrafo mostmremos que toda forma qnadrática possue uma decomposição 
canônica que nos permite restringirmos nosso estudo nas formas quadráticas aniso-
trópicas. 
O teorema abaixo nos fornece em que condições uma forma quadrática binária 
do tipo j(X1,X2) = a1Xf + a2XJ é isotrópica. 
2.5.1 Teorema 
Seja J(XIJX2 ) uma forma quadrática sobre F. As seguintes afimações são equiva-
lentes: 
(a) f é isotrópica; 
(b} f é reg·, lar e d(f) ~ -lF; 
(c) f~ Xf-Xi; 
(d} f~ x,x,. 
(e) Enste um F espaço vetorial com dimensão 2, com base { v1 , v2 } tal que 
1 
B1(v1 , v1 ) ~ B1(v 2 , v2 ) ~O e B 1(v1 , v2 ) ~ BJ(v,, v1) ~ 2 . 
Vn'({Lm}, pg 12} 
Um espaço quadrático (V, B) com dim(V) = 2, associado a uma forma 
quadrática verificando uma das condições acima é chamado de plano hiperbólico 
e denotado por H. Também denotamos a forma quadrática f por H. 
Se (V, B) é um espaço quadrático que se decompõem em V= U1 _i U2 _i ... _i 
Un, onde U; ,...... H, Vi= 1, ... , n, então (V, B) é chamado de espaço hiperbólico. 
Veremos agora algumas condições para que uma forma quadrática J(X1 , ... , Xn) 
seja isotrópica. 
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O teorema abaixo nos mostrará que se uma forma quadrática f(X1 , ••• ,Xn) 
com n 2: 2 for isotrópica então D 1 = F. 
2.5.2 Teorema 
Sejam V um F -espaço vetorial e B uma aplicação bilinear não degenerada sobre V. 
Então as seguintes condições são verificadas: 
(a) SeU é um subespaço de V com dim(U) =r> O e B(u,u) =O Vu EU, 
existe um su.bespaço hiperbólico T Ç V, U C T 1 com dimT = 2r e T ..l T' = V 1 para 
algum T'. 
(b) E.úste O i- v E V tal qv.e B(v,v) = 01 se e somente se1 existe um plano 
hiperbólico tal que T C V e v E T e mais ainda T ..l T' = V para algum T'. 
(c) Se 30 I v E V tal qve B(v, v)= O então {B(w, w) I Olw E V}= F. 
Vec({Lm}, pg 13} 
Devido ao fato de hnver uma correspondência bionivoca entre aplicações bi-
lineares simétricas e formas quadráticas, podemos reescrever os itens (b) e {c) do 
teorema anterior por: 
2.5.3 Teorema 
SeJa f(X1 , • •• ,Xn) uma forma quadrática de dimensão maior ou igual a 2 nao 
degenerada sobre F. Então: 
(b ') Se 3(a1 , ... , an) -/:- (0, ... , O) tal que f(a 1 , ••• , an) =O, então f 11Contém 1' 
uma parte hiperbólica e pode ser decomposta por f "' Xf - X1 + L:i,i=3 aijX;Xj. 
(c') Se 3(a,, ... ,an) I (0, ... ,0) tal qve f(a,, ... ,an) =O, então f é uma 
forma quadrática uni?Jersal. 
Dadas duas formas quadráticas f(XI, ... , Xn) = a1Xf+ · ·+anX~ E F1[X1, ... , Xn] 
e g(Xh ... , Xn) = b1 X f+···+ bnx; E F2 [X1 , ••• , XnL vejamos como podemos "so-
mar11 f e g. 
Sejam JV!1 e M 9 as respectivas matrizes simétricas associadas a f e g1 dadas 
por(BJ(v;,vJ))nxn =Mj e(B9 (w;,wj))mxm= M9 , onde{vl,···,vn} e{wt, ... ,wm} 
são respctivamente bases do FI-espaço vetorial vl e do F2-espaço vetorial v;. 
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Pelo que vimos anteriormente1 podemos obter um F espaço vetorial V e uma 
aplicação bilinear, dados por: V= 1lí_ EB V2 e B = B1 _i B 2 • E a matriz associada a 
bilinear B será dada por: 
O ]- [ (B(v;,v1 ))nxn 
M(B2 ) - O ( B( w;, ~j) )mxm l 
ontle M(BI) e A1(B2 ) são respectivamente as matrizes das aplicações bilineares B 1 
e B 2 . Denotaremos por f ..l g a forma quadrática associada a M(B). Ela será 
representada por 
2.5.4 Teorema 
Dados V um F espaço vetorial e uma aplicação bilinear simétrica B : V x V ---+ F 1 
se.ia f a forma quadrática associada a B. Então existem formas quadráticas ft, ih, fa 
onde ft é totalmente isotrópica, ih é hiperbólica e fr,_ é anisotrópica1 tais que 
Vcr({Lm}, pg 15) 
Além disso j 1 "'< 0, ... ,0 >,fh "'< 1,-1, ... ,1,-1 >e 
Considerando os espaços quadráticos (V, B), (vt, Bt), (Vh, Bh), (Va, Ba) asso-
C'iatlos respectivamente a .f, .ft, fh e a fa 1 teremos por consequência do teorema acima 
que o espaço qundrático (V, B), pode ser decomposto em 
onde v; é o espaço totalmente isotrópíco, Vh é o espaço hiperbólico! Va é o espaço 
anisotrópico. 
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2.5.5 Teorema (Cancelamento de Witt's) 
Sejam dados V um F espaço vetorial e f ,g e h .formas quadráticas sobre F. 
Se f _L g ~f _L h, então 9 ~ h. 
Ver({Lm], pg 16} 
2.6 Álgebra dos Quatérnios Generalizada 
2.6.1 Definição 
Definimos a álgebra dos quatérnios generalizada (a,b;F) como sendo um espaço 
vetorial de dimensão 4 sobre F, com base {l,í,j,k} e a multiplicação dada por: 
(a01 + a1i + a 2j + a3k)(b0 1 + b1 i + b2j + b3k) ~ (a 0 b0 + aa1b1 + ba2b2 - aba3b3 ).1 + 
( aob1 +a1 b0- ba2b3+ba3bz)i+( aobz+aa1 bz-azba-aa3bz).j +( aob3+a1b2 -azbl +a3bo).k. 
Esta multiplicação é associativa, distributiva em relação a soma e para todo 
.r E (a,b; F) e todo dE F, temos que (d.1).x ~ x.(d.1) ~ dx. 
Identifica.ndo F com F.l, temos que F= {x E (a,b;F) I xy = yx,Vy E 
(a, b; F)}, é o centro de (a, b; F). Resulta da definição de multiplicação que i 2 = 
a,P = b,ij = -ji = k e k2 = -ab. 
Tomando F= R e a= b = -1, temos a álgebra dos quatérnios usual. Temos 
os seguintes isomorfismos de álgebras. 
2.6.2 Proposição 
(a) (a, b; F) "' (b, a; F), V a., b E F. 
(b} (a,b;F) "'(a.x 2,by2 ;F),Va.,b,x,y E F. 
(c) ( -1, 1; F) "'M2(F) (matrizes 2 x 2 sobre F}. 
(d) (a, a; F)"' (a, -1; F), V a E F. 
Dado a= a0 + a 1i + a2 j + a3 k E (a, b; F) 1 temos que o seu conjugado será 
dado p01'Ci = a01- a 1i- a2)- a3k. 
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Para a= a0 +a1i+az) +a3k e (3 = b0 +b1i+b2j +b3k E (a,b;F), temos que 
(a) a~ a. 
(b) a+f3~a+/3. 
(c) a.f3 ~ /3.a. 
Definimos por aplicação norma a aplicação N : (a, b; F) ---+ F, dada por 
N(a) ~ a.a E F. 
Tomando a= a0 + a1i + aJ + a3 k teremos que N(a) = a5- aa~- ba~ + abb~ 
e a satisfaz a seguinte condição: 
N(a.(3) ~ N(a).N(,B) 
Notemos que a aplicação norma induz a forma q·uadrática 
f(X, X,, X,, X 4 ) ~X i- aXi - bXi + abXJ 
VeJamos agora como é dada a aplicação bilinear correspondente a esta forma 
quadrátir.a,. 
SeJam a = a0 + a1 i + a 2j + a3 k e (3 = b0 + b1 i + b2j + b3 k pertencentes a 
(a,b;F). 
Como vimos no inicio deste capítulo a aplicação bilinear associada a forma 
quadrática f é dada. por: B( a, (3) ~1 ~[f( ( a1 + b,), ( a2 + b2 ), ( a3 + ~3), ( a4 + b4 ) -f(a,, a,, a.3 , a4)) - f(b,, b,, b,, b,)] ~ :;;:IN( a+ (3)- N(a) - N((3)] ~ :;;:[(a+ (3).(a + 
- -1- -1-(3).- a.a- (3.(3] ~ 2[a.a + o.f3- aa- (3(3)] ~ 2[a.(3 + (J.a] 
Assim 
B(a, (3) ~ [a./3 + (3.a] 
Aplicando a aplicação bilinea.r B nos elementos da base {l,i,j,k}, veremos que esta 
será uma base ortogonal. Seja A = (a, b; F) , a álgebra dos quatérnios. Chamamos 




De .fato, seja o:= a1i + aú + a3k. Logo o:.a = (a1i + az) + a3k)(a1i + aú + 
a.3k) = a~i2 + a1a2ij + a1a3 ik + azaâi + a~jZ + aza3j k + a3a1ki + aaazkj + a~P = 
a~a + a~b + a5( -ab) E F. 
Seja então A 0 = {o: I a 2 E F.l} = { a1i + a2j + a3 k, onde a1 , a2 , a3 E F}. 
2.6.4 Proposição 
Sejam A= (a, b; F) e A'= (c, d; F) álgebras dos quatérnios. Então são equivalentes 
as afirmações: 
{1) A e A' são isomorfos como F álgebras. 
{2} A e A' são isométricas como espaços quadráticos. 
Demonstração: 
(1):;:;. (2) Assim como definimos Ao= {o: I a 2 E F.lL definiremos também 
A~= {iJ I /32 E F.!}= {b,i +b,j +b3k, onde b1 ,b2 ,b3 E F}. 
Afirmação 1: \fr..p : A ----t A' isomor/ismos de álgebras, temos que 4'(Ao) = 
A~= {;3 I (3 2 E F.l}, ou seja a 2 = c.l, com c E F. 
De fato: 
o que implica que r..p(a) E~- Como vemos ip(A0 ) C Ab. 
Seja agora (3 E Ab então j3 = cp(a), para algum a E A. Assim 
Segue-se então do fato de cp ser um isomorfismo de álgebra que cp(Ao) = A~. 
Afirmação 2: Pam todo a E A, a = ao.l + {3, com (3 E Ao tem-se que 
\'(<>) = 1'(<>). 
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Se a ~ a0 .1 + jJ com jJ E A0 , I'( a) ~ aa.1 + l'(fl) e l'(fl) E A~ pela afirmação 
!.Logo I'( a)~ a0.1 -l'(fl) . Mas a~ ao.1- jJ e assim l'(a) ~ ao.1 -l'(fl). 
Assim I'( a)~ I'( a). 
Portanto1 tem~se a verificação da afirmação 2. Utilizando as afirmações 1 e 
21 provaremos que r.p é uma isometria. 
1 
Dados a, jJ E A, temos que B(<p(a), <p(;J)) ~ :;:ll'(a).<p(jl)) + <p(fl)l'(a)] 
1 - 1 - (1 - ) 2[<p(a).<p(jl)) + l'(fl)'P(a)] ~ 2Ma.jl +;la)]~ 'P :J"[(a.jl +;la] ~ <p(B(a,jl)). 
Po1'ianto r.p é uma isometria. 
(2) =} (1) 
Temos que N(a) ~ B(a,a) e N(X) ~ B'(X,X) onde B e B' são aplicações 
bilineares definidas em A e A' respectivamente. 
Do fato de {1, i,j, k} formarem uma base ortogonal temos que A= F. I _L A 0 
e A'~ F.1 _L A~(*) 
Seja 17: A--+ A' uma isometria, e (l,-a,-b,ab),(I,-c,-d,cd), as corres-
pondentes formas quadráticas associada a (a, b; F) e (c, d; F). 
Então se tivermos (1,-a,-b,ab),...., (1,-c,-d,cd) isto implica que (1) _l_ 
(-a,-b,ab) ~ (1) j_ (-c,-d,cd). 
Em decorrência do teorema do Cancelamento de Witt 's temos que (-a, -b, ab) "' 
(-c, -d, cd). 
Temos também que: 
-a o o 
BAoxAo = o -b o 
o o ab 
e 
-c o o 
B~'xA' = o -d o o o 
cd o o 
[slo implica que existe uma isometria T : A0 -t Ab tal que para a E Ao, N( a) = 
B(a,a) ~ B'(r(a),r(a)) ~ N(r(a)). Então N(r(i)) ~ B'(r(i),r(i)) ~ B(i,i) ~ 
N(i,i) ~-a.. 
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Como \lx E A~, X= -x teremos que 
r(i) r( i)~ r( i) (-r( i))~ -(rU))2 
o que implica q·ue ( T( i) )2 = a. 
De maneira análoga T(j)2 = b. 
Sabendo-se que a isometria T preserva a ortogonalidade1 e que i _L j, podemos 
1 
concluir que r(z) _L r(J).LogoO ~ E'(r(i),r(j)) ~ 2[r(i)7(j) + r(j)r(i)], o que 
implica que r(i).r(j) ~ r(j).r(i). Por outro lado, temos que r(j) ~ -r(j) e r( i)~ 
-r( i). Tem-se assim que r(i).r(j) ~ -r(j).r(i). 
Afirmação 3: 
{r( i), r(j), r( i). r(j)} formam uma base de A~. 
De fato, seja mr(i) + nr(j) + rr(i)r(j) ~O (Ll.), com m, n, r E F. 
Logo O ~ E( mr(i)+nr(j)+rr( i)r(j), r( i)) ~ mE( r( i), r( i) )+nE( r( i), r(j) )+ 
r.E( r( i)r(j), r(i)) 
1 
Antes notemos que E( r( i)r(j), r( i)) z [r( i). r(j).r( i) + r( i).r( i). r(j)] 
~[-r(i) r(i).r(j) +r( i). r( i) r(j)] ~O. 
Com zsto, temos que m.a =O, do fato de a f O implica que m =O. 
Continuando o procedimento de maneira análoga1 do modo conveniente che-
garemos que n =r =O. 
Portanto {T(i),T(j),T(i).T(j)} são linearmente independentes. Então segue-
se a validade da afirmação 3. 
Agora estenderemos T a um F -linear isomorfismo o-1 : A --t A'. Definiremos 
a2 (1) ~ 1,a2(i) ~ r(i),a2(j) ~ r(j),a1(ij) ~ a1(k) ~ r(i).r(j). 
Logo temos que a2(1.x) ~ a2(1).a2(x) ~ a2(x), Vx E F. 
a 2(i2 ) ~ O'z(a.1) ~ a.1 ~ r(i) 2 ~ <7z(i) 2; 
u2(j 2 ) ~ u2(b.1) ~ b.u2(1) ~ r(j)1 ~ u2(j) 2 ; 
u2(ij) ~ r(i)r(j) ~ <7z(i)u1 (j), 
u1(ji) ~ O'z( -ij) ~ -uz(ij) ~ -r(i)r(j) ~ r(j)r(i) 
<7z(j)a2(i) ~ -a2 (j)uz(j); 
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o-1(k 2 ) = (-ab.!) = -abo-1(1) = -ab.!; 
o-1 ( k )2 = (r( i).r(j) )2 = r( i). r(j)r( i).r(j) = -r( i)r( i)r(j)r(j) = -ab.!; 
o-1(ik) = o-1 (a.j) = ao-1 (j)o-1 (i) 2o-1 (j) = o-1 (i)(o-1(i)o-1(j)) = 
<TJ(i)(T(i).T(j)) = o-,(i)o-I(k). 
o-1 (ai) = o-1(a0i + a1i2 + a,ji + a3ki) = a0o-1(i) + a1o-1 (i) 2 + a2o-1 (j)o-1 (i) + 
+ a3 o-1(k)o-1 (i) = [a0 .1 + a1o-1 (i) + a2o-1 (j) + a3 o-1 (k)]o-1(i) = 
o-1(a0 + a 1i + a2j + a3k)o-1(i) = o-1(a}o-1 (i). 
De maneira análoga} temos que: 
o-1 (a(c.l)) = o-1(a)o-1 (c.l); 
o-1 (a(c.i)) = o-1(a)o-1(c.i); 
o-1 (a(c.j)) = o-1 (a)o-1(c.j); 
o-,(a(c.k)) = o-1 (a)o-1(c.k). 
o-1(a.f3) = o-1(a(b0 + b1i + b2j + b3k)) = o-1(a(b0 !) + a(b1i) + a(b2j) + a(b3k) 
= o-1 (a)o-1 (bo.l) + o-1 (a)o-1(b.i) + "I(a}o-I(b,j) + o-,(a)o-,(bok) 
= o-1(a)(o-1 (b0.! + b1i + b1i + b,j + b3 k)) = o-1(a)o-1((3) 
Portanto segue-se que a-1 é um isomorfismo dessas álgebras. 
' 2. 7 Classificação de Formas Quadráticas pela Algebra 
dos Quatérnios 
Veremos a seguir quando uma álgebra de quatérnios é um anel de divisão. 
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2.7.1 Teorema 
Dados a, b E F. Então são equivalentes as afirmações: 
(i) j(X1 ,X2 ,X3 ) = -aXf- bXi +X,i é isotrópica; 
(ii) J(X1 ,X2 ,X3 ,X4 ) =X{- aXi- bX;f + abXl é isotrópica; 
(iii} J(X1 ,X2 ,X3 ,X4 ) é hiperbólica; 
(ir} I E D(a, b); 
(v} a E D(l, -b); 
(vi} (a, b; F) "'M2(F) "' (I, I, F), 
(vii) (a, b, F) não é anel de divisão. 
Dado a= a0 + ati + a2j + a3 k E (a,b; F), com a 'f:- O. 
Tere'fi'!_!!S que a E (a, b; F) será inversível se e somente se N(a) =/:- O. Uma 
a 
vez que a. N(a) = 1 (como .feito no caso dos números complexos). 
Por outro lado, sabemos que associado a (a, b; F) há a forma quadrática 
J(X1 ,X2 ,X3 ,X4 ) =X{- aXi- bXj + abXJ. 
Logo pelo teorema anterior podemos concluir que < 1, a, b, -ab > é ani-
sotrópica se e somente se (a, b; P) é um anel de divisão. 
Já no caso de existir ao menos um a E (a, b; F) não nulo tal que N(o:) =O, 
teremos que (a, b; F) não é mn anel de divísão e pelo teorema anterior obtemos que 
(a, b; F)"' (I, -I; F). 
Conclusão: uma forma quadrática do tipo < 1, a, b, -ab > é isotrópica se e 
sornente se< 1,a,b,-ab>~< 1,-1,1,-1 >. 
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Chapter 3 
Aritmética dos Corpos Finitos 
Neste capítulo trabalharemos com corpos de característica diferente de 21 uma vez 
qu.e uns dos principais objetivos deste capítulo é estudar quando um dado elemento 
é quadmdo no corpo em qu.estiio. 
Denotaremo.s característica de F 1 por c( F). 
3.1 Introdução 
Dado F um corpo qualqu.er1 no caso de sua característica ser nula temos que F 
contém uma cópia isomorfa de Q. No caso da característica ser p, F contém uma 
cópia isomorfa de IFp. 
Observamos que se F é finito de característica p, então F é um espaço vetorial 
de dimensão finita sobre IFP (estamos considerando If~ C F). Logo se n for a 
dimensão desse espaço, teremos F isomorfo ao IFP"' como espaço vetorial. Portanto 
F contém pn elementos. 
Por outro lado, é fato conhecido qv,e dois corpos finitos de mesma cardinali-
dade são isomorfos. Por isso vamos denotar· um corpo finito por !Fq com q = pn, 
onde pé primo, n E IN e jFqj = q = pn. 
Seja agora n o fecho algébrico de IFr Dado q = pn e tomando-se K = {X E 
Djx é raíz de xil ~X E IFp[X]}, verificaremos que K é subcorpo de n. 
Cla.ro que O) 1 E K. Por outro lado, como c(fl) = p e q = pn temos que 
(x + y)ª = xª +vª e (:ry)q = xªyq I para todo x, y E n. Logo K é fechado para a soma 
37 
e produto. Também (-x)ª- (-x) = -(xª- x) =O, para todo x E K, e asszm, se 
x E [{resulta -.TE I<. Finalmente, se x E K ex f- O teremos xq~l -1 =O. Logo 
x-1 = xq- 2 E K. Portanto K é subcorpo de n e tem q elementos pois xª -X tem 
grau q. 
Vemos por essa construção que para todo q = pn, O contém um único subgrupo 
com q elementos, que estaremos denotando por IF'q. 
Veremos agora uma maneira de escrever IF'q como união de quadrados e não 
quadrados em IF'q· 
Tomemos inicialmente o homomorfismo de grupo multiplicativo r.p : IF'q --+ 
F;, dado por r.p( x) = x 2 • 
Temos que Im(cp) = iF:ç e ker(cp) ={.,E IF,Ix' = !} = {±!}. Segue-se do 
teorema do homomorfismo que IF'q ~F: o que implica que !Pql = 2IP2 1. 
. ker r.p 
Concluímos que em IF'q a metade dos elementos são quadrados. Mais ainda, 
se 1-l E ffi'q \ FJ, então iFq = F; U 11FJ. Acabamos de mostrar que: 
3.1.1 Proposição 
O grupo mv.ltiplicatívo IFq para q = pn e p =j:. 2, pode ser dado por ÍF'q = ffi'; U 11ÍF'q2 , 
com fl E iF'q \ iFq2 • 
3.2 Quadrados em IFq 
Neste item discutiremos quando um dado elemento de IF'q é um quadrado ou soma de 
qv.adrados. Antes, no entanto, listaremos algumas proposições, para alcançar este 
objetivo. 
Inicialmente, faremos v.m estudo particula.r quando -1 e 2 são quadradados 
em IF'q. As proposições a seguir nos fornecerão as condições para que -1 se;a um 
quadrado em IF'q, pa.ra q = pn, com n 2: 1. 
3.2.1 Proposição 
SeJa p um primo {mpar.Então p l(mod4) se e somente se -1 E F;, com 
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Demonstração: Consideremos o polinômio p(X) = XP-1 -1 que pela constução 
feita. no inicio do parágrafo possui p - 1 raízes em IFP que também pode ser visto 
p(X) = x,_,- 1 = (x'Y- 1)(x'Y + 1) 
p-1 
Temos, portanto, que existem -
2
- elementos em 1Fp que sao raízes de 
(.r~+ 1). Se p = 1(mod4L então p - 1 = 2k. Conclusão xk é uma raíz de 
2 
x 2 + 1, ou seja -1 E ÍF';. 
2 E=! Reciprocicamente, cP-l = 1 para todo c E JFP. Logo, se -1 = x , (-1) 2 = 
p-1 
xp-l = 1 e tem~se da{ que -
2
- é par. Logo p = 1(mod4). 
3.2.2 Proposição 
Sejam q = pn, com n E IN e p 't 1(mod4). Então q = 1(mod4) se e somente se 2[n. 
Demonstração: Verifica-se que xpr - X divide XP" - X se e somente se 
r[s. Logo a construção de Fq que é o conjunto de raizes de Xq - X mostra qv.e 
IFPT Ç Fp• se e somente se r[s. Logo provar que 2lr equivale mostrar que FP2 Ç Fp•· 
' . 2 
E o que faremos a seguir, Vimos q·ae q = 1(mod4) implica que -1 E Fq , Como 
p "t 1(mod4), -1 'f F;. Logo F,,= F,( H) C IF, •. Assim 2lr. 
Recipmcicramente se 2[r, tem-se então que r é da .forma r = 2t, para t E Z. 
Como p = -1(mod4), p2 = 1(mod4) e assim q = (p2 )' = 1(mod4). 
Veremos abaixo, condições para que 2 E Fq2 • 
3.2.3 Proposição 
Dado Fp com p primo Ímpar, temos que 2 E F; se e somente se p:::::: ±1(mod8) 
Demonstração: Seja p da forma p = 8k +r, com r = 1, 3, 5, 7 pois p é ímpar. 





- I= (x -l)(x + l)(x2 + l)(x4 +I) E F,[X] 
que possut raizes distintas no fecho algébrico n. 
Seja a E O, uma raíz de x 4 + 1. Como a 4 = -1, concluimos que a 2 é raíz de 
x 2 +I. Por outro lado, (a-1 ) 4 = (a')-1 = (-1)-1 =I 
Assim a-1 e a-2 são raízes de x 4 + 1 e x 2 + 1 respectivamente. 
Como x 2 +I= (x- a')(x- a-2 ) E r![X], tem-se que x 2 +I= (x- (a'+ 
a-2 ))x + 1. Logo a 2 + a-2 =O. Assim (a+ a-1 ) 2 = o:2 + a-2 + 2 = 2. 
Concluímos que 2 E F; se e somente se a + a-1 E PP. Lembremos que Fp 
pode ser visto por Fp = {x E !1lxP = x}. Logo a+ a-1 E Fp se e somente se 
(a+ "'-1 )'="'+a-I 
Se p = ±5(mod8), tem-se que: 
aP + a-p = O'S+Bk + Q-S+Bk = a5 + Q-5 1 OU 
aP + a-P = a-S+Bk + a-5-Bk = a-5 + a 5 pois a é raíz de x 4 + 1 =O. 
Por outro lado 
a-5 + a5 = a4+1 + o-4-1 = oA .a+ a-4.a-1 = -(a+ a-1) =f:. a+ a-1. Logo 
2 </.F; 
Se p"' ±l(mod8), temos que: 
QP + a-P = o?+Sk + 0'-1-Bk =O'+ Q-1 OU 
a_P + a-P = o:-l+Sk + a-l+Sk = 0 - 1 +a. Logo 2 E PJ. 
Como cada caso excl-ui o anterior temos que 2 E ÍF'; se e somente se p = 
±l(modS) como queríamos demonstrar. 
3.2.4 Proposição 
Dado p primo ímpar, p"' ±l(modS) se e somente se 16[(p- l)(p + 1). 
Demonstração: Como 2[p ±I e S[p ±I, temos que 16[(p -l)(p + 1). 
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. - (p-1 p+1) Reczprocramente se 16I(P -1)(p + 1) entao 41 - 2-)(-2- . 
Supomos que p ::::::: ±5(mod8). Sendo p = 5 + 8k 1 com k E Z 1 temos que 
p -1 = 4 + 8k = 4(1 + 2k) e p + 1 = 6 + 8k = 2(3 + 4k). 
(p-1)(p+1) .. Tem-se 1 assim que - 2- - 2- = 2(1+2k)(3+4k). Consequentemente, 
4l(p;1)(p;1) 
(p-1) (p+1) Se p = -5 + Bk = 3 + 8k, igualmente 4 l - 2- --2-
Logo se 16I(P -1)(p + 1) implica que p- ±l(mod8). 
pz -1 
Notemos que 16I(P- l)(p + 1) = p2 - 1 é equivalente 21 8 . 
Das proposições anteriores obtemos a proposição abaixo: 
3.2.5 Proposição 
Para p primo Ímpar1 
. p2 -1 
temos que 2 E F:} se e somente se S é par. 
3.3 Símbolo de Legendre e Lei de Reciprocidade 
Quadrática 
É fácil observar que não é possível estabelecer um resultado geral determinando os 
quadrados de IFP. Temos porém um processo que permite decidir se x E JFP é um 
qua.drado ou não. Na verdade vamos estabelecer um resultado mais geral que permite 
verí.ficar se um intei·ro é um quadrado móduJo p, para ·um primo dado. 
Já observamos qne se p é nm primo ímpar, xP-1 -1 = (x? -1)(x? + 1) e 
jpP é exatamente o conjunto de raízes de xp-l -1. Tomemos a função(): jpP ----t ÍF'p 
.r.=! .r.=! dada por O(.r) = x 2 • Devido ao fato de x ser raíz de x 2 - 1. Concluímos que x 
deverá ser raíz de .r~ - 1 ou .'E~+ 1. Isto é O(x) = ±1. Verifica-se facilmente 
que () é homomorfismo de grupos multiplicativos. Logo a decomposição acima do 
polinômio xP-l -1 mostra que ker () é exatamente o conjunto de raízes de xT -1 e 
assim IJm(;ll = 2. Vemos também que se x = y2, x? = yP-l = 1. Assim P; .c ker O. 
Portanto temos que kerO = P:, uma vez que .iF: C kerO C JÊi'P e (JÊi'p: IF:f) = 2. 
E=l . 
J,sto é, x 2 = 1, se e somente se x E F;. 
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Usaremos esse homomorfismo () para estabelecer o critério de que falamos 
antes. 
3.3.1 Definição (Símbolo de Legendre) 
Seja p primo Ímpar fixado. Dado n E zt, denotaremos porn que são classes módulo 
p. 
O se pln 
=l B(n) ~ n ' se p Jn 
Notemos que o S{mbolo de Legendre é multiplicativo. Dados x, y E zt se 
pjT ou PIY então plxy e assim ( x:) ~ O ~ (~) (~). Se p ;1x e p f1y então 
c:) ~ (xy) 'f' ~ x'f'y'f' ~ m (~) 
Decorre da definição do Símbolo e de nossos comentários as seguintes propri-
edades; 
(a) ( x;y) ~O se e somente se (~) ~O ou (~) ~O. 
(b) (;) = 1 se e somente se p ,.(x e X E F:. 
(c} m ~ 1, Vp 
(d} ( ~1 ) ~ 1 se p- 1(mod4) ov. ( ~1 ) ~ -1, se p = 3(mod4), conforme 
a proposiçrio :3.2.1. 
(e) (~) = 1 se e somente se p = ±1(mod8). Conforme proposição 3.2.1. 
Temos também pela proposição 3.2.4 que (~) = 1 se e somente se l6j(p -l)(p+ 1). 
Essas 2 últimas proprídades sugerem definirmos as seguintes funções que sim-
phficarão as fórmulas. 
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3.3.2 Definição 
DaAo n inteiro ímpar, sejam 
n- 1 n 2 -1 
ê(n) ~~E IZ/2Yl e w(n) ~ 
8 
E IZ/8IZ. 
L ( ) { O se n = l(mod4) 
ogo E n = 1 se n = -l(mod4) e 
{ 
O se n _ ±l(mod8) 
w(n) ~ 1 se n = ±.5(mod8) 
Usando c c w podemos reescrever as propriedades (d) e (e) na forma (d) 
(~1 ) ~ (-1)'1'1, (e) m ~ (-l)w(p) 
Uma vantagem no uso de c e w é que, eles tem comportamento de homomor-
fismo. Realmente, observemos que n.m- I ~ (n- l)(m -1) + (n- 1) + (m- 1). 
Agora, se nm = -l(mod4) teremos n = l(mod4) em= -l(mod4), ou vice-versa. 
n.m- 1 n- 1 n- 1 m- 1 n- 1 , m- 1 
Logo 2 ~( 2 )(m-1)+(-2-)+( 2 ). Como-2-epar(ou 2 
. ) n.m 1 n- 1 m 1 ( ) ( ) ( ) ( epar 1 2 =~+ 2 oucn.m=En+em.Sen=m=lmod4), 
novamente (n ~ 1 ) (m - 1) é par, resultando que c(n.m) = t:(n) + c(m). Se 
n _ m = -l(mod4) então n-1- m-1- 2(mod4). Logo (n-l)(m-1) ~ O(mod4) 
e assim C~ 1) (m- 1) é par. Novamente t:(n.m) ~ e(n) + e(m). 
Com um pouco de mais trabalho pode-se mostrar que w(n.m) = w(n) +w(m). 
Vamos a seguir estabelecer a chamada "Lei de Reciprocidade Quadrática'' que 
nos permitirá o cálculo de (~). 
Seja n E ~ com a seguinte fatoração em primos n = 2ep'? ... p~', com e 2:: O 
e r;;?: O, V;= 1, ... , i. 
Sendo q u.m primo Ímpar diferente de p1, ... , Pt qualquer1 pela multiplicativi-
dade do Símbolo de Legendre temos que ( ~) ~ (;)' ( ~1 )" ... ( ~)" 
Vemos assim que precisamos de um critério para calcular ( ~) com p i- q. 
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Sep > q, então existe O< r< q comp =r e assim(~)=(~). Novamente, 
podemos decompor r em primos. Como esses primos serão distintos de q, repetimos 
o processo inicial. Mas se p < q temos que seguir outro caminho. E esse caminho é 
dado pela Lei de Reciprocidade Quadrática. 
3.3.3 Teorema (Lei de Reciprocidade Quadrática) 
Sejam p e q pnmos ímpares distintos. Então vale a seguinte igualdade ( ~) 
(-!)~~ (~) 
Para demonstrá~la precisamos de dois lemas. 
Consideremos agora !1 o fecho algébrico de IFP e seja w E n uma raíz q-ésima 
primitiva da unidade. 
Pam cada X E IF'q, com x E tE, vamos definir wx = wx. E essa definição é 
boa pois se X = Yf obtemoB wx = wY. 
3.3.4 Lema 
Sejay = L.rEF,J (~) w-" E n. Entãoy2 = (-1)-'"(p).q (como definido anteriormente). 
Demonstração: Sabemos que ( xqz) = ( ~) ( ~). Logo y2 = Lx,zEFq ( xqz) wx+z. 
Fazendo :r+ z = u, temos que z = u- x. Assim voltando a equação acima temos 
que y' = LEF, ( LxEF, ( x( u; x))) wu. 
Se x -=f- O, temos que (*;x)) (-x2(1 ~ux-1 )) 
(-1)'1"1 c-;[') 
_ (x(u-x)) 
se x = O entao q 
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Seu= O tem-se que (l-;x-l) (~) 1 para todo x (lembremos que 
.r 7' 0). Logo LEF, c- ;x-1) ~ q- L 
Se u f:- O e chamando s = 1 - ux-1 vemos que s percorre IF9 - {1} enquanto 
. (1- ux-1 ) (s) (1) x percorre IF'q- Portanto L:xEÃ"'q q = l.:sEFq q - q . Por outro lado1 
(~) = ±1 e metade dos elementos de ffi'q são quadrados, para os quais (~) = 1. 
Concluimos que L:sEFq (~)=O (lembremos que(~)= 0). Portanto, para 
u 7' O, I:."EF, C- ;x-1 ) ~- G) ~-L Logo (-l)•C•Iy 2 ~ (q -1)- LueF, wu. 
Finalmente, como LuEFq wu = 1 já que w é raíz q-ésima primitiva da unidade, 
concluímos que ( -l)"(q)y2 = q, como queríamos demonstrar. 
3.3.5 Lema 
Sejam p e q primos Ímpares e distintos e seja! como antes) y = Í:xçFq ( ~) wx E n. 
Então y'- 1 ~ ( ~) • 
Demonstração: Vimos q·ue em n, (X + y )P = xP + yP l Vx, y E n e que xP = X 
se e somente se x E lFq. 
Logo yP = LxEFp ( ~) P wxp = LxEFq ( ~) Wxp, pois (;) E Fq. Como fi E 
Pq, x E Fq 1 podemos conszderar xp = z e assim x = zp1. Assim! (~) ( zpq-l) 
(~) (p~ 1 ).(Escrevemos p-1 fazendo um abuso de notação). Mas, 1 = (~) 
(p:-I) W (p~ 1 ) o que Implica que W ~(~).Logo W W (~)· 
Vemos também que z percorre lF'q quando x percorre lF'q. Com isto! temos que 
!!' ~ LEF, m m w" ~ m (LEF, w w') m .y. Portanto, temos que 
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yp-1 ~ W· 
De posse dos Lemas 3.3.4 e 3.3.5 faremos a demonstração da Lei de Recipro-
cidade Quadrática. 
Demonstração: (Teorema) Pelo Lema 3.3.5! temos que(~)= yP-l = (y2)"T1 
2 E.=.! 9.=1_ E=! ~ E=! E.=! já pelo Lema 3.3.4, temos que (y) ' ~ ((-1)' .q) ' ~ (-1)' ·' .q' . Por-
tanto, m ~ (-1)~ ~ (;) 
3.4 Formas Quadráticas sobre Corpos Finitos 
Observemos inicialmente que em um corpo finito 1F'q todo elemento é soma de dois 
quadrados. 
Se -1 E ffi'q21 isso é claro, pois Xf +X~ é isotrópica e portanto D(l,l) = Fq! 
se -1 rf. !Fq2 1 seja]{= lFq(J=T) e N: f{ ----t IF'q, a aplicação norma dada por 
N(x + y( ,;=!)) ~ (x + y(,;=T))(x- y( ,;=!)) ~ x 2 + y2 ~ D(1, 1) temos que lmN 
é um subgrupo de jpq que contém Pq2 • Logo ImN = jp; ou lmN = jpq· 
Suponhamos ImN = D(l, 1) = .iF;. Assim VX, Y E iFq, 3Z E PqiX 2 + Y2 = 
Usando este argumento sucessivamente V X1 , ... , Xn E JF';, 3Z E !F'q tal que 
X f + ... + X~ = Z 2 • 
Logo -1 = p -l = 12 + · · · + 12 E ffi';J. O que é uma contradição uma vez 
que havíamos assumido que -1 f/. P:. Portanto D(1, 1) = iFq· 
Seja agora a forma q'Uadrática j(X1, ... , Xn) = a1Xf+· · ·+anX; E 1F'q[Xll ... , Xn]· 
Pela proposição 3.1.1 e o exemplo 2.3.3. 
f( X,, ... , Xn) ~X{+···+ X,'+ p(X,'+' + · · · + x,;) 
com 11 E ffi'q \ ffi':J. Aqui ano1izaremos duas situações para 11· 
Primeira situação: -1 rf- IF: 
Assimf(X,, ... ,Xn) ~< 1, ... ,1 > + < -1, ... ,-1 >. 
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Abaixo temos as possibilidades para f. 
(a)J(X1 , ... ,Xn) C' r H, com r 2: 1 ou 
(b)J(X1 , ... ,Xn) C' r H +s < 1 >,com. c 2:1 e s 2:2 ou 
{c)J(X1 , ••. , Xn.) ~r H+ s < -1 >, com r 2:: 1 e s 2:: 2, onde H~< 1,-1 >. 
Vimos no início do parágrafo que D(1, 1) = lF'q. Logo -1 E D(1, 1). Sabemos 
que para < a, b > e < c, d > formas quadráticas tem-se que < a, b >~< c, d > se e 
somente se abFi ~ cdFi e D( <a, b >) nn( <c, d >) # 0. Logo (1, 1) "' (-1, -1) 
e a classificação acima pode ser reescrita: 
(l)J(X~o ... ,Xn) ~r H, com n 2: 2r. 
(2}J(X~o ... ,Xn) ~r H+< 1 >,com n ~ 2r +!. 
(3)J(X1 , ... ,Xn) C' r H+< -1 >,com n ~ 2r +!. 
{4Jf(X1 , ... , Xn) C' r H+ < 1,1 >, com n ~ 2r + 2. 
Segunda situação: -1 E .iF;. No fundo utilizaremos o mesmo argumento1 
ma.s agora não atribuiremos nenhum valor para J.t. Consideremos antes a aplicação 
N : F,( .fii) ~ F1 , dada por 
N(.< + y(.f/i)) ~ (x + y(.f/i))(x- y(.fii)) ~ x2 - ~.y2 E D(1, -p.) 
Fácilmente, observa-se que Fi C D(1,tt) C Ê'q. Segue-se1 daí que D(1,-tt) =Fi 
~u D(l,p.) ~ P,. Como -p. ~ N(.fii) E D(l, -p.) e -p. <,! ff'; tem-se que D(l,p.) ~ 
ffi~. 
Fazendo o mesmo procedimento feito na primeira situação teremos que : 
(l}f(X,, ... ,Xn)~rH, comn2:2r. 
(2}f(X1 , ... ,Xn) "'r H+< 1 >,com n ~ 2r +!. 
(3)f(X1 , ••• ,Xn) ~r H+< p. >,com n ~ 2r +!. 
(4}f(X1 , ••• ,Xn) "'r H+< l,p. >,com n ~ 2r + 2. 
Tanto na primeira quanto na segunda situação temos que para n 2:: 3 implica 
r;:::: 1 dat'·r =-J. O.Ou se;'a J(X1 , •.. ,X,) é uma forma quadrática isotróprz·ca e D1 = 
F,. 
Já pam n = 2, X~- 11X~ é anisotrópica, com fl E ffi'q \F;. 
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Conclusões: 
(1) Toda forma quadrática f(X1 , ... , Xn) com n ~ 2J sobre corpos finitos é 
universal. 
(2) Toda forma quadrática j(X1, ... , Xn) com n ~ 3, sobre corpos finitos é 
isotróp1:ca. 
Finalmente, vemos que 'r/a, b E ffi'q, a forma quadrática. {1, a, b, -ab) é isotrópica 
pois tem dimensão 4. Logo, como vimos pelo Teorema 2. 7.1! M 2(F) é a única álgebra 




Aritmética dos Corpos p-Adicos 
4.1 Introdução 
No capítulo 1 vimos como é dada a representação de QP e ::EP e também foi visto 
o Lema de Hensel Generalizado aplicado no polinômio f( X) = f(X1 , •.• ,Xm) E 
.:Z,[Xh ... , Xm]-
Agom aplicaremos o Lema de Hensel Generalizado nas formas quadráticas 
BObre JEP. 
4.1.1 Teorema 
Sejam p #- 2 e a forrna quadrática q(X1, ... , Xn) = 2:7,i=l a;jX;Xj E ?ZP[XI, ... , Xn]-
Se existir a = (a1 , ... , an) E zz;, com ai E UP, para algum 1 < j < n com 
det(a;,)E U, ecE .:z, talquev,(q(a)-c))>O, então existeb~ (b,, ... ,bn) E .:z;, 
com bj E Up, para algum 1 ::::; j :; n tal que q(b) =c. 
4.1.2 Teorema 
Seja agora p = 2 e q(X1 , ••• , Xn) = L:2i=I aijXiX.i E Z 2[X1, ... , Xn] 1 como acima. 
Dado a= (a1 , ... , an) E Zl~ com ai E fh, para algum 1.::; j::; n e c E ZZ2, tais que 
v2(q(a,, ... , a,)- c) 2: 3, v2 (::,ta)) < 2 para algum 1 <;, j S n e det(a;;) E U2 • 
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Então existe b = (b1 , ••• , bn} E X~ tal que q(b) =c. 
Ver({S], pg 30) 
4.2 Descrição de Qp e Q2 p 
Para a descrição de Qp e Q;, consideraremos dois casos, o primeiro será p ímpar e 
o segundo para p = 2. 
Primeiro caso: Suponhamos que p = x 2 , para algum x E QP' Então 1 = 
1 
vr(P) = 2v,(x) o que implica que vP(x) = z rf. :2é. 
Conchâmos desta forma que p não é um quadrado em QP. Tomemos agora 
ll E up, com u rJ. IF;. Se u = x 2' para algum X E Qp, segue~se que o = vp( u) = 2vp( X) 
com isto temos que vp(:r) = O ex E Up· Temos assim que U = x 2 = X2 E JP; 
contradição. 
Logo podemos enunciar a seguinte proposição. 
4.2.1 Proposição 
. . 
c • "Q"' u' l -dJF2 - "Q' üe p tmpar, p ')!: P e se u. E P e ta que u 5!: P enta.o u 5!: p· 
Vemos também que up f/_ Q;, pois vp(up) = vp(p) =L 
O nosso próximo passo agora será mostrar que QP satisfaz a igualdade abaixo 
Nossa meta na verdade, resume~se em mostrar que 
urna vez qne a inclnsão contráría é óbvia .. 
Para x E QP, temos que vP(x) = n, para algum n E X. 
Por outro lado, vApn) = n o que implica que vp(x)- vp(pn) =O. Ou seja 
vp(xp-n) =o então xp-n E Up, assim X= zpn, para algum z E up· 
Logo QP C Up. < p >, onde< p >= {pn In E .ã';}, ou seja temos a igualdade 
Qp = UP < p >, uma vez que a inclusão Up < p >C Qp é óbvía. 
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Reparemos que tomando x E (Upn < p >)implica que vp(x) =O ex= pn, 
para alg'am n E~ e O= vp(x) = vp(pn) = n e assim n =O daí tem-se que x = 1. 
Portanto, U,n < p >~{I). 
Temos desta forma que UP < p > subgrupo de Qp, UPn < p >= {1} e 
QP = Up < p >. Logo pela Teoria de Grupos temos que QP ~ Upx < p >. 
Tomemos agora a aplicação projeção: 7f : LZP[X] ---t IFp[X], dada por: 
7r(Lf=1 aiX1) = I:i=1 aiXi. O Ker(1r) será dado por 
Tem-se claramente que 7f é um homomorfisrno sobrejetivo de anéis. Logo pelo Teo-
rema do homomorfismo temos que LZp[X] ,...,_, IFp[X]. 
Ker7f . _ 
Sabemos que o grupo mnltiplícativo IFP = { 1, ... , p- 1} é ciclíco e de ordem 
(p -I). Então 3a E JP, tal que F,~ {a' I O~ i~ p- 2) e 
a' # I, I ~ i < p- I 
Consequentemente, temos que a é uma raíz p - 1 ésima da unidade. 
Consideremos agora f(X) = xp-l - 1 E LZAXJ e 
f( X)~ X'- 1 - I~ ~f,:-~(X- a') 
Seja x E UP com X= a. Então f(x) =](X)= ](a)= O, onde concluímos 
que f(x) E p:Z, e assim. v,(J(x)) >O. 
Derivando formalmente f, temos que f'(x) = (p- 1)xP-2 e daí f'(x) = 
jJ(X) =f'( a)= -o:P-2 =J:. O o que implica qne J'(x) (j_ p?LP, com isto tem-se que 
v,(f'(x)) ~O. 
Notemos que tomando X E up e c= o, temos qv.e 
Logo pelo Teorema 4.1.1 exi8te w E LZp, com w E Up tal que f(w) =O. Mas 
j(w) =O se e somente se wP-l = 1 o que implica que w é uma raíz (p -1)-ésima 
da unidade. Para 1 :::; i < p- 1, wi =Til = a; =J:. I, a8sim w1 =J:. 1 
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Temos também que < w >= { w; I O ::; i ::; p- 2} é um subgrupo de Qp 1 
ciclíco e de ordem p- 1. De wr-l = 11 tem-se que< w >C UP. 
Tomando a aplicação projeção 1r (que já foi definida anteriormente 1r : ~P[X] --+ 
D"r[X]), mas agora tomaremos sua restrição em ~p· 
Assim 1r1 = 1rl;zP: ~P--+ H"p 1 que será dada por 1r1(x) =X. 
Tomando agora 1r1 luP: Up --+ Fp (também é um homomorfismo de grupos 
multiplicativos} que possui Ker(1r1 lu,)= {z EU, l1r1(z) =I). 
Mas ;r1(z) =I, se e somente se 1r1(z -1) =O, se e somente se, z E 1 + LZP. 
Assim I<er(1r1 luP) = 1 + pí'Zp. 
DenotarP-mos 1 + pLZr = U1 . 
Restringindo a a.plícação projeção 1r1 ao subgrupo < w >, temos que 1r2 = 
1r1 l<w>:< w >--+ ffi'P, será da.da por 1r2(w') =ai que é um isomorfismo. 
Temos que Vx E Up, :30 :::; i :::; p- 2 tal qu.e 1r2(x) = ai = tr2(wi) = 1r2 (w)i. 
o que 1WB leva, a concluir· que 1rz (~i) = 1 o que implica que ;1 E ul e daí 
x E wilJ1 C< w > ll1. 
Com isto temos que Up =< w > U1 • 
Se tivermos z E< w > nU1 então z = w; e 1r2(z) = 1. Segue-se que 1 
1r2(z) = 1r2(w)i =ai daí i= O e assim z = 1. Então< w > nU1 = {1}. 
Logo tem-se que UP ':::::'< w > xU1 . 
ReparP.mOS que, X E ul = 1 + pLZp se e somente se X= 1 
Tomarulo g(x) = x 2 - x E 7Zp[X], tem-se que 
g(x) = x'- x = x'- I 
Desta for·ma temos que g(l) = 12 -I = O o que acarreta que vP(g(1)) ;;::: O e 
g'(x) = 2x, com isto g'(x) = g'(l) = 2 oF O. Logo v,(g'(l)) =O. 
Logo pelo Teorema 4.1.1 existe y E ~P' com g(y) =O e fi= 1. De g(y) =O, 
tem-se que y'}. = X e fi= I o que implica que y = 1 + p7Lp = ul. 
Concluímos assim qne X E Ul e ul = u;. 
Como vimos que Qp = U1 x < w > x < p >, chegamos a seguinte relação Q; [}1 x < w 2 > x < p2 >. A partir desta relação obtemos uma nova relação 
dada por 
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Q, < w > <p > 
-.-- X Q~ < w2 > < p2 > 
Dado .7: E QP, podemos escrevé'-lo por x = u1.w'.pn, onde u1 E U1 
U{,w; E< w > epn E<p>. 
Do fato de ul E ul = u;' tem-se que Ut pode ser visto por ul = d? I com 
dE U1 ,wi =w2He epn =p2k+'rl, comj,kE 7L eêE {0,1} e 'f/E {0,1}. 
Logo 
o que nos leva a concluir que 
Ou seja conseguimos mostrar a z'gualdade desejada 
onde J.i E Up = U1 < w >. 
Provamos também que 
4.2.2 Proposição 
Drulo .'r E QP da forma x = Ut.W'.p"', onde Ut E U1 = U{,w; E< w >e pn E< p >. 
Para que x seja um quadrado é necessário e suficiente que i e n se;am pares. 
Segundo caso p = 2 
De manezra análoga que foí visto para QP com p primo ímpar, tem-se que Q2 
pode ser visto por Q2 -::::: U2 x < 2 >, onde Uz = 1 + 2~z-
Dado x E YL2 , com X =1- O, x E U2 se e somente se X= I. 
Usaremos a notação U[tJ = U2 = 1 + 2~2 , 1 + 47L2 = U[2J, 1 + 23 ~2 = U[3J e 
assim por diante. 
53 
Como -1 rf_ U[2] e-] E U[1], tem-se que U[2] rf_ U[l[· De fato se-] E U121 
implica que -1 = 1 + 4x, com x E ::Z2 • 
Agora±! E U121, pois-]= I +2(-1) E U121 
Logo -2 = 4x tem-se que -1 = 2x E 2~2 contradição. 
Ternos que U[1J = Zl'2 \ 2Zl'2 =I+ 2Zl'2 e {±!}U[2] C U[l]· 
Seu E u[l] então u. = 1 + 2x, com X E :Zz. Para X E 2::Zz)X = 2y daí 
u =I+ 4y E U[2J· 
Já para x rf_ ;z,, x =I+ 2y, com y E Zl'2 , daí u = I+ 2(1 + 2y) = 3 + 4y = 
-1 +4(1 + y) = ( -!)(! +4( -1- y)) E ( -l)U[2J· 
Assim 
Seu E u[2]J u = 1 + 4x, com X E Zlz. Logo 
u
2 
= (! + 4x )2 = I+ 8x + l6x 2 = I+ 8(1 + 2x)x E I+ 8Zl'2 = U131 
Do que vemos acima obtemos a relação U1~1 c Ur31 (I). Tomando c E Ur31 e a forma 
quadrática q(x) = x2 , tem-se que q(l)- c E 8Zl2 , tem-se daí que v2(q(l)- c) 2". 3 e 
Dq(l) =I 2 ax < . 
Pelo Teorema 4.1.2, temos que 3b E ZL2 tal que q(b) =c. Logo b2 =c e assim 
U[s] C Q22 Mas v2(b2 ) = v2 (c) = O, daí 2v2(b) = O a que implica que v2(b) = O, 
com isto tem-se que b E u[l]· Logo b = 1 + 2x com X E Zlz e b2 = 1 + 4x + 4x2 = 
1 + 4(1 + x)x E 1 + 4Zl2 = Ur2J, e neste caso temos que c E U[z]· 
• 2 
Dai U131 C Ul'l e UJsJ c U121 n Q,(II) . 
De maneira óbvia temos q·ue [Ur1J] 2 c U[ll n Q~ . 
. Seja X E u[l) nó~. Isto implica que X E U[l]! daív2(x) =o e X= y2! com 
y E Qj. 
De .T = y2 temos que 2v2(y) =O! com isto v2(y) =O e as~im y E U[l]· 
Logo de X = y2 E 1Ur!J]2' tem-se que [U[lJ]' = u[l] n Q! (III). Ou melhor 
(! + 2Zi,) n Q! = (I + 2Zl'2 ) 2 . 
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Tomemos X E U[2] n Ql c U[l] n Ql = [U[lj] 2 (vimos que u[2] c U[lj), tem-se 
neste caso qv,e x ::;::::; (1 + 4y )2 , com y E ~2 , e assim 
"=(I+ 4y)2 =I+ Sy + 16y2 =I+ S(y + 2y2) E I+ SZl', = U1,1 
Desta relação concluímos que 
De (II} e (IV} obtemos 
u1,1 n Qj = u131 
Tinhamos visto que U121 c Ur11 . Logo temos que 
u1,1 c Ql n u1,1 = [U1,1]', 
isto do fato de U[3] C Qi e Ur3J C U[2]· 
Por (I) 1 havíamos observado que [U121]2 c U131 . 
Portanto U131 = [U12]] 2 
Segue-Be então, a partir de U131 = Ur21 n Q~ que [U121]2 = Ur2J n Q~. Ou melhor 
(I + 4Zl'2) n Q; = (1 + 4Zl'2) 2 = (1 + 8Zl'2) 
Por outro lado1 sabemos que 
Q, C" {±1} X U[2]X < 2 > 
. . 
Seja u E Ur1J, com u E Q~, então u E Ur1J n Q~ = [Url]] 2 , logo u = ui com 
u 1 E U[1] = {±l}U[2], com zsto tem-se que u~ E [U[1j] 2 . 
O que acabamos de ver acima nos permite enunciar a seguinte proposição: 
4.2.3 Proposição 
Dado u E Ur1J, então u E [Ur1JJ2 se e somente seu E U[3]· 
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Conclusão: 
Dado um elemento de Q2, da forma X = 2n .u, com u E u2, para que este 
elemento seja um quadrado neste corpo necessita-se que n seja par eu= I(mod8). 
O nosso próximo objetivo é saber como representar Q2 como união de classes 
. . 1 +4ZO', 1 +4ZO", . -laterazs. SeJa ) ( ) 1 e tomemos a aphcaçao 
dada por 
(1 + 4ZOO, ' 1 + szo-, 




8((1 + 4x)(1 + 8Z0'2 )) ~ x 
Vemos que 8((1 +ü )(1+ SZ0'2)(1+ 41)(1 +SZ0'2)) ~ 8((1 +4x )(1+ 41)(1+ SZO',)) ~ 
8((1 + 4(x + t + 4xt))(1 + 8Z0'2 )) ~ x + t + 4xt ~X+ t ~ 8((1 + 4x)(1 + SZO',)) + 
EJ((1 + 41)(1 + SZO',)). 
Portanto e é um homomorfismo. 
Agora e((I + 4x )(I+ 8~2 )) = Õ, se e somente se x E 2~21 daí x = 2y, com 
y E zo-2 • Mas 1 + 4.r ~ 1 + Sy E 1 + 8Z0'2 • Com isto temos que (1 + 4x)(1 + SZ0'2 ) ~ 
1 + 4ZO', 
1 + 8~2 • Obtemos desta. forma que o K er(e) é o elemento neutro de (1 + 8~2f 
tem~se daí que e é injetam. 
- zo-, ( )) -Seja 1 E--, tomando X= 1, temos que e (1+4.1)(1+8~2 = 1, segue~se 2ZO', 
desta maneira que e é sobrejetora. 
1
1 + 4ZO',I Ora, como vemos e é um isomorfismo, logo (1 + 8~2 ) = 2. 
Podemos então escolher 5 para representar (1 +4LZ2 ), como união de classes 
laterais 
(1 + 4ZOO,J ~ (1 + szo-,) u 5(1 + szo-,) ~ (1 + 4ZOO,)' u 5(1 + 4ZOO,J' 
Logo se tivermos u 1 E (1 +4~2 ) 1 este elemento poderá ser visto por u1 = u25", onde 
u 2 E (1 + 4Z0'2 ) e ry E {0, 1). 
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H aviamos observado também que um dado elemento x E Q~ 1 pode ser escrito 
porx = (±1)ut2n, com u1 E 1+4~2 e n = 2q+e, come E {0,1}. Utilizando o 
que ·mm.os aczm.a1 
x = (±l)u,2" = (±l)u25"(2')'2' = (±1)5"2'(u22') 2 
Do fato de TJ, c E {O, 1}, conclui mos que 
Q, c Ql U 5Ql U 2Ql U lOQl U ( -l)Qj U ( -5)Ql U ( -2)Ql U ( -lO)Ql 
Do fato da inclusão contrária ser óbvia, obtemos a igualdade abaixo 
Como vemos Q2 é união de 8 classes laterais disjuntas. 
4.3 Símbolo de Legendre para Qp 
Consideremos a .forma qnadrática j(X1, X2, X1) = Xf-aXi-bXi E QP[X1, X2, X3]. 
Com o objetivo de decidir quando uma dada forma quadrática deste tipo é 
isotrópica definiremos o Símbolo de Hilbert. Dados a, b E QP, definiremos: 
(a b) = { 1 se f for ís~t~ópíca, 
' -1 caso contra.no. 
Ao número (a,b) = ±1 chamamos de Símbolo de Hilbert de a e b. Os números 
a, b qne tomamos podemos considerá-los livre de quadrados uma vez que (a, b) nao 
varia se tr·ocarmos a por ax2 ou b por by2 pois 
(1, -a, -b) ~ (1, -a."', -by2 ) 
Como vemos o Símbolo de Hilbert é de ·ama aplicação de 
. . 
Q, X Q, ______, {±1}. Q; Q; 
VejamoB aB proposições deBse símbolo. Para b E Qp, seja Nb a imagem da 





Sejam a, b E QP. Então são equivalentes: 
(i) (a, b) = 1; 
(ii) a E Nb; 
(iii) b E N 0 • 
4.3.2 Proposição 
Sejam a, a' E cjP com a' E Nb. Temos que a E Nb se, e somente se, aa' E Nb. 
4.3.3 Proposição 
Sejam a, b, c E Qp, o Símbolo de Hilbert satisfaz as seguintes condições: 
(i} (a,b) = (b,a) e (a,c2) = 1; 
(ii} (a,~a) = 1 e (a,1 ~a)= 1; 
(iii} (a.,b) = 1 =? (aa', b) =(a', b), V a' E Q,; 
(iv} (a, b) =(a, ~ab) =(a, (1 ~ a)b). 
Demonstração: 
(i) Se (a,b) = (b,a) é claro da definição. Notemos que a forma quadrática 
.T~ - ax~ - c2 x~ admite a terna não nula (c, O, 1) como solução, portanto (a, c2) = 1. 
(ii) Temos que (a, -a)= 1, uma vez que a forma quadrática x~- ax~ + ax~ 
admite a terna não nula (0, 1, 1) como solução e ( (a, l-a)} tem {1,1,1) como solução. 
(iii) Pela bilinearidade do símbolo de Hilbert, que veremos mais adiante temos 
que (aa',b) = (a,b)(a',b) = (a',b) ·ama vez q·ae pela hipótese (a,b) = 1. 
(iv) Supomos inicialmente qu.e (a,b) = 1, por (i) temos que (b,a) =L Logo 
pela proposição {3.1 tem-se que b E Na e pela proposição 4.3.2 tem-se que -ab E Na. 
Ou seja (a, -ab) = 1. Pelo mesmo motivo de b E Na, tem-se que (1- a)b E 
N", daí (a, (1 ~ a)b) = 1. 
Já no caso de (a, b) = -1, temos por (i) que ( b, a) = -1, pela proposição 
4.3.1 ~ab, (1 ~ a)b <;' N". Ou seja (a, ~ab) = ~1 e (a, (1 ~ a)b) = ~1. 
Nos dois casos temos a igualdade desejada. 
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O próximo Teorema nos fornecerá o valor de (a, b) para quaisquer a, b E QP, 
pam p primo qualquer·. 
Para isto utilizaremos os homomorfismos que apresentaremos abaixo. 
Em Q2 , temos que U2 = 1 + 2X2 • 
Seja agora u E U2 , u = 1 + 2x, x E X 2 , segue-se 
u-I 
que -2- =X E x2. Se 
u-1 
x E 2z;2 , isto implica que ~ = 2t, com tE z;2 • Tem-se assim que u- 1 = 4t 




- E 1 + 22Z2 , logo existe t E 2Z2 tal que - 2- = 1 + 2t o que implica que 
u ~ 3 + 41 ~ -1 + 4 + 41 ~ I + 4(1 + t) E -I+ 4Zl',. 
u-I 
Chamemos de v(u) = -
2
-mod(2Z2 ). Com isto temos que: 
{ 
O se u E 1 + 4Zl'2 , 
u( u) ~ equivalentemente 
n-1 
- 2- E 2Zz; 




- E I + 2Zl',. 
Sejam u, v E U2 = 1 + 2LZ2 então u = 1 + 2:r e v = 1 + 2y e consideraremos 
4 situações: 
u-1 v-1 




- E 2LZ2 . Como 
( )( ) ( ) ( ) uv-1 (u-1)( ) uv - 1 ~ u - I v - I + v - I + u - I temos que ~ -- v - I + 2 2 
v-1 u-1 
--+--E 2Zi 2 . Logo v(uv) ~O. 
•) ? 
- Assi;," u(v.v) ~ u(u) +v( v). 
u-1 v-1 




- E 1 + 2X2 , canse-





- E 2LZz e v- 1 E 22Zz também. Logo 2 E 2LZ2 e 
u(u.v) ~O. 
Portanto v(v.v) ~ v(u) +v( v). 
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~ . . _ () O () 1 u-1 ~ v-! _~_ercezrasztuaçao: v u = e v v = , então-- E 2a~ 2 e-- E 1+2~2 2 2 




- E 1 + 27Lz. Também -
2
- (v- 1) E 2.íZ2 • Logo 
uv -1 
2 
E I +2Zi2 e v(uv) ~L 
Novamente, v(uv) ~ v(u) + v(v). 
Quarta súuação: v( u) = 1 e v( v) = O. 
Situação análoga a terceira situação. 
Conclusão: 
A aplicação v(u) define um homomorfismo de grupos de U2 em 7L2/27L2 . 
Vimos anien'ormente que U2 = 1 + 2LZz = (±1)(1 + 47Lz) e que 1 + 42Z2 = 
(1+8:iZ2)U5( l+8:iZ2 ). Segue-se a partir daí que 1+2:iZ2 ~ (±! )(1+8:iZ2) U ( ±5)(1 + 
8:iZ2). Seja agora, u E I+ 2:iZ2 , seu E (±!)(! + S:iZ2 ) então u ~ (±!)(! + Sx ), com 




= 2(x + 4x 2) E 27L2 . 
Já no caso deu E (±5)(1 + S:iZ2 ) seu~ (±5)(1 + Sy), com y E :iZ2 , segue-se que 
uz- 1 2 2 
u2 ~ 25(1 + Sy)' ~ 25(1 + !6y + 64y2 ). Logo 
8 
~ 3 + 2(8.25y + 32y ). Do que 
vimos acima concluímos que : 
u
2
- I { O v'(u) ~ 
8 
mod(2Z2) ~ 1 
se u E(±!)(!+ 8:iZ2 ) 
se u E (±5)(1 + Stz,) 
Fazendo as contas, como acima, tem-se que v'(u.v) = v'(u) +v'( v). 
4.3.4 Observação 
Se tomarmos 11 e v' restritos a U2 n 7L reparemos que ambos coincidem com E e w 
de 3.3.2. 
4.3.5 Definição 
Definir·emos (~)como(~) para u E UP. 
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O Teorema abaixo nos fornece o valor do Símbolo de Hilbert para (a, b). 
4.3.6 Teorema 
Dados a, b E Qp da forma a = pc.u e b =V v! com a, f3 inteiros e u, v E up. Então 
verifica-se que : 
(i} (a, b) ~ (-!)"(~r (~r se p i' 2, ondq ~ e>(3v(p); 
(i i) (a, b) ~ ( -1 )"' se p ~ 2, onde <' ~ v( u )v( v) + av'( v) + (3v'( u). 
Deste teorema! obtemos um procedimento para determinar quando a forma 
quadrátíca f(X1 ,X2,X3) =X{- aX5- bX§ E QP[X1 ,X2,X3] é isotrópica. 
A partir deste teorema! obtemos por corolário a bilinearidade do Símbolo de 
Hilbert. 
4.3. 7 Corolário 
Sejam a,b,a' E Qp da forma a= pc.u,b = pf3v,a' = p1 w! com a,/3,/ inteiros e 
u, v, w EU,. Então (aa', b) ~(a, b)(a', b). 
4.4 Formas Quadráticas sobre Qp 
Antes de.fazermos uma. discussão geral sobre a isotropía deformas quadráticas sobre 
QP, faremos uma discussão da isotropia da forma quadrática J(Xb X 2 , X 3 , X 4 ) = 
X{- aXi- bXj + abXJ em relação a álgebra doB quatérnios! pelo Teorema 2. 7.1 
vzmos que f(X1 ,X2,X3 ,X4 ) =X{- aXi- bXi + abX~ é isotrópica se e somente 
se f(X11 X 2 , X 3) = -aX{- bXi +X§ é isotrópica, ou equivalentemente (a, b) = 1. 
Dada f(X1 , ... , Xn) uma forma quadrática sobre Qp para p ímpar do tipo 
f(X1 , ... ,Xn) ~ a1X{ + · · · + anx; E Q,[X,, ... ,Xn]· 
Do fato de Qp ser representado pelaB classes laterais 
. . . . 
Q, ~ Q; u pQ; u pQ; u '"pQ; 
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com u E UP e u ~ Q~1 temos que ai é da forma ai = bic~, i = 1, ... , n1 com c; E QP 
e b; = flTJ;pe;, com rJi,Ei E {0, 1}. 
Podemos ver f"' [t1X{ + · · · + flrX; + p(f1r+1X;H + · · · + f-lnX~). 
Faremos agora uma discussão sobre a isotropia de uma forma quadrática sobre 
Qp. Seja 
com u; E Up,i = 1, ... ,n e Ui rJ_ Q~. Usando os teoremas 4.1.1 e 4.1.2 1 tem- qu.e 
pam r ~ 3 a forma quadrática J-L1X{ + · · · + JtrX'! é isotrópica e se n- r ~ 3 tem-se 
t b . v2 + + X' • . t • . a.m em que f-LT+lAr+l · · · f-Ln n e tso roptca.. 
Portanto, f(X1 , .•• ,Xn) é ísotrópica se r 2: 3 ou n- r 2:3, ou equivalente-
mente se n ~ 5. 
Logo, vemos para que f(X1 , ••• ,Xn) seja. anísotrópíca só resta como opçao 
r < 2 e n- r :::; 21 ou equivalentemente se n :::; 4. 
Veremos a seg1úr um exemplo. 
4.4.1 Exemplo 
Demonstração: Sv.ponha.mos que ah a2 , a 3, a4 E QP são não todos nulos tais 
que 
a~- f-LO.~+ p(a~- [ta~)= O 
Consideremos vp(aJ) = mín{vp(a1 ),vp(a2 ),vp(a3),vp(a4 )}. Logo vp(aj) < 
vP(a;), Vi= 1,2,3,4. 
Por consequência, concl·uimos que O.j f=. O, pois vp(O) = +oo. De 
(+) 
não pode acontecer de vp(aD, vP(MaD, vP(pa~), vp(pfla~), serem todos distintos, pots 
senão1 acarr-etaria a; =O. 
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Mas há valores distintos. Por exemplo vv( ai) i- vv(Pa5), vp(prw~), pois vp( ai) = 
2vp(al) E iZ e vp(pa~) = vv(P) + 2vp(as) E 1 + 2JZ, com o mesmo raciocínio con-
cluímos que vv(rwD i- vv(Pa.D, vv(PttaD 
Vejamos situações possíveis de ocorrer: 
(1) v,( ai)~ v,(p.al) < v,(pal), v,(ppa~) ou 
(2} v,(paj) ~ v,(ppa;) <v,( ai), v,(l'alJ. 
No caso (1), a 1 , a2 i- O e 2vP(a 1 ) = 2vp(a2 ) então vp(at) = vp(a2 ). 
Da igualdade ( +) resulta ( a1 a21 ) 2 - J-t + pa~.a22 - pj.ta~a22 = O. 
Sabemos que vuv(pa~a;-2 ) > O e vP(pa~.a;- 2 ) > O. 
Passando para o corpo de resíduos iZpjp7Lp 1 teremos que a1a21 - Ji = O, 
contra a escolha de u. 
Lembremos que para p Ímpar se u E Up e u E Q; se e somente se U é um 
quadrado. 
Analogamente, no caso 2, teremos a3 e a4 f:- O vp(a3) = vp(a4). Novamente, 
de ( +) ded·u,zimos a.i(pa.~)- 1 - fta~(pa~)- 1 + (a3a41 ) 2 - ft =O, o que também leva a 
contradição U = ( a3a4 1 )2. Portanto, essa forma quadrática é anisotrópica. 
Com o intuito de fornecer uma discussão geral para formas quadráticas sobre 
QP, definiremos um novo invariante para formas quadráticas. 
Dada f(X1, ... , Xn) = a1Xi + · · · + a,.,x; E Qp[X1, ... , X,.,], definiremos 
E(!)= ni<j(a;,aj),\fi,j = l, ... ,n. Observemos que t:(f) assume valores {±1}, 
pois o Símbolo de Hilbert de (a;, aj) = { ±1}. 
Agora env.nciaremos um lema que será de fundamental importância na clas-
sificação de formas quadráticas. 
4.4.2 Lema 
(a) O número de elementos do IF2 espaço vetorial Q_P é zr com r = 2 para p i- 2 e Q; 
r= 3 se p = 2. 
(b) Se a E ~P e c E {±1}, seja H; o conjunto dos elementos de x E ~P que 
~ ~ 
satisfaz (x,a) =e;. Se a= 1 então Hl tem 2r elementos e H;1 = 0. Se a f- l,H! 
possui 2'"- 1 elementos. 
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(c) Sejam a, a' E ~P e ê,ê1 E {±!}.Suponhamos que H~ e H!' -=f 0, são não 
Q~ 
vazios. Para que H~ n H:' -=f 0 é necessário e svfícienie que a = a' ê = -E1. 
Usaremos a seguir este invariante t:(f) juntamente com a dimensão e o dis-
criminante d(.f) para estudar a isotropia de uma forma quadrática f. 
4.4.3 Teorema 
Seja dimf = n. Então f é isoirópica se e somente se: 
(i} d(f) = -1 (em Q,/Q;), caso n = 2; 
(ii) (-1,-d) = e(f), caso n = 3; 
(iii)dop1, ov.sed=1 e(-1,-1)=e(f), cason=4. 
Quando n 2": 5 f sempre é isoirópíca. 
Antes de provarmos o teorema1 comentaremos sua consequências. Vimos no 
capítulo 2, que se a E D1 então a forma quadrática !a = f- aY2, é isotrópica. 
Com.o d(f,) = -ad(J) e e(J,) = (-a,d(J))e(J), aplicando-se o teorema acima em 
f" obtemos o corolário: 
4.4.4 Corolário 
Seja a E ~P. Para que a E D1 é necessário e suficiente que : Q; 
(i) a = d, caso n = 1; 
(ii) (a., -d) = e(f), caso n = 2; 
(iii} a i' -d, ou se a= -d e (a, -d(f)) = e(f). 
Quando n 2: 4, a E D f. 
Demonstração (Teorema}: Escreveremos f na forma f= a1X{ + · · · + anX~ 
e consideraremos separadamente os casos n = 2,3,4 e n 2:5. O caso (i) foi visto 
no Teorema 2.5.1. 
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(ii) Paran =3, temos que J(X1 ,X2,X3 ) =a1Xf+a2X5+a3 Xg. Notemos 
que -ad- -a3a1Xf- a3a2Xi- 2X3. 
Claro que f é isotrópíca se e somente se -a3f é ísotrópica 
-a3j = -a3a1X[- a3a2 Xi- x; 
Pela definição do Símbolo de Hilbert, temos que -a3f é isotrópica se e somente se 
( -a3ab -a3a2) = 1. 
Usando a bilinearidade do Símbolo de Hilbert, obtemos 1 = ( -a3a 1 , -a3a2) = 
(-a3,-a3a2)(o,1,-a3a2) = (*)-
Pela Proposição 4-3.3 ~ (iv), fazendo -a3a2 = -(-a3)(-a2 ) obtemos(*)= 
( -a3, -a2)(a1, -a3a 2). 
Usando novamente a bdt.nearidade, temos 
( -1, -1)( -1, a.2)(a3 , -1)(a3 , a2)(a1 , -1)(a1 ,a3 )(a, a2 ) = 1. 
Usando a simetria do símbolo (proposição 4.3.3(i)) e a definição de E(f) 
obtemos (-1,-1)(-l,a2)(-1 1 a3)e(J) =L Novamente a bilinearidade nos leva a 
(-1,-a1a2a3 )s(f) = 1 ou (-1,-d(f))s(f) = 1. Portanto E(f) = (-1,-d(f)), 
como queríamos. 
(iii) Seja o caso n = 4. Ve~os que f(X1 ,X2 ,X3,X4 ) é isotrópica se e so-
mente se existe um elemento x E Q_P tal que x pertença ao conjunto de valores de Q; 
a1Xi + a2X5 e -a3 Xi- a4X~. Pela condição (i i) do corolário, que já podemos usar 
pois já pro1Jamos o teorema para o caso n = 2, temos então que x pode ser carac-
terizado pelas_ condições (x, -a1a2 ) = (a1 , a2 ) e (x, -a3a4 ) = ( -a3 , -a4 )._ Seja A o 
conjunto de Q_P definido pela primeira condição e B o conjunto de x E ~P definido Qi Qi 
pela segunda condição. Pam que f seja a.nisotrópica é necessário e suficiente que 
A n B = rj>. Supomos que A n B = r/>. Por outro lado, sabemos que A e B não são 
vazios pois a1 E A e -a3 E B. 
Pelo item (c) do lema A n B # rP é equivalente a a1a2 = a3a4 e (a1, a2) = 
( -a3 , -a4 ). Da igualdade a 1a 2 = a3 a4 , obtemos d(J) = 1, Assim, se d(J) # 11 f é 
isotrópica. 
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Por outro lado, se d(J} = 1, também a1,a2 = a3a4 (em QP;Q;). Pela Pro-
posição 4.3.3{ii), (a3a4, -a3a4) = 1 e usando a igualdade anterior (a1a2, -a3a4) =L 
Pela bilinearidade do símbolo de Hilbert, obtemos 
(-1,a1)(-1,a2 )(a1,a3)(a2 ,a4)(a2 ,a3)(a2 ,a4 ) =I. 
Multiplicando-se a igualdade por (a, a2 )(a3 , a4 ) resulta ( -1, a1)( -1, a2 )e(f) = 
(a1, az)(a3, a4). 
Usando agora a igualdade (a, a2) = -(a3 , -a4) temos ( -1, a,)( -1, a2)e(f) = 
-( -a3 , -a4)( a3 , a4) = -( -1, -1 )( -1, a4)( a3 , -1 )( a3 , a4 )( a3 , a4 ), novamente pela bi-
linear-idade. 
Como (x,.T) 2 = 1 sempre1 e o símbolo é simétrico, multiplicando-se a última 
igualdade por( -1, a4 )( -1, a3), obtemos ( -1, a1 )( -1, a2)( -1, a3)( -1, a4 )e(f) = -( -1, -1). 
Finalmente, ( -1, a1a2a3a4 )e(f) = -( -1, -1). 
Mas a1a2a3a4 = 1 (em QP;Q;). Logo pela proposição 4.3.3(i) concluímos que 
e(!)= -(-1.-1). 
Basta pr-ovar para n = 5 já que se n > 5, f ucontém" uma subforma g de 
dimensão 5, que é então isotrópica. Assim f é isotrópíca. 
Como 2r-I 2:: 2, existe a E Dt com a -=f. d(J) {em QPJQ;). Logo pelo Teorema 
2.4.5, f"' a.T2 +g onde g é forma quadrática de dimensão 4. Logo d(g) = d(f) f-1. 
a 
Portanto, pelo caso (iii) 1 g é isotrópica e assim igualmente f é isotrópica. 
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Chapter 5 
Aritmética de Q 
5.1 Símbolo de Hilbert 
No capíiitlo 1 vimos que Qp, p primo, e IR são completamentos do corpo dos racio-
nais Q, via respectivamente as valorizações p-ádicas e o valor absoluto. Vimos que 
Q pode ser visto como um subcorpo denso desses completamentos. 
Para a,b E Q seja (a,b)p, para p primo ou p = oo, o símbolo de Hilbert de 
a, b em QP. O Teorema {3.4 nos permite calcular (a, b)p para p primo. Vejamos 
agora como calcular (a, b )00 • 
Tendo em vista esta meta, faremos inicialmente uma discussão da isotropia 
da forma quadr·ática Z 2 - aX2 - bY2 1 para a, b E IR. 
Seja a forma quadrática f(X, Y, Z) = Z 2 - aX2 - bY2 , com a, b E R. Se a 
ou b >O, temos que a= c2 ou b = c21 para algum c E R. Portanto a terna (l,O,c) 
ou (0, 1, c) é solução da equação f(X, Y, Z) = O e f é isotrópica. Supomos agora 
<rue al b <o. Então Z 2 - aX2 - bY2 >OI se X, y ou z é um dos valores d~ferente 
de zero. Portanto 1 a forma quadrátíca Z 2 - aX 2 - bY2 é anisotrópica. 
Dessa discussão resulta a proposição abaixo: 
5.1.1 Proposição 
Dados a,b E Q~- Então (a,b)= = 1 se a> O ou b >O e (a,b)= = -1 se a< O e 
b <o. 
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Neste capítulo denotaremos por V o conjunto dos números primos acrescido 
do símbolo infinito. Dados a, b E Q, se tivermos (a, b ),_, = 1, \f v E V, teremos que 
fl(a,b)" = 1 
"EV 
No entanto, para TivEv(a, b),_, = 11 não é preciso necessáriamente que (a, b),_, = 
1, Vv E V, é o que mostm o teorema abaixo. 
5.1.2 Teorema 
Se a,b E Q, então (a, h),_,= 11 exceto, para um número finito de elementos de V e 
IT"ev(a,b)" =I. 
Demonstração: Desde q11e o Símbolo de Hilbert é uma aplicação bilinear é su-
ficiente prova,rmos quando a ou b = -1 ou é um número primo. Para isso usaremos 
o teorema 4.3 . .{ e a proposição acima. 
Primeiro caso: Para a = -1, b = -1, pela pmposzção 5.1.1, temos que 
( -1' -1 )oo = -] . No caso v = 2, temos que ( -1, -1 )2 = ( -1 )"(-l)v(-l)+Ov'( -l)+Ov'(-1) = 
(-1)u = -1, pois v(-1) =I. 
(-1)0 (-1)0 Jrf. no caso de v =J:. 2, temos que (-1, -1),_, = (-1)0·0-v(v) -;; --;--- = 1. 
Logo f1vEv(-1,-1)v = 11 para o primeiro caso. 
5'egnndo caso: Para a= -1, b = p, se p = 2, temos que pela proposição 5.1.1, 
(-1,2)~=1;e 
(-1,2), = (-1)"(-l)d+l)+ü"'(-I)+0"'(-1) = (-1)"(-1) = 1, 
poisv(-1)=1. 
Reparemosantesquepara.v =J:. 2 e v =J:.oo, temos(-1,2)v = (-1) 0~-'('-') (~1 ) 1 (~)o= 
I. 
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E ( -1,2)v = 1, \fv -:f 2, oo1 pois -1 = ( -l)v0 e 2 = 2v0 e 2 é unidade de v se 
v i' 2. 
Já se v i- p, 2, oo implica que p = p.v0 e assim ( -1, p )v = ( -1 )o( ~1 )o(; )o = 1. 
Se p of 2 e v of p, 2, oo temos que ( -1, p )v = ( -1 )O.O.v(v)+O.v'(l)+lv'( -1) = 
(-1)"'1-ll ~ 1, pois v'(-1) ~O. 
No caso de v = 2, temos que ( -1, p h = ( -1 yc -l).v(p)+O.v'(I)+O.v'(-1) = ( -1)11(P). 
Por outro lado, se v= p, temos que (-l,v)v = (-l)O.Lv(v}.(~1 ) (~)o 
(~]). 
Logo (-1,p),(-l,v)" ~ (-1)"1"1(~1 ) ~ 1. 
Terceiro caso: a= p e b = q, para p, qprimos. 
Consideremos de início p = q. Pela proposição 4.3.3(iv) temos que (p,p)v = 
(p, -p2 )v = (p, p2 )v(p, -1 )v, pois (p, p2 )v = 1 pela proposição 4.3.3(i). Desta. maneira. 
obtemos que (p,p)v = (p, -l)v, \fv E V, que reduz ao caso já considerado. 
Consideremos agora p f=. q. Se q = 2, temos que para v= oo vale (p, 2) 00 = 1, 
pela proposição 5.1.1. 
Para v = 2, tem-se que 
Para v = oo, teremos que (p, 2) 00 = L Já se v o:/ 2, oo, tem-se que 
(p,2)" ~ (-1)00 "1'1 (~)'(;)o~ I 
Novamente o produto é igual a L Portanto, (para v o:/ 2,p, oo) (p,2)v = 1 . E 
(p, 2), ~ ( -1 )1.0·"1'1( ~ )0 (% Jl ~ ( -1 )"'(el. Novamente o produto é igual a I. 
Consideremos agora p e q distintos e diferente de 2. Para v = 2, tem-se que 
Para v= oo, tem-se pela proposição 5.L1 que (p, q)oo =L 
Seja. agora o caso de v -=f=. 2, oo,p e q. 
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Logo (p, q)v = ( -1) 0·0·"'('-') (;) 0 (;) 0 = 1. Vejamos o caso v= p. Se p = q (já 
foi considerado anteriormente). Se p I q, teremos que (p, q), = ( -!)"·'"(P) G) 0 (!) = 
(; ). Igualmente (p, q)q = (;) e pela lei de reciprocidade quadrática (;)(!) = 
( -l)"(p).v(q) e assim o produto também é igual a 1. 
Das três situa.ções a.nalizadas temos que: 
5.2 Teorema de Hasse-Minkowski 
Dada a forma quadrática f E Q[X1 , ... ,Xn] denotamos por fv a mesma forma 
quadrática vista como elemento de Qv[Xt, ... ,Xn]· 
O Teorema de Hasse-Minkowski que apresentaremos a seguir nos mostra que 
discutir a isotropia de uma forma quadrática f sobre Q equivale a discutir se fv é 
isotrópica em Qv, \fv E V. 
Antes consideremos o lema abaixo 
5.2.1 Lema 
Seja a E Q. Se a E Q~ V v E V 1 então a E Q2 • 
Demonstração: Se a E Q~, temos que vp(a) é par \fp E V. Logo escrevendo 
a = TipeV p'-'p(a) temos o deseja.do. 
5.2.2 Teorema (Hasse-Minkowski) 
Uma .fonrw quadrática .f sobre Q é isotrópica, se e somente se, para todo v E V, .f v 
é isotrópica sobre Qv. 
Demonstração: A necessidade é trivial. Vejamos agora a suficiência. Seja 
f= a1X{ + · · · + a,.,x;, com ai E Q. Substituindo f por f= ad, podemos supor 
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a1 = 1 e considerar separadamente os casos n = 2, 3, 4 e n :2:: 5. 
( í) O caso n = 2. 
Temos que f = Xf - aXi para a E Q. O fato de fv ser isotrópica nos 
diz que existe (x 1 ,x2) =/=- (0,0), com x1 ,x2 E Qv, tai que j(x1,x2) =O. Logo em 
.rf - a:r~ = O temos que xf = ax~, como a é diferente de zero temos que x1 e x2 
são também diferentes de zero. O que nos leva a. concluir que a= (:~) 2 , ou seja 
a é um quadrado em cada Qv, v E V. Segue-se, do lema que a é quadrado em Q . 
Portanto f é isotrópica. sobre Q. 
(ii) Para o caso n = 3, temos que f = Xf - aXi - bX§ com a, b E Q. 
Assumiremos que a, b são inteiros livres de quadrados. (Isto é, vp(a) e vp(b) são 
iguais a O e 1 para todo p f- oo). Assumiremos também que I a 1.:;1 b 1- Usemos a 
indução sobre o inteiro m =I a I+ j b l-
Se m = 2, temos que f = X f ± Xj ± Xj. Os casos f = X{ + Xj + Xj e 
f = - Xf - Xi -X§ não ocorrem pois neste caso foo não é isotrópica. Nos outros 
casos f contém Xl- XJ para algum 1 ::; i,j ::; 3 e assim f é isotrópica. 
Supomos agora que m > 2, isto é, j b ]:2:: 2 e escrevemos b da forma b = 
±p1 ... pk, onde os Pi são primos distintos. Para p = Pi provemos que a é um 
quadrado módulo p. Isto é óbvio se a _ O(modp ). Caso contrário, a é uma unidade 
p-ádica. 
Por hipótese temos que existe (x, y, z) =/=- (0, O, O) em Q~ tal que z2-ax2-by2 = 
O. 
Podemos assumir que (x,y,z) é primitivo (isto é, x,y,z t= O(modp)) do fato 
de pjb implica que z2 - ax2 O(rnodp). 
Se x = O(modp), tem-se que pjax2 o que acarreta pjz2 e assim pjz. Nesse 
caso p2 jz2 e p2 l- ax2 deste modo p2 j - by2. Por outro lado, sabemos que pjb e 
vP(b) = 1, temos entã.o que pjy2 contrariando o fato de (x,y,z) ser primitivo. Logo 
x ofo O(modp). 
De z2 - ax2 _ O(modp),x ofo O(modp),a ofo O(modp) resulta z ofo O(modp). 
Segue-se então a= z2 .(x-1) 2 em 1Fp(como IFP é corpo ex f- O, 3x-l E IFp)- Logo a 
é quadrado módulo p como queríamos verificar. 
Agora desde que ~jb?Z c::: J17Z/pi7Z (isomorfismo de anéis), temos que a é 
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um quadrado módulo b. Existem assim inteiros t, b' tais que t2 = a+bb'. Escolhemos 
um inteiro t tal que I t 1::; I~ 1. A expressão bb' = t 2 - a, mostra que bb' é a norma 
da extensão Qc(Va) I Q. Logo (a,bb') =L Como (a,bb') = (a,b)(a,b') temos que 
(a, b) = (a, b'). Logo, f é isotrópica se e somente se g = Xf- aX5- b' X§ é isotrópica 
isto em Q,. 
Vejamos que f'= x;- aX5- b'X§ é isotrópica. Temos que I b' 1=1 t
2 ~a j::=; 
I~ 14 + 1 <I b j, pois I b 12:. 2. Escrevendo b' da forma b' = b"u2 , com b" livre de 
quadrado, temos que I b" I :SI b j. Podemos considerar a forma quadrática f" = 
X[- aX?- b"Xj, do fato de lb''l < lbl, tem-se que la I+ lb''l :S la I+ lbl = m, logo 
podemos aplicar a hipótese de indução sobre f~'. Logo f~' é isotrópica 'r:/v E V. 
Assim temos que f = Xf - aXi - bXJ é isotrópica. 
(úi) O caso n = 4. 
Escrevendo-se f= aXf + bXi- (eX§+ dXl). Seja agora v E V, desde que 
fv é isotrópica temos que existe x, E Q, tal que x, pertence respectivamente aos 
conjuntos D(a, b) e D(c, d). 
De :1:, E D(a, b), D{e, d), implica que x, = aXf + bX5 e .T, =eX§+ dXl. 
Logo tomando z = 1, as formas quadráticas aXl + bXi- x,Z2 e eX§ +dXl-
x,Z2 sã.o isotrópicas em cada Q". Pelo caso n = 3 estas formas quadráticas são 
isotrópica.s em Q. Portanto f é isotrópica em Q. 
(1:v) O caso n 2': 5. 
Usaremos a indução sobre n. 
Escreveremos f da forma f= h- g, com h= a1 x~ + a2x~ e g = -(a3x~ + 
· · · + anx?J. 
SejaS o subconjunto de V formado pelo símbolo oo,2, e os números primos 
p tais que vP(a;)-=/; O para algum i 2: 3. Temos que Sé um conjunto finito. 
Seja v E S, desde que fv é isotrópica, existe a, E Q, tal que a, E D(h) e 
a, E D(g) em Q,. Então existe xi E Q,, para i = 1, ... , n tal que h(x~, x~) =a, = 
g(x3, ... , x~). 
Por outro lado, sabemos que o conjunto dos quadrados em Q, é aberto; 
usando o Teorema da Aproximação existem x1 , x 2 E Q tais que a= h(x1 , xz), onde 
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a . 
- E Q;, lfv E S. 
a" 
De fato, recordemos inicialmente que para p #- 2, temos 1 + p?LP C Q; e 
1 + 23 7L2 C Q5, visto no capítulo 4, e ainda .IR2 = { x E .lRjx > 0}. 
Devido a densidade de Q em Qv, para todo v E S existem y'í_, y~ E Q, tais que 
v(yf-xi) >/v para todo /v escolhido e também yf', vr E Q tais que jyf'-xiJ < '"'foo 
para. todo loo escolhido ( * ). 
Usando o Teorema da Aproximação obtemos x 1 , x 2 E Q tais que v(x;- yi) > 
I oo ool /oo 'Yv e Yi - X i < 2. 
Logo v(x; -y1) ~ v((x, -y1) + (yf -xY)) > min{v(x, -yY), v(yf- xY)) > '"' 
Também jx;- xil = jx;- y'(' + Yi- xf'l S jx;- Yil + Jyi- xf"l < /CXJ· 
Vejamos agora como escolher /v de maneira que a= h(x1 , x2 ) verifique~ E 
a" 
• 2 Q", \fv E S. 
Escolheremos "/p para p #- 2, oo, de maneira que "/p > max{v(xi), -v( ai)-
v(xi) + v(av), -v(a2 )- v2 (x~) + v(av)} teremos: 
Prímeiro: v(x;- xi) > /p implica v(xi) = v(xi) 
Segundo: v((a 1 x~ + a2xl)- (a1(x1) 2 + a2 (x2) 2 )) 2 min{ v( ai) + v(x1 - xl) + 
v(.'I + x;), v( a,)+ v(.T,- x;) + v(x,- x~) +v(.,,+ x~)}. 
Como v(x; +:ri) ~ min{ v(x;), v(xf)}, nossa escolha mostra que v(a;) + v(x; + 
xi) + v(x, +,,i)> v(a;) + /p + v(xi) >v( a")' para i~ 1,2. 
Assim v(h(x 1 , x2 ) -a,) > v( a"), (*)implicando v c(x~: x,) - 1) >O. Assim 
h(xt,.1;z) · 2 ~~~El+pZO,cQ,. 
a, 
Pa.ra. p = 2 de maneira similar a p primo ímpar, escolheremos ''/2 > max{ v(xf), ~v(a 1 )-
v( x;) + v(2 3av ), -v( a,) -v( xl) + v(2 3a")} para obter no lugar de ( * ), v( h( X ~o x2) -
) ( 3 ) 1 d h(xi,x,) 3c" Q.' av > v 2 av resu tan o E 1 + 2 LL~z C 2 • 
a" 
Finalmente observemos primeiro que se r E IR, r f= O e x E IR verifica 
lrl - . I .r- ri < 2 entao :r: tem o mesmo smal que ·r. 
Observemos também que se lx - Yl < 8 então l.x + vi lx - y + 2yl < 
Ir- vi+ 2lvl <li+ 2lvl· 
Logo l(a1xi + a,xi)- (a1 (x~) 2 + a,(x:;')')l 
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= la1(x1- xj"')(x1 + xj"') + a2(x 2 - x~)(x 2 + xr)l 
<:: lad lx1- x}llxl + x}l + la2l lx2- x~llxz + x~l 
<:: (lad + lazlh~ + 2(lalx;"l + la,x~l)roo 
L Ih d d · - · · laoo I ogo esco en o /oo e maneua que a expressao actma seja menor que -
2
-
pa.ra termos a = h( x1 , x 2 ) e a00 = h( x'(, x'f') com o mesmo sinal. 
Observar que essa escolha é possível pois o polinômio (j a1] + j a2 i)X2 + 2( ]ai xf + 
laool 
a2x2!)X - - 2- tem duas raizes reais. 
Conclusão: Existem xh x 2 E Q tais que se a 
• 2 Q" V" E S. 
Consideremos agora a forma quadrática f 1 = aZ2 - g. Se v E S, então 
a . 2 , 
avE Dq em Qv e como- E Qv, tambem a E D9 em Qv. 
. a" 
Se X3, ... , Xn E Qv são tais que g(x3, ... , xn) =a, então /1 (1, X3, ... , Xn) = O 
e a forma que J1 é isotrópica em cada Qv. 
Se v f/. S, temos que -a3 , ... , -an são unidades v-ádicas e o mesmo é verdade 
para. os coeficientes de g. 
Portanto em lF'v teremos ft isotrópica pois tem dimensão maior que 2 (visto 
nas conclusões do capítulo 3). Aplica.ndo-se então o Teorema 4.1.1 (2 E S) obtemos 
que f 1 é isotrópica em Qv. 
Sejam a E Q e f uma forma quadrática sobre Q. No capítulo 2 notamos que 
discutir se a E D 1 equiva.le a verificar se a forma quadrática aZ
2 
- f é isotrópica 
sobre Q. Aplicando o Teorema anterior em aZ2 - f, obtemos o corolário abaixo: 
5.2.3 Corolário 
Seja a E Q 1 para. qne a forma quadrática f represente a em Q é necessário e sufici-
ente que f represente a em cada Q11 • 
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Dada f uma forma quadrática de dimensão n sobre IR vimos que f é equiva-
lente a uma forma quadrática do tipo Xi + · · ·+X';- 1';_2 - • • • - Y:2 , com r+ s = n. 
A partir daí definiremos um novo invariante para as formas quadráticas reais. 
Notemos que o par (r,s) depende unicamente de f. Chamaremos o par (r,s) 
de assinatura de f. 
Diremos que f é definida se r = O ou s = O. Neste caso f será anisotrópica 
pois a soma de quadrados não se anula em IR. 
Caso r e s sejam diferentes de zero, diremos que f é indeterminada e neste 
caso f é isotrópica. 
Pelo que notamos acima a discussão da isotropia de uma forma quadrática real 
se resnme em determinar sua assinatura. Trata-se, portanto, de um outro invariante 
em formas quadrática reais. Os invariantes dv(f),ev(f) e (r,s) algumas vezes são 
chamados de irwariantes locais de f. 
No capítulo 4 vimos que em Qp, toda forma quadrática de dimensão maior 
ou igual a 5 é isotrópica. No entanto, acabamos de ver que o mesmo não é verdade 
em Qoo =IR. 
Logo pelo Teorema de Hasse-Minkowski, concluimos que uma forma quadrática 
f sobre Q de dimensão maior ou igual a 5 é isotrópica se e somente se f é indefinida. 
5.3 Equivalência de Formas Quadráticas em Q 
Veremos agora no próximo Teorema, quando duas formas quadráticas são equiva-
lentes sobre Q. 
5.3.1 Teorema 
Sejam f e 9 duas formas quadráticas sobre Q. Para que f e 9 seJam equivalentes 
sobre Q é necessário e suficiente que f e 9 sejam equivalentes em cada Q,_,. 
Demonstração: A necessidade é trivial. 
Provemos agora a suficiência. Observemos inicialmente que .f e g terão a 
mesma dimensão. 
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Usemos aqui indução sobre a dimensão n de f e g. Se n = O, não há o que 
provar. Caso contrário, do fato de f e g serem equivalentes em cada Q,n implica 
que f- g é isotróprica em Qv, Vv. Assim temos que .f- g é isotróprica sobre Q. 
Seja bt, ... 1 bn 1 Ct 1 ••• 1 Cn E Q com O = J(bt 1 ••• 1 bn) - g(clJ ... 1 c,.,). Então 
a = .f(b1 , ••• , bn) também verifica a = g(c1 , ... , cn) o que implica que a E Dt n D9 • 
Por outro lado, pelo teorema 2.4. 71 temos que f "' aZ2 + f 1 e g "' aZ2 + g1 , 
segue-se então que f 1 "'g1 sobre Q"' Vv E V pelo Teorema 2.5.5. Sendo dim(JI) = 
dim(gt) = n- 1, podemos aplicar a hipótese de indução e assim temos que f 1 ,....., g1 
em Q. Portanto f"' g em Q. 
Logo concluimos que para descobrir se duas formas quadráticas são equiva-
lentes sobre Q, basta verificar se seus invariantes são iguais em cada Qv. 
5.3.2 Observação 
Os invaria,ntes d = d(f),Ev = Ev(f) e (r,s) não são a,rbritários1 eles verificam as 
seguintes relações: 
(a) Ev = 1, para. quase todo v E V e TivEV Ev = 11 
{b) Ev = 1 se n = 1 ou n = 2 e a imagem dv de d em ~v é ig'IJ,a! a -1 1 Q~ 
(c)r, s 2: O e r+ s = n 1 
5.4 Aplicações 
Neste parágra.fo faremos algumas aplicações do que vimos em nosso trabalho. 
1 Aplicação: Todo número racional positivo pode ser reduzido a uma soma 
no má.ximo de qua.tro quadrados em Q. 
Seja n racional positivo e f f'V nZ2 - Xf - X5 - xg - xr Como f tem 
dimensã.o 5 e é indefinida, f é isotrópica. Como -X[- X i-Xj- Xl é anisotrópica, 
conclui mos que se b, a1 , a2 , a3 , a4 E Q são tais que f(b 1 a1 , a2 , a 3 , a4 ) =O, então b =f O 
e assim n é soma de no máximo 4 quadrados. 
Veremos mais que esse resultado também vale para inteiros. Antes, lembremos 
que ~[i] é um domínio euclidiano e portanto domínio fatorial. 
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Antes de vermos esta aplicação mostraremos quando um número inteiro po-
sitivo n pode ser representado pela forma quadrática Xf + XJ sobre Z. 
Os teoremas a seguir nos fornecerão as condições para que isto ocorra. O 
primeiro teorema dá a resposta para um número primo. 
5.4.1 Teorema (Fermat) 
Seja p 'Um número prtmo. As seguintes afirmações são equivalentes 
(i} p = 2 on p = 1(mod4), 
(ii) E.úste a E~ tal que a2 = -l(modp), 
(iii) p não é irTedutível em LZ[i], 
(iv) p é a soma de dois quadrados. 
Demonstração: (i) ::} (ii). Se p = 2, basta tomar a = 1. Seja agora p da 
forma p = 4n + 1, com n E ~. Pelo "Pequeno Teorema de Fermat", temos que 
VX E ffi; \ {0}, verifica . . Tp-t = l(modp), isto é, Vx E {T, ... ,p-l},X é a raíz de 
IX'- 1 - 1 E JF,[X]. 
Logo IX'-1 - I= (X- I)(X- 2) .... . (X- p -1). Por hipótese temos que 
p - 1 = 4n. Logo L>u-1 -I = (IX 4' -I) = (IX'' - I)(IX'" + 1), e poctanto, 
(IX'"- I)(TX'' +I) = (X- I)(X- 2) .... . (X- p- 1). Como JF,[X] é um domínio 
fatorial e (X - n) sã.o irredutíveis X- n divide X 2n - 1. Logo x2n == 1. Tomando 
a= xn, temos que a2 = x2n = -1, isto é a2 = -l(modp). 
(ii) =? (íii) Por hipótese, existe a E Zl tal que a2 = -l(modp),ou seja 
p](a2 + 1) =(a+ i)(a- i). Suponhamos que p](a +i). Logo existe (c+ id) E ZO'[i] 
tal que (a+ i)= p(c + id). Resultando 1 = pc, que é um absurdo!!. 
De maneira análoga tem-se que p /1(a- i), portanto, temos que p não é 
irredutível em ~[i]. 
(iii)::} (i v) Por hipótese temos que p não é irredutível em ~[i]. Logo existem 
a+ib,c+zd E ZO'[i] ta.is quep = (a+ib)(c+id) com N(a+ib) f 1 e N(c+id) f 1, 
pois a+ ib e c+ id não sâD inversíveis em ~[i]. 
Resulta então p2 = N(p) = N(a + ib).N(c + id) = (a 2 + b2)(c2 + d2 ) onde 
(a 2 + b2 ) f 1 e (c2 + Jl) f 1. Sendo ~ um dorrúnio fatorial e p um elemento 
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irredutível em .íZ, deveremos ter necessáriamente que p é da forma p = a2 + b2• 
(iv) =>(i) 
Basta. verifica.r que nenhum inteiro do tipo 4n + 3 é a soma de dois quadrados. 
Se a é um inteiro qualquer então a2 = O ou I em LZ . 
4Zl' 
Logo, quaisquer que sejam a, b E LZ temos 0.2 + T/ E {0, I, 2} em 7L j4LZ. 
Portanto, um inteiro do tipo 4n + 3 não é a soma de dois quadrados. 
5.4.2 Observação 
Quando p é soma de dois quadrados ele é de maneira única. 
Demonstração: 
De fato, suponhamos que p = (a 2 + b2) = (c2 + Jl), temos então que p = 
(a+ib)(a-ib) = (c+id)(c-id) onde (a+ib), (a-ib), (c+id) e (c-id) são elementos 
irredutíveis em LZ[iL pois tem norma igual a p em ?L. Sendo LZ[i] domínio fatorial, 
obtemos que a+ ib é associado a c- id, já que os elementos inversíveis em LZ[i] são 
±1 e ±i, obtemos assim que a = ±c e b = ±dou a = ±de b = ±c. Daí obtemos 
que a 2 = c e b2 = d2 ou a 2 = d2 e b2 = c2 • 
5.4.3 Observação 
A obser-vação anterior não é 11álida paro inteiros quaisquer. 
5.4.4 Proposição 
Sejam n 1, ... , nt inteiros que são somas, de dois quadra.dos1 então o produto n1 ... nt 
também é a soma de dois quadrados. 
Demonstração: Basta verificarmos para i = 2. O caso geral sai por re-
corrência. 
Sejam m, n int.eiros que são somas de dois quadrados e a, b, c, dE 7L tais que 
m = a2 + b' e n = c2 + d'. Logo m.n =(a'+ b2 )(c2 + d2 ) = N(a + ib).N(c + id) = 
N((a + ib)(a- ib)) = N((ac- bd) + i(ab+ bc)) = (ac- bd) 2 + (ad + bc) 2• 
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Agora, estamos em condições de provar o Teorema de Fermat que fornece a 
condição para que um inteiro positivo seja a soma de dois quadrados. 
5.4.5 Teorema 
Sejam n ínteiro positivo cuja decomposição irredutível é dada por n = 2r pr1 •••• • prt q~1 . ..• . q~·, 
onde r, u 1 , ... , u1 e v1 , ... , v.~ são naturais com P1, . .. , Pt primos do tipo 4k + 1 e 
q1 , ... ,qs primos do tipo 4k + 3. Então, n é a soma de dois quadrados se e somente 
se vh ... , v5 forem pares. 
Demonstmção: Mostremos a necessidade. Se v1 , ... , Vs são pares então qr', ... , q~· 
são quadrados pelo que vimos antes cada Pi é soma de dois quadrados. Logo pela 
Proposição anterior também o produto 2np~1 ••• p~r é soma de dois quadrados. 
Mostremos agora a suficiência. Suponhamos que n seja. do tipo n = a 2 + b2, 
com a, b E .tZ.Seja. p um primo ímpar e suponhamos que a maior potência de p que 
divide n seja Ímpar. 
Mostremos que p necessariamente é do tipo 4k + l.Seja d = mdc(a,b); então 
a = da 1 e b = db1 com alJ b1 E .tZ e mdc( a1, b1 ) = 1. Temos assim que n = a2 + b2 :;;;; 
d2 ( a~+ bi) e é claro que o maior potência de p que divide J2 é par, consequentemente 
- - ;z -pia? + bf, ou seja a~ + bi = Õ em --. Notemos que b1 -:/= O, pois senão teriamos pZ! 
b1 = O, logo a~ = -b1 = O, com isto temos também que a1 = O, isto é impossível 
pois mdc( a11 bt) = 1. 
Temos então que Õ ~a~+ bl ~ bi(( ~:) 2 + 1] e portanto, ( ::) 2 + 1 ~O. 
Tomando c E .7Z tal que C= a 1 , temos que c2 = -l(modp). Logo pé do tipo b, 
4k + 1. 
A seguir voltaremos as aplicações que vimos antes 
5.4.6 Proposição 
Seja a. E Q .Para que a seja. representado em Q pela forma quadrática f = Xi + 
X i + Xj é neceBsár·io e suficiente que a > O e que -a não é um quadrado em Q2 • 
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Demonstração: Pelo Teorema de Hasse-Minkowski para provar que a E D1 
temos que mostrar que a E D f v para toda valorização v. 
Para v= oo é claro pois a > O e X{+ X]+ X i representa todos os positivos. 
Por outro lado d"(f) = 1 e t:"(f) = 1. Para v i 2, ( -1, -d"(f))" = (-1, -1)" = 1 = 
Ev(f). Logo f é isotrópica e portanto Dtv = Qv· Assim a E Dj· 
Pa.ra v= 2, como -a (j:. Q~, temos a =J. -d(.f2) e portanto a E D12 . Conclui-
mos assim que a E D1 (em Q). 
Reciprocamente, se a E D1 em Q, então a> O e a E D1" para todo v. 
Pelo mesmo corolário, uma das alternativas ocorre: a i- -d(fa) ou ( -1, -d(fz))z = 
t:(f,). Como d(J2 ) = 1 e (-1, -1), = -1 i I = t:(j,), necessariamente a i 
-d(fz) = -1. Isto é, -a ',t Q;. 
Agora para passarmos a representação de Q para LZ usaremos o lema abaixo. 
5.4.7 Lema (Davenport-Cassels) 
Seja. f(X) = Z:::L=l a,jX,Xj uma forma quadrática anisotrópica com f(x 1, ... , Xt) 2:: 
01 V'(x 1 , •.• ,x1) E Q1 (ísto é, f positíva definida) e aJj E LZV'i,j. Assumiremos a 
seguinte hipótese. 
(H} Pa.ra todo X= (.T1, ... ,x1) E Q', existe Y E ;z' tal que f(X- Y) < 1. 
Nessas condições, se n E LZ é representavel por f em Q, então n também é 
representavel por .f em LZ. 
Demonstração: Dados X= (xiJ ... ,."tn) e Y = (y1 , •.. ,yn) E Qt, vamos 
escrever X.Y = B(X, Y), onde B é a aplicaçã.o bilinear associada a forma quadrática 
.f como vimos no capítulo 2. Como antes X.X =f( X). 
Seja n E :E e X = (x 1 , ••• 1 xt) E Qt tal que n = J(X). Se e for o 
mínimo múltiplo comum dos denominadores de x 1, ••• , Xn então e2n = e2 f(X) = 
f( ex1 , ... , exn)· Vemos então que Yi = ex i E Zl e J(y11 .•• , y, . ) = e2 .n. 
Vemos que e depende de X= (x1, ... ,.Tt)· Sejam então a,bb···,bn E~' 
tais que a2 n = f(b1 , ••• , bnJ e a seja mínimo. 
Mostraremos que a = 1. Pela hipótese (H) existe c = ( c1 , • •• , cn) E 7Lt 
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tal que f (~~1) < 1, onde~= (b\ ... , bn)· Chamamos z =~-c isto é 
a a a a a 
b b (z; = .....:. - ci) e teremos - = c+ z e f(z) < 1. Se f(z) = O, como f é positiva 
a a 
definidaz=Oe ~=c E ;zt. 
a 
Como f ( 1) = n, o resultado está provado. 
Assumiremos entã.o que f(z) =F O e denotaremos por E( X, Y) a aplicação 
bilinear associada a f. 
Sejam agora, a1 =f( c)- n,b1 = 2(na- B(b,c)) e a~= a 1a + b1 inteiros e 
b' = a1b + b1c E~'. Nesse caso, f(b') = B(b', b') = aif(b) + 2a1 b1B(b,c) + bif(c). 
Por outro lado, 2B(b,c) = 2na- b1 e f(c) = a1 + n, pela escolha de a1 e b1 . 
Logo, f(b') = alaln + a,b,(2n,- b,) + bl(n + a1) = n(ala' + 2a1 b1a + bl) = 
n(ata + bt) 2 = a~n. 
Além disso 
aa 2 a(a1a + b1) = a1a2 + b1a = a2(f(c)- n) + a2(na- B(b,c)) 
a2f(c)- a'n + 2a 2n- 2aB(b, c) 
a2 f(c)- 2a.B(h, c)+ a2n = 
a2f(c)- 2aB(b, c)+ .f(b) = B(ac- b, ac- b) = f(ac- b) = 
f(az) = a2 f(z). 
Portanto, a2 = af(z) <a, pois f(z) < 1. 
Conclusão: Mostramos que J(b1) = a5n com a 2 < a1 , o que contradiz a 
lhd L ,. b ~ ' esco a e a. ogo, para a nuntmo z = O e - E LL.J, como quenamos. 
a 
5.4.8 Teorema (Gauss) 
Um inteiro a é a soma de três quadrados se e somente se a não for da forma 
a=4"(8b-l), coma,bE~,a:;>O eb>O. 
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Demonstração: Afirmar que a E ~é a soma de três quadrados equivale dizer 
que a E D 1 , onde f é a uma forma quadrática do tipo f = x~ + x~ + x~. 
Vimo pela proposição 5.4.6 que para um inteiro positivo, a E Dt em Q basta 
que -a f/; Q~. Vimos que para um elmento a = 2nu E Q2 ser quadrado é necessário 
que u E 1 + 8bj2 ) vemos que -a (j. Q~ {::}a= 4a.(Sb- 1). 
Mostremos agora que f satisfaz a condição (H) do Lema de Davenport-Cassels 
e assim a será representado por positivos. 
De fato, dado (:rh :t 2 , x3 ) E Q3 , podemos escolher (y1 , y2, y3 ) E ~3 tais que 
I x;- y; I:S t, para todo i= 1, 2, 3; temos assim que L(x;- Yi) 2 ::; ~ < 1. 
5.4.9 Corolário (Lagrange) 
Toâo inttiro posítivo é a soma no máximo de quatro quadrados. 
Derrumslração: Seja agora n um inteiro positivo. Escrevamos n da seguinte 
forma n = 4a.m, onde 4 ~m. Se m - 1, 2, 3, 5, 6(mod8), temos pelo Teorema de 
Gauss que m é a soma de três quadrados. Logo n também é. 
Já., sem. -1(mod8), então m.- 1 - 6(mod8). Novamente, pelo Teorema 
de Gauss, temos que m- 1 é a soma de três quadrados, e portanto é uma soma de 
4 quadrados. 
5.4.10 Corolário 
Todo número positivo é a soma triangular de três números. Um número é chamado 
m(m + 1) de triangular se ele for da forma 
2 
com m E Zl. 
Demonstração: Seja n um inteiro positivo, aplicando o teorema em Sn + 3, 
temos que existe inteiro x 1 , .1: 2 , X3 tais que X{+ Xi + Xi = Sn + 3. Ou seja Xf + 
' '-( d) x2 + x3 = 3 mo 8 . 
Z5 
Lembremos que os quadra.dos em SLZ sao O, 1 e 4. Assim para que esta 
Z5 
soma de três quadrados em SZl seja 3, devemos ter que cada Xi seja Ímpar, logo 
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podemos escrever estes termos da forma 2m;+ 1, com mi E ~. Temos assim que 
m,(m,+1) 1 (~( 2 ) 1( ) Ld . =- ~2m, -1) - 3 =- 8n + 3-3 = n. 
2 8 ~1 8 
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