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IRREDUCIBILITY OF INDUCED MODULES FOR GENERAL
LINEAR SUPERGROUPS
FRANTISEK MARKO
Abstract. In this note we determine when is an induced module H0
G
(λ),
corresponding to a dominant integral highest weight λ of the general linear
supergroup G = GL(m|n) irreducible. Using the contravariant duality given
by the supertrace we obtain a characterization of irreducibility of Weyl modules
V (λ). This extends the result of Kac ([13], [14]) who proved that, for ground
fields of characteristic zero, V (λ) is irreducible if and only if λ is typical.
Introduction
Induced modules (sometimes called Schur or costandard modules) play an impor-
tant role in the classical representation theory of Schur algebras and general linear
groups. Equally important are Weyl modules (sometimes called standard modules),
which are universal highest weight modules. The Weyl modules are dual to the in-
duced modules via the contravariant duality induced by the trace. The induced
modules and Weyl modules are building blocks of the quasi-hereditary structure of
the general linear groups. Since the induced modules have simple socle (and the
Weyl modules have simple top) and all simple modules are obtained this way, it is
natural to ask when are the induced (and Weyl) modules irreducible. James and
Mathas (Theorem 5.42 of [18]) proved a criterion for irreducibility of Weyl modules
and formulated a conjecture for irreducibility of Specht modules (Conjecture 5.47
of [18]) that play a dominant role in the representation theory of symmetric groups.
This conjecture was proved recently by Fayers in [7, 8].
The classical Lie superalgebras were considered by Kac in [12]. Kac also in-
vestigated the universal highest weight modules V (λ) over a ground field K of
characteristic zero in [13, 14], and proved that V (λ) is irreducible if and only if λ
is typical. This was in sharp contrast to the case of the general linear Lie algebra,
in the case of characteristic zero, when all modules are completely reducible.
The purpose of this paper is to characterize irreducibility of the induced and
Weyl modules for general linear supergroups in the case of arbitrary characteristic.
Let G = GL(m|n) be a general linear supergroup over a field K of character-
istic different from 2, and let Gev be the even subsupergroup of G isomorphic to
GL(m) × GL(n). Denote by λ = (λ+|λ−) = (λ+1 , . . . , λ
+
m|λ
−
1 , . . . , λ
−
n ) a dominant
integral weight of G, that is λ+1 ≥ . . . ≥ λ
+
m and λ
−
1 ≥ . . . λ
−
n . Let B be the Borel
subsupergroup of G corresponding to lower triangular matrices and Kλ be the one-
dimensional (even) B-supermodule corresponding to the weight λ. Corresponding
to the embedding B → G there is an induction functor indGB : B−Mod→ G−Mod
Key words and phrases. General linear supergroup, induced module, Weyl module, Kac mod-
ule, irreducibility.
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(See section 6 of [4].) The induced module indGB(Kλ) will be denoted by H
0
G(λ),
and analogously, the induced module indGevB∩Gev(Kλ) will be denoted by H
0
Gev
(λ).
Define ωij(λ) = λ
+
i + λ
−
j +m + 1 − i − j and call the weight λ atypical if ωij
is a multiple of the characteristic of the ground field K for some i = 1, . . . ,m and
j = 1, . . . , n; otherwise call the weight λ typical.
Theorem 1. The G-module H0G(λ) is irreducible if and only if H
0
Gev
(λ) is an
irreducible Gev-module and λ is typical.
One can view the above theorem as a first step towards the linkage principle for
the general linear supergroup in the case of positive characteristic.
Proposition 1.2 of [7] gives combinatorial characterizations when Weyl modules
over the general linear group GL(m) or GL(n) are irreducible. Combining them
together and dualizing gives the combinatorial criterion for the irreducibility of the
induced Gev-module HGev (λ).
The corresponding result for the Weyl module V (λ) is obtained by taking the
contravariant dual. In the case when charK = 0, we obtain a different proof of
the result of Kac mentioned earlier and we also get a converse of the factorization
formula (Theorem 6.20 of [2]) of Berele and Regev for hook Schur functions.
1. Definitions and notation
We start by reviewing definitions and certain results related to the general linear
supergroup G = GL(m|n). Good references for our purposes are [23], [5] and [15].
Let us write a generic (m+ n)× (m+ n)-matrix C as a block matrix
C =
(
C11 C12
C21 C22
)
,
where C11, C12, C21 and C22 are matrices of sizes m×m, n×m, m× n and n× n,
respectively. Denote by S(C12) the symmetric superalgebra on coefficients of the
matrix C12, and denote D = det(C11) and D22 = det(C22). The commutative
superalgebra A(m|n) is freely generated by elements cij for 1 ≤ i, j ≤ m+ n. The
coordinate ring K[G] of G is defined as a localization of A(m|n) at det(C) = DD22.
The general linear supergroup G = GL(m|n) is a functor Homsup(K[G],−) of
morphisms preserving parity of elements on commutative superalgebras. In this
notation the weight λ of G is written as λ = (λ1, . . . , λm|λm+1, . . . , λm+n). We
will identify λ with our previous notation λ = (λ+|λ−) and use both notations
interchangedly.
We now describe an explicit basis for H0Gev(λ) consisting of bideterminants.
Assume first that λ is a polynomial weight of G, that is λ+m ≥ 0 and λ
−
n ≥ 0.
Define a tableaux T+λ of the shape λ
+ as T+λ (i, j) = i for i = 1, . . . ,m and j =
1, . . . , λi and a tableaux T
−
λ of the shape λ
− as T−λ (i, j) = i for i = m+1, . . . ,m+n
and j = 1, . . . , λi. Denote by B
+(I) = (T+λ : T (I)) and B
−(J) = (T−λ : T (J))
bideterminants corresponding to tableaux T (I) and T (J) of shape λ+ and λ−,
respectively. Then the set of bideterminants B+(I) for standard tableaux T (I)
forms a basis of the simple GL(m)-module of the highest weight λ+ and the set
of bideterminants B−(J) for standard tableaux T (J) forms a basis of the simple
GL(n)-module of the highest weight λ−. For more about bideterminants, see [17].
The induced module H0Gev(λ) has a basis consisting of products of bideterminant
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B+(I) for I standard of shape λ+ and of bideterminants B−(J) for J standard of
shape λ−.
Now consider the case when λ is not polynomial. If λ+m < 0, then the induced
GL(m)-module H0
GL(m)(λ
+) is isomorphic to H0
GL(m)(λ
++) ⊗ (Dλ
+
m), where the
weight λ++ = λ+ − λ+m is polynomial and (D
λ+m) is a one-dimensional GL(m)-
representation generated by Dλ
+
m . Therefore the module H0
GL(m)(λ
+) has a basis
consisting of products of bideterminants B+(I) for I standard of shape λ++ mul-
tiplied by Dλ
+
m .
In the supercase, there is a group-like element
Ber(C) = det(C11 − C12C
−1
22 C21)det(C22)
−1
which generates an irreducible one-dimensional G-module B of the weight β =
(−1,−1, . . . ,−1|1, 1, . . . , 1). Since H0G(λ)
∼= H0G(λ − λ
−
n β) ⊗ B
λ−n , in what follows
we can assume that λ− is a polynomial weight of GL(n), that is λ−n ≥ 0, since we
can reduce the general case to this one by tensoring with Bλ
−
n .
Assuming λ−n ≥ 0, the module H
0
Gev
(λ) has a basis that is a product of Dλ
+
m ,
bideterminants B+(I) for I standard of shape λ++ and bideterminants B−(J)
for J standard of shape λ−. Denote v++ev = (Tλ++ : Tλ++), v
+
ev = v
++
ev D
λ+m and
v−ev = (T
−
λ : T
−
λ ). The element vev = v
+
evv
−
ev is the highest weight vector in H
0
Gev
(λ)
with respect to the dominance order corresponding to B ∩Gev .
The G-supermodule H0G(λ) is described explicitly using the isomorphism φ :
H0Gev(λ) ⊗ S(C12) → H
0
G(λ) defined in Lemma 5.2 of [23]. The map φ is given on
generators as follows:
C11 7→ C11, C21 7→ C21, C12 7→ −C
−1
11 C12, C22 7→ C22 − C21C
−1
11 C12.
In order to study the structure of the induced module H0G(λ), and of the simple
G-module LG(λ) = 〈v〉 of highest weight λ, we will use the superalgebra of distribu-
tions Dist(G) of G described in Section 3 of [5]. Denote Dist1(G) = (K[G]/m
2)∗,
where ∗ is the duality HomK(−,K) and m is the kernel of the augmentation map
ǫ of the Hopf algebra K[G], and by eij the elements of Dist1(G) determined by
eij(chk) = δihδjk and eij(1) = 0. Denote the parity of eij to be sum of parities
|i| of i and |j| of j. Then eij belong to the Lie superalgebra Lie(G) = (m/m2)∗
which is identified with the general linear Lie superalgebra gl(m|n). Under this
identification eij corresponds to the matrix unit which has all entries zeroes except
the entry at the position (i, j) which equals one. The commutation relations for
the matrix units eij are given as
[eab, ecd] = eadδbc + (−1)
(|a|+|b|)(|c|+|d|)ecbδad.
Let UC be the universal enveloping algebra of gl(m|n) over the field of complex
numbers. Then the Kostant Z-form UZ is generated by elements eij for odd eij ,
e
(r)
ij =
erij
r! for even eij , and
(
eii
r
)
= eii(eii−1)...(eii−r+1)
r! for all r > 0. In what
follows we will use PBW theorem, and corresponding to our choice of the Borel
subsupergroup B, we order these generators as follows: odd eij for i < j first,
followed by even e
(r)
ij for i < j, then
(
eii
r
)
followed by odd eij for i > j, and then
finally folowed by e
(r)
ij for i > j.
Returning back to the above description of H0G(λ), as the image of H
0
Gev
(λ) ⊗
S(C12), it is important to mention that it follows from [23] that the image of φ
4 FRANTISEK MARKO
is a subset of K[G], which has a natural structure of a G-module, given by the
superalgebra of distributions Dist(G), and this G-module structure coincide with
the G-module structure on H0G(λ).
From now on, we will view H0Gev(λ) embedded inside H
0
G(λ) via φ. Under this
embedding, the highest vector vev of H
0
Gev
(λ) is mapped to the highest vector
v = φ(vev) = v
+v− of H0G(λ) with respect to the dominance order corresponding
to B, where v+ = v+ev and v
− = φ(v−ev). To be more precise, we describe the images
under φ of the previously defined bideterminants, used in the construction of a basis
of H0ev(λ).
If 1 ≤ i1, . . . , is ≤ m+ n, then denote by D
+(i1, . . . , is) the determinant
c1,i1 . . . c1,is
c2,i1 . . . c2,is
. . . . . . . . .
cs,i1 . . . cs,is
.
Clearly, if some of the numbers i1, . . . , is coincide, then D
+(i1, . . . , is) = 0.
Assume that λ+ is a polynomial weight and a tableau T (I) of shape λ+ is such
that its entry in the a-th row and b-column is iab. The bideterminant B
+(I) is a
product of determinants D+(i1b, . . . , im,b) for b = 1, . . . λ
+
m, D
+(i1b, . . . , im−1,b) for
b = λ+m+1, . . . λ
+
m−1, . . .D
+(i1b) for b = λ
+
2 +1, . . . , λ
+
1 . If we denote the length of
the b-th column of T (I) by ℓ(b), we can write
B+(I) =
λ
+
1∏
b=1
D+(i1b, . . . , iℓ(b),b).
If m+ 1 ≤ j1, . . . , js ≤ m+ n, then denote by D−(j1, . . . , js) the determinant
φ(cm+1,j1) . . . φ(cm+1,js)
φ(cm+2,j1) . . . φ(cm+2,js)
. . . . . . . . .
φ(cm+s,j1 ) . . . φ(cm+s,js)
.
Clearly, if some of the numbers j1, . . . , js coincide, then D
−(j1, . . . , js) = 0.
Assume that a tableau T (J) of shape λ− is such that its entry in the a-th
row and b-column is jab. The image of the bideterminant B
−(J) under φ is a
product of determinants D−(j1b, . . . , jn,b) for b = 1, . . . λ
−
n , D
−(j1b, . . . , jn−1,b) for
b = λ−n +1, . . . λ
−
n−1, . . .D
−(j1b) for b = λ
−
2 + 1, . . . , λ
−
1 . If we denote the length of
the b-th column of T (J) by ℓ(b), we can write
φ(B−(J)) =
λ
−
1∏
b=1
D−(j1b, . . . , jℓ(b),b).
The image of H0Gev (λ) inside H
0
G(λ) has a basis consting of product of bidetermi-
nants D+(i1b, . . . , iℓ(b),b) and D
−(j1b, . . . , jℓ(b),b), where D
+(1, . . . ,m) appears with
exponent λm (possibly negative if λ is not polynomial).
In particular,
v+ =
m∏
a=1
D+(1, . . . , a)λ
+
a −λ
+
a+1 , v− =
n∏
b=1
D−(m+ 1, . . . ,m+ b)λ
−
b
−λ−
b+1 ,
where λ+m+1 = 0 = λ
−
n+1.
IRREDUCIBILITY OF INDUCED MODULES FOR GENERAL LINEAR SUPERGROUPS 5
The (left) action of Dist(G) on A(m|n) can be expressed in terms of right su-
perderivations of A(m|n).
A right superderivation ijD of A(m|n) of parity |i|+ |j| (mod 2) satisfies
(ab)ijD = (−1)
(|i|+|j|)|b|(a)ijDb + a(b)ijD
for a, b ∈ A(m|n) and is given by (ckl)ljD = ckj and (ckl)ijD = 0 for l 6= i.
The element ekl from Lie(G) ⊆ Dist(G) acts on cij as ekl · cij = δjlcik. Since
the last expression δjlcik = (cij)lkD, the action of ekl on A(m|n) is identical to the
action of lkD (not klD) on A(m|n). For more details please consult [15].
Moreover, both actions extends uniquely to K[G] using the quotient rule and we
will identify the action of ekl on K[G] with the action of the superderivation lkD
extended to K[G].
Now we have an effective way how to represent elements of H0G(λ) and the G-
action on it. We will derive some basic computational formulas in section 2
Finally, let P be the parabolic subsupergroup of G consisting of matrices C
that have their lower n×m block C21 equal to zero. The universal highest weight
module (the Weyl module) VG(λ) can be given as VG(λ) = Dist(G)⊗Dist(P )VGev (λ),
where VGev (λ) is the Weyl module for Gev that is viewed as P -supermodule via the
epimorhism P → Gev. By Proposition 5.8 of [23], VG(λ) ∼= H0G(λ)
〈τ〉, where the
supertransposition τ provides a contravariant duality. For the Lie superalgebra g =
gl(m|n) and its triangular decomposition g = g−⊕g0⊕g+ define the corresponding
module as Vg(λ) = U(g)⊗U(g0⊕g+) Vg0(λ), where Vg0(λ) is the g0-Weyl module of
the highest weight λ on which g+ acts trivially and U ’s denote universal enveloping
algebras. In the case when the characteristic of K equals zero, this coincides with
the Kac module K(λ) = U(g) ⊗U(g0⊕g+) Lg0(λ), where Lg0(λ) is the simple g0-
module of the highest weight λ on which g+ acts trivially.
2. Basic formulas
Denote by A =


A11 A12 . . . A1m
A21 A22 . . . A2m
. . . . . . . . . . . .
Am1 Am2 . . . Amm

 the adjoint of the matrix C11.
Then C−111 =
1
D
A and
yij = φ(cij) =
Ai1c1j +Ai2c2j + . . .+Aimcmj
D
for 1 ≤ i ≤ m and m+1 ≤ j ≤ m+n. Moreover, for m+1 ≤ k, l ≤ m+n we have
φ(ckl) = ckl − ck1y1l − . . .− ckmyml.
We will determine action of superderivations klD, where 1 ≤ k ≤ m and m+1 ≤
l ≤ m+ n, on various elements of K[G].
Lemma 2.1. If 1 ≤ i, k ≤ m and m+ 1 ≤ j, l ≤ m+ n, then
(yij)klD = yilykj .
Proof. First we show that (D)klD = Dykl. Write D = Ak1c1k + . . . + Akmcmk.
Since (−1)k+jAkj is the determinant of the matrix obtained by removing the j-th
row and kth column from C11, it follows that Akj is a sum of monomials in the
variables crs for r 6= j and s 6= k. Therefore by the superderivation property of
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klD we infer that (Akj)klD = 0. Since (cik)klD = cil we conclude that (D)klD =
Ak1c1l + . . .+Akmcml = Dykl.
Assume that i = k. Since Dykj = Ak1c1j + . . . + Akmcmj , (Aka)klD = 0 and
(caj)klD = 0 for every a = 1, . . .m, using the superderivation property of klD we
derive (Dykj)klD = 0. Then (Dykj)klD = −Dyklykj + D(ykj)klD implies that
(ykj)klD = yklykj .
Therefore we can assume m ≥ 2. For a 6= c and b 6= d, denote by M(ab|cd) the
(m− 2)× (m− 2) minor of the matrix C11 obtained by deleting a-th and b-th row
and c-th and d-th columns. If a = b or c = d, then set M(ab, cd) = 0.
Now assume that i < k. Expanding the determinant representing Aib by the
column containing entries from the k-th column of the matrix C11 we obtain
(Dyij)klD = (Ai1c1j + . . .+Aimcmj)klD
=
m∑
b=1
b−1∑
a=1
(−1)a+b+k+iM(ab, ki)calcbj −
m∑
b=1
m∑
a=b+1
(−1)a+b+k+iM(ab, ki)calcbj .
On the other hand,
(Dyil)(Dykj) = (Ai1c1l+. . .+Aimcml)(Ak1c1j+. . .+Akmcmj) =
m∑
b=1
m∑
a=1
AiaAkbcalcbj
and
(Dykl)(Dyij) = (Ak1c1l+. . .+Akmcml)(Ai1c1j+. . .+Aimcmj) =
m∑
b=1
m∑
a=1
AkaAibcalcbj
implies that
(Dyil)(Dykj)− (Dykl)(Dyij) =
m∑
b=1
m∑
a=1
(AiaAkb −AkaAib)calcbj .
Using the Jacobi Theorem on minors of the adjoint matrix (see [10], p.21, [9], p.57
or Theorem 2.5.2 of [21]) we have that AiaAkb−AkaAib = (−1)a+b+k+iDM(ab, ki)
for a < b and AiaAkb −AkaAib = (−1)a+b+k+i+1DM(ab, ki) for a > b.
Therefore
(Dyil)(Dykj)− (Dykl)(Dyij) = D(Dyij)klD = −D
2yklyij +D
2(yij)klD
and this implies (yij)klD = yilykj .
The remaining case i > k can be handled analogously. 
Lemma 2.2. If 1 ≤ k ≤ m and m+ 1 ≤ i, j, l ≤ m+ n, then
(φ(cij))klD = φ(cil)ykj .
Proof. Since φ(cij) = cij − ci1y1j − . . .− cimymj , using Lemma 2.1 we compute
(φ(cij))klD = −ci1y1,lykj−ci2y2lykj−. . .+cilykj−cikyklykj−. . .−cimymlykj = φ(cil)ykj .

Lemma 2.3. If 1 ≤ k ≤ m and m+ 1 ≤ l, j1, . . . , js ≤ m+ n, then
(D−(j1, . . . , js))klD = D
−(l, j2, . . . , js)ykj1+D
−(j1, l, . . . , js)ykj2+. . .+D
−(j1, . . . , js−1, l)ykjs .
Proof. Using Lemma 2.2, the proof is straightforward. 
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Denote by alD˜ the operator that acts on determinant D
−(j1, . . . , js) with dis-
tinct entries j1, . . . , js by replacing the single entry which is equal to a by l, say
(D−(j1, j2, . . . , js))j1,lD = D
−(l, j2, . . . , js) and so on. Then the above formula can
be written as
(D−(j1, . . . , js))klD = D
−(j1, j2, . . . , js)j1lD˜ykj1 +D
−(j1, j2, . . . , js)j2lD˜ykj2+
. . .+D−(j1, . . . , js−1, js)jslD˜ykjs
or
(D−(j1, . . . , js))klD = D
−(j1, j2, . . . , js)(
m+n∑
a=m+1
alD˜yka)
when we define (D−(j1, j2, . . . , js))a,lD˜ = 0 if a does not equal any one of the
entries j1, . . . , js.
Extend the definition of the operators alD˜ to products and make it a derivation.
Lemma 2.4. Let 1 ≤ k ≤ m, m+ 1 ≤ l ≤ m+ n and T (J) be a tableaux of shape
λ− such that all of its entries are bigger than m+ 1. Then
(B−(J))klD =
m+n∑
a=m+1
(B−(J))alD˜yka.
Proof. The proof follows immediately from properties of klD. 
3. Image of v under m,m+1D . . .m,m+nD
Lemma 3.1. Let m ≤ l ≤ m+ n. Then (v+)mlD = λ+mv
+yml.
Proof. Assume first that λ+ is a polynomial weight. Then the bideterminant
B+(T+λ ) =
∏λ+
1
b=1D
+(1, . . . , ℓ(b)). The image
D+(1, . . . ,m)mlD = (Am1c1m +Am2c2m + . . . Ammcmm)mlD
= Am1c1l +Am2c2l + . . .+Ammcml = D
+(1, . . . ,m)yml
and consequently,
(D+(1, . . . ,m)λ
+
m)mlD = λ
+
m(D
+(1, . . . ,m))λ
+
myml.
Since D+(1, . . . , s)mlD = 0 for s < m, the claim follows.
If λ+ is not a polynomial weight, then (v++)mlD = λ
++
m v
++yml = 0 and
(v+)mlD = (v
++Dλ
+
m)mlD = v
++(Dλ
+
m)mlD = v
++λ+mD
λ+myml = λ
+
mv
+yml. 
Lemma 3.2. Let 1 ≤ k ≤ m and m ≤ l ≤ m + n. If l ≤ m + s, then (D−(m +
1, . . . ,m+s))k,lD = D
−(m+1, . . . ,m+s)ykl. If m+s < l, then (D
−(m+1, . . . ,m+
s))k,lD is a linear combination of yk,m+1 through yk,m+s.
Proof. The fact that (D−(m+1, . . . ,m+ s))k,lD is a linear combination of yk,m+1
through yk,m+s follows from Lemma 2.3. If l ≤ m + s, then all but one summand
in the formula in Lemma 2.3 vanishes because of repetition of entries in D−. The
only remaining summand is D−(m+ 1, . . . ,m+ s)ykl. 
For each j = 1, . . . ,m denote by jD the composition of superderivations
j,m+1D . . .j,m+sD . . .j,m+nD, by yj the product yj,m+1 . . . yj,m+n, and by ωj(λ)
the product
∏n
i=1 ωj,i(λ)).
Proposition 3.3.
(v)mD = ωm(λ)vym.
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Proof. We will proceed by induction. Since
B−(T−λ ) =
λ
−
1∏
b=1
D−(m+ 1, . . . ,m+ ℓ(b))
and each
(D−(m+ 1, . . . ,m+ ℓ(b)))m,m+1D = (D
−(m+ 1, . . . ,m+ ℓ(b))ym,m+1
by Lemma 3.2, we infer that (v−)m,m+1D = λ
−
1 v
−. Using Lemma 3.1 we conclude
that (v)m,m+1D = (λ
+
m + λ
−
1 )vym,m+1.
Next, assume that we have already proved the following formula when we apply
s superderivations
(v)m,m+1D . . .m,m+sD = (λ
+
m + λ
−
1 ) . . . (λ
+
m + λ
−
s − s+ 1)vym,m+1 . . . ym,m+s
and consider the expression E = (vym,m+1 . . . ym,m+s)m,m+s+1D. By Lemma 3.1
we have (v+)m,m+s+1D = λ
+
mv
+ym,m+s+1 and by Lemma 3.2 we obtain that
(v−)m,m+s+1D − λ
−
s+1v
−ym,m+s+1 is a linear combination of elements ym,m+1
through ym+s. Therefore
(v)m,m+s+1Dym,m+1 . . . ym,m+s = (λ
+
m + λ
−
s+1)vym,m+s+1ym,m+1 . . . ym,m+s.
Using Lemma 2.1 we infer
(ym,m+1 . . . ym,m+s)m,m+s+1D = (−1)
s−1(ym,m+1)m,m+s+1Dym,m+2 . . . ym,m+s+
(−1)s−2ym,m+1(ym,m+2)m,m+s+1Dym,m+3 . . . ym,m+s+. . .+ym,m+1 . . . (ym,m+s+1)m,m+s+1D =
(−1)s−1ym,m+sym,m+1ym,m+2 . . . ym,m+s+(−1)
s−2ym,m+1ym,m+sym,m+2ym,m+3 . . . ym,m+s
+ . . .+ ym,m+1 . . . ym,m+s−1ym,m+s+1ym,m+s = −sym,m+1 . . . ym,m+sym,m+s+1.
Finally,
E = (−1)s(v)m,m+s+1Dym,m+1 . . . ym,m+s + v(ym,m+1 . . . ym,m+s)m,m+s+1D
= (λ+m + λ
−
s+1 − s)vym,m+1 . . . ym,m+s+1
which shows that our formula is valid when we apply s+ 1 superderivations. The
induction concludes the proof. 
4. Polynomial weight λ in the case charK = 0
Since we are able to fully address the case of a polynomial weight λ when the
characteristic K equals zero, we interrupt our progress toward the proof of The-
orem 1 in order to make few observations. In this section we assume that the
characteristic of K is zero and λ is a polynomial weight of G.
A partition λ = (λ1 ≥ . . . ≥ λk) is called a (m|n)-hook partition if λm+1 ≤
n. The concept of hook Schur functions HSλ(x1, . . . , xm; y1, . . . , yn) for (m|n)-
hook partitions λ , as a generalization of classical Schur functions, was defined by
Berele and Regev in [2] in connection to the representation theory of general linear
Lie superalgebras over a field of characteristic zero. They have proved the basic
properties of hook Schur functions, including the following factorization formula,
see Theorem 6.20 of [2].
Assume the partition λ satisfies λm ≥ n. Define the partitions µ = (µ1, . . . , µm)
and ν′ = (ν′1, . . . , ν
′
k−m) in such a way that λi = µi + n for i = 1, . . . ,m and
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ν′j = λm+j for j = 1, . . . , k −m, and denote by ν the conjugate of the partition ν
′.
Then
HSλ(x1, . . . , xm; y1, . . . , yn) =
m∏
i=1
n∏
j=1
(xi + yj)Sµ(x1, . . . , xm)Sν(y1, . . . , yn),
where Sµ and Sν are the Schur functions corresponding to the partitions µ and ν.
Different proofs of this formula were given in [22], [20] and [11]. This formula was
further generalized to the Sergeev-Pragacz formula, see Exercise 24 in I.3 of [16],
[20], [19] or [1].
Let (λ+|λ−) be the highest weight of a simple G-module L(λ+|λ−). In the case
charK = 0 the highest weights of simple G-modules correspond to (m|n)-hook
partitions in the following way. If λ is a (m|n)-hook partition, then λ+ consists
of the first m components of λ and λ− is the conjugate partition to the remaining
components of λ. If the characteristic of K is zero, then we will identify the (m|n)-
hook weight λ with the corresponding GL(m|n)-weight (λ+|λ−).
The hook Schur function HSλ(x1, . . . , xm; y1, . . . , yn) coincides with the char-
acter of LG(λ). According to Corollary 5.4 of [23], the character of the induced
module H0G(λ) is given as
m∏
i=1
n∏
j=1
(1 +
yj
xi
)Sλ+(x1, . . . , xm)Sλ−(y1, . . . , yn).
If λ satisfies λm ≥ n, then Sλ+(x1, . . . , xm) = (x1 . . . xm)
nSµ(x1, . . . , xm). Since
Sν(y1, . . . , yn) = Sλ−(y1, . . . , yn), the factorization formula of Berele and Regev
implies LG(λ) = H
0
G(λ). Therefore this formula gives a sufficient condition for the
irreducibility of H0G(λ).
We now prove that the condition λm ≥ n is also necessary for HoG(λ) to be
irreducible.
Theorem 2. Let charK = 0, λ be a (m|n)-hook partition, and H0G(λ) be the
induced module. Then H0G(λ) is irreducible if and only if λm ≥ n.
Proof. If λm ≥ n, then Theorem 6.20 of [2] implies that the characters of L(λ) and
H0G(λ) coincide, hence H
0(λ) ∼= L(λ).
Assume now that λm < n. Then m < m + λm + 1 ≤ m + n, λm+λm+1 = 0
and λm + λm+λm+1 − (λm + 1) + 1 = 0. By Proposition 3.3, (v)mD = 0. On
the other hand, the previous character formula for H0G(λ) implies that the weight
space of H0G(λ) corresponding to the weight κ = λ + (0, . . . , 0,−n|1, . . . , 1) is one-
dimensional. Using commutation relations for the matrix units eij we infer that
odd superderivations mjD for m < j supercommute. Therefore, applying PBW
theorem with the ordering of the generators of Dist(G) as in Section 1 and using
the fact the v is the highest vector of H0G(λ), we conclude that the weight space
H0G(λ)κ is generated by (v)mD. Thus (v)mD = 0 implies that LG(λ) is a proper
submodule of H0G(λ). 
5. Image of v under mD . . .1D
In order to proceed we need a few definitions.
Let M = (mij) be a matrix of size s × s. Let {i1, . . . , it} and {j1, . . . , jt}
be sequences of elements from {1, . . . , s}. Denote by M(i1, . . . , it|j1, . . . jt) the
determinant of the matrix of size t× t such that its entry in the a-th row and the
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b-th column is mia,jb . If the entries in {i1, . . . , it} and {j1, . . . , jt} are pair-wise
different, then M(i1, . . . , it|j1, . . . jt) is the t-th minor of M corresponding to the
rows {i1, . . . , it} and columns {j1, . . . , jt} of matrix M . We will use this notation
for the matrix C and further denote C(1, 2, . . . , t|j1, . . . , jt) by C(j1, . . . , jt).
Lemma 5.1. Let 1 ≤ i ≤ j ≤ m and m+ 1 ≤ l ≤ m+ n. Then
C(1, . . . , i− 1, l, i+ 1, . . . , j)
= C(1, . . . , j)yi,l + (−1)
i+j
[
C(1, . . . , iˆ, j, j + 1)yj+1,l + . . .+ C(1, . . . , iˆ, j,m)ym,l
]
.
Proof. Use the Laplace expansion for C(1, . . . , i − 1, l, i + 1, . . . , j) along its i-th
column to get
C(1, . . . , i− 1, l, i+ 1, . . . , j) =
j∑
s=1
(−1)i+sC(1, . . . , sˆ, . . . , j|1, . . . , iˆ, . . . j)csl.
Expand the right-hand side to
m∑
s=1
[
C(1, . . . , j)Ais + (−1)
i+jC(1, . . . , iˆ, j, j + 1)Aj+1,s + . . .+ (−1)
i+jC(1, . . . , iˆ, j,m)Ams
] csl
D11
.
Therefore, we need to show that
C(1, . . . , j)Ais+(−1)
i+jC(1, . . . , iˆ, j, j+1)Aj+1,s+. . .+(−1)
i+jC(1, . . . , iˆ, j,m)Ams
equals (−1)i+sC(1, . . . , sˆ, . . . , j|1, . . . , iˆ, . . . , j)D11 if s ≤ j, and zero otherwise.
These equalities are obtained by using the method of extension (Muir’s law of
extensible minors) of determinantal identities - see Sections 7 an 8 of [3]. Assume
s ≤ j. The Laplace expansion of C(s, j + 1, . . . ,m|i, j + 1, . . . ,m) along the first
row gives
C(∅|∅)C(s, j + 1, . . . ,m|i, j + 1, . . . ,m)
= C(s|i)C(j + 1, . . . ,m|j + 1, . . . ,m)
+
m∑
k=j+1
(−1)k+jC(s, k)C(j + 1, . . . ,m|i, j + 1, . . . , kˆ, . . . ,m).
By adjoining the symbols (1, . . . , sˆ, . . . , j|1, . . . , iˆ, . . . , j) we obtain
C(1, . . . , sˆ, . . . , j|1, . . . , iˆ, . . . j)C(1, . . . , sˆ, . . . , j, s, j+1, . . . ,m|1, . . . , iˆ, . . . , j, i, j+1, . . . ,m)
= C(1, . . . , sˆ, . . . , j, s|1, . . . , iˆ, . . . , j, i)C(1, . . . , sˆ, . . . ,m|1, . . . , iˆ, . . . , j, j + 1, . . . ,m)
+
m∑
k=j+1
(−1)k+jC(1, . . . , sˆ, . . . , j, s|1, . . . , iˆ, . . . , j, k)C(1, . . . , sˆ, . . .m|1, . . . , iˆ, . . . , j, i, j+1, . . . , kˆ, . . . ,m).
Therefore
(−1)s+iC(1, . . . , sˆ, . . . , j|1, . . . , iˆ, . . . j)D11 =
= (−1)s+iC(1, . . . , j)C(1, . . . , sˆ, . . . ,m|1, . . . , iˆ, . . . ,m)
+(−1)s+i
m∑
k=j+1
(−1)k+jC(1, . . . , iˆ, . . . , j, k)C(1, . . . , sˆ, . . . ,m|1, . . . , kˆ, . . . ,m)
and
C(1, . . . , sˆ, . . . , j|1, . . . , iˆ, . . . j)D11
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= C(1, . . . , j)Ais + (−1)
i+s
m∑
k=j+1
C(1, . . . , iˆ, . . . , j, k)Aks.
If s > j, then we can use the Laplace expansion of C(s, j+1, . . . ,m|i, j+1, . . . ,m)
along the first row. However, in this case C(s, j + 1, . . . ,m|i, j + 1, . . . ,m) = 0 and
C(1, . . . , j)Ais + (−1)i+s
∑m
k=j+1 C(1, . . . , iˆ, . . . , j, k)Aks = 0. 
Lemma 5.2. Let 1 ≤ i ≤ m and m+ 1 ≤ l ≤ m+ n. Then (v+)ilD − λ
+
mv
+yil is
a sum of multiples of yjl for j > i.
Proof. Assume first that λ+ is a polynomial weight. If j < i, thenD+(1, . . . , j)ilD =
0. If j ≥ i, then
D+(1, . . . , j)ilD = C(1, . . . , i− 1, l, i+ 1, . . . , j) =
= D+(1, . . . , j)yi,l+(−1)
i+j
[
C(1, . . . , iˆ, j, j + 1)yj+1,l + . . .+ C(1, . . . , iˆ, j,m)ym,l
]
by Lemma 5.1.
Since v+ = B+(T+λ ) =
∏λ+
1
b=1D
+(1, . . . , ℓ(b)) =
∏m
k=1D
+(1, . . . , k)λ
+
k
−λ+
k+1 , we
infer that (v+)ilD − λiv+yil is a sum of multiples of yjl for j > i.
Next, assume λ+ is not polynomial. Then
(v+)ilD = (v
++Dλ
+
m)ilD = (v
++)ilDD
λ+m + v++λ+mD
λ+myil
equals a sum of multiples of yjl for j > i and of
λ++i v
++yilD
λ+m + λ+mv
++Dλ
+
myil = λ
+
i v
++Dλ
+
myil = λ
+
i v
+yil.

Lemma 5.3. For every 1 ≤ i ≤ m and 1 ≤ s ≤ n we have
(ym . . . yi+1yi,m . . . yi,m+s−1)i,m+sD = (m− i− s+ 1)ym . . . yi+1yi,m . . . yi,m+s.
Proof. If j > i, then (ym)i,m+sD = ymyi,m+s follows from Lemma 2.1. Therefore
(ym . . . yi+1)i,m+sD = (m− i)ym . . . yi+1yi,m+s. As in the proof of Proposition 3.3
we derive that (yi,m . . . yi,m+s−1)i,m+sD = −(s− 1)yi,m . . . yi,l−1yi,m+s. The claim
follows. 
Proposition 5.4.
(v)mD . . .1D = (
m∏
i=1
ωi(λ))vym . . . y1.
Proof. We proceed by induction and show a more general formula
(v)mD . . .i+1Di,m+1D . . .i,m+sD =
m∏
k=i+1
ωk(λ)
s∏
j=1
ωi,j(λ)vym . . . yi+1yi,m+1 . . . yi,m+s
for 1 ≤ i ≤ m and 1 ≤ s ≤ n.
This formula was already verified for i = m and arbitrary s in the proof of
Proposition 3.3. First we will assume that the formula is valid for some i and
s < n and prove it for the indices i and s + 1. By Lemma 5.2 (v+)i,m+s+1D =
λ+i v
+yi,m+s+1 modulo a linear combination of yj,m+s+1 for j > i, and by Lemma 3.2
(v−)i,m+s+1D = λ
−
s+1v
−yi,m+s+1 modulo a linear combination of yi,m+1, . . . yi,m+s.
Using these and Lemma 5.3 we compute
(vym . . . yi+1yi,m+1 . . . yi,m+s)i,m+s+1D
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= (λ+i + λ
−
s+1 +m− i− s)vym . . . yi+1yi,m+1 . . . yi,m+s+1
= ωi,s+1(λ)vym . . . yi+1yi,m+1 . . . yi,m+s+1
and the formula follows by induction.
Next we will assume that the formula is valid for certain i and s = n and prove
it for the indices i + 1 and s = 1. All the arguments remain analogous and we
determine
(vym . . . yi+1)i,m+1D = (λ
+
i +λ
−
1 +m−i)vym . . . yi+1yi,m+1 = ωi,1(λ)vym . . . yi+1yi,m+1
which implies the formula in this case as well. 
6. The conclusion
Proposition 5.6. of [23] shows that H0G(λ) 6= 0 if and only if λ is dominant.
We require the following lemma that describes action of even superderivations
klD on elements yij .
Lemma 6.1. Let 1 ≤ i ≤ m and m+1 ≤ j ≤ m+n. If m+1 ≤ k, l ≤ m+n, then
(yij)klD = δjkyil. If 1 ≤ k, l ≤ n, then (yij)ilD = 0 and (yij)klD = −δilykj for
k 6= i. Consequently, (ym . . . y1)klD(r) = 0 for each r > 0 and even superderivation
klD such that k 6= l.
Proof. First observe that in each case (D)klD = 0.
Assume now m + 1 ≤ k, l ≤ m + n. If k 6= j, then (Dyij)klD = (Ai1c1j +
. . . + Aimcmj)klD = 0 which implies (yij)klD = 0. If k = j, then D(yij)jlD =
(Dyij)jlD = (Ai1c1j+ . . .+Aimcmj)jlD = (Ai1c1l+ . . .+Aimcmj)kl = Dyil implies
(yij)jlD = yil.
Next, assume 1 ≤ k, l ≤ n. Applying klD to cofactors Aij we obtain (Aij)ilD =
Aij and (Aij)klD = −δilAkj for k 6= i. Then (Dyij)ilD = (Ai1c1j + . . . +
Aimcmj)ilD = 0 and (Dyij)klD = (Ai1c1j + . . . + Aimcmj)klD = −δil(Ak1c1j +
. . .+Akmcmj) = −δilDykj which imply the claim. 
Now we are ready to prove our main result.
Theorem 1. The G- module H0G(λ) is irreducible if and only if H
0
Gev
(λ) is an
irreducible Gev-module and λ is typical.
Proof. Assume that H0G(λ) is irreducible. It is clear that H
0
Gev
(λ) is an irreducible
Gev-module. If λ is atypical, then Proposition 5.4 shows that (v)mD . . .1D =
0. On the other hand, the character formula for H0G(λ) implies that the weight
space of H0G(λ) corresponding to the weight κ = λ+(−n, . . . ,−n|m, . . . ,m) is one-
dimensional. Using commutation relations for the matrix units eij we infer that
odd superderivations ijD for i < j supercommute.
Therefore, applying PBW theorem with the ordering of the generators ofDist(G)
as in Section 1 and using the fact the v is the highest vector of H0G(λ), we conclude
that the weight spaceH0G(λ)κ is generated by (v)1D . . .mD. Thus (v)mD . . .1D = 0
implies that LG(λ) is a proper submodule of H
0
G(λ). Therefore λ must be typical
if H0G(λ) is irreducible.
Assume now that H0Gev(λ) is an irreducible Gev-module and λ is typical. Denote
by D+ the subalgebra of Dist(G) generated by even e
(r)
ij and odd eij for i > j
and r > 0; and by D+ev the subalgebra of Dist(G) generated by even e
(r)
ij for i > j
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and r > 0. Since H0Gev(λ) is irreducible and its the highest weight space is one-
dimensional and generated by v, it is generated by v as a D+ev-module. Every
element x of D+ can be be written as x =
∑
S⊂M eSxS , where M = {1, . . . ,m} ×
{m+ 1, . . . ,m + n},eS =
∏
(i,j)∈S eij and xS ∈ D
+
ev. We will show that if xv = 0,
then xSv = 0 for each S as above. This implies that H
0
G(λ) is generated by v as
a D+-module and the character of the simple G-module generated by v coincides
with the character of H0G(λ), and consequently H
0
G(λ) is irreducible.
We proceed by induction and assume that we have already showed that xT v = 0
for all T ( S. The commutation relations for the matrix units eij of the Lie
superalgebra gl(m|n) imply that eM\SeS = ±eM and [xS , eM ] = 0. Using that and
the inductive assumption, we get
0 = eM\Sxv = eM\S
∑
T⊂S
eTxT v = ±eMxSv = ±xS(eMv).
Using Proposition 5.4 we compute that
xS(eMv) = (
m∏
i=1
ωi(λ))xS(vym . . . y1).
Since xS(vym . . . y1) = (xSv)ym . . . y1 by Lemma 6.1 and λ is typical, we infer that
xSv = 0 for each S ⊂M . 
Recall the definition of the Weyl module VG(λ) = Dist(G)⊗Dist(P ) VGev (λ).
Corollary 6.2. The Weyl module VG(λ) is irreducible if and only if VGev (λ) is
irreducible and λ is typical.
Proof. Apply the contravariant duality given by supertransposition τ to get VG(λ) ∼=
H0G(λ)
〈τ〉 and apply Theorem 1. 
If we further restrict to Weyl modules over general Lie superalgebras and consider
the case when the characteristic ofK equals zero, then we recover the classical result
of Kac.
Define the Kac module KG(λ) = Dist(G) ⊗Dist(P ) LGev(λ), where LGev(λ) is
the simple Gev-module of the highest weight λ, considered as P -supermodule via
the epimorphism P → Gev. Then VG(λ) has a filtration by Kac modules induced
by the filtration of VGev (λ) by simple Gev-modules.
Corollary 6.3. The Kac module KG(λ) is irreducible if and only if λ is typical.
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