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Imagine that you have done a study comparing a new intervention for depression against treatment as usual. To test the full range of possible effects, you measure the patients on various measures, including 2 depression scales (selfadministered and psychiatrist-rated), anxiety, quality of life, and role functioning. You run 5 Group´Time analyses of variance and find that the only significant difference was on the depression scale completed by the psychiatrist (P = 0.04). You may be tempted to submit an article, mentioning in the Discussion section that you did not correct for the fact that you had run 5 separate statistical tests, and excuse that on the basis that this was only a pilot study. As with many things in life, in this case, it would be best to resist temptation and go back and do a larger study.
For authors and readers unfamiliar with the need to correct for running many tests, a word of explanation is in order. Statistical tests do not tell us in absolute terms whether significant results are due to the intervention or to the effects of chance. Rather, what we get is a probability statement. By convention (and only by convention), we use a P level of 0.05, which means that we run a 5% risk that our significant findings are actually due to chance (that is, a type I error); not ideal, but we have learned to live with that. Therefore, if the intervention were totally ineffective, and we ran one statistical test, the probability of finding statistical significance is 5%. However, under the same circumstances, if we run 5 tests, the probability of finding at least one significant result is not 5% any longer; it is just under 23%. And, if we run 10 tests, the probability jumps to 40%. (In general, if we run k tests, the probability that at least one will be significant by chance at the 5% level is 1 -0.95 k .)
Until recently, the only way to deal with this problem of multiplicity (that is, performing many statistical tests) has been to use the Bonferroni correction. Its advantage is its simplicity: if we run k tests, then we divide 0.05 by k, and use that as our cut-off for significance. Therefore, with 5 tests, we would use a P level of 0.05/5 = 0.01 as our criterion. However, just as no good deed ever goes unpunished, the simplicity of the Bonferroni correction is countered by the fact that it is far too conservative; it should really be called the Bonferroni overcorrection. That is, it would result in too many tests being rejected as not significant, when in fact they are (that is, a type II error).
However, the Bonferroni is not the only correction that is available. There are 2 others: the Bonferroni-Holm 1 and the Benjamini-Hochberg 2 procedures. Both are called sequential testing procedures, in that all of the P levels are rank-ordered and then tested in sequence-the Holm starts with the smallest value, and the Hochberg with the highest. Each P level is compared with a criterion that is adjusted for the number of tests already run. Consequently, they are somewhat more complicated than the Bonferroni, but still easy to calculate with a hand calculator. 3 Making it even more convenient, free computer programs are available for both. 4, 5 The advantage of these approaches is that they preserve the overall error rate for the family of tests at 5%, without the penalty of being too conservative.
However, what about the rationale (or rationalization) offered by the author of this fictitious paper-should small pilot projects be published? Elsewhere, 6 I have pointed out some of the problems that accompany small studies: imprecise estimates of parameters such as means and correlations, the high probability of type II errors, and the likelihood that the sample is not representative of the population of interest. Conversely, powerful effects can be detected with small sample sizes; after all, Lind's famous study 7 of the antiscorbutic properties of lemons consisted of 6 groups, each having only 2 subjects, and Jenner's report 8 of inoculating people with cow pox was based on 23 cases. Is that sufficient to justify studies with small sample sizes? As with most of statistics, the answer is, It all depends. If the results are statistically significant (after making the appropriate corrections, of course), then the answer is obvious: the effect was powerful enough to not require more participants. Therefore, the study may have been small, but it should not be called a pilot project. However, if the results are not significant after the necessary corrections are made, then I believe there is only one justification for publication (without correcting the P level): that the disorder is sufficiently rare that it is infeasible for one centre to enrol more patients (for example, a study of Prader-Willi syndrome or trichotillomania). In this case, if the report is sufficiently important, then it would be possible at some later date to combine it with similar small studies in a meta-analysis, as Canner 9 did with acetylsalicylic acid.
