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Foreword 
Artificial neural networks experienced the attention of many researchers in neuroscience and 
computer science during the last decade. This is usually considered as the revival of neural net-
work research after two decades in which the interest in perceptron-based architectures was lost. 
The little effort in neural networks in the period 1970 to 1985 can partly be explained by the 
lack of sufficient data processing power in those days, which prevented researchers to demon-
strate the computational capabilities of neural nets. Another reason may be found in the booming 
progress in VLSI design and realisation, which did attract a lot of attention of the research com-
munity. 
Meanwhile renewed interest for biologically inspired neural computation focused the attention 
to the powerful capabilities of this approach for parallel processing. After 1985, the success and 
progress in VLSI realisation provided the prerequisits for a return to research in neural network 
realisation. Nowadays the advanced VLSI technology allows the realisation of very cost-effec-
tive processors and huge memories which can be used to simulate or emulate parallel neural 
processing. 
Many successful neural network applications have been reported. Several neural network archi-
tectures have been investigated by comparing and evaluating simulations on adaptivity and per-
formance. A lot of expert knowledge is gained by experience and analyses of learning systems. 
This is attended with an exploding number of papers, conference contributions and books on 
neural networks. 
In such circumstances one should have a very good reason when publishing yet another book 
about neural networks. Fortunately, Atme Johan Atmerna has such reason. Thanks to his different 
point of view that originated from the wish to obtain specifications for analog hardware modules, 
he developed the Vector Decomposition Analysis for feed-forward neural networks with back-
propagation learning. In this books he explains the analysis method and illustrates its power. 
xi 
xii Foreword 
The Vector Decomposition Method appears applicable for the analysis of feed-forward neural 
nets, whether they are hardware analog or digital or even software implemented. The key to 
success is the particular choice for the basis for the Vector Decomposition Analysis, which 
makes the analytical expressions easy to read and easy to handle. Looking back to the very 
challenging period during which Anne Johan Annema was with the MESA Research Institute 
at the University of Twente, I realise that his particular choice for the basis of the Vector De-
composition Analysis offered the key to a great deal of demystification of the neural network 
learning behaviour. This work, which is a comprehensive cultivation of the PhD thesis has 
evolved into an interesting and tractable book. 
Profdr. Hans Wallinga 
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