We introduce a multiscale image fusion scheme based on guided filtering. Guided filtering can effectively reduce noise while preserving detail boundaries. When applied in an iterative mode, guided filtering selectively eliminates small scale details while restoring larger scale edges. The proposed multi-scale image fusion scheme achieves optimal spatial consistency by using guided filtering both at the decomposition and at the recombination stage of the multiscale fusion process. First, size-selective iterative guided filtering is applied to decompose the source images into base and detail layers at multiple levels of resolution. Then, frequency-tuned filtering is used to compute saliency maps at successive levels of resolution. Next, at each resolution level a binary weighting map is obtained as the pixelwise maximum of corresponding source saliency maps. Guided filtering of the binary weighting maps with their corresponding source images as guidance images serves to reduce noise and to restore spatial consistency. The final fused image is obtained as the weighted recombination of the individual detail layers and the mean of the lowest resolution base layers. Application to multiband visual (intensified) and thermal infrared imagery demonstrates that the proposed method obtains state-ofthe-art performance for the fusion of multispectral nightvision images. The method has a simple implementation and is computationally efficient.
INTRODUCTION
The increasing deployment and availability of co-registered multimodal imagery from different types of sensors has spurred the development of image fusion techniques in recent years 1 . The information provided by different sensors registering the same scene can either be (partially) redundant or complementary and may be corrupted with noise. Effective combinations of complementary and partially redundant multispectral imagery can therefore visualize information that is not directly evident from the individual input images. In general, image fusion aims to represent the visual information from any number of input images in a single composite (fused) image that is more informative than each of the input images alone, eliminating noise in the process while preventing both the loss of essential information and the introduction of artifacts. This requires the availability of filters that combine the extraction of relevant image details with noise reduction.
To date, a variety of image fusion algorithms have been proposed 1 . A popular class of algorithms are the multi-scale image fusion schemes, which decompose the source images into spatial primitives at multiple spatial scales, then integrate these primitives to form a new ('fused') multi-scale representation, and finally apply an inverse multi-scale transform to reconstruct the fused image 1 . However, most multi-scale transform-based image fusion methods introduce artifacts because their basic filters do not preserve spatial consistency 2 . This has led to the use of edge preserving filters to decompose source images into base and detail layers while preserving the edge information in the fusion process. Techniques that have been applied include weighted least squares filter 3 , L 1 fidelity using L 0 gradient 4 , L 0 gradient minimization 5 , cross bilateral filter 6 and anisotropic diffusion 7 . However, most of these techniques are computationally expensive and tend to oversharpen edges, which makes them less suitable for application in multiscale schemes 8 .
The recently introduced Guided Filter (GF 9 ) is a computationally efficient, edge-preserving translation-variant operator based on a local linear model which avoids the drawbacks of bilateral filtering (BLF) and other previous approaches. When the input image also serves as the guidance image, the GF behaves like the edge preserving BLF. Hence, the GF can gracefully eliminate small details while recovering larger scale edges when applied in an iterative framework.
In this paper we propose a multi-scale image fusion scheme, where iterative guided filtering is used to decompose the input images into base and detail layers at successive spatial scales, and guided filtering is used to construct the weight maps used in the recombination process.
The rest of this paper is organized as follows. Section 2 briefly discusses the principles of edge preserving filtering and introduces (iterative) guided filtering. Section 3 presents the proposed guided fusion based image fusion scheme. Section 4 presents the imagery and computational methods that were used to assess the performance of the new image fusion scheme. The results of the evaluation study are presented in Section 5. Finally, in Section 6 the results are discussed and some conclusions are presented.
EDGE PRESERVING FILTERING
In this section we briefly introduce the edge preserving bilateral and joint bilateral filters, show how they are related to the guided filter, and how the application of a guided filter in an iterative framework results in size selective filtering of small scale image details combined with the recovery of larger scale edges.
Bilateral filter
The bilateral filter is a non-linear filter that computes the output at each pixel as a Gaussian weighted average of their spatial and spectral distances. It prevents blurring across edges by assigning larger weights to pixels that are spatially close and have similar intensity values 10 . It uses a combination of (typically Gaussian) spatial and a range (intensity) filter kernels that perform a blurring in the spatial domain weighted by the local variation in the intensity domain. It combines a classic low-pass filter with an edge-stopping function that attenuates the filter kernel weights at locations where the intensity difference between pixels is large. Formally, at a given image location (pixel) i, the filtered output O i is given by:
where f is the spatial filter kernel (e.g., a Gaussian centered at i), g is the range or intensity (edge-stopping) filter kernel (centered at the image value at i),
 is the spatial support of the kernel,
is a normalizing factor (the sum of the fg  filter weights) .
Intensity edges are preserved since the bilateral filter decreases not only with the spatial distance but also with the intensity distance. Though the filter is efficient and effectively reduces noise while preserving edges in many situations, it has the undesirable property that it can reverse the intensity gradient near sharp edges 9 .
In the joint (or cross) bilateral filter (JBLF) the range filter is applied to a second or guidance image G 11 :
The JBLF can prevent over-or under-blur near edges by using a related image G to guide the edge stopping range filter.
Guided filtering
A guided image filter 9 is a translation-variant filter based on a local linear model. Guided image filtering involves an input image I , a guidance image G (which may be identical to the input image), and an output image O . The two filtering conditions are (i) that the local filter output is a linear transform of the guidance image G and (ii) as similar as possible to the input image I . The first condition implies that
where k  is a square window of size (2 1 O . Equation (5) defines the guided filter. When the input image also serves as the guidance image, the guided filter behaves like the edge preserving bilateral filter, with the parameters  and the window size r having the same effects as respectively the range and the spatial variances of the bilateral filter. The guided filter is a computationally efficient, edge-preserving operator which avoids the gradient reversal artefacts of the bilateral filter.
Iterative guided filtering
The application of the joint bilateral filter (Equation (2)) in an iterative framework results in size selective filtering of small scale details combined with the recovery of larger scale edges 12 . In such a scheme the result
 of the t-th iteration is obtained from the joint bilateral filtering of the input image I using the result t G of the previous iteration step as the guidance image:
In this scheme details smaller than the Gaussian kernel of the bilateral filter are removed while the edges of the remaining details are iteratively restored. Hence, this scheme allows the selective elimination of small scale details while preserving the remaining image structure. Note that the initial guidance image 1 G can simply be a constant (e.g., zero) valued image since it updates to the Gaussian filtered input image in the first iteration step. Here we propose to replace the bilateral filter in this scheme by a guided filter to avoid any gradient reversal artefacts.
PROPOSED METHOD
The proposed multiscale decomposition fusion scheme consists of the following steps:
1. Iterative guided filtering is applied to decompose the source images into base layers (representing large scale variations) and detail layers (containing small scale variations).
2. Frequency-tuned filtering 13 is used to generate saliency maps for the source images.
3. Binary weighting maps are computed as the pixelwise maximum of the individual source saliency maps.
4. Guided filtering is applied to each binary weighting map with its corresponding source as the guidance image to reduce noise and to restore spatial consistency.
5. The fused image is computed as a weighted recombination of the individual source detail layers.
In a hierarchical framework steps 1-4 are performed at multiple spatial scales. In this paper we used a 4 level decomposition obtained by filtering at 3 levels of resolution. Figure 1 shows the intensified visual (II) and thermal infrared (IR) or near infrared (NIR) images together with the results of the proposed image fusion scheme, for the 12 different scenes that were used in the present study. We will now discuss the proposed fusion scheme in more detail.
Consider two co-registered source images 0 ( , ) X x y and 0 ( , ) Y x y . The proposed scheme then applies iterative guided filtering (IGF) to obtain progressively coarser image representations
In this study the number of iteration steps is set to 4. By letting each lower resolution image serve as the base layer for the preceding higher resolution image the successive size-selective detail layers i dX are simply obtained by subtraction as follows: Figure 2 shows the base and detail layers that are obtained this way for the tank scene (nr 10 in Figure 1 ). The edgepreserving properties of the iterative guided filter guarantee a graceful decomposition of the source images into details at different spatial scales. The filter size and regularization parameters used in this study are respectively set to {5,10,30} i r  and {0.0001,0.01,0.1}
Visual saliency refers to the physical, bottom-up distinctness of image details 14 . It is a relative property that depends on the degree to which a detail is visually distinct from its background 15 . Since saliency quantifies the relative visual importance of image details saliency maps are frequently used in the weighted recombination phase of multiscale image fusion schemes 4, 16, 17 . Frequency tuned filtering computes bottom-up saliency as local multiscale luminance contrast 13 . The saliency map S for an image I is computed as ( , ) ( , ) S x y x y f   II (9) where  I is the arithmetic mean image feature vector, f I represents a Gaussian blurred version of the original image, using a 5x5 separable binomial kernel, is the 2 L norm (Euclidian distance), and , xy are the pixel coordinates. We compute saliency using frequency tuned filtering since a recent and extensive evaluation study comparing 13 stateof-the-art saliency models found that the output of this simple saliency model correlates more strongly with human visual perception than the output produced by any of the other available models 18 .
In the proposed fusion scheme we first compute saliency maps 
The resulting binary weight maps are noisy and typically not well aligned with object boundaries, which may give rise to artefacts in the final fused image. Spatial consistency is therefore restored through guided filtering (GF) of these binary weight maps with the corresponding source layers as guidance images:
As noted before guided filtering combines noise reduction with edge preservation, while the output is locally approximately a scaled version of the guidance image. In the present scheme these properties are used to transform the binary weight maps into smooth continuous weight maps through guided filtering with the corresponding source images as guidance images. Figure 3 illustrates the process of computing smoothed weight maps by guided filtering of the binary weight maps resulting from the pointwise maximum of the corresponding source layer saliency maps for the tank scene.
Fused detail layers are then computed as the normalized weighted mean of the corresponding source detail layers:
The fused image F is finally obtained by adding the fused detail layers to the average value of the lowest resolution source layers:
By using guided filtering both in the decomposition stage and in the recombination stage, this proposed fusion scheme optimally benefits from both the multi-scale edge-preserving characteristics (in the iterative framework) and the structure restoring capabilities (through guidance by the original source images) of the guided filter. The method is easy to implement and computationally efficient.
METHODS AND MATERIAL
This section presents the test imagery and computational metrics used to assess the performance of the proposed images fusion scheme in comparison to existing multiscale fusion schemes. Figure 1 
Test imagery

Multiscale fusion schemes used for comparison
In this study we compare the performance of our image fusion scheme with seven other popular image fusion methods based on multiscale decomposition including the Laplacian pyramid 20 , the Ratio of Low-Pass pyramid 21 , the contrast pyramid 22 , the filter-subtract-decimate Laplacian pyramid 23 , the gradient pyramid 24 , the morphological pyramid 25 , the discrete wavelet transform [26] [27] [28] [29] , and a shift invariant extension of the discrete wavelet transform 26 . To allow a straightforward comparison, the number of resolution levels is set to 4 in all methods, and simple averaging is used to compute the lowest resolution base level of the fused image representation. Figures 5-9 show the results of the proposed method together with the results of other seven fusion schemes for some of the scenes used in this study (scenes 2-5 and 10).
Objective evaluation metrics
Image fusion results can be evaluated using both subjective or objective measures. Subjective methods are based on psycho-visual testing and are typically expensive in terms of time, effort, and equipment required. Also, in most cases, there is only little difference among fusion results. This makes it difficult to subjectively perform the evaluation of fusion results. Therefore, many objective evaluation methods have been developed 30, 31 . However, so far, there is no universally accepted metric to objectively evaluate the image fusion results. In this paper, we use four frequently applied computational metrics to objectively evaluate and compare the performance of different image fusion methods. The metrics we use are Entropy, the Mean Structural Similarity Index (MSSIM), Normalized Mutual Information (NMI), and Normalized Feature Mutual Information (NFMI). These metrics will be briefly discussed in the following sections. 
Entropy
Entropy (E) is a measure of the information content in a fused image F. Entropy is defined as
where ()
F
Pi indicates the probability that a pixel in the fused image F has a gray value i , and the gray values range from 0 to L . The larger the entropy is, the more informative the fused image is. A fused image is more informative than either of its source images when its entropy is higher than the entropy of its source images.
Mean Structural Similarity Index
The Structural Similarity (SSIM 32 ) index can be used to quantify the structural similarity between a source image A and a fused image F: (19) where w N represents the number of local windows of the image. An overall image fusion quality index can then be defined as the mean MSSIM values between each of the source images and the fused result:
, AB F MSSIM ranges between -1 and 1.
Normalized Mutual Information
Mutual Information (MI) measures the amount of information that two images have in common. It can be used to quantify the amount of information from a source image that is transferred to a fused image 33 . The mutual information AF MI between a source image A and a fused image F is defined as: 
AF P i j is the joint probability density function.
The traditional mutual information metric is unstable and may bias the measure towards the source image with the highest entropy. This problem can be resolved by computing the normalized mutual information (NMI) as follows 34 :
where , and 
Normalized Feature Mutual Information
The Feature Mutual Information (FMI) metric calculates the amount of image features that two images have in common 35, 36 . This method outperforms other metrics (e.g., E, NMI) in consistency with the subjective quality measures. Previously proposed MI-based image fusion quality metrics use histograms to compute the amount of information a source and fused image have in common 33, 37 . However, image histograms contain no information about local image structure and only provide statistical measures of the number of pixels in a specific gray-level. However, since meaningful image information is contained in visual features, image fusion quality measures should measure the extent to which these visual features are transferred into the fused image from each of the source images. The Feature Mutual Information (FMI) metric calculates the mutual information between image feature maps 35, 36 . A typical image feature map is for instance the gradient map, which contains information about the pixel neighborhoods, edge strength and directions, texture and contrast. Given two source images as A and B and their fused image as F, the FMI metric first extracts feature maps of the source and fused images using a feature extraction method (e.g., gradient ( , ) ( , ) log ( ) ( )
and the normalized feature mutual information (FMI) can be computed as follows
In practice the FMI is computed locally over small corresponding windows between the source and the fused images and averaged over all windows covering the image plane 35 .
RESULTS
Here we assess the performance of the proposed image fusion scheme on the intensified visual and thermal infrared images for each of the 12 selected scenes, using Entropy, the Mean Structural Similarity Index (MSSIM), Normalized Mutual Information (NMI), and Normalized Feature Mutual Information (NFMI) as the objective performance measures.
We also compare the results of the proposed method with those of seven other popular multiscale fusion schemes. Table 1 lists the entropy of the fused result for the proposed method (IGF) and all seven multiscale comparison methods (Contrast Pyramid, DWT, Gradient Pyramid, Laplace Pyramid, Morphological Pyramid, Ratio Pyramid, SIDWT). It appears that IGF produces a fused image with the highest entropy for 9 of the 12 test scenes. Note that a larger entropy implies more edge information, but it does not mean that the additional edges are indeed meaningful (they may result from over enhancement or noise). Therefore, we also need to consider structural information metrics. Table 2 shows that IGF outperforms all other multiscale methods tested here in terms of MSSIM. This means that the mean overall structural similarity between both source images the fused image F is largest for the proposed method. Table 3 shows that IGF also outperforms all other multiscale methods tested here in terms of NMI. This indicates that the proposed IGF fusion scheme transfers more information from the source images to the fused image than any of the other methods. Table 4 shows that IGF also outperforms 10 of the 12 other multiscale methods tested here in terms of NFMI. IGF is only outperformed by SIDWT for scene 1 and by the Contrast Pyramid for scene 7. This implies that fused images produced by the proposed IGF scheme typically have a larger amount of image features in common with their source images than the results of most other fusion schemes.
Summarizing, the proposed IGF fusion scheme appears to outperform the other multiscale fusion methods investigated here in most of the conditions tested. 6 DISCUSSION AND CONCLUSIONS We propose a multiscale image fusion scheme based on guided filtering. Iterative guided filtering is used to decompose the source images into base and detail layers. Initial binary weighting maps are computed as the pixelwise maximum of the individual source saliency maps, obtained from frequency tuned filtering. Spatially consistent and smooth weighting maps are then obtained through guided filtering of the binary weighting maps with their corresponding source layers as guidance images. Saliency weighted recombination of the individual source detail layers and the mean of the lowest resolution source layers finally yields the fused image. The proposed multi-scale image fusion scheme achieves spatial consistency by using guided filtering both at the decomposition and at the recombination stage of the multiscale fusion process. Application to multiband visual (intensified) and thermal infrared imagery demonstrates that the proposed method obtains state-of-the-art performance for the fusion of multispectral nightvision images. The method has a simple implementation and is computationally efficient.
