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Introduction.
L’objet de cette thèse est l’étude des bifurcations de familles holomorphes de fractions ra-
tionnelles ou de polynômes au moyen de techniques pluripotentialistes.
Au début du vingtième siècle, les travaux de Fatou et Julia ont donné naissance à la théorie
de l’itération des fractions rationnelles sur P1 (voir [Al]). Ils ont mis en lumière une dichotomie :
l’ensemble de Fatou est constitué des points au voisinage desquels la dynamique est stable
et son complémentaire, l’ensemble de Julia, en supporte la partie chaotique. Dans les années
80, de nouveaux outils font leur apparition, principalement les applications quasi-conformes.
Depuis, la dynamique sur l’ensemble de Fatou est totalement comprise mais il reste des questions
intéressantes concernant l’ensemble de Julia.
Toujours dans les années 80, un intérêt est porté à l’étude des familles de fractions ration-
nelles. Mañé Sad et Sullivan mettent en évidence une dichotomie dans l’espace des paramètres
[MSS]. L’ensemble de stabilité est l’ouvert maximal de cet espace où l’ensemble de Julia bouge
holomorphiquement. Mañé-Sad-Sullivan montrent que son complémentaire, le lieu de bifurcation,
est un fermé d’intérieur vide. Dans cette perspective, Douady et Hubbard initient leur étude
systématique de la famille de polynômes quadratiques (z2 + c)c∈C dont le lieu de bifurcation
coïncide avec la frontière de l’ensemble de Mandelbrot.
Shishikura a montré dans [Sh] que la frontière de l’ensemble de Mandelbrot est de dimension
de Hausdorff 2. Tan Lei a généralisé ce résultat en montrant que la frontière du lieu de connexité
de toute famille de polynômes est de dimension de Hausdorff maximale et, plus généralement,
que le lieu de bifurcation de toute famille de fractions rationnelles est de dimension totale (voir
[T]). McMullen a donné une autre démonstration de ce dernier résultat dans [Mc3].
Dans ce travail, nous nous intéressons à un sous-ensemble de l’espace des paramètres où les
bifurcations sont, en un certain sens, extrémales. Nous montrons que ce lieu est lui aussi de
dimension de Hausdorff maximale. Ceci nous permet en particulier d’obtenir le résultat suivant,
pour lequel nous rappelons que, d’après l’inégalité de Fatou-Shishikura, une fraction rationnelle
ne peut posséder plus de 2d− 2 cycles neutres :
Théorème 1 Notons p(f) (resp. s(f), c(f)) le nombre de cycles paraboliques (resp. Siegel,
Cremer) distincts de f ∈ Ratd. Soient p, s, c ∈ N tels que p+ s+ c = 2d− 2. Notons aussi
Nd(p, s, c) := {[f ] ∈Md / p(f) = p, s(f) = s, c(f) = c}.
Alors l’ensemble Nd(p, s, c) est de dimension de Hausdorff maximale 2(2d − 2) et homogène.
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La théorie du potentiel est l’un des principaux outils utilisés dans notre travail. Celle-ci
a été introduite par Brolin en 1965 pour l’étude dynamique des polynômes (voir [Bro]). Ces
méthodes se sont avérées extrêmement fructueuses en dynamique à plusieurs variables (voir
[DS]) et semblent très utiles pour étudier les espaces de paramètres. La thèse de DeMarco en
2002 est le point de départ. Elle montre que pour toute famille (fλ)λ∈X de fractions rationnelles,
l’exposant de Lyapounov de fλ par rapport à sa mesure d’entropie maximale est le potentiel
d’un courant positif fermé dont le support est précisément le lieu de bifurcation. Le courant
Tbif := ddcL(fλ) est appelé courant de bifurcation de la famille (fλ)λ∈X . Les premiers à avoir
étudié les autointersections T kbif (k ≤ 2d − 2) du courant Tbif sont Bassanelli et Berteloot. Ils
ont démontré que les courants T kbif détectent des bifurcations plus fortes et, en particulier, la
présence d’au moins k cycles neutres distincts. La mesure de bifurcation µbif, qu’ils introduisent
sur l’espace des modulesMd, détecte donc des bifurcations maximales. Ces courants T kbif ont été
utilisés dans plusieurs travaux pour étudier la géométrie du lieu de bifurcation (voir [Ph, BB1,
DF, BB2, BE, Du2, BB3]).
Comme dans les travaux de Shisihkura et Tan Lei que nous avons mentionnés plus haut,
les fractions rationnelles de type Misiurewicz donnent accès aux estimations de dimension de
Hausdorff des lieux de bifurcation. Une fraction rationnelle est k-Misiurewicz si son ensemble de
Julia contient exactement k points critiques comptés avec multiplicités, si elle ne possède aucun
cycle parabolique et si l’ensemble ω-limite de tout point critique contenu dans son ensemble de
Julia évite son ensemble critique. Il s’agit d’établir la présence, dans le lieu de bifurcation, de
fractions k-Misiurewicz pour lesquels l’ensemble ω-limite des points critiques est de dimension
suffisamment grande. Notons que Buff et Epstein [BE] ont prouvé que les fractions rationnelles
strictement postcritiquement finies, qui sont des cas particuliers de fractions rationnelles (2d−2)-
Misiurewicz, appartiennent au support de T 2d−2bif .
Nous allons maintenant détailler un peu le contenu de cette thése. L’une des clés est de
généraliser le résultat de Buff et Epstein en montrant que, dans la famille Ratd de toutes les
fractions rationnelles de degré d, une fraction k-Misiurewicz appartient au support de T kbif.
Pour ce faire, il faut mettre au point un processus de renormalisation dynamique aux pa-
ramètres Misiurewicz. C’est ce processus qui permet de mettre en lumière un phénomène de
similarité entre l’espace des paramètres et l’espace dynamique. Le chapitre 2 regroupe les outils
techniques utiles à la mise au point du procédé de renormalisation. En particulier, nous y établis-
sons un Théorème de Koenigs non-autonome, ou plus précisément, un Théorème de linéarisation
le long d’une orbite uniformément répulsive. Le procédé lui-même fait l’objet du chapitre 3 (voir
Théorème 3.9).
Pour pouvoir utiliser le procédé de renormalisation, il faut que les activité des orbites cri-
tiques soient indépendantes les unes des autres. Etablir cete indépendance revient à prouver une
certaine condition de transversalité dans l’espace des paramètres. Pour les paramètres stricte-
ment postcritiquement finis, Buff et Epstein l’ont établi à l’aide de différentielles quadratiques.
Ces outils ne permettent pas de traiter le cas où les orbites critiques sont infinies. Nous sommes
donc revenus à des méthodes plus classiques et avons repris des idées de van Strien et Aspen-
berg (voir [vS] et [As2]) pour établir un résultat de transversalité « faible ». Ceci fait l’objet
du chapitre 4 (voir Théorème 4.1 pour un énoncé général et Lemme 4.11 pour une application
vdans Ratd). Soulignons que la « faiblesse » de notre résultat de transversalité est compensée par
une exploitation plus systématique de la souplesse des outils pluripotentialistes. Remarquons
que Rivera-Letelier a démontré un résultat de transversalité dans le cas semi-hyperbolique (voir
[RL] Appendice 2). En combinant les résultats des chapitres 3 et 4, nous obtenons le résultat
suivant :
Théorème 2 Soient 1 ≤ k ≤ 2d − 2 et f ∈ Ratd une fraction rationnelle k-Misiurewicz qui
n’est pas un exemple de Lattès flexible. Alors f ∈ supp(T kbif) \ supp(T k+1bif ).
Le chapitre 5 est dévolu aux estimées de dimension de Hausdorff. Pour démontrer le Théorème
1, nous devons montrer que l’ensemble des fractions rationnelles k-Misiurewicz est de dimension
de Hausdorff maximale 2(2d + 1) dans Ratd. Pour cela, comme dans les travaux de Shishikura
et de Tan Lei, nous cherchons à « recopier » de gros ensembles hyperboliques dans l’espace
des paramètres. Ces copies sont obtenues au moyen d’une famille d’applications de transfert
du plan dynamique dans l’espace des paramètres. Nous les construisons à l’aide du résultat
de transversalité établi au chapitre 4 et vérifions qu’elles possèdent les propriétés de régularité
Hölder voulues. Dans le cas k = 1, notre preuve est en réalité légèrement plus simple que la
preuve originale de Shishikura concernant la frontière de l’ensemble de Mandelbrot. Le premier
résultat du chapitre 5 est le suivant (voir Théorème 5.1) :
Théorème 3 Soit 1 ≤ k ≤ 2d−2. NotonsMk l’ensemble des fractions rationnelles k-Misiurewicz
de degré d à points critiques simples qui ne sont pas des exemples de Lattès flexible. Alors, pour
tout f ∈Mk et tout voisnage V0 ⊂ Ratd de f on a :
dimH(Mk ∩ V0) ≥ 2(2d+ 1− k) + k dimhyp(f).
Un Théorème de Shishikura utilisant des techniques d’implosion parabolique (voir Théorème
1.15) combiné au Théorème 3 permettent d’établir que supp(T kbif)\ supp(T k+1bif ) est de dimension
de Hausdorffmaximale 2(2d+1) (voir Théorème 5.10). Le Théorème 1 est maintenant simplement
obtenu en combinant le Théorème 5.10 à un résultat de Bassanelli et Berteloot (voir Théorème
1.26).
Mentionnons que tous ces résultats ont leur équivalent dans les familles de polynômes. On
peut remarquer que le support de µbif coïncide avec la frontière de Shilov du lieu de connexité
Cd de la famille Pd (voir [DF] Proposition 6.14). Le Théorème 5.10 peut alors être reformulé
comme suit :
Théorème 4 Dans l’espace des modules Pd des polynômes de degré d, la frontière de Shilov de
Cd est homogène de dimension de Hausdorff maximale 2(d− 1).
Le chapitre 6, indépendant des autres, est consacré à l’étude du courant et de la mesure de
bifurcation dans l’espace des modules M2 des fractions rationnelles quadratiques. Dans [Mi1],
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Milnor a montré qu’il existait une paramétrisation naturelle deM2 par C2. Il a étudié les courbes
Pern(w) des classes de fractions rationnelles possédant un cycle de période n et de multiplicateur
donné w dans la compactification projective deM2 en P2. L’utilisation de ces courbes permet de
montrer que le courant de bifurcation Tbif possède un prolongement naturel en un (1, 1)-courant
positif fermé de masse 1/2 à P2. L’étude de Milnor, complétée des travaux d’Epstein [Eps1],
décrit précisément les points d’accumulation du lieu de bifurcation à l’infini. Ceci nous permet
de calculer les nombres de Lelong du courant Tbif à l’infini, en les reliant à la géométrie de
l’ensemble de Mandelbrot M :
Théorème 5 Soit µM la mesure de bifurcation de la famille (z2+ c)c∈C. Soient Lp/q le membre
p/q de l’ensemble de Mandelbrot et ∞p/q = [1 : 2 cos(2pip/q) : 0] si 1 ≤ p ≤ q/2 et p ∧ q = 1.
Soit L∞ la droite à l’infini de P2 dans la paramétrisation de Milnor. Alors :
1. ν(Tbif,∞p/q) = µM(Lp/q ∪ L−p/q) = 12q−1 ,
2. ν(Tbif, a) = 0 si a ∈ P2 \ {∞p/q / 1 ≤ p ≤ q/2 et p ∧ q = 1},
3. La mesure Tbif ∧ [L∞] est bien définie et Tbif ∧ [L∞] =
∑
1≤p≤q/2
p∧q=1
1
2q − 1δ∞p/q .
Dans le même chapitre, nous montrons que, contrairement au cas des familles de polynômes,
le support de la mesure µbif est non-compact dans M2.
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Chapitre 1
Préliminaires.
Dans tout le texte, d désigne un nombre entier supérieur ou égal à deux. On note ω la forme
de Fubini-Study de P1 et pi : C2 \ {0} −→ P1 la projection canonique.
1.1 Familles holomorphes de fractions rationnelles.
1.1.1 Définition et exemples.
Une famille holomorphe de fractions rationnelles de degré d est une application holomorphe :
f : X × P1 !! P1,
où X est une variété complexe et où fλ := f(λ, ·) est une fraction rationnelle de degré d pour
tout λ ∈ X. On notera (fλ)λ∈X la famille f : X × P1 −→ P1.
Dans ce contexte, on note Jλ := Jfλ l’ensemble de Julia de fλ et Fλ := Ffλ son ensemble
de Fatou.
Exemple 1.1 La famille p : C× P1 !! P1, définie par pc(z) = z2 + c, est une famille holo-
morphe de polynômes quadratiques. Tout polynôme de degré 2 est conjugué par une application
affine de C à un unique polynôme pc. NotonsM l’ensemble de Mandelbrot, c’est-à-dire l’ensemble
M := {c ∈ C / (pnc (0))n≥0 est bornée dans C}.
Il s’agit d’un compact connexe simplement connexe de C (voir [CG] Théorème 1.2 page 124). On
sait que l’ensemble de Julia d’un polynôme pc est connexe si et seulement si c ∈M. En outre,
comme nous le verrons ultérieurement, l’ensemble de Mandelbrot joue un rôle particulier dans
la famille des fractions rationnelles quadratiques.
Exemple 1.2 L’espace P3 des polynômes cubiques modulo conjugaison affine sur C n’est pas
une famille holomorphe de polynômes. En revanche, on peut considérer la famille suivante : pour
λ = (c, a) ∈ C2, on pose Pλ(z) := 13z3 − c2 + a3. Le polynôme Pλ a pour point critiques 0 et c et
vérifie Pλ(0) = a3. Tout polynôme de degré 3 est conjugué par une application affine à au plus
6 polynômes de la forme Pλ(z), c’est-à-dire que la projection canonique (Pλ)λ∈C2 −→ P3 est un
revêtement ramifié de degré 6. Il s’agit d’une famille raisonnable pour étudier l’espace P3.
1
2 1. Préliminaires.
On note Ratd l’ensemble de toutes les fractions rationnelles de degré d, c’est-à-dire l’ensemble
des applications holomorphes f : P1 −→ P1 qui s’écrivent f = p/q, où p et q sont des polynômes
sans zéro commun et tels que max(deg(p),deg(q)) = d. Le Lemme suivant montre que Ratd peut
être considérée comme une famille holomorphe de fractions rationnelles de degré d (voir [BB1]
Section 1.1) :
Lemme 1.1 L’ensemble Ratd est un ouvert de Zariski de P2d+1 et son complémentaire dans
P2d+1 est une hypersurface irréductible. Par conséquent, Ratd est une variété complexe connexe
de dimension 2d+ 1.
Soit Aut(P1) le groupe des automorphismes holomorphes de P1. Ce groupe agit par conjugai-
son sur Ratd. Puisque deux fractions rationnelles qui sont conjuguées ont la même dynamique,
il peut s’avérer plus pertinent de travailler dans l’espace des modules
Md := Ratd/Aut(P1)
des fractions rationnelles de degré d. Rappelons quelques faits connus sur Md (voir [Sil] Re-
marque p. 43) :
1. La projection canonique Π : Ratd −→Md est ouverte,
2. pour tout f ∈ Ratd, le stabilisateur Aut(f) de f sous l’action de Aut(P1) est fini. Loca-
lement, il existe une sous-variété complexe V , invariante par Aut(f), transverse à l’orbite
O(f) de f pour l’action de Aut(P1), telle que Π induit un biholomorphisme V/Aut(f) −→
Π(V ), où Π(V ) est un ouvert de Md,
3. Il existe un ensemble analytique Y ⊂ Ratd tel que la projection naturelle Π : Ratd \Y −→
Md \ Π(Y ) est un fibré principal.
Lorsque d > 2, l’espaceMd n’est pas lisse. Puisque les groupes Aut(f) sont tous finis, et puisque
Aut(P1) est une variété complexe de dimension 3, l’orbite O(f) de tout f ∈ Ratd est une sous-
variété de Ratd et l’espaceMd est un orbifold de dimension dimCMd = dimCRatd−3 = 2d−2.
Exemple 1.3 L’espace M2 est une famille holomorphe de fractions rationnelles de degré 2 qui
est isomorphe à C2. Nous développons en détail l’étude de M2 à la section 1.1.5.
1.1.2 Familles munies d’un point critique marqué.
Soit (fλ)λ∈X une famille holomorphe de fractions rationnelles de degré d. On dit que (fλ)λ∈X
est munie d’un point critique marqué c s’il existe une application holomorphe c : X −→ P1
vérifiant f ′λ(c(λ)) = 0 pour tout λ ∈ X.
Exemple 1.4
1. La famille des polynômes quadratiques donnée en exemple 1.1 est munie d’un point critique
marqué c1(c) ≡ 0.
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2. La famille des polynômes cubiques donnée en exemple 1.2 est munie de deux points cri-
tiques marqués c1(λ) ≡ 0 et c2(λ) = c.
Définition 1.1 On dit que le point critique marqué c est actif en λ0 ∈ X si la suite (fnλ (c(λ)))n≥0
n’est pas une famille normale en λ0. Sinon, on dit que c est passif en λ0. On appelle lieu d’ac-
tivité de c l’ensemble des λ ∈ X, où c est actif.
Soit (fλ)λ∈X une famille holomorphe munie d’un point critique marqué c. Lorsque c est actif
en λ0 ∈ X, le Théorème de Montel permet d’approcher λ0 par des paramètres λt pour lesquels
la dynamique de fλt au point c(λt) est contrôlée. Plus précisément, on dispose des deux lemmes
suivants :
Lemme 1.2 Soient (fλ)λ∈X une famille holomorphe de fractions rationnelles de degré d munie
de 2d − 2 points critiques marqués c1, . . . , c2d−2 et λ0 ∈ X. Supposons que ci soit actif en λ0.
Alors il existe λt ∈ X, arbitrairement proche de λ0, pour lequel ci(λt) est un point périodique
super-attractif pour fλt.
Démonstration : Soit c−1 une préimage de ci. Puisque ci est actif, c−1 est distinct de ci. Si
c−1 ∈ C(fλ0), alors il s’agit d’une application holomorphe du paramètre. Sinon, le Théorème
des fonctions implicites appliqué à fλ(z) − ci(λ) en (λ0, z0) donne un voisinage V de λ0 et une
application holomorphe c−1 : V → P1 vérifiant
fλ(c−1(λ)) = ci(λ), pour tout λ ∈ V .
De même, il existe un voisinage W de λ0 dans V et une application c−2 :W → P1, pour lesquels
f2λ(c−2(λ)) = c−1(λ) et c−2(λ0) /∈ {ci(λ0), c−1(λ0)}. Quitte à réduire W , on peut supposer que
c(λ), c−1(λ) et c−2(λ) sont trois points distincts de P1 pour tout λ ∈ W . Comme c est actif en
λ0, la famille
(
fnλ (ci(λ))
)
n≥0 n’est pas normale sur W . D’après le Théorème de Montel, il existe
alors λt arbitrairement proche de λ0 et Nt ≥ 1 tels que
fNtλt (ci(λt)) ∈ {c−2(λt), c−1(λt), ci(λt)}.
C’est le résultat annoncé. !
Lemme 1.3 Soient (fλ)λ∈X une famille de fractions rationnelles de degré d munie d’un point
critique marqué c et λ0 ∈ X. Supposons que c est actif en λ0. Alors il existe λt ∈ X arbitraire-
ment proche de λ0, tel que c(λt) est prépériodique à un cycle répulsif de fλt.
Démonstration : Soient z0, z1, z2 ∈ P1 trois points périodiques répulsifs distincts pour fλ0.
D’après le Théorème des fonctions implicites, il existe un voisinage V de λ0 et trois applications
holomorphes w0, w1, w2 : V → P1, vérifiant les assertions suivantes :
– w0(λ0) = z0, w1(λ0) = z1 et w2(λ0) = z2,
– w0(λ), w1(λ) et w2(λ) sont trois points périodiques répuslifs distincts pour fλ pour tout
λ ∈ V .
Puisque c est actif en λ0, la famille (fnλ (c(λ)))n≥1 n’est pas normale sur V et, d’après le Théorème
de Montel, il existe nt ≥ 1 et λt ∈ V , tels que fntλt (c(λt)) ∈ {w0(λt), w1(λt), w2(λt)}. !
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1.1.3 Les hypersurfaces Pern(w).
Pour comprendre la géométrie d’une famille holomorphe, on peut par exemple s’intéresser à
l’ensemble des fractions rationnelles possédant un cycle de multiplicateur et de période donnés.
Le Théorème suivant décrit l’ensemble de tels paramètres :
Théorème 1.4 Soit (fλ)λ∈X une famille holomorphe de fractions rationnelles de degré d. Alors
pour tout n ∈ N∗ il existe une fonction holomorphe pn : X × C −→ C telle que
1. Pour tout w ∈ C\{1}, pn(λ, w) = 0 si et seulement si fλ a un cycle de période exactement
n et de multiplicateur w,
2. pn(λ, 1) = 0 si et seulement si fλ a un cycle de période exactement n et de multiplicateur
1 ou fλ a un cycle de période m et de multiplicateur une racine r-ième de l’unité avec
n = mr,
3. pour tout λ ∈ X, la fonction pn(λ, ·) est un polynôme de degré Nd(n) ∼ 1ndn.
Pour n ≥ 1 et w ∈ C on pose
Pern(w) := {λ ∈ X / pn(λ, w) = 0}.
Lorsque w .= 1 l’ensemble analytique Pern(w) coïncide avec l’ensemble des paramètres λ ∈ X
pour lesquels fλ possède un cycle de multiplicateur w et de période exactement n. Il s’agit soit
d’une hypersurface de X soit de X tout entier. Pour une démonstration de ce résultat, nous
renvoyons au chapitre 4 du livre de Silverman [Sil] ou l’article de Milnor [Mi1].
Un des premiers problèmes qui se posent est la compréhension du lieu où vont s’accumuler
les Pern(w), avec w fixé. Un bonne manière d’aborder ce problème est de considérer la suite de
courants d’intégration (voir section 1.3.1) :
[Pern(w)] := ddcλ log |pn(λ, w)|
et de se demander si la suite de courants (d−n[Pern(w)])n≥1 converge, et le cas échéant, vers
quoi. Une réponse à cette question a été donnée par Bassanelli et Berteloot (voir [BB2] et [BB3]).
Nous exposerons le cas |w| < 1 à la section 1.3.5.
1.1.4 Théorie de Mañé-Sad-Sullivan.
Soit (fλ)λ∈X une famille holomorphe de fractions rationnelles de degré d. Comme l’ensemble
de Julia Jλ de fλ est l’adhérence des cycles répulsifs de fλ, il est naturel d’étudier comment
Jλ varie avec le paramètre λ, grâce à la paramétrisation des cycles réplusifs de fλ. D’après le
Théorème des fonctions implicites, si z0 est un point périodique répulsif de fλ0, on peut le suivre
holomorphiquement sur un voisinage de λ0 dans X en un cycle répulsif de fλ. On peut donc
se demander quelle est la structure de l’ensemble des paramètres au voisinage desquels de tels
cycles peuvent tous être suivis holomorphiquement. La théorie de Mañé-Sad-Sullivan apporte
une réponse à cette question.
Rappelons qu’un mouvement holomorphe de E ⊂ P1 paramétré par (X,λ0) est une applica-
tion h : X ×E −→ P1 vérifiant :
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– hλ0 = id,
– hλ := h(λ, ·) est injective sur E pour tout λ ∈ X,
– λ /−→ hλ(z0) est holomorphe pour tout z0 ∈ E.
Le résultat de base concernant les mouvements holomorphes est le λ-Lemma. Le premier point
est une application très simple du Théorème de Montel et du Lemme de Hurwitz. Le deuxième
point est un résultat délicat dû à Slodkowsi (voir [Hu] Théorème 5.2.5 page 197 par exemple) :
Lemme 1.5 (λ-Lemma) 1. Un mouvement holomorphe de E paramétré par (D, 0) admet
un unique prolongement en un mouvement holomorphe de E. De plus, ce prolongement est
une application continue h : D× E −→ P1.
2. Un mouvement holomorphe de E paramétré par (D, 0) admet un unique prolongement en
un mouvement holomorphe de P1. Pour tout λ ∈ D l’application hλ : E −→ P1 est la
restriction d’un homéomorphisme quasiconforme de P1.
Donnons maintenant un énoncé précis du Théorème de Mañé-Sad-Sullivan. Considérons
E ⊂ [0, 1] un sous-ensemble dense. Pour n ≥ 1 et θ ∈ E, on note Per∗(X,n, e2ipiθ) la réunion des
composantes irréductibles de codimension 1 de Pern(e2ipiθ) dans X et :
R(X) := {λ0 ∈ X / tout cycle répulsif de fλ0 bouge holomorphiquement sur un voisinage
V0 ⊂ X fixé de λ0},
C(X) = {λ0 ∈ X / (λ /−→ fnλ (C(fλ)))n≥0 est équicontinue en λ0},
N1(X,E) := {λ0 ∈ X / fλ admet un cycle non-persistant de multiplicateur e2ipiθ avec
θ ∈ E} = ⋃
n≥1,θ∈E
Per∗(X,n, e2ipiθ),
S(X) := {λ0 ∈ X / Il existe un voisinage V0 de λ0 et un mouvement holomorphe
h : V0 × Jλ0 −→ P1 tel que hλ ◦ fλ0 = fλ ◦ hλ sur Jλ0},
A(X) := {λ0 ∈ X / le nombre A(λ) de cycles attractifs de fλ est constant au voisinage de λ0}.
Le Théorème suivant est dû à Mañé, Sad et Sullivan ([MSS]) :
Théorème 1.6 (Mañé-Sad-Sullivan) Soient (fλ)λ∈X une famille holomorphe de fractions
rationnelles de degré d et E ⊂ [0, 1] un sous-ensemble dense. Alors
X \ R(X) = X \ S(X) = N1(X,E) = X \ C(X) = X \ A(X)
et S(X) est un ouvert dense de X.
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Esquisse de la démonstration du Théorème 1.6 : Le λ-Lemma donne de manière immédiate
S(X) = R(X). Par ailleurs, si l’ensemble de Julia ne bouge pas holomorphiquement au voisinage
de λ0, alors au moins un cycle réplusif de fλ devient neutre, puis attractif pour λ arbitrairement
proche de λ0. L’application qui au paramètre associe le multiplicateur de ce cycle étant ouverte,
ceci donne X \ R(X) ⊂ N1(X,E) ⊂ X \ A(X). Les cycles attractifs de fλ étant stables par
petites perturbations de λ, si λ0 ∈ X \A(X), il existe alors λ1 arbitrairement proche de λ0 pour
lequel fλ1 a au moins un cycle attractif de plus que fλ0 . Puisque le cycle attractif ainsi créé attire
un point critique qui avait une dynamique différente en λ0, cela donne X \ A(X) ⊂ X \ C(X).
Supposons qu’il existe un mouvement holomorphe h de Jλ0 au voisinage de λ0. Puisque h
conjugue les dynamiques et puisque l’ensemble de Julia est un compact parfait, on peut trouver
trois points distincts z1, z2, z3 ∈ Jλ0 tels que hλ(zi) /∈ {fnλ (c) / n ≥ 0, c ∈ C(fλ)} pour λ voisin
de λ0. Le Théorème de Montel donne alors R(X) ⊂ C(X).
Finalement, on peut montrer que A(X) est dense dans X. Soit λ0 ∈ X \ A(X). Les cycles
attractifs de fλ étant stables par petites perturbations de λ, la fonction λ /−→ A(λ) est semi-
continue inférieurement et prend ses valeurs dans {0, · · · , 2d − 2}. L’ensemble A(X) est donc
bien un sous-ensemble dense de X. !
Définition 1.2 Soit (fλ)λ∈X une famille holomorphe de fractions rationnelles de degré d. L’en-
semble X \ S(X) est appelé lieu de bifurcation de la famille (fλ)λ∈X .
Remarque 1.5 Lorsqu’une famille holomorphe (fλ)λ∈X de fractions rationnelles de degré d est
munie de 2d − 2 points critiques marqués c1, . . . , c2d−2, le Théorème 1.6 stipule que la réunion
des lieux d’activités des ci coïncide avec le lieu de bifurcation de la famille (fλ)λ∈X .
Exemple 1.6 Revenons sur l’exemple 1.1 de la famille des polynômes quadratiques. Rappelons
qu’on a noté pc(z) = z2 + c. Le lieu de bifurcation de la famille (pc)c∈C est la frontière ∂M
de l’ensemble de Mandelbrot. En effet, si c0 ∈ ∂M, alors il existe une suite ck ∈ C \M qui
converge vers c0. Puisque ck /∈M, la suite (pnck(0))n≥1 est non-bornée pour tout k. L’ensemble
de Mandelbrot étant fermé, la suite (pnc0(0))n≥1 est bornée, ce qui empêche l’équicontinuité de
la suite (pnc (0))n≥1 en c0. Par ailleurs, si c0 ∈ C \M, puisque M est fermé, la suite (pnc (0))n≥1
converge vers ∞ pour c voisin de c0. Ainsi, la famille (pnc (0))n≥1 est normale en c0. Finalement,
si c0 ∈ M˚ le Théorème de Montel stipule que (pnc (0))n≥1 est normale en c0.
1.1.5 L’espace des modules M2.
Intéressons-nous maintenant plus particulièrement à l’espace des modules M2 des fractions
rationnelles quadratiques. Milnor a étudié cet espace dans [Mi1]. Il s’est notamment intéressé
aux courbes Pern(w). On note α,β, γ les multiplicateurs des trois points fixes de f ∈ Rat2 et
σ1 = α+β+γ, σ2 = αβ+αγ+βγ et σ3 = αβγ les fonctions symétriques de ces multiplicateurs.
La formule de l’indice holomorphe donne (voir [Mi1], Lemme 3.1) :
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Lemme 1.7 La seule relation vérifiée par les fonctions symétriques σi est σ3 = σ1 − 2. En
particulier, l’application [f ] ∈M2 /−→ (σ1,σ2) ∈ C2 est un isomorphisme canonique.
Puisque les multiplicateurs des cycles d’une fraction rationnelle sont invariants par conju-
gaison par une transformation de Moebius, les polynômes pn(λ, w) définis à la section 1.1.3
descendent à M2. On peut donc toujours définir les courbes Pern(w) dans M2. Via cette iden-
tification à C2, on peut voir les pn(λ, w) comme des polynmes de C2 × C.
Pour étudier les courbes Pern(w) pour n ≥ 2, il est utile de compactifierM2. Le Lemme 1.7,
donne une compactification projective naturelle de M2 via l’injection :
[f ] ∈M2 ! " !! [σ1 : σ2 : 1] ∈ P2 .
On note L∞ la droite à l’infini de M2 dans cette paramétrisation, c’est-à-dire
L∞ = {[σ1 : σ2 : 0] ∈ P2 / (σ1,σ2) ∈ C2 \ {0}}.
Dans cette compactification, les courbes Pern(w) se prolongent en des courbes algébriques
de P2. Milnor a décrit leur comportement à l’infini (voir [Mi1] Lemmes 3.4 et 4.1 et Théorème
4.2) :
Proposition 1.8 (Milnor) 1. Pour tout w ∈ C la courbe Per1(w) est une droite de P2 dont
l’équation dans C2 est (w2 +1)λ1−wλ2− (w3 +2) = 0 et qui intersecte la droite à l’infini
L∞ au point [w : w2 + 1 : 0]. En particulier, la courbe Per1(0) des polynmes quadratiques
est la droite verticale {λ1 = 2} et son point à l’infini est [0 : 1 : 0].
2. Pour tout n ≥ 2 et tout w ∈ C la courbe Pern(w) est une courbe algébrique de P2 de
degré égal au nombre d(n) de composantes hyperboliques de période n de l’ensemble de
Mandelbrot, qui peut être défini par récurrence par
2n−1 =
∑
m|n
d(m), pour tout n ≥ 1.
De plus, l’intersection Pern(w) ∩ L∞ est contenue dans l’ensemble {[1 : u+ 1/u : 0] ∈ P2
/ uq = 1 avec q ≤ n}.
Golberg et Keen (voir [GK] Section 1) ont montré comment l’ensemble de Mandelbrot déter-
mine le lieu de connexité pour les fractions rationnelles de degré 2 ayant un point fixe attractif.
Bassanelli et Berteloot ont donné une démonstration de ce résultat basée sur les propriétés de
l’exposant de Lyapounov (voir [BB2] Théorème 5.4).
Théorème 1.9 (Goldberg-Keen, Bassanelli-Berteloot) Il existe un mouvement holomor-
phe σ : D × Per1(0) −→ P2 tel que Mt := σ({t} ×M) " Per1(t) ∩ C2 est le lieu de connexité
de la droite Per1(t). Par ailleurs, si |w| ≤ 1, si n ≥ 1 et si c0 ∈ Per1(0) ∩ Pern(w), alors
σ(t, c0) ∈ Per1(t) ∩ Pern(w).
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Notons ♥ la cardioïde principale de l’ensemble de Mandelbrot et Lp/q le membre p/q de M,
c’est-à-dire la composante connexe de M \♥ qui intersecte ∂♥ au paramètre cp/q ∈ C pour
lequel pcp/q(z) = z2 + cp/q a un point fixe parabolique de multiplicateur e2ipip/q (voir [Bra] page
84). Alors l’ensemble de Mandelbrot se décompose sous la forme :
M = ♥ ∪ ⋃
1≤p≤q
p∧q=1
Lp/q.
Notons dp/q(n) le nombre de composantes hyperboliques de Lp/q de période n et posons
Dp/q(n) =
{
dp/q(n) si p/q = 1/2,
2dp/q(n) sinon.
Pour 1 ≤ p ≤ q/2 avec p ∧ q = 1, on pose
∞p/q := [1 : 2 cos(2pip/q) : 0].
En utilisant entre autres le mouvement holomorphe de Per1(0) donné par le Théorème 1.9,
Epstein [Eps1] a déterminé de façon précise l’intersection de Pern(w) avec la droite L∞. Son
résultat peut être reformulé comme suit :
Proposition 1.10 (Epstein) Pour tout w ∈ C et tout n ≥ 2, on a
[Pern(w)] ∧ [L∞] =
∑
1≤p≤q/2≤n/2
p∧q=1
ν([Pern(w)],∞p/q)δ∞p/q =
∑
1≤p≤q/2≤n/2
p∧q=1
Dp/q(n)δ∞p/q ,
où ν([Pern(w)],∞p/q) désigne le nombre de Lelong de [Pern(w)] en ∞p/q (voir section 1.3.1).
En particulier, la courbe Pern(w) n’intersecte L∞ qu’aux points ∞p/q.
1.2 Dimension hyperbolique d’une fraction rationnelle.
1.2.1 Ensembles hyperboliques.
Définition 1.3 Soient f ∈ Ratd et E ⊂ P1 un ensemble f -invariant. On dit que E est f -
hyperbolique s’il existe des constantes C > 0 et α > 1 telles que |(fn)′(z)| ≥ Cαn pour z ∈ E
et n ≥ 0,
Un compact f -hyperbolique est aussi dit expansif pour f , puisqu’on peut montrer que f est
dilatante sur E (voir [dMvS] Lemme 2.1 page 220) :
Proposition 1.11 Soient f ∈ Ratd et E ⊂ P1 un compact f -invariant. E est f -hyperbolique
si et seulement si pour une métrique appropriée sur P1, il existe une constante K > 1 telle que
|f ′(z)| ≥ K pour tout z ∈ E. On dit que K est une constante d’hyperbolicité de E.
Exemple 1.7 Soit f ∈ Ratd une fracton rationnelle hyperbolique. Alors Jf est un compact
f -hyperbolique. En particulier, le cercle unité S1 est un ensemble hyperbolique pour f(z) = z2.
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Rappelons qu’un répulseur conforme est un triplet ({Ui}1≤i≤N ,U , g), où U est les Ui sont des
disques topologiques, ⋃1≤i≤N Ui " U et g : Ui −→ U est un biholomorphisme. Un tel répulseur
conforme pour lequel g : Ui −→ U coïncide avec une certaine itérée de f ∈ Ratd permet de
construire un ensemble de Cantor f -hyperbolique. Rappelons que l’ensemble postcritique de f
est défini par Pf := {fn(c) / n ≥ 1, c ∈ C(f)}.
Lemme 1.12 Soient f ∈ Ratd une fraction rationnelle et Pf := {fn(c) / c ∈ C(f) et n ≥ 0}.
Supposons que Jf .⊂ Pf . Alors il existe un ensemble de Cantor E0 ⊂ Jf qui est f -hyperbolique.
Démonstration : Puisque les cycles répulsifs de f sont denses dans Jf et puisque Jf .⊂ Pf ,
il existe un cycle répulsif C = {z0, . . . , f q−1(z0)} de f de périodie q ≥ 2 vérifiant C ∩ Pf = ∅.
Soit Di un disque centré en zi := f i(z0) pour 0 ≤ i ≤ q− 1. Puisque zi est un point fixe répulsif
de f q, on peut prendre Di assez petit pour que d(Di,Pf ) > 0, Di " f q(Di) et f q est injective
sur Di. Il est par ailleurs bien connu que
⋃
n≥0
fnq(Di) = P1 \ E(f). Il existe donc ni ≥ 1 tel que⋃
0≤j≤q−1
Dj " fniq(Di).
zi
fniq
z1
z2
Di Jf
∼
Figure 1.1 – dynamique de fniq sur les Di.
On définit alors une application holomorphe g : ⋃0≤j≤q−1Dj −→ Ω := ⋃0≤j≤q−1 fnjq(Dj) en
posant g(z) := fniq(z) lorsque z ∈ Di. Par définition de g on a g−1(⋃0≤j≤q−1Dj) ⊂ ⋃0≤j≤q−1Dj
et, puisque Di est un disque qui évite Pf , l’application g : g−1(⋃0≤j≤q−1Dj) −→ ⋃0≤j≤q−1Di
définit un répusleur conforme. Son ensemble limite est donné par :
E1 :=
⋂
i≥0
g−i(
⋃
0≤j≤q−1
Dj).
Il s’agit d’un compact non-vide de ⋃0≤j≤q−1Dj. Montrons qu’il s’agit bien d’un ensemble de
Cantor. Pour cela on va montrer que l’application suivante est une bijection :
τ : E1 −→ {0, . . . , q − 1}N
z /−→ (τ0(z), τ1(z), . . . , τn(z), . . .)
où 1 ≤ τn(z) ≤ q est défini par gn(z) ∈ Dτn(z). La suite τ(z) = (τ0(z), τ1(z), . . .) décrit l’« his-
toire »de z dans D0 ∪ · · · ∪ Dq−1. On peut montrer par récurrence que pour tout n ≥ 0, tout
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a0, . . . , an ∈ {0, . . . , q − 1} et tout z0 ∈ Dan il existe x ∈ Da0 tel que fnaiq ◦ · · · ◦ fna0q(x) ∈ Dai
pour 0 ≤ i ≤ n et tel que fnanq ◦ · · · ◦ fna0q(x) = z0.
Il est alors clair que l’application τ est surjective et que pour tout a ∈ {0, . . . , q − 1}N,
l’ensemble τ−1{a} est une composante connexe de E1. Par ailleurs, si C est une composante
connexe de E1, pour tout n ≥ 0 il existe 0 ≤ in, jn ≤ q − 1 tel que C est contenu dans une
composante connexe de g−n(Djn)∩Din . Comme les zi sont répulsifs, il existe α ∈ C avec |α| > 1
tel que g se comporte comme la multiplication par β avec |β| ≥ |α| sur Di. Le diamètre d’une
composante connexe de g−n(Djn) ∩ Din est donc comparable à |α|−ndiam Djn = 2δ|α|−n. Par
conséquent le diamètre de C est nul et τ est bijective. L’ensemble E1 étant un Cantor fN -
invariant, on définit un ensemble de Cantor f -invariant en posant pour N = max(niq) :
E0 :=
N−1⋃
j=0
f j(E1).
Par construction, E0 ⊂ Jf \Pf . En particulier, il évite C(f) et les cycles paraboliques éventuels
de f . Un théorème de Mañé stipule alors que E0 est un ensemble f -hyperbolique (voir [ST]
Théorème 1.2 page 266). !
Rappelons que E ⊂ P1 est dit homogène si pour tout z ∈ E et tout voisinage V de z dans
P1, dimH(E ∩ V ) = dimH(E). La définition suivante a été donnée par Shishikura [Sh] :
Définition 1.4 La dimension hyperbolique d’une fraction rationnelle f ∈ Ratd, notée dimhyp(f),
est définie par dimhyp(f) := sup{dimH(E) / E est un compact f -hyperbolique homogène}.
1.2.2 Formalisme thermodynamique.
McMullen a montré à l’aide du formalisme thermodynamique que lorsque f est géométri-
quement finie, c’est-à-dire lorsque {fn(c) / c ∈ C(f) ∩ Jf et n ≥ 0} est un ensemble fini, alors
dimhyp(f) = dimH(Jf ) (voir [Mc2], Théorème 6.1). Rappelons que si f ∈ Ratd et z ∈ P1,
l’ensemble omega limite ω(z) de z est donné par ω(z) = ⋂n≥0 {fk(z) / k > n}. En adaptant son
argument et en utilisant un Lemme d’Urbanski, on peut montrer le résultat suivant :
Proposition 1.13 Soit f ∈ Ratd une fraction rationnelle. Supposons que ω(c)∩C(f) = ∅ pour
tout c ∈ C(f) ∩ Jf et que f n’a pas de cycles paraboliques. Alors dimhyp(f) = dimH(Jf ).
La démonstration de la Proposition 1.13 nécessite la notion d’ensemble de Julia radial :
Définition 1.5 Soit f ∈ Ratd. On dit que x est radial pour f s’il existe r > 0 tel que pour tout
- > 0 il existe un voisinage U de x et n ≥ 1 tels que diam(U) < - et fn : U ∼−→ D(fn(x), r) est
un homéomorphisme. On note Jradf l’ensemble des points radiaux de f et on l’appelle ensemble
de Julia radial de f .
La première chose à remarquer est que Jradf ⊂ Jf . Grâce au formalisme thermodynamique,
on peut montrer que dimH(Jradf ) = dimhyp(f) et que :
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dimH(Jradf ) = sup{dimH(E) / E est un compact f -hyperbolique}
(voir [Mc2], Théorème 1.1 et [PRLS] Théorème A). Pour prouver la Proposition 1.13, il suffit
donc de montrer que, lorsque ω(c) ∩ C(f) = ∅ pour tout c ∈ C(f) ∩ Jf et f n’a pas de cycles
paraboliques, alors dimH(Jradf ) = dimH(Jf ).
Par définition, Jradf ⊂ Jf \
⋃
n≥0 f−n
(Jf ∩ C(f)). Pour z ∈ Jf , on note C(z) := {c ∈
C(f) ∩ Jf / c ∈ ω(z)}. La Proposition suivante dûe à Urbanski (voir [U] Proposition 6.1) peut
être reformulée comme suit : si ω(c) ∩ C(f) = ∅ pour tout c ∈ Jf ∩ C(f) et si f ne posséde
aucun cycle parabolique, alors Jf \ ⋃n≥0 f−n(Jf ∩ C(f)) ⊂ Jradf . En particulier, cela signifie
que Jf \ Jradf est dénombrable et que dimH(Jradf ) = dimH(Jf ).
Proposition 1.14 (Urbański) Soit f ∈ Ratd. Supposons que z ∈ Jf \⋃n≥0 f−n(Jf ∩ C(f)),
alors il existe η(z) > 0, une suite d’entiers nj −→ +∞ et x ∈ ω(z) \ ω(C(z)) tels que :
1. limj→∞ fnj(z) = x,
2. fnj : U(z, fnj , η(z)) −→ D(fnj(z), η(z)) est un biholomorphisme,
3. limj→∞
∣∣(fnj)′(z)∣∣ = +∞ et limj→∞ diam(U(z, fnj , η(z))) = 0.
Démonstration : Commençons par remarquer que ω(z) .⊂ ω(C(z)) pour tout z ∈ Jf . En
effet, si ω(z) ⊂ ω(C(z)), alors C(z) .= ∅ et il existe c ∈ Jf ∩C(f) tel que c ∈ ω(z) ⊂ ω(C(z)). En
particulier c ∈ ω(C(z)) et il existe c′ ∈ C(z) ⊂ C(f)∩Jf tel que c ∈ ω(c′), ce qui est impossible
par l’hypothèse.
Fixons y ∈ ω(z) \ ω(C(z)) et posons η := dist(y,ω(C(z))/2 > 0, alors il existe un entier
k ≥ 0 et une suite d’entiers mj −→ +∞ tels que :
limj→∞ fmj (z) = y, (1.2.1)
D(fmj (z), η) ∩
(⋃
n≥k fn(C(z))
)
= ∅. (1.2.2)
Montrons maintenant qu’il existe η(z) > 0, tel que pour tout j assez grand,
U(z, fmj−k, η(z)) ∩ C(fmj−k) = ∅. (1.2.3)
Pour ce faire, supposons que 1.2.3 est faux. On peut alors trouver une suite ηi −→ 0 avec
0 < ηi < η et une sous-suite mji −→ +∞ de (mj)j≥1 telles que
U(z, fmji−k, ηi) ∩C(fmji−k) .= ∅
pour tout i ≥ 1. Choisissons c˜i ∈ U(z, fmji−k, ηi) ∩ C(fmji−k), alors il existe ci ∈ C(f) et
0 ≤ pi ≤ mji − k − 1 tels que fpi(c˜i) = ci. Quitte à extraire une sous-suite, on peut supposer
que ci = c est indépendant de i.
Comme ηi −→ 0 un Théorème de Mañé (voir [ST], Théorème 1.1 page 266) assure que
z = limi→∞ c˜i et puisque z /∈ ⋃n≥0 f−n(C(f) ∩ Jf ), cela donne limj→∞ pi = +∞. Le Théorème
de Mañé combiné au fait que fpi(c˜i) = c assurent que c ∈ C(z). L’assertion 1.2.2 nous donne
alors mji − pi < k, ce qui contredit le fait que pi ≤ mji − k − 1. On a donc bien montré 1.2.3.
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Pour conclure, il suffit de poser nj := mj − k et de choisir x ∈ f−k{y}. Puisque z ∈ Jf
et puisqu’il existe une suite de branches inverses f−njz : D(fnj(z), η(z)) −→ P1, toute valeur
d’adhérence de (f−njz )j≥1 est constante, ce qui montre que limj→∞
∣∣(fnj)′(z)∣∣ = +∞. D’après
le Théorème 14 de Koebe, cela signifie que, quitte à réduire η(z), diam(U(z, fnj , η(z))) −→ 0. !
1.2.3 Implosion parabolique.
Une fraction rationnelle f ∈ Ratd a un point n-périodique parabolique en z0 ∈ P1 si le mul-
tiplicateur (fn)′(z0) du cycle {z0, . . . , fn−1(z0)} est une racine de l’unité. Le bassin parabolique
de z0 est l’ensemble
Bf (z0) := {z ∈ P1 / les seules valeurs d’adhérence de (fn(z))n≥1 sont z0, . . . , fn−1(z0)}.
Le bassin parabolique immédiat de z0 est la réunion des composantes de Bf (z0) dont le bord
contient z0.
Soit pc(z) = z2 + c un polynôme quadratique possédant un point fixe parabolique, alors c ∈
∂♥ et Douady a observé que, si on approche le bord de la cardioïde tangentiellement, l’ensemble
de Julia ne varie pas continuement (voir [Do]). Cette discontinuité est liée à un phénomène appelé
implosion parabolique. Une compréhension approfondie des phénomènes d’implosion parabolique
permet de montrer le résultat suivant de Shishikura (voir [Sh] Théorème 2 et [T] Théorème 1.1) :
Théorème 1.15 (Shishikura) Soit (fλ)λ∈X une famille holomorphe de fractions rationnelles
de degré d. Supposons qu’il existe λ0 ∈ X pour lequel fλ0 possède un k-cycle parabolique non-
persistant {ζ, . . . , fk−1λ0 (ζ)} et que le bassin parabolique immédiat de ζ pour fkλ0 contient seulement
un point critique de fkλ0. Alors, pour tout - > 0, il existe λ1 ∈ X arbitrairement proche de λ0
pour lequel fλ possède un k-cycle neutre non-persistant et dimhyp(f) > 2− -.
Dans cette section, nous donnons les définitions et propriétés principales des outils utilisés
pour démontrer ce Théorème dans le cas des polynômes quadratiques. Nous donnons ensuite
une idée de sa démonstration en suivant [Z].
Coordonnées de Fatou et applications de cornes. Pour plus de simplicité, on traite le cas du
polynôme quadratique f(z) = z + z2. Le bassin immédiat de 0 contient le seul point critique de
f . On peut démontrer l’existence de coordonnées de Fatou sur des domaines bordés par 0 :
Proposition 1.16 (Coordonnées de Fatou) Il existe des ouverts U± (+ pour répulsif et −
pour attractif) tels que 0 ∈ ∂U±, f(U−) ⊂ U−, U+ ⊂ f(U+) et U+∩U− .= ∅ et deux applications
holomorphes injectives ϕ± : U± −→ C telles que
ϕ± ◦ f(z) = ϕ±(z) + 1
tant que z, f(z) ∈ U±. De plus, le applications ϕ± sont uniques à addition d’une constante près.
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La coordonnée de Fatou attractive ϕ− s’étend à un domaine maximal P− appelé pétal attractif
via l’équation fonctionnelle ϕ− ◦ f(z) = ϕ− + 1 et l’application ψ := (ϕ+)−1 s’étend en une
application surjective ψ : C −→ C. Par ailleurs, on peut définir une application H := ϕ−◦(ϕ+)−1
sur ϕ+(U+ ∩ U−).
Considérons un domaine fondamental U±/f de l’action de f sur U±. En identifiant les deux
composantes de son bord, on construit un cylindre infini biholomorphe à C/Z 3 C∗. D’après la
Proposition précédente, les applications ϕ± induisent des isomorphismes
ϕ˜± : U±/f ∼−→ C/Z
tels que ϕ˜±(w+1) = ϕ˜±(w) + 1. L’application H descend en un isomorphisme h d’un voisinage
V des bouts du cylindre C/Z appelé application de corne. De plus, via z /→ exp(2ipiz), h est
conjuguée à h˜ qui s’étend holomorphiquement en 0 par h˜(0) = 0 et h˜′(0) .= 0 et par h˜(∞) =∞
et h˜(∞)′ .= 0.
U−
U+
U−/f
U+/f
0
f
Figure 1.2 – Dynamique de f au voisinage de 0.
Applications de Lavaurs. On considère maintenant des perturbations de f de la forme
fε(z) := (1 + iε)f(z) = (1 + iε)(z + z2),
avec ε ∈ C. Si ε est proche de 0, alors fε a deux points fixes au voisinage de 0, comptés avec
multiplicité. Ces points fixes sont 0 et σ(ε) = −2iε(1 + o(1)) et un « passage » s’ouvre entre les
deux points fixes. Une telle perturbation est appelée implosion parabolique du polynôme f . Le
terme d’implosion vient du fait que lorsque ε est proche de 0, l’ensemble de Julia de fε contient
certaines décorations qui ne sont pas présentes lorsque ε = 0.
Fixons α ∈ C et considérons l’application de corne hα := tp(α) ◦ h, où p : C −→ C/Z est la
projection naturelle et tp(α) est la translation z /−→ z + p(α). Shishikura a montré que hα est
répulsive à un bout du cylindre C/Z. Lorsque l’on implose un point fixe parabolique, une famille
d’applications apparaissent : les applications de Lavaurs
gα := ψ ◦ tα ◦ ϕ−
qui sont définies sur P−. On peut les étendre à tout l’ensemble de Julia rempli de f par les
équations fonctionnelles ϕ− ◦ f = t1 ◦ϕ− et ψ ◦ t1 = f ◦ψ. Ces applications ont deux propriétés
essentielles :
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1. gα est conjuguée aux bouts du cylindre C/Z à l’application hα,
2. gα est une limite de grandes itérées de fε.
Théorème 1.17 (Shishikura) Supposons que ε tend vers 0 et qu’il existe un entier Nε tel que
Nε − piε −→ α ∈ C, alors fNεε converge uniformément localement vers l’application de Lavaurs
gα sur P−.
Construction d’un ensemble hyperbolique. L’idée est de construire un répulseur conforme
({Uj}1≤j≤N ,U , s), où les sj : Uj −→ U sont de grandes itérées de e2ipip/qf et d’une application de
Lavaurs gα associée à e2ipip/qf dont l’ensemble limite est de dimension de Hausdorff > 2q/(q+1).
Le Théorème 1.17 permet d’en construire un analogue pour des itérées de e2ipip/qfε avec ε proche
de 0. Son ensemble limite est alors e2ipip/qfε-hyperbolique et sa dimension de Hausdorff est encore
> 2q/(q + 1). Puisque f peut être approché par des polynômes e2ipip/qf avec q arbitrairement
grand, cette construction est suffisante.
Donnons une idée de la construction du répulseur conforme pour f . Fixons α ∈ C. Le bord
de P− contient une préimage z0 de 0. On note ζ ∈ C/Z le point correspondant à z0. Soit
Ω ⊂ C/Z le voisinage d’un des bouts sur lequel hα est répulsive et injective, alors ζ ∈ ∂Ω et
il existe ζ1 ∈ Ω ∩ h−1α {ζ} et soit ζn := h−(n−1)α (ζ1). Puisque hα est répulsive sur Ω, il existe un
voisinage W1 de ζ1 qui est envoyé par hα sur un voisinage W de ζ pour lequel (fk ◦ (ϕ˜+)−1)|W
est un isomorphisme sur un voisinage V de 0. Chaque ζn est dans un voisinage Wn pour lequel
hnα : Wn
∼−→ W . Finalement, ces Wn correspondent dans le plan dynamique à des ouverts
Vn,k contenus dans U+ ∩ U− et pour lesquels, lorsque cela a un sens, Vn,k+1 = f(Vn,k) et
Vn,k = gα(Vn+1,k). De plus, si n ≥ n0, les Vn,k sont relativement compacts dans V .
ζ1
ζn
hn−1α
hα
ζ
0
Vn,k
gα
f
V
V ∩ U+ ∩ U−
fk ◦ (ϕ˜+)−1
Ω
W
W1
Wn
Figure 1.3 – Construction d’un répulseur conforme.
On a donc construit un répulseur conforme ({Vn,k}n0≤n≤N,|k|≤'n, V, s), où s|Vn,k est une com-
posée d’itérées de f et de gα. Notons Xα son ensemble limite. La formule de Bowen (voir [Bo]
preuve du Lemme 10) stipule alors que :
dimH(Xα) ≥ log Card{(n, k)}
log
(
max
(n,k)
sup
z∈Vn,k
|s′n,k(z)|
) .
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Combiné à un contrôle des distorsions de f et gα, cela donne dimH(Xα) > 1 si N est assez
grand.
1.3 Les courants de bifurcation.
La théorie de Mañé-Sad-Sullivan peut s’écrire dans le langage des courants. Si (fλ)λ∈X est
une famille holomorphe de fractions rationnelles de degré d, on peut définir un (1, 1)-courant
positif fermé dont le support est le lieu de bifurcation. Une formule de DeMarco permet d’avoir
deux expressions distinctes pour ce courant, chacune d’entre elles détectant une bifurcation liée
à un phénomène différent. Pour un exposé détaillé sur la théorie pluripotentielle, on pourra
consulter [Dem], [DS] et [Sib].
1.3.1 Courants positifs.
Définition et exemples. Sur une variété complexe X de dimension dimCX = n on peut
définir des formes différentielles de bidegré (p, q) à coefficients complexes, qui s’écrivent u =∑
|I|=p,|J |=q uI,JdzI ∧ dzJ dans des cartes, ainsi que des opérateurs différentiels ∂ et ∂ respecti-
vement de type (1, 0) et (0, 1) et tels que d = ∂ + ∂. On note Dp,q(X) l’espace des (p, q)-formes
tests. L’espace des (p, q)-courants sur X est alors le dual topologique de Dn−p,n−q(X). Cet es-
pace s’identifie à l’espace des (p, q)-formes T = ∑|I|=p,|J |=q TI,JdzI ∧ dzJ , où les TI,J sont des
distributions. Remarquons que le produit extérieur permet de voir une (p, q) forme comme un
(p, q)-courant.
Une (p, p)-forme u est dite fortement positive si pour toutes (1, 0)-formes α1, . . . ,αn−p, la
forme volume u ∧ iα1 ∧ α1 ∧ · · · ∧ iαn−p ∧ αn−p est positive. Une (p, p)-forme u est dite positive
si pour toute (n − p, n− p)-forme fortement positve v, la forme volume u ∧ v est positive. Ceci
signifie que u est positive si et seulement si sa restriction u|V à toute sous-variété complexe
V ⊂ X de dimension p est une forme volume positive sur V .
Définition 1.6 Un (p, p)-courant T sur X est positif si T ∧ u est une mesure positive pour
toute forme fortement positive u ∈ Dn−p,n−p(X).
Un forme positive est donc un courant positif. La positivité est une propriété locale. De
plus, si T = ∑|I|=|J |=p TI,JdzI ∧ dzJ est un courant positif, alors les TI,J sont des mesures
complexes. Notons dc := 12ipi (∂− ∂) de sorte que ddc = ipi∂∂ et ∆ le laplacien normalisé de sorte
que ∆ log |z| = δ0. La mesure trace σT de T est la mesure définie par σT = 1(n−p)!T ∧ βn−p, où
dans des cartes, β := ddc‖z‖2. Si T est un courant positif, les valeurs absolues |TI,J | des TI,J
vérifient |TI,J | ≤ 2pσT .
Exemple 1.8
1. Soit V un ensemble analytique de dimension p de X et soit Vsing sa partie singulière. On
définit un (n− p, n− p)-courant en posant :
〈[V ],α〉 :=
∫
V \Vsing
α, pour α ∈ Dp,p(X).
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Un Théorème de Lelong stipule que [V ] est un (p, p)-courant positif fermé sur X. Le
(p, p)-courant positif fermé [V ] est appelé courant d’intégration sur V .
2. Soit E ⊂ C un fermé et soit h : D × E −→ C un mouvement holomorphe de E. On note
Dz := h(D × {z}), alors il s’agit d’une courbe analytique de D× C. Soit µ une mesure de
probabilité supportée par E, alors le courant :
T :=
∫
E
[Dz]dµ(z)
est un (1, 1)-courant positif fermé sur D× C.
Fonctions plurisousharmoniques. Soit ϕ : X −→ [−∞,+∞[ une fonction scs et L1loc sur X,
alors ddcϕ = ipi
∑
1≤j,k≤n
∂2ϕ
∂zi∂zk
dzj ∧ dzk, où les dérivées sont prises au sens des distributions, et
ddcϕ est un (1, 1)-courant positif fermé si et seulement si la matrice hermitienne (∂2ϕ/∂zj∂zk)j,k
est positive.
Définition 1.7 On dit que ϕ : X −→ [−∞,+∞[ est une fonction plurisousharmonique, (p.s.h)
si ϕ est scs, si ϕ .≡ −∞ et si ddcϕ est un (1, 1)-courant positif fermé.
Cette notion est la généralisation naturelle, dans le cas complexe, de la notion de fonction
convexe. En dimension 1 complexe, cela correspond au fait que ∆ϕ est une mesure positive. On
peut montrer que ϕ est p.s.h sur X si et seulement si ϕ est scs, ϕ .≡ −∞ et ϕ vérifie l’inégalité
de moyenne :
ϕ ◦ h(0) ≤ 12pi
∫ 2pi
0
ϕ ◦ h(reiθ)dθ
pour tout disque holomorphe h : D −→ X et tout 0 < r < 1, ce qui signifie que ϕ est sou-
sharmonique le long de tout disque holomorphe de X. On dit aussi que ϕ est pluriharmonique
si ddcϕ = 0, ce qui équivaut à l’harmonicité de ϕ le long des disques holomorphes. On note
PSH(X) l’espace des fonctions p.s.h sur X. On peut montrer que :
1. PSH(X) est un cône convexe stable par limite décroissante et enveloppe supérieure d’une
suite de fonctions p.s.h,
2. si F : Y −→ X est holomorphe et ϕ ∈ PSH(X), alors ϕ ◦ F ∈ PSH(Y ),
3. les fonctions de la forme ϕ := ∑1≤k≤m αk log |fk| avec αk > 0 et fk holomorphe sur X
sont p.s.h. De plus, ddcϕ =∑1≤k≤m αk[Vk], où [Vk] = ddc log |fk|.
4. si (ϕj) est une suite localement uniformément majorée de fonctions p.s.h, alors soit (ϕj)
converge localement uniformément vers −∞, soit (ϕj) admet une sous-suite qui converge
dans L1loc(X) vers une fonction p.s.h.
5. si T est un (1, 1)-courant positif fermé sur X, alors pour tout z0 ∈ X il existe un voisinage
Ω ⊂ X de z0 et u ∈ PSH(Ω) telle que T = ddcu sur Ω.
Exemple 1.9 Soit ω2 la forme de Fubini-Study sur P2, c’est-à-dire la forme définie par pi∗ω2 =
ddc log ‖ · ‖, où pi : C3 \ {0} −→ P2 est la projection naturelle. Soit [z0 : z1 : z2] des coordonnés
homogènes sur P2. Alors dans la carte z0 .= 0, on a ω2 = 12ddc log(1 + |z1|2 + |z2|2).
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On dit que E ⊂ X est pluripolaire complet si pour tout z0 ∈ E, il existe un voisinage Ω ⊂ X
de z0 et une fonction u ∈ PSH(Ω) telle que E ∩ Ω = {z ∈ Ω / u(z) = −∞} et u .≡ −∞. En
particulier, une réunion dénombrable d’ensembles analytiques est pluripolaire.
Théorème 1.18 (Skoda-El Mir) Soient E ⊂ X un ensemble pluripolaire complet et T un
(p, p)-courant positif fermé sur X\E. Supposons que T est localement de masse finie au voisinage
de tout point de E, c’est-à-dire que pour tout z ∈ E il existe un voisinage Ω ⊂ X de z tel que
σT (Ω\E) < +∞. Alors l’extension triviale T˜ de T à X obtenue en prolongeant les mesures TI,J
par 0 sur E est encore un courant fermé.
Intersection de courants positifs. Soient u ∈ PSH(X) et T un (p, p)-courant positif fermé.
Lorsque u est C∞ et T est une forme lisse, le produit ddcu∧ T a un sens et ddcu∧ T = ddc(uT ).
On veut généraliser cette définition dans le cas où u et T ne sont pas lisses. A priori, ddcu ∧ T
n’est pas bien défini, puisque ddcu et T sont des courants à coefficients mesures et que le produit
de deux mesures n’a en général pas de sens. Lorsque u est localement bornée, puisque T est à
coefficients mesures, le courant uT est bien défini et Bedford et Taylor ont défini ddcu ∧ T par
ddcu ∧ T := ddc(uT ).
Il s’agit d’un (p + 1, p + 1)-courant positif fermé. Etant données q fonctions p.s.h localement
bornées sur X, avec q+p ≤ n, on peut définir par récurrence le produit de ddcu1, . . . , ddcuq avec
T en posant ddcu1 ∧ · · · ddcuq ∧ T := ddc(u1ddcu2 ∧ · · · ∧ ddcuq ∧ T ).
Lorsque les fonctions uj ne sont pas localement bornées, sous certaines conditions, le produit
ddcu1∧· · ·∧ddcuq∧T est toujours bien défini. Notons S(uj) est l’ensemble des points au voisinage
desquels uj n’est pas minorée. Les deux conditions suivantes sont suffisantes pour que ce produit
soit bien défini (voir [Dem] Chapitre III section 4) :
1. siX admet un recouvrement par des ouverts Stein Ω pour lesquels ∂Ω∩S(uj)∩supp(T ) = ∅,
2. H2(n−p)−2m+1(S(uj1) ∩ · · · ∩ S(ujm) ∩ supp(T )) = 0 pour tout choix d’indices j1 < · · · <
jm de {1, . . . , q}, où H2(n−p)−2m+1 est la mesure de Hausdorff (2(n − p) − 2m + 1)-
dimensionnelle.
Exemple 1.10 Intersection de courants d’intégration : Supposons que uj := log |fj|, où
fj est holomorphe sur X, et notons Hj l’hypersurface {fj = 0}. Supposons par ailleurs que
codim H1 ∩ H2 = 2 et notons C1, . . . CN les composantes irréductibles de H1 ∩ H2. Alors le
(2, 2)-courant [H1] ∧ [H2] est bien défini et il existe des entiers mj tels que :
[H1] ∧ [H2] =
N∑
j=1
mj[Cj ].
Plus généralement, lorsque des ensembles analytiques H1, . . . ,Hq s’intersectent proprement, le
courant [H1] ∧ · · · ∧ [Hq] peut être défini de façon similaire.
Cet exemple nous amène à appeler intersection de T et S le courant T ∧ S lorsque celui-ci
est bien défini. Remarquons finalement que, lorsque T ∧ S est bien défini,
supp(T ∧ S) ⊂ supp(T ) ∩ supp(S).
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Nombres de Lelong.
Définition 1.8 Soit T un (n−p, n−p)-courant positif fermé sur Ω ⊂ Cn. Le nombre de Lelong
de T en z0 est défini par ν(T, z0) := lim
r→0
σT (B(z0, r))
pipr2p/p! .
Lorsque T = ddcu, avec u ∈ PSH(Ω) et u(z0) = −∞ pour un certain z0 ∈ Ω, on peut
voir que le nombre de Lelong ν(T, z0) vaut ν(T, z0) = lim infz→z0 ϕ(z)/ log ‖z − z0‖. Il s’agit
également du plus grand nombre réel γ ≥ 0 pour lequel u(z) ≤ γ log ‖z−z0‖+O(1) au voisinage
de z0.
Exemple 1.11 Soit [A] le courant d’intégration sur un ensemble analytique A de codimension
p. On a alors ν([A], z) = 0 si et seulement si z /∈ A, ν([A], z) = 1 si z ∈ A et si A est lisse en z.
De plus, un Théorème de Thie stipule que ν([A], z) est la multiplicité de A au point z.
Si Tn est une suite de (p, p)-courants positifs fermés sur Ω ⊂ Cn qui converge vers un (p, p)-
courant positif fermé T , alors pour tout a ∈ Ω,
ν(T, a) ≥ lim supn→∞ ν(Tn, a)
(voir [Dem] Proposition 5.13 page 161). De plus, une comparaison des nombres de Lelong de
deux courants est possible lorsque l’on peut comparer leurs potentiels (voir [Dem] Théorème 7.8
page 169) :
Théorème 1.19 (comparaison) Soient u et v deux fonctions p.s.h intersectables avec un cou-
rant T . Supposons que u(z0) = v(z0) = −∞ et z0 ∈ supp(T ). Supposons par ailleurs que
l := lim supz→z0,z *=z0 v(z)/u(z) < +∞, alors
ν(ddcu ∧ T, z0) ≤ lν(ddcv ∧ T, z0).
De plus, ν(ddcu, z0)ν(T, z0) ≤ ν(ddcu ∧ T, z0).
1.3.2 Fonction de Green, mesure de Green et exposant de Lyapounov.
Rappelons que toute fraction rationnelle f de degré d est induite sur P1 par un endo-
morphisme polynomial F : C2 −→ C2 homogène de degré d non-dégénérée. Autrement dit
F (tz1, tz2) = tdF (z1, z2) pour tout t ∈ C et tout (z1, z2) ∈ C2 et F−1{0} = {0}.
C2 \ {0} F !!
pi
""
C2 \ {0}
pi
""
P1 f
!! P1.
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En effet, si f = p/q avec p et q sans zéros communs et q .= 0, on peut poser F1(z1, z2) = zd2p(z1/z2)
et F2(z1, z2) = zd2q(z1/z2). On note Hd l’espace des endomorphismes polynomiaux homogènes
non-dégénérés de degré d de C2. On peut identifier Hd à un ouvert de C2d+2, via l’application
(a0, . . . , ad, b0, . . . , bd) !!
(
d∑
j=0
ajz
j
1z
d−j
2 ,
d∑
j=0
bjz
j
1z
d−j
2
)
.
Notons Σd :=
{
Rés
(
d∑
j=0
ajz
j
1z
d−j
2 ,
d∑
j=0
bjz
j
1z
d−j
2
)
= 0
}
. On peut remarquer que F ∈ Hd si et
seulement si (a0, . . . , ad, b0, . . . , bd) /∈ Σd. On peut donc identifier Ratd à un ouvert de Zariski de
P2d+1, via l’identification Ratd = pid(Hd) = P2d+1 \pid(Σd), où pid : C2d+2 −→ P2d+1 la projection
canonique.
Considérons F ∈ Hd(C2) et posons Gn,F (z) := d−n log ‖Fn(z)‖ pour z ∈ C2 \{0} et n ≥ 1 et
GF (z) := lim
n→∞Gn,F (z). La Proposition suivante regroupe les principales propriétés de la fonc-
tion GF (z) (voir [Sib] Théorèmes 1.6.1 et 1.6.5 ou [BB1] Proposition 1.2). Nous n’en donnerons
pas la démonstration.
Proposition 1.20 1. Pour tout compact K ⊂ Hd(C2), la suite Gn,F (z) converge uniformé-
ment vers GF (z) sur K×(C2 \{0}). En particulier, la fonction GF (z) est p.s.h et continue
sur Hd(C2)× (C2 \ {0}). Elle vérifie les propriétés d’homogénéité :
GF (tz) = log |t|+GF (z), pour t ∈ C∗ et z ∈ C2,
GλF (z) = GF (z) + 1d log |λ| pour λ ∈ C∗ et et z ∈ C2,
ainsi que l’équation fonctionnelle :
GF ◦ F = dGF .
2. La fonction GF (z) est Hölder continue sur tout compact de Hd(C2)× (C2 \ {0}).
Définition 1.9 La fonction GF est la fonction de Green de F .
Considérons maintenant f ∈ Ratd la fraction rationnelle induite par F et µf la mesure sur
P1 définie par pi∗µf = ddcGF . La mesure µf ne dépend que de f .
Définition 1.10 La mesure µf est appelée mesure de Green de la fraction rationnelle f .
On peut également construire µf de la manière suivante : on définit une suite gn de fonctions
ω-sousharmoniques sur P1, c’est-à-dire telles que ω+∆gn ≥ 0, par g0 ◦pi(w) = d−1 log ‖F (w)‖−
log ‖w‖ pour w ∈ C2 \ {0} et gn := g0 + d−1gn−1 ◦ f . La suite gn converge dans L1loc vers une
fonction gf qui est appelée fonction de Green de f . Elle vérifie
20 1. Préliminaires.
1. gf − d−1gf ◦ f = g0,
2. gf ◦ pi = GF − log ‖ · ‖,
3. µf = ω +∆gf .
Voici quelques propriétés de la mesure µf que nous utiliserons ultérieurement (voir [DS]) :
Proposition 1.21 Soient f ∈ Ratd et µf sa mesure de Green. Alors :
1. supp(µf ) = Jf ,
2. f∗µf = dµf et f∗µf = µf ,
3. µf est mélangeante. En particulier, elle est ergodique.
La mesure de Green µf est aussi la mesure d’entropie maximale de f (voir [Lj] et [Mañ]).
Nous n’utiliserons pas cette propriété.
Nous sommes maintenant en mesure de définir l’exposant de Lyapounov d’une fraction ra-
tionnelle. Soit | · | une métrique sur P1. Pour f ∈ Ratd on pose
L(f) :=
∫
P1
log |f ′|dµf .
Puisque la mesure µf possède des potentiels locaux continus, on a log |f ′| ∈ L1(µf ) et il s’agit
d’un nombre réel qui ne dépend pas du choix de la métrique. Le Théorème ergodique de Birkhoff
montre que L(f) est le taux de croissance exponentielle de f le long d’une orbite type pour la
mesure µf et l’inégalité de Margulis-Ruelle assure que L(f) ≥ 12 log d. Le nombre L(f) est
l’exposant de Lyapounov de f par rapport à sa mesure d’entropie maximale. Nous aurons besoin
dans la suite du résultat suivant (voir [BDM] pour les endomorphismes de Pk et [Be] ou [O] pour
les fractions rationnelles) :
Théorème 1.22 Soient f ∈ Ratd, µf sa mesure de Green et L(f) l’exposant de Lyapounov de
f par rapport à µf . Alors
L(f) = lim
n→∞
1
ndn
∑
x∈Rn(f)
log |(fn)′(x)| = lim
n→∞
1
dn
∑
x∈Rn(f)
log |f ′(x)|,
où Rn(f) = {x ∈ P1 / x est n-périodique et |(fn)′(x)| > 1}.
1.3.3 Formule de DeMarco et courant de bifurcation.
Dans tout ce qui va suivre, la formule de DeMarco (voir [DeM] Corollaire 1.6 ou [BB1]
Théorème 3.1) joue un rôle fondamental. Elle nous permettra de définir le courant de bifurcation
d’une famille holomorphe de fractions rationnelles :
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Théorème 1.23 (Formule de DeMarco) Soit f ∈ Ratd une fraction rationnelle. Soient F
un relevé polynomial homogène non-dégénéré de degré d de f et c˜1, . . . , c˜2d−2 ∈ C2 \ {0} tels que
detDzF =
∏2d−2
j=1 c˜j ∧ z. Alors :
L(f) + log d =
2d−2∑
j=1
GF (c˜j)− 2d log |Rés(F )|.
Démonstration : Nous donnons ici la démonstration dans le cas d’un polynôme unitaire p
de degré d de la formule de Przytycki (voir [Pr] Proposition 4), dont la formule de DeMarco est
une généralisation. La formule de Przytycki s’écrit :
L(p) = log d+
d−1∑
j=1
gp(cj),
où gp(z) := limn→∞ d−n log+ |pn(z)| vérifie GP = gp ◦ pi et c1, . . . , cd−1 sont les points critiques
de p comptés avec multiplicités. Rappelons que dans le cas d’un polynôme, µp = ∆gp (voir [St]
Section I.5 page 14 et Section 6.1 page 147). Par définition de L(p) on a
L(p) =
∫
C
log |p′|µp =
∫
C
log |d
d−1∏
j=1
(z − cj)|µp = log d+
d−1∑
j=1
∫
C
log |z − cj |µp.
Par ailleurs, en effectuant une double intégration par parties, on trouve :∫
C
log |z − cj |µp =
∫
C
log |z − cj |∆gp =
∫
C
gp∆ log |z − cj| = gp(cj)
et la formule est démontrée pour un polynôme. !
Soit (fλ)λ∈X une famille holomorphe de fractions rationnelles de degré d. La fonction
L : X −→ R
λ /−→ L(λ) := L(fλ)
est appelée fonction de Lyapounov de la famille (fλ)λ∈X .
Lorsque (fλ)λ∈X est une famille holomorphe de fractions rationnelles de degré d, on note
Gλ := GFλ la fonction de Green de Fλ. Dans le cas particulier d’une famille holomorphe munie
de 2d− 2 points critiques marqués, le Théorème 1.23 permet d’établir le fait suivant (voir [BB1]
Corollaire 3.3 et Corollaire 3.4) :
Corollaire 1.24 Soit (fλ)λ∈X une famille holomorphe munie de 2d − 2 points critiques mar-
qués. Supposons qu’il existe une famille holomorphe (Fλ)λ∈X de relevés polynomiaux de la fa-
mille (fλ)λ∈X . Supposons aussi que les 2d − 2 points critiques marqués admettent des relevés
holomorphes c˜j : X −→ C2 \ {0} pour lesquels detDzFλ = ∏2d−2j=1 c˜j(λ) ∧ z. Alors
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1. ddcL(λ) =
2d−2∑
j=1
ddcGλ(c˜j(λ)),
2. la fonction de Lyapounov de (fλ)λ∈X est une fonction p.s.h et Hölder continue sur X.
Nous pouvons maintenant définir le courant de bifurcation d’une famille holomorphe :
Définition 1.11 Le courant de bifurcation de la famille (fλ)λ∈X est le (1, 1)-courant positif
fermé sur X dont L est le potentiel :
Tbif := ddcL(λ).
La formule de DeMarco apporte un point de vue potentialiste sur la théorie de Mañé-Sad-
Sullivan. D’un côté, la fonction de Lyapounov permet de détecter un phénomène de bifurcation
lié à l’instabilité des cycles répulsifs ou neutres. D’un autre côté, la fonction de Green évaluée
aux points critiques permet de détecter une bifurcation liée à l’instabilité d’une ou de plusieurs
orbites critiques. C’est à travers le Corollaire 1.24 que l’on peut établir un lien entre le courant
Tbif et le lieu de bifurcation de la famille (fλ)λ∈X (voir [DeM] Théorème 1.1, [BB1] Théorème
5.2 ou [DF] Théorème 3.2) :
Théorème 1.25 (DeMarco) Soit (fλ)λ∈X une famille holomorphe de fractions rationnelles
de degré d. Le support de Tbif coïncide avec le lieu de bifurcation de la famille (fλ)λ∈X au sens
de Mañé-Sad-Sullivan.
Démonstration : On se place sous les hypothèses du Corollaire 1.24. Puisque le lieu de
bifurcation est la réunion des lieux d’activité des cj , il suffit de vérifier que supp(ddcGλ(c˜j(λ)))
est le lieu d’activité de cj .
Soit B ⊂ X une boule sur laquelle Gλ(c˜j(λ)) est pluriharmonique. Il existe alors une fonction
holomorphe hj : B −→ C∗ telle que Gλ(c˜j(λ)) = log |hj(λ)|. Remplaçons c˜j(λ) par c˜j(λ)/hj(λ).
D’après la propriété d’homogénéité de la fonction de Green, on a Gλ(c˜j(λ)) ≡ 0. Le point 1 de
la Proposition 1.20 donne alors {Fnλ (c˜j(λ)) / n ≥ 1} ⊂ G−1λ {0} pour λ ∈ B. La fonction de
Green étant continue en (λ, z), pour toute boule B′ " B il existe un compact K ⊂ C2 \ {0}
tel que G−1λ {0} ⊂ K pour λ ∈ B′. Le Théorème de Montel permet d’en déduire que la suite
(fnλ (cj(λ)))n≥1 est normale sur B′ pour tout 1 ≤ j ≤ 2d− 2, c’est-à-dire que cj est passif sur B.
Supposons maintenant que cj est passif sur B. Il existe alors une suite extraite fnkλ (cj(λ))
qui converge localement uniformément sur B vers une application holomorphe h : B −→ P1. De
plus, on peut trouver une section σ de pi pour laquelle pi ◦ Fnλ ◦ σ ◦ cj(λ) = fnλ (cj(λ)) pour tout
λ ∈ B et des fonctions holomorphes tn : B −→ C∗ telles que
Fnλ (c˜j(λ)) = tn(λ) · σ ◦ fnλ (cj(λ)),
pour tout λ ∈ B. Comme ddcGλ(c˜j(λ)) = limn→∞ d−nddc log ‖Fnλ (c˜j(λ))‖, on trouve
ddcGλ(c˜j(λ))|B = limk→∞ d−nk
(
ddc log |tnk |+ log ‖σ ◦ fnkλ (cj(λ))‖
) ≡ 0,
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puisque log |tnk | est pluriharmonique sur B et puisque fnkλ (cj(λ)) converge sur B. !
Exemple 1.12 Revenons au cas de la famille (z2+ c)c∈C des polynômes quadratiques. La fonc-
tion de Lyapounov L est sous-harmonique et continue sur C. De plus, si gc désigne la fonction
de Green du polynôme pc(z) := z2 + c, on a gc(z) = limn→∞ 2−n log+ |pnc (z)| et la formule de
Przytycki s’écrit :
L(c) = gc(0) + log 2.
Ainsi la mesure de bifurcation de la famille (pc)c∈C est la mesure :
µM := ∆L = ∆gc(0).
Puisque pnc (c) ∼ c2n lorsque |c| est assez grand, on voit que gc(c) ∼ log |c| lorsque |c| → +∞.
Par ailleurs, il est clair que gc(c) ≥ 0 et que gc(c) = 0 si et seulement si c ∈M. Ainsi, c /→ gc(c)
est la fonction de Green de C \M avec pôle en ∞ et ∆gc(c) est une mesure de probabilité sur C
dont le support est exactement ∂M (voir [Ra] Définition 4.4.1 et Théorème 4.4.2). Finalement,
l’équation fonctionnelle vérifiée par gc donnant gc(c) = 2gc(0), la mesure µM est de masse 1/2.
1.3.4 Auto-intersections du courant de bifurcation.
La continuité et le caractère p.s.h de la fonction L justifient la définition suivante :
Définition 1.12 Soient (fλ)λ∈X une famille holomorphe de fractions rationnelles de degré d et
1 ≤ k ≤ dimCX. On appelle k-ième courant de bifurcation de la famille (fλ)λ∈X et on note T kbif
le (k, k)-courant positif fermé sur X défini par :
T kbif := (ddcL)k = ddcL ∧ · · · ∧ ddcL︸ ︷︷ ︸
k fois
.
Les supports des courants T kbif vérifient les inclusions suivantes :
supp(T k+1bif ) ⊂ supp(T kbif).
L’étude des courants T kbif renseigne sur la géométrie du lieu de bifurcation. Plusieurs résultats
ont été récemment obtenus sur les courants T kbif (voir [BB1, BB2, BB3, BE, DS, Du2, DF]).
Rappelons ici quelques résultats que nous allons utiliser. Soit (fλ)λ∈X une famille holomorphe
de fractions rationnelles de degré d. Fixons 1 ≤ k ≤ dimCX et E1, . . . , Ek ⊂]0, 1[ des sous-
ensembles denses. Pour Nk = (n1, . . . , nk) ∈ (N∗)k et Θk = (θ1, . . . , θk) ∈ E1 × · · · × Ek, on
pose :
Per(X,Nk, e2ipiΘk) := Pern1(e2ipiθ1) ∩ · · · ∩ Pernk(e2ipiθl).
On note alors Per∗(X,Nk, e2ipiΘk) la réunion des composantes irréductibles de codimension k de
Per(X,Nk, e2ipiΘk) et
Nk(X,E1, . . . , Ek) :=
⋃
Nk∈(N∗)k
θi∈Ei
Per∗(X,Nk, e2ipiΘk).
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Ainsi Nk(X,E1, . . . , Ek) est un ensemble des fractions rationnelles ayant au moins k cycles
neutres non-persistants distincts où les multiplicateurs ont été prescrits à valeurs respectivement
dans e2ipiEj . Nous combinerons dans la suite nos résultats avec le résultat suivant qui est dû à
Bassanelli et Berteloot (voir [BB1] Théorème 5.5) :
Théorème 1.26 (Bassanelli-Berteloot) Soit (fλ)λ∈X une famille holomorphe de fractions
rationnelles de degré d et 1 ≤ k ≤ dimCX. Soient E1, . . . , Ek ⊂]0, 1[ des sous-ensembles denses.
Alors :
supp(T kbif) ⊂ Nk(X,E1, . . . , Ek).
Démonstration dans le cas k = dimCX = 2 : Commençons par montrer que si U ⊂ C2,
est un ouvert et si (fλ)λ∈U est une famille holomorphe, lorsque L est harmonique sur tous les
Pern1(e2ipiθ1) avec n1 ≥ 1 et θ1 ∈ E1, alors T 2bif ≡ 0.
Posons µ := T 2bif et considérons B " U une boule euclidienne de U et L˜ la solution au
problème de Dirichlet-Monge-Ampère avec donnée L au bord. La fonction L˜ est continue sur B
et p.s.h maximale sur B (voir [BT]). En particulier, L ≤ L˜ sur B. On pose alors :
Σ' := {λ ∈ 12B / 0 ≤ L˜(λ)− L(λ) ≤ -}.
D’après un Lemme de Briend-Duval (voir [BD] ou [Sib] Théorème A.10.2), il existe une constante
C > 0 ne dépendant que de L et B telle que µ(Σ') ≤ C-. Il est donc suffisant de montrer que
supp(µ) ∩ 12B ⊂ Σ' pour tout - > 0.
L’ensemble N1(X,E1) est une réunion de courbes complexes. Soit V une de ces courbes,
alors V est une composante irréductible d’un Pern(e2ipiθ) avec θ ∈ E1 et n ≥ 1. Puisque nous
avons supposé que L est harmonique sur V ∩B, la fonction L˜−L est sous-harmonique sur V ∩B.
Puisque L˜ − L ≡ 0 sur ∂B, le principe du maximum entraine L = L˜. On a donc montré que
L˜ − L = 0 sur N1(X,E1) ∩ B. Finalement, puisque supp(µ) ⊂ supp(Tbif) = N1(X,E1) (voir
Théorème 1.6) et la continuité de L˜− L implique que supp(µ) ∩ 12B ⊂ Σ' pour tout - > 0.
Soient maintenant λ0 ∈ supp(T 2bif) et U ⊂ X un voisinage de λ0. On peut supposer que U
est assez petit pour qu’on l’identifie à un ouvert de C2. On vient de voir qu’il existe θ1 ∈ E1 et
n1 ≥ 1 pour lesquels Pern1(e2ipiθ1) est une courbe et L n’est pas harmonique sur Pern1(e2ipiθ1).
Ainsi il existe une courbe lisse Γ ⊂ Pern1(e2ipiθ1) telle que ∆(L|Γ) est une mesure non-nulle.
D’après les Théorèmes 1.6 et 1.25, on a
supp(∆(L|Γ)) = N1(Γ, E2).
Ainsi, il existe n2 ≥ 1 et θ2 ∈ E2 pour lesquels la courbe Pern2(e2ipiθ2) intersecte Γ de façon
propre. Ceci implique que Per∗(X,N, e2ipiΘ) ∩ U .= ∅ pour N = (n1, n2) et Θ = (θ1, θ2). !
L’exposant de Lyapounov étant invariant par conjugaison par une transformation de Moe-
bius, la fonction L : Ratd −→ R est constante sur l’orbite O(f) d’une fraction rationnelle
f ∈ Ratd. La fonction L descend donc en une fonction Lˆ :Md −→ R qui est p.s.h continue (voir
[BB1] Proposition 6.2). On appelle alors mesure de bifurcation la mesure µbif de Monge-Ampère
de Lˆ, c’est-à-dire la mesure définie par
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µbif := (ddcLˆ)2d−2.
Remarquons que Π∗µbif = T 2d−2bif . Bassanelli et Berteloot ont montré que cette mesure est une
mesure finie non-nulle et que les classes des exemples de Lattès non-flexibles appartiennent à
son support (voir [BB1] Propositions 6.3 et 6.6).
Notons SPCFd ⊂ Md l’ensemble des classes de fractions rationnelles de degré d qui sont
strictement postcritiquement finies et qui ne sont pas des exemples de Lattès flexibles. Soient
E1, . . . , E2d−2 ⊂]0, 1[ des sous-ensembles denses. On note N2d−2(E1, . . . , E2d−2) l’ensemble des
classes de fractions rationnelles de degré d possédant exactement 2d− 2 cycles neutres distincts
de multiplicateurs respectifs e2ipiθj avec θj ∈ Ej . Buff et Epstein ont démontré le résultat suivant
(voir [BE] Théorème Principal) :
Théorème 1.27 (Buff-Epstein) Dans l’espace des modules Md, on a
supp(µbif) = SPCFd = N2d−2(E1, . . . , E2d−2).
Un argument perturbatif permet de montrer que N2d−2(E1, . . . , E2d−2) ⊂ SPCFd. La preuve
de SPCFd ⊂ supp(µbif) repose sur un principe de transversalité et sur le point de vue fonction
de Green évaluée aux points critiques. Le Théorème 1.26, qui repose sur le point de vue exposant
de Lyapounov, permet de conclure la preuve du Théorème 1.27.
1.3.5 Quelques phénomènes d’équidistribution.
Soit Polyd la famille de tous les polynômes complexes de degré d. Le groupe Aut(C) agit par
conjugaison sur Polyd et on note Pd := Polyd/Aut(C) l’espace quotient. Il s’agit de l’espace de
modules des polynômes de degré d. Pour c = (c1, . . . , cd−2) ∈ Cd−2 et a ∈ C on note λ = (c, a) ∈
Cd−1 et on pose
Pc,a(z) :=
1
d
zd +
d−1∑
j=2
(−1)d−j σd−j(c)
j
zj + ad.
Cette famille a été introduite par Branner et Hubbard dans [BH] pour étudier le lieu de connexité
Cd de la famille Pd. La Proposition suivante résume deux aspects intéressants de cette paramé-
trisation (voir [BH] Section 2 et Corollaire 3.7 ou [DF] Proposition 5.1 et Proposition 6.2 ou
[BB3] Section 4.2) :
Proposition 1.28 1. La projection naturelle Π : Cd−1 −→ Pd est propre de degré d(d − 1),
2. Le lieu de connexité Cd de la famille (Pc,a)(c,a)∈Cd−1 est compact dans Cd−1.
En utilisant les propriétés des exposants de Lyapounov, Bassanelli et Berteloot ont montré
que les hypersurfaces Pern(w) équidistribuent le courant de bifurcation dans la famille polyno-
miale lorsque |w| ≤ 1 et dans toute famille de fractions rationnelles, lorsque |w| < 1. Précisément,
ils ont prouvé le résultat suivant (voir [BB3]) :
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Théorème 1.29 (Bassanelli-Berteloot) 1. Soit (fλ)λ∈X une famille holomorphe de frac-
tions rationnelles de degré d. Pour tout w ∈ D, la suite d−n log |pn(·, w)| converge ponc-
tuellement et dans L1loc vers L sur X. En particulier,
limn→∞ d−n[Pern(w)] = Tbif.
2. Fixons w ∈ D. Dans la famille (Pλ)λ∈Cd−1 , la suite d−n log |pn(·, w)| converge dans L1loc
vers la fonction L.
Démonstration de 1 dans le cas w = 0 : Ecrivons pour λ ∈ X et w ∈ D :
pn(λ, w) =
Nd(n)∏
i=1
(w − wn,j(λ)). (1.3.4)
D’après le Théorème 1.4 l’ensemble {wn,j(λ) / wn,j(λ) .= 1 et 1 ≤ j ≤ Nd(n)} coïncide avec
l’ensemble des multiplicateurs des cycles de période n de fλ et de multiplicateurs distincts de
1 comptés avec multiplicités. L’inégalité de Fatou-Shishikura stipule que fλ a un nombre fini
de cycles non-répulsifs donc il existe n0 ≥ 1 (dépendant de λ) tel que |wn,j(λ)| > 1 pour tout
n ≥ n0 et tout 1 ≤ j ≤ Nd(n). Ainsi 1.3.4 devient :
1
dn
log |pn(λ, 0)| = 1
dn
Nd(n)∑
j=1
log |wn,j(λ)| = 1
dn
Nd(n)∑
j=1
log+ |wn,j(λ)| = 1
ndn
∑
p∈Rn(fλ)
log |(fnλ )′(p)|
dès que n ≥ n0. Le Théorème 1.22 donne alors L(λ) = limn→∞ d−n log |pn(λ, 0)| pour tout λ ∈ X.
Par ailleurs, le fait que d−nNd(n) ∼ 1n nous permet d’affirmer que la suite d−n log |pn(λ, 0)| est
localement uniformément majorée sur X. D’après un résultat classique de théorie du potentiel,
la suite d−n log |pn(λ, 0)| converge dans L1loc vers L (voir [Hö] Théorème 4.1.9). Finalement, la
convergence de d−n[Pern(0)] découle de la convergence L1loc de d−n log |pn(λ, 0)|. !
Chapitre 2
Robustesse des dynamiques
hyperboliques.
Ce chapitre est consacré à l’étude des perturbations d’un compact f0-hyperbolique dans
une famille holomorphe (fλ)λ∈B(0,r). Nous allons commencer par montrer qu’un ensemble hy-
perbolique admet un mouvement holomorphe, puis nous montrerons que l’on peut estimer les
distorsions de fnλ sur un ensemble hyperbolique. Finalement, nous établirons un résultat de
linéarisation le long d’une orbite contenue dans un ensemble hyperbolique.
2.1 Mouvement holomorphe.
Nous donnons une démonstration du résultat suivant (voir [Sh] (1.2) page 233) :
Théorème 2.1 (de Melo-van Strien) Soit (fλ)λ∈B(0,r) une famille holomorphe de fractions
rationnelles de degré d paramétrée par une boule B(0, r) ⊂ Cm. On suppose qu’il existe un
compact E0 ⊂ P1 f0-invariant et hyperbolique. Alors il existe ρ ≤ r et un mouvement holomorphe
h : B(0, ρ) × E0 −→ Eλ ⊂ P1
(λ, z) /−→ hλ(z)
qui conjugue f0 à fλ, c’est-à-dire tel que pour tout λ ∈ B(0, ρ) le diagramme :
E0
f0 !!
hλ
""
E0
hλ
""
Eλ fλ
!! Eλ
commute. Si B(λ0, ε) ⊂ B(0, ρ) et Eλ0 := hλ0(E0) alors il existe un unique mouvement holo-
morphe g : B(λ0, ε) × Eλ0 −→ P1 tel que
hλ(z) = gλ ◦ hλ0(z)
pour tout z ∈ E0 et tout λ ∈ B(λ0, ε).
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Soit K > 1 la constante d’hyperbolicité de E0. Quitte à diminuer K et r, on trouve un
δ-voisinage Nδ de E0 tel que
|f ′λ(z)| ≥ K > 1 pour tout (z,λ) ∈ Nδ × B(0, r).
Pour démontrer le Théorème 2.1 il nous faudra contrôler la taille des branches inverses. Ceci fait
l’objet du Lemme suivant :
Lemme 2.2 (branches inverses) Sous les hypothèses du Théorème 2.1, il existe ε > 0 et
ρ > 0, tels que pour tout z0 ∈ E0, il existe une application f−1z0,λ(w) holomorphe sur B(0, ρ) ×
D(f0(z0), ε) à valeurs dans D(z0, ε) vérifiant :
1. f−1z0,0
(
f0(z0)
)
= z0,
2. fλ
(
f−1z0,λ(w)
)
= w pour tout (λ, w) ∈ B(0, ρ) × D(f0(z0), ε),
3.
∣∣∣(f−1z0,λ)′(w)∣∣∣ ≤ 1K pour tout (λ, w) ∈ B(0, ρ)× D(f0(z0), ε).
Démonstration : • Soient z0 ∈ E0 et w0 := f0(z0). En appliquant le Théorème des fonctions
implicites à (λ, z, w) /−→ fλ(z)− w, en (0, z0, w0) on trouve ε > 0 et ρ > 0 dépendants de z0 et
une fonction holomorphe gz0 : B(0, ρ) × D(w0, ε) −→ P1 vérifiant
− gz0(0, w0) = z0
− fλ
(
gz0(λ, w)
)
= w, pour tout (λ, w) ∈ B(0, ρ)× D(w0, ε). (2.1.1)
Par compacité de E0, on peut supposer que gz0 est définie sur B(0, ρ) × D(w0, ε) pour tout
z0 ∈ E0. On supposera aussi que 2ε < δ.
• Posons M := 1K supξ∈Nδ,λ∈B(0,ρ) ‖Dλfλ(ξ)‖. En différentiant l’expression 2.1.1 par rapport
à λ on a :
∂fλ
∂z
(
gz0(λ, w)
)
.Dλgz0(λ, w) +Dλfλ
(
gz0(λ, w)
)
= 0.
Comme |∂fλ∂z
(
gz0(λ, w)
)| ≥ K lorsque gz0(λ, w) ∈ Nδ, on en déduit que ‖Dλgz0(λ, w)‖ ≤ M
lorsque gz0(λ, w) ∈ Nδ et λ ∈ B(0, ρ).
Soit K ′ > 1, tel que 1K +
1
K ′ ≤ 1. Quitte à diminuer ρ > 0, on peut supposer que Mρ < εK ′ .
Alors, par le Théorème des accroissements finis, on a
gz0
(
B(0, ρ)× {w0}
) ⊂ D(z0, εK ′ ) ⊂ Nδ. (2.1.2)
• En dérivant l’expression 2.1.1 par rapport à w on a
∂fλ
∂z
(
gz0(λ, w)
)
.
∂gz0
∂w
(λ, w) = 1
et donc
∣∣∣∣∂gz0∂w (λ, w)
∣∣∣∣ ≤ 1K lorsque g(λ, w) ∈ Nδ et λ ∈ B(0, ρ). Par le Théorème des accroisse-
ments finis et en tenant compte de 2.1.2 on a
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gz0
({λ}× D(w0, ε)) ⊂ D(gz0(λ, w0), εK )
puis pour tout λ ∈ B(0, ρ)
gz0
({λ}× D(w0, ε)) ⊂ D(z0, ε( 1K + 1K ′ )) ⊂ D(z0, ε) ⊂ Nδ.
L’application f−1z0,λ(w) := gz0(λ, w) convient. !
Démonstration du Théorème 2.1 : Soit z ∈ E0. Par le Lemme 2.2 il existe des branches
inverses f−1
fn−10 (z),λ
, . . . , f−1z,λ issues respectivement de fn−10 (z), . . . , f0(z), z. Plus précisément, on
peut définir pour tout z ∈ E0 et tout n ∈ N∗ une application f−nz,λ := f−1z,λ ◦ · · · ◦ f−1fn−10 (z),λ
holomorphe sur B(0, ρ)× D(fn0 (z), ε), à valeurs dans D(z, ε) et vérifiant :
1. f−nz,0 ◦ fn0 (z) = z,
2. fnλ
(
f−nz,λ (w)
)
= w pour tout (λ, w) ∈ B(0, ρ)× D(fn0 (z), ε),
3.
∣∣∣(f−nz,λ )′(w)∣∣∣ ≤ K−n pour tout (λ, w) ∈ B(0, ρ) × D(fn0 (z), ε).
• Posons pour z ∈ E0, λ ∈ B(0, ρ) et n ≥ 1 :
hn(λ, z) := f−nz,λ ◦ fn0 (z).
z
f0
f0(z)
f0
f0
fn0 (z)
f−1
fn−10 (z),λ
f−1f0(z),λ
f−1z,λ
hn(λ, z)
ε
ε/Kn
Figure 2.1 – Construction de l’application hn(λ, z).
On a alors :
hn+1(λ, z) − hn(λ, z) = f−nz,λ
(
f−1fn0 (z),λ ◦ f
n+1
0 (z)
)− f−nz,λ ◦ fn0 (z).
D’après ce qui précède on a f−1fn0 (z),λ ◦ f
n+1
0 (z) ∈ D(fn0 (z), ε) et
|hn+1(λ, z) − hn(λ, z)| ≤ K−nε, pour tout (λ, z) ∈ B(0, ρ)× E0.
La suite (hn)n∈N∗ est donc uniformément de Cauchy sur B(0, ρ)× E0. On pose alors
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h(λ, z) := lim
n→∞hn(λ, z).
L’application h : B(0, ρ)× E0 −→ P1 ainsi définie vérifie
1. h : B(0, ρ) × E0 −→ P1 est continue,
2. h(·, z) : B(0, ρ) −→ P1 est holomorphe pour tout z ∈ E0,
3. h(0, z) = z pour tout z ∈ E0,
Soient λ ∈ B(0, ρ), z ∈ E0 et n ≥ 1, alors
fλ ◦ hn+1(λ, z) = fλ ◦ f−(n+1)z,λ ◦ fn+10 (z) = f−nf0(z),λ ◦ fn0 ◦ f0(z) = hn
(
λ, f0(z)
)
.
Par passage à la limite on obtient fλ ◦ hλ(z) = hλ ◦ f0(z) pour (λ, z) ∈ B(0, ρ)× E0.
• Soient λ0 ∈ B(0, ρ) et 0 < ε ≤ ρ−‖λ0‖ alors, d’après ce que l’on vient de voir l’application
g : B(λ0, ε)× Eλ0 −→ P1 donnée par gλ(z) := limn→∞ f
−n
z,λ ◦ fnλ0(z) est bien définie. On a alors
hλ(z) = limn→∞ f
−n
z,λ ◦ fn0 (z) = limn→∞
(
f−nz,λ ◦ fnλ0
) ◦ (f−nz,λ0 ◦ fn0 (z)) = gλ ◦ hλ0(z).
• Il reste à vérifier que hλ : E0 −→ P1 est injective pour tout λ ∈ B(0, ρ). Supposons que
hλ0(z) = hλ0(z′), où λ0 ∈ B(0, ρ) et z, z′ ∈ E0 et fixons 0 < ε ≤ ρ − ‖λ0‖. D’après le point
précédent on a :
hλ(z) = gλ ◦ hλ0(z) = gλ ◦ hλ0(z′) = hλ(z′)
pour tout λ ∈ B(λ0, ε). Puisque les applications λ /−→ hλ(z) et λ /−→ hλ(z′) sont holomorphes
sur B(0, ρ) le principe du prolongement analytique donne hλ(z) = hλ(z′) pour tout λ ∈ B(0, ρ).
En particulier, z = h0(z) = h0(z′) = z′ et hλ0 est injective. !
Définition 2.1 Soient (fλ)λ∈B(0,r) une famille holomorphe de fractions rationnelles de degré d
paramétrée par une boule B(0, r) ⊂ Cm et E0 ⊂ P1 un compact f0-invariant hyperbolique. Un
mouvement holomorphe h : B(0, ρ)×E0 −→ P1 qui conjugue f0 à fλ sur E0 sera appelé dans la
suite un mouvement holomorphe dynamique de E0.
Remarque 2.1 Le Théorème 2.1 donne l’existence de tels mouvements holomorphes, en re-
vanche, il n’en garantit pas l’unicité.
Il nous sera utile de remarquer que les branches inverses sont compatibles avec le mouvement
holomorphe. Notons B :=maxλ∈B(0,r),z∈Nδ |f ′λ(z)| et h un mouvement holomorphe dynamique
de E0.
Lemme 2.3 Sous les hypothèses du Théorème 2.1, il existe ε > 0 tel que pour tout w0 ∈ E0 et
tout k ≥ 1, il existe une branche inverse f−1
fk−10 (w0),λ
(z) de fλ définie sur B(0, r) × D(fk0 (w0), ε)
et à valeurs dans D(fk−10 (w0), ε) et telle que :
2.1. Mouvement holomorphe. 31
1. hλ(fk−10 (w0)) = f−1fk−10 (w0),λ
◦ hλ(fk0 (w0)) pour tout λ ∈ B(0, r).
2. pour tout λ ∈ B(0, r) et tout z,w ∈ D(fk0 (w0), ε),
1
B |z − w| ≤ |f−1fk−10 (w0),λ(z)− f
−1
fk−10 (w0),λ
(w)| ≤ 1K |z − w|.
Démonstration : Utilisons le Lemme 2.2 et fixons ε > 0 tel que pour tout k ≥ 1 il existe
f−1
fk−10 (w0),λ
(z) définie sur B(0, r)× D(fk0 (w0), ε) et à valeurs dans D(fk−10 (w0), ε) telle que
1
B
|z − w| ≤ |f−1
fk−10 (w0),λ
(z)− f−1
fk−10 (w0),λ
(w)| ≤ 1
K
|z − w| (2.1.3)
pour tout λ ∈ B(0, r) et tout z,w ∈ D(fk0 (w0), ε). Comme hλ(z) est continue sur B(0, r) ×Nδ,
quitte à réduire r et δ on peut supposer que
fkλ (hλ(w0)) = hλ(fk0 (w0)) ∈ D(fk0 (w0), ε/2)
pour tout k ≥ 0 et donc que D(fkλ (w(λ)), ε/2) ⊂ D(fk0 (w0), ε). Finalement, si on suit les notations
de la démonstration du Théorème 2.1, il suffit de remarquer que
f−(n+1)
fk−10 (w0),λ
◦ fn+10 (fk−10 (w0)) = f−1fk−10 (w0),λ ◦ f
−n
fk0 (w0),λ
◦ fn0 (fk0 (w0))
et de passer à la limite sur n pour obtenir hλ(fk−10 (w0)) = f−1fk−10 (w0),λ
◦ hλ(fk0 (w0)). !
Nous aurons besoin du Lemme de distorsion suivant qui est dû à Aspenberg (voir [As1],
Lemme 4.2) :
Lemme 2.4 (Distorsion) Soit (fλ)λ∈B(0,r) une famille holomorphe de fractions rationnelles
de degré d. Soient E0 ⊂ J0 un ensemble f0-invariant hyperbolique et h : B(0, ρ)×E0 −→ P1 un
mouvement holomorphe dynamique de E0. Quitte à supposer r ≤ ρ, il existe C > 0 et l ≥ 1 tels
que pour tout n ≥ 1 et tout w0 ∈ E0∣∣∣∣(fnλ )′(hλ(w0))(fn0 )′(w0) − 1
∣∣∣∣ ≤ nC‖λ‖l pour tout λ ∈ B(0, r/2).
Démonstration : Soient n ≥ 1 et 0 ≤ j ≤ n − 1. Notons wj(λ) := f jλ(hλ(w0)) et écrivons le
développement de f ′λ(wj(λ)) en série entière sur B(0, r) sous la forme
f ′λ(wj(λ)) = f ′0(wj(0))
(
1 +
∑
|α|≥lj
cj,αλ
α
)
avec
∑
|α|=lj
cj,αλ
α .≡ 0.
Posons l = min{lj / 0 ≤ j ≤ n − 1} et, pour |α| = l, Cα := 1n
n−1∑
j=0
cj,α. Il vient alors pour
λ ∈ B(0, r)
(fnλ )′(w0(λ)) =
n−1∏
j=0
f ′λ(wj(λ)) =
n−1∏
j=0
f ′0(wj(0))
(
1 +
∑
|α|=l
cj,αλ
α +Oj(‖λ‖l+1)
)
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= (fn0 )′(w0(0))
n−1∏
j=0
(
1 +
∑
|α|=l
cj,αλ
α +Oj(‖λ‖l+1)
)
= (fn0 )′(w0(0))
(
1 + n
∑
|α|=l
Cαλ
α +
n−1∑
j=0
Oj(‖λ‖l+1)
)
.
Pour λ ∈ B(0, r) on pose ϕj(λ) := f ′λ(wj(λ)). Comme la fonction hλ est uniformément conti-
nue sur B(0, r)× E0 et wj(λ) = hλ(f j0 (w0)), la suite (wj)j≥0 est équicontinue sur B(0, r). L’ap-
plication (λ, z) /−→ f ′λ(z) étant uniformément continue sur B(0, r) ×Nδ il s’ensuit que la suite
(ϕj)j≥0 est également équicontinue sur B(0, r).
Comme wj(0) ∈ E0 pour tout j ≥ 0 on a |f ′0(wj(0))| ≥ K > 1 pour tout j ≥ 0. Des
inégalités de Cauchy et de l’équicontinuité de (ϕj)j≥0 sur B(0, r) on déduit l’existence d’une
constante C > 0 indépendante de j telle que∣∣∣ 1
α!
∂αϕj
∂λα
(0)λα
∣∣∣ ≤ C
rl+1
‖λ‖l+1
(‖λ‖
r
)|α|−l−1
pour tout |α| ≥ l, tout j ≥ 0 et tout λ ∈ B(0, r). Alors il existe C1 > 0 telle que
1
n
∑
0≤j≤n−1
Oj(‖λ‖l+1) ≤ C1
rl+1
‖λ‖l+1 sur B(0, r/2)
et |Cα| = 1n
∣∣∣ ∑
0≤j≤n−1
(f ′(wj(0)))−1 ∂
αϕj
∂λα (0)
∣∣∣ ≤ CrlK . Il vient finalement
∣∣∣∣(fnλ )′(w0(λ))(fn0 )′(w0(0)) − 1
∣∣∣∣ ≤ n
∑
|α|=l
C
rlK
+ C1
rl
 ‖λ‖l pour tout λ ∈ B(0, r/2).
!
2.2 Linéarisation le long d’une orbite répulsive.
Le but de cette section est de démontrer le résultat de linéarisation suivant :
Proposition 2.5 Soit (fλ)λ∈B(0,r) une famille holomorphe de fractions rationnelles de degré d.
Soient E0 ⊂ J0 un ensemble f0-invariant hyperbolique et h : B(0, r)×E0 −→ P1 un mouvement
holomorphe dynamique de E0. Fixons w0 ∈ E0 et posons w(λ) := hλ(w0) pour tout λ ∈ B(0, r).
Alors il existe ρ, C > 0 et, pour tout n ≥ 1, une fonction continue ρn : B(0, r) −→ R∗+ et des
injections holomorphes ψ(n)0,λ ,ψ
(n)
1,λ dépendant holomorphiquement de λ ∈ B(0, r) définies respec-
tivement sur D(0, ρn(λ)) et D(0, ρ) et vérifiant :
– fnλ (z + w(λ)) − fnλ (w(λ)) = ψ(n)1,λ
((
fnλ
)′(w(λ)).ψ(n)0,λ (z)),
– ρn(λ) := ρ2 |(fnλ )′(w(λ))|−1,
– |ψ(n)i,λ (z)− z| ≤ C|z|2.
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pour tout λ ∈ B(0, r) et tout z ∈ D(0, ρn(λ)) (ou z ∈ D(0, ρ)). De plus, on peut supposer que
Cρ < 1.
La démonstration de la Proposition 2.5 utilise deux ingrédients. Le premier est un résultat
de linéarisation pour une chaîne de contractions. Le second est une construction de "bonnes"
branches inverses le long d’une orbite de E0 à laquelle on appliquera le principe de linéarisation
pour les chaînes de contractions.
2.2.1 Linéarisation pour une chaîne de contractions.
Définition 2.2 Soient a ≤ b < 0. Une (a, b)-chaîne de contractions holomorphes est une suite
d’applications holomorphes
gj : D(0, η) !! D(0, η)
telles que ea|z| ≤ |gj(z)| ≤ eb|z|, pour tout z ∈ D(0, η). On dit que la chaîne dépend holomor-
phiquement de λ ∈ B(0, r) si gj(z) = gj,λ(z) est holomorphe en (λ, z) ∈ B(0, r)× D(0, η).
Le principe de linéarisation suivant pour les chaînes de contractions est une version du
Théorème de Koenigs dans le cas non-autonome :
Théorème 2.6 (Linéarisation) Soient a ≤ b < 0 et (gj,λ)j≥1 une (a, b)-chaîne de contractions
holomorphes sur D(0, η) dépendant holomorphiquement de λ ∈ B(0, r). Notons lj,λ la partie
linéaire de gj,λ en 0 et supposons que 2b − a ≤ b/2. Alors il existe 0 < ρ ≤ η/2 et une suite
d’injections holomorphes ϕj,λ : D(0, ρ) −→ D(0, 2ρ) dépendant holomorphiquement de λ ∈ B(0, r)
tels que le diagramme suivant est commutatif :
D(0, ρ)
g1,λ !!
ϕ1,λ
""
D(0, ρ)
g2,λ !!
ϕ2,λ
""
· · · gj−1,λ!! D(0, ρ) gj,λ !!
ϕj,λ
""
D(0, ρ)
gj+1,λ !!
ϕj+1,λ
""
· · ·
D(0, 2ρ)
l1,λ !! D(0, 2ρ)
l2,λ !! · · · lj−1,λ!! D(0, 2ρ) lj,λ !! D(0, 2ρ)lj+1,λ !! · · ·
De plus, il existe C0 > 0 telle que pour tout j ≥ 1, tout λ ∈ B(0, r) et tout z ∈ D(0, ρ)
|ϕj,λ(z)− z| ≤ 2η e
b−aC0|z|2.
Démonstration : • Pour tout z ∈ D(0, η) et tout λ ∈ B(0, r) on a
|gj,λ(z)− lj,λ(z)| =
∣∣∣∣∣∑
n≥2
g(n)j,λ (0)
n! z
n
∣∣∣∣∣ ≤ |z|2 ∑
n≥2
|g(n)j,λ (0)|
n! .|z|
n−2.
Par les inégalités de Cauchy on a |g
(n)
j,λ (0)|
n! ≤ eb ηηn = e
b
ηn−1 et donc
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∑
n≥2
|g(n)j,λ (0)|
n! .|z|
n−2 ≤ eb ∑
n≥2
|z|n−2
ηn−1
= e
b
η
∑
k≥0
( |z|
η
)k
.
Il vient alors :
|gj,λ(z)− lj,λ(z)| ≤ 2e
bj
η
|z|2 pour z ∈ D(0, η2 ), λ ∈ B(0, r) et j ≥ 1. (2.2.4)
• Posons pour j ≥ 1, n ≥ 1, λ ∈ B(0, r) et z ∈ D(0, η)
ϕj,n,λ(z) := l−1j,λ ◦ · · · ◦ l−1j+n−1,λ ◦ gj+n−1,λ ◦ · · · ◦ gj,λ(z)
et ϕj,0,λ = id. Montrons par récurrence sur n ≥ 0 l’assertion
(An) : ∀j ≥ 1, ∀z ∈ D(0, η2 ), |ϕj,n+1,λ(z)− ϕj,n,λ(z)| ≤ 2ηeb−a+n(2b−a)|z|2.
D’après 2.2.4 on a |gj,λ(z)− lj,λ(z)| ≤ 2ηeb|z|2 pour tout z ∈ D(0, η2 ) et donc
|ϕj,1,λ(z)− ϕj,0,λ(z)| = |l−1j,λ ◦ gj,λ(z) − z| ≤ e−a|gj,λ(z)− lj,λ(z)| ≤ 2ηeb−a|z|2.
Supposons maintenant que (An) est vraie et montrons (An+1). Puisque |gj,λ(z)| ≤ η2 pour
z ∈ D(0, η/2), on peut appliquer (An) à gj,λ(z). On trouve alors
|ϕj+1,n+1,λ(gj(z))− ϕj+1,n,λ(gj(z))| ≤ 2η e
b−a+n(2b−a)|gj,λ(z)|2.
Comme |gj,λ(z)| ≤ eb|z| on trouve
|ϕj+1,n+1,λ(gj,λ(z)) − ϕj+1,n,λ(gj,λ(z))| ≤ 2η e
b+(n+1)(2b−a)|z|2.
En appliquant l−1j,λ on trouve
|ϕj,n+2,λ(z)− ϕj,n+1,λ(z)| ≤ 2ηeb−a+(n+1)(2b−a)|z|2.
On a donc montré que (An) est vraie pour n ≥ 1. Puisque (2b− a) ≤ b/2, cela donne
|ϕj,n+1,λ(z)− ϕj,n,λ(z)| ≤ 2η e
b−aenb/2|z|2
pour z ∈ D(0, η2 ) et λ ∈ B(0, r).
• Comme b < 0 la suite (ϕj,n,λ)n≥1 converge uniformément sur D(0, η2 ) × B(0, r) vers une
fonction holomorphe ϕj,λ = id+
∑
n≥0(ϕj,n+1,λ − ϕj,n,λ) satisfaisant
|ϕj,λ(z) − z| ≤ 2η e
b−aC0|z|2 pour tout z ∈ D(0, η2) et tout λ ∈ B(0, r). (2.2.5)
où C0 := (1− eb/2)−1. Soit ρ := min
(η
2 ,
η
2eb−aC0
)
, l’estimation 2.2.5 permet d’affirmer que
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|ϕj,λ(z)| ≤ ρ+ 2ηeb−aC0ρ2 ≤ 2ρ
pour tout z ∈ D(0, ρ) et tout λ ∈ B(0, r). Par construction on a ϕj+1,n,λ ◦ gj,λ = lj,λ ◦ϕj,n+1,λ et
en passant à la limite :
ϕj+1,λ ◦ gj,λ = lj,λ ◦ ϕj,λ.
Il reste à vérifier que les ϕj,λ sont injectives sur un disque de taille fixe. Posons
ψj,λ(z) := ϕj,λ(z)− z
et ρ′ := ρ/2. Alors D(z, ρ/2) ⊂ D(0, ρ) pour tout z ∈ D(0, ρ′) et l’assertion 2.2.5 et les inégalités
de Cauchy assurent que pour z ∈ D(0, ρ′) :
|ψ′j,λ(z)| ≤
2
ρ
2
η
eb−aC0(ρ′)2 ≤ 2
η
eb−aC0
ρ
2 ≤
1
2
Alors |ψj,λ(z) − ψj,λ(w)| ≤ 12 |z − w| pour tout λ ∈ B(0, r) et tout z,w ∈ D(0, ρ′). Il vient que
|ϕj,λ(z) − z − ϕj,λ(w) + w| ≤ 12 |z − w| et |ϕj,λ(z) − ϕj,λ(w)| ≥ 12 |z − w|. Ainsi ϕj,λ est injective
sur D(0, ρ′). !
2.2.2 Familles de branches inverses.
Revenons au cas d’une famille (fλ)λ∈B(0,r) pour laquelle il existe E0 ⊂ J0 un compact f0-
invariant hyperbolique. Nous allons maintenant construire une "bonne" suite de branches in-
verses. Soient h un mouvement holomorphe dynamique de E0 et w0 ∈ E0. Par compacité de
E0, l’orbite de w0 est "presque” périodique : pour tout ε > 0 il existe m .= n ≥ 1 tels que
|fm0 (w0) − fn0 (w0)| ≤ ε. Grâce à cette propriété il est possible de définir des branches inverses
de fλ à toutes les profondeurs le long d’une orbite de Eλ :
Lemme 2.7 On reprend les hypothèses et les notations de la Proposition 2.5. Soient n ≥ 1,
w0 ∈ E0 et posons w(λ) := hλ(w0). Il existe B > K > 1, η > 0 qui ne dépend ni de n, ni de w0
et une suite (f−1λ,j )j≥1 de branches inverses de fλ dépendant holomorphiquement de λ ∈ B(0, r)
tels que
1. f−1λ,j est définie sur D(zj(λ), η), pour tout j ≥ 1 et tout λ ∈ B(0, r), où
zj(λ) := f−1λ,j−1 ◦ · · · ◦ f−1λ,1(fnλ (w(λ))),
2. zi(λ) = fn−i+1λ (w(λ)) pour tout 1 ≤ i ≤ n+ 1,
3. pour tout j ≥ 1, tout λ ∈ B(0, r) et pour tout z ∈ D(zj(λ), η)
1
B
|z − zj(λ)| ≤ |f−1λ,j (z)− zj+1(λ)| ≤
1
K
|z − zj(λ)|. (2.2.6)
Démonstration : • Soit K > 1 la constante d’hyperbolicité de E0. On note Nδ un δ-voisinage
de E0 dans P1. Quitte à réduire r, δ et K on peut supposer que |f ′λ(z)| ≥ K pour tout (λ, z) ∈
B(0, r) × Nδ. Posons B :=maxλ∈B(0,r),z∈Nδ |f ′λ(z)|. Reformulons le Lemme 2.3. Il existe α > 0
tel que pour q ≥ 1, il existe f−1
fq−10 (w0),λ
(z) définie sur B(0, r)× D(f q0 (w0),α) et telle que
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– f q−1λ (w(λ)) = f−1fq−10 (w0),λ
◦ f qλ(w(λ)) pour tout λ ∈ B(0, r).
– pour tout λ ∈ B(0, r) et tout z,w ∈ D(f q0 (w0),α) :
1
B
|z − w| ≤ |f−1
fq−10 (w0),λ
(z)− f−1
fq−10 (w0),λ
(w)| ≤ 1
K
|z − w|. (2.2.7)
• Fixons ε > 0 tel que KεK−1 < α4 . Par compacité de E0 on trouve n0 ≥ 0 et m ≥ 1 tels
que |fm+n00 (w0) − fn00 (w0)| ≤ ε2 . Il suffit clairement de faire la construction pour fn00 (w0). On
supposera donc que |fm0 (w0)− w0| ≤ ε2 et, quitte à diminuer r, que :
|fmλ (w(λ)) − w(λ)| ≤ ε pour tout λ ∈ B(0, r).
Posons zi(λ) := f l−i+1λ (w(λ)) et f−1λ,i (z) := f−1f l−i0 (w0),λ
(z) pour 1 ≤ i ≤ l, zl+1(λ) := w(λ). Notons
εk := ε
(
1 + 1Km + . . . + 1Kkm
)
pour k ≥ 0 et remarquons que εk ≤ α4 .
• Posons η := α/4. Nous allons maintenant montrer par récurrence que le branches inverses
f−1λ,j existent et que les points zj(λ) sont bien définis pour j ≥ n+ 1 et vérifient :
|zj(λ)− fm−lλ (w(λ))| ≤
εk
K l
lorsque j = n+ km+ l + 1 où 0 ≤ l ≤ m− 1, k ≥ 0. (2.2.8)
Puisque zn+1(λ) = w(λ) on a bien |zn+1(λ) − fmλ (w(λ))| ≤ ε = ε0. Supposons maintenant
que |zj(λ)− fm−lλ (λ)| ≤ εkKl , lorsque j = n+ km+ l + 1 où k ≥ 0 et 0 ≤ l ≤ m− 1. Nous allons
construire f−1λ,j et zj+1(λ). Puisque zj(λ) ∈ D(fm−lλ (w(λ)),α/2), on peut poser
f−1λ,j := f−1fm−l−10 (w0),λ
et zj+1(λ) := f−1fm−l−10 (w0),λ
(zj(λ)).
Le fait que f−1
fm−l−10 (w0),λ
(fm−lλ (w(λ)) = fm−l−1λ (w(λ)) combiné à l’assertion 2.2.7 donne :
|zj+1(λ)− fm−j−1λ (w(λ))| ≤
1
K
|zj(λ)− fm−lλ (w(λ))| ≤
εk
K l+1
Lorsque 0 ≤ l ≤ m − 2, alors (j + 1) = n + km + l + 2 et il s’agit de l’estimation recherchée.
Lorsque l = m− 1 alors j + 1 = n+ (k + 1)m+ 1 et cette estimation s’écrit
|zj+1(λ)− w(λ)| ≤ 1
K
|zj(λ)− fλ(w(λ))| ≤ εkKm .
Comme |w(λ) − fmλ (w(λ))| ≤ ε on en déduit que
|zj+1(λ)− fmλ (w(λ))| ≤ ε+
εk
Km
= εk+1
qui est l’estimation voulue. On a donc montré que zj(λ) est bien défini, qu’il existe 1 ≤ l(j) ≤ m
tel que zj(λ) ∈ D(f l(j)λ (w(λ)), η) pour tout j ≥ 1 et que l’application f−1λ,j est bien définie sur
D(zj(λ), η). !
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2.2.3 Linéarisation le long d’orbites répulsives.
Nous sommes maintenant en mesure de démontrer la Proposition 2.5 :
Démonstration de la Proposition 2.5 : • Rappelons que w0 ∈ E0 est fixé et que w(λ) =
hλ(w0), où hλ est le mouvement holomorphe dynamique de E0. Soient K, B, f−1λ,j et zj(λ)
donnés par le Lemme 2.7 pour z1(λ) = fnλ (w(λ)). Pour j ≥ 1, λ ∈ B(0, r) et z ∈ D(0, η) on note :
gj,λ(z) := f−1λ,j (z + zj(λ))− zj+1(λ),
lj,λ(z) :=
(
f−1λ,j
)′(zj(λ)).z.
A translation près, gj,λ est une branche inverse de fλ. On note alors
aj := log inf|z|≤η
‖λ‖≤r
|g′j,λ(z)|, a := infj≥1 aj , bj := log sup|z|≤η
‖λ‖≤r
|g′j,λ(z)| et b := supj≥1 bj.
En vertu du Lemme 2.7, pour tout λ ∈ B(0, r), tout j ≥ 1 et tout z ∈ D(0, η) on a
1
B
|z| ≤ ea|z| ≤ eaj |z| ≤ |gj,λ(z)| ≤ ebj |z| ≤ eb|z| ≤ 1K |z|. (2.2.9)
D’après les inégalités de Cauchy on voit que quitte à réduire r et η, supj |aj−bj | est arbitrairement
petit. En particulier on peut supposer que e2bj−aj ≤ eb/2 pour tout j ≥ 1 ce qui assure en passant
au supj≥1 que
e2b−a ≤ eb/2. (2.2.10)
• Notons f−nλ est la branche inverse de fnλ vérifiant f−nλ (fnλ (w(λ))) = w(λ) obtenue en
composant les branches inverses de fλ données par le Lemme 2.7. En appliquant le Théorème
2.6 on trouve deux injections holomorphes ψ˜(n)1,λ et ψ
(n)
0,λ définies sur D(0, ρ), à valeurs dans
D(0, 2ρ), dépendant holomorphiquement de λ ∈ B(0, r) et telles que
ψ(n)0,λ
(
f−nλ
(
z + fnλ (w(λ))
) − w(λ)) = (f−nλ )′(fnλ (w(λ)))ψ˜(n)1,λ(z) (2.2.11)
pour tout λ ∈ B(0, r), tout z ∈ D(0, ρ). De plus, le Théorème 2.6 stipule qu’il existe C > 0 telle
|ψ(n)0,λ(z)− z| ≤ C|z|2 et |ψ˜(n)1,λ(z)− z| ≤ C|z|2
pour tout λ ∈ B(0, r) et tout z ∈ D(0, ρ).
Quitte à réduire ρ on peut suppposer que ψ(n)1,λ := ψ˜
(n)
1,λ
−1 est définie et injective sur D(0, ρ)
et que Cρ < 1. D’après les inégalités de Cauchy on a alors |(ψ(n)1,λ−1)′(z) − 1| ≤ Cρ. Comme
1− Cρ > 0 on a 1
|
(
ψ(n)1,λ
−1)′
(z)|
≤ 11−Cρ et |ψ(n)1,λ(z)| ≤ 11−Cρ |z|. Ainsi
|ψ(n)1,λ(z)− z| ≤ C|ψ(n)1,λ(z)|2 ≤
C
(1− Cρ)2 |z|
2.
Quitte à remplacer C par C(1−Cρ)2 on a la constante recherchée. Finalement, pour z ∈ D(0, ρn(λ))
on a |ψ(n)0,λ(z)| ≤ |z|+ C|z|2 ≤ ρn(λ) + Cρn(λ)2 ≤ 2ρn(λ) et
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|(fnλ )′(w(λ))ψ(n)0,λ (z)| ≤ |(fnλ )′(w(λ))|2ρn(λ) ≤ ρ.
On peut donc inverser l’assertion 2.2.11 pour conclure la démonstration. !
Chapitre 3
Auto-intersections du courant de
bifurcation aux paramètres Misiurewicz.
Dans ce chapitre, nous allons dégager une condition suffisante pour qu’une fraction rationnelle
k-Misiurewicz f0 dans une famille holomorphe (fλ)λ∈B(0,r) appartienne au support de T kbif. Pour
ce faire nous définissons une application holomorphe χ : B(0, r) −→ Ck, appelée application
d’activité de (fλ)λ∈B(0,r) en λ = 0 qui détecte l’instabilité des points critiques dont l’orbite est
captée par un compact hyperbolique invariant. Notre objectif est de montrer que le degré d’auto-
intersection du courant de bifurcation en un paramètre Misiurewicz est égal à la codimension
de la fibre de l’application d’activité.
3.1 Fractions rationnelles Misiurewicz.
Soit f ∈ Ratd. Rappelons que pour z ∈ P1 l’ensemble omega limite ω(z) de z est donné par
ω(z) = ⋂n≥0 {fk(z) / k > n} et qu’un point z ∈ P1est récurrent si z ∈ ω(z).
Définition 3.1 Une fraction rationnelle f ∈ Ratd est dite Misiurewicz si f n’a pas de cycle
parabolique, C(f) ∩ Jf .= ∅ et ω(c) ∩ C(f) = ∅ pour tout c ∈ C(f) ∩ Jf .
On dit que f est k-Misiurewicz si f est Misiurewicz et si Jf contient exactement k points
critiques de f comptés avec multiplicités.
Commençons par donner quelques propriétés dynamiques des fractions rationnelles Misiure-
wicz. Les trois Théorèmes suivants dûs à Mañé (voir [ST] Théorèmes 1.1, 1.2 et 1.3 page 266)
font partie des principaux outils pour l’étude dynamique des fractions rationnelles Misiurewicz :
Théorème 3.1 (Version locale) Soit f une fraction rationnelle de degré d. Alors il existe
N ≥ 1 ne dépendant que de f pour lequel, si x ∈ Jf n’est ni un point parabolique de f , ni
contenu dans l’ensemble ω-limite d’un point critique récurrent de f , alors pour tout ε > 0, il
existe un voisinage U de x dans P1 tel que pour tout entier n ≥ 0 et toute composante connexe
V de f−n(U) :
1. diam(V ) ≤ ε et deg(fn : V −→ U) ≤ N ,
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2. pour tout ε1, il existe n0 ≥ 1 pour lequel diam(V ) ≤ ε1 dès que n ≥ n0.
Théorème 3.2 (Version compact) Soient f une fraction rationnelle de degré d et K ⊂ Jf
un compact f -invariant ne contenant ni points critiques ni points paraboliques de f . Si K ne
rencontre l’ensemble ω-limite d’aucun point critique récurrent de f , alors K est f -hyperbolique.
Théorème 3.3 (Une application) Soit f une fraction rationnelle de degré d. Supposons que
Γ ⊂ P1 est soit un cycle de Cremer, soit le bord d’un disque de Siegel soit une composante
connexe du bord d’un anneau de Herman f . Alors il existe un point critique récurrent c de f
pour lequel Γ ⊂ ω(c).
Le fait suivant découle du Théorème 3.3 :
Proposition 3.4 Si f est une fraction rationnelle Misiurewicz, alors f n’a pas de cycles neutres
et les composantes périodiques de Ff sont des bassins d’attraction.
Démonstration : Il suffit de montrer que f n’a ni cycle neutre, ni anneau de Hermann. Par
hypothèse, f n’a pas de bassin parabolique. Dans les cas restants, on procède par l’absurde.
Si z0 est un point périodique de Cremer, on note Γ son orbite. Si z0 est un point périodique
linéarisable, on note Γ le bord du disque de Siegel associé. Si f possède un anneau de Hermann,
on note Γ une composante connexe de son bord.
Dans tous les cas, le Théorème 3.3 affirme qu’il existe c ∈ C(f) récurrent tel que Γ ⊂ ω(c). On
voit alors grâce au Théorème de non-errance et à la classification des composantes périodiques
de Fatou que c ∈ Jf , ce qui contredit le fait que f soit Misiurewicz. !
Si f est une fraction rationnelle Misiurewicz, pour tout entier k ≥ 1, on pose
P k(f) := {fn(c) / n ≥ k et c ∈ C(f) ∩ Jf}.
Il s’agit d’un compact f -invariant contenu dans Jf . Puisque ω(c) ∩ C(f) = ∅ lorsque c ∈
Jf ∩ C(f), il existe un entier k0 ≥ 1, tel que P k0(f) ∩ C(f) = ∅.
Par construction, P k0(f) est un compact f -invariant vérifiant P k0(f) ∩ C(f) = ∅. De plus,
f n’a aucun point parabolique. Comme P k0(f) ne contient aucun point critique récurrent de f ,
le Théorème 3.2 stipule que P k0(f) est hyperbolique. Ceci justifie le fait suivant :
Proposition 3.5 Pour toute fraction rationnelle Misiurewicz f il existe un compact f -invariant
et hyperbolique captant les orbites des points critiques de f appartenant à Jf .
Rappelons la définition suivante :
Définition 3.2 f ∈ Ratd est dite semi-hyperbolique s’il existe δ > 0 et d0 ∈ N∗ tels que pour
tout z ∈ Jf et tout n ∈ N le degré de l’application fn : U(z, fn, δ) −→ D(fn(z), δ) est inférieur
ou égal à d0, où U(z, fn, δ) est la composante connexe de f−n(D(fn(z), δ)) contenant z.
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Le fait suivant est une conséquence du Théorème 3.1 :
Lemme 3.6 Soit f ∈ Ratd une fraction Misiurewicz, alors f est semi-hyperbolique.
Démonstration : Par définition, f n’a ni point critique récurrent ni cycle parabolique dans
son ensemble de Julia. Alors, d’après le Théorème 3.1, il existe N ≥ 1 et pour tout z ∈ Jf , il
existe un voisinage Uz de z dans P1 tels que pour tout n ≥ 0 et toute composante connexe V de
f−n(Uz), fn|V est de degré au plus N . Par compacité de Jf il existe z1, . . . , zM ∈ Jf tels que
U := Uz1 ∪ · · · ∪ UzM soit un voisinage de Jf dans P1.
On choisit alors 0 < δ ≤ infw∈Jf d(w, ∂U). Soient z ∈ Jf et n ∈ N alors il existe 1 ≤ i ≤M
tel que D(fn(z), δ) ⊂ Uzi . L’application fn : U(z, fn, δ) −→ D(fn(z), δ) est donc de degré au
plus N . !
Un résultat classique permet d’obtenir (voir par exemple [BM] Théorème VI.32) :
Lemme 3.7 Soit f ∈ Ratd une fraction Misiurewicz, alors Jf = P1 si Jf n’est pas de mesure
de Lebesgue nulle.
Rappelons que si f ∈ Ratd, un point z0 ∈ Jf est appelé point conique de l’application f s’il
existe des suites (ρj)j≥0 ↘ 0 et (nj)j≥0 →∞ ainsi qu’une application holomorphe non-constante
Ψ, telles que
(fnj (ρjz + z0))j≥0 −→ Ψ(z), z ∈ D,
uniformément sur le disque D. L’ensemble de ces points est appelé ensemble conique de f et
noté Λf . Si f ∈ Ratd est semi-hyperbolique alors Λf = Jf (voir [BM] page 109). En particulier
si f est (2d− 2)-Misiurewicz on a Λf = P1.
3.2 L’application d’activité.
Commençons par préciser le cadre et fixer les notations qui seront utilisées dans toute cette
section. Soit (fλ)λ∈B(0,r) une famille holomorphe de fractions rationnelles de degré d paramétrée
par une boule B(0, r) de dimension m munie de 2d − 2 points critiques c1, . . . , c2d−2 marqués.
On suppose que f0 est k-Misiurewicz (k ≤ m) et que c1(0), . . . , ck(0) ∈ J0. Alors, f0 étant k-
Misiurewicz, la Proposition 3.4 assure que les points ck+1(0), . . . , c2d−2(0) sont dans des bassins
d’attraction de f0, et par conséquent sont passifs sur B(0, r).
Rappelons qu’il existe k0 ≥ 1 pour lequel
E0 := P k0(f0) = {fn0 (ci(0)) / n ≥ k0 et 1 ≤ i ≤ k}
est un ensemble hyperbolique de constante d’hyperbolicité K > 1 et qu’il existe un mouvement
holomorphe dynamique hλ de P k0(f0) paramétré par B(0, r) (voir Théorème 2.1). Pour λ ∈
B(0, r), n ≥ 0 et 1 ≤ i ≤ k on note
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ξn,i(λ) := fn+k0λ (ci(λ)),
νn,i(λ) := hλ
(
fn+k00 (ci(0))
)
= fnλ ◦ hλ
(
fk00 (ci(0))
)
,
mn,i(λ) := (fnλ )′
(
ν0,i(λ)
)
,
χi(λ) := ξ0,i(λ)− ν0,i(λ).
E0
Eλ
ν0,i(λ)
ξ0,i(0) = ν0,i(0) = fk00 (ci(0))
ξ0,i(λ)
ξn,i(λ)
ξn,i(0) = νn,i(0)
νn,i(λ)
fnλ
fn0
fnλ
|χi(λ)|
hλ
hλ
∼ |mn,i(0)χi(λ)|
Pour définir correctement χi on doit se placer dans une carte locale centrée en ξ0,i(0) = ν0,i(0).
De plus, on identifiera dans toute la suite les espaces tangents Tν0,i(λ)P1 et Tνn,i(λ)P1 à C pour
voir mn,i(λ) comme un nombre complexe.
Nous allons commencer par caractériser de l’activité d’un point critique.
Lemme 3.8 (Activité) Soit (fλ)λ∈B(0,r) comme ci-dessus. Alors
1. en tant que point critique marqué de (fλ)λ∈χ−1i {0}, ci est passif en tout λ ∈ χ
−1
i {0},
2. ξ0,i .≡ ν0,i sur B(0, r) si et seulement si ci est actif en tout λ0 ∈ χ−1i {0}.
Démonstration : • Commençons par prouver 1. Pour tout λ ∈ χ−1i {0}, on a ξ0,i(λ) =
hλ(ξ0,i(0)) ∈ Eλ := hλ(E0). Par ailleurs, hλ conjugue f0 à fλ sur E0 et donc pour tout λ ∈
χ−1i {0} et tout n ≥ 0,
ξn,i(λ) = fnλ (ξ0,i(λ)) = fnλ ◦ hλ(ξ0,i(0)) = hλ(ξn,i(0)).
L’équicontinuité de (ξn,i)n≥1 résulte alors de la continuité uniforme de h sur B(0, r) × E0. Ceci
conclut la preuve de (1).
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• D’après 1, on sait déjà que χi .≡ 0 lorsque ci est actif en λ0 ∈ χ−1i {0}. Raisonnons
maintenant par l’absurde en supposant que ξ0,i .≡ ν0,i sur B(0, r) et que ci est passif en λ0 ∈
χ−1i {0}. Commençons par remarquer qu’il suffit de raisonner pour λ0 = 0. En effet, par le
Théorème 2.1, il existe ρ ≤ r − ‖λ0‖ et un unique mouvement holomorphe g : B(λ0, ρ) ×
Eλ0 −→ P1 qui vérifie gλ ◦ fλ0 = fλ ◦ gλ sur Eλ0 et hλ = gλ ◦ hλ0 sur E0. Il vient alors
χi(λ) = ξ0,i(λ)− gλ(ξ0,i(λ0)) pour λ ∈ B(λ0, ρ). On peut alors considérer χi|B(λ0,ρ).
• Soient Nδ un δ-voisinage de E0 dans P1 et K > 1 la constante d’hyperbolicité de E0. Quitte
à réduire r, δ et K, on peut supposer que
|f ′λ(z)| ≥ K > 1 pour z ∈ Nδ et λ ∈ B(0, r). (3.2.1)
Quitte à diminuer r, par continuité de h, on peut supposer que Eλ ⊂ Nδ, pour λ ∈ B(0, r).
Compte tenu de notre hypothèse de passivité, la famille (ξn,i)n≥0 est équicontinue en 0 et on
peut encore diminuer r pour que
ξn,i(λ) ∈ D(ξn,i(0), δ) ⊂ Nδ, pour λ ∈ B(0, r) et pour n ≥ 0. (3.2.2)
Pour n ≥ 0 on pose
-n,i(λ) := ξn,i(λ)− νn,i(λ), pour λ ∈ B(0, r).
Notons que -0,i ≡ χi sur B(0, r). Par hypothèse (-n,i)n≥0 est équicontinue en 0. Par ailleurs pour
tout λ ∈ B(0, r) et tout n ≥ 0 on a
-n+1,i(λ) = ξn+1,i(λ)− hλ(ξn+1,i(0)) = fλ(ξn,i(λ))− fλ
(
hλ(ξn,i(0))
)
= fλ ◦ ξn,i(λ)− fλ ◦ νn,i(λ),
ce qui donne en différentiant par rapport à λ :
Dλ-n+1,i = f ′λ ◦ ξn,iDλ-n,i −
(
f ′λ ◦ νn,i − f ′λ ◦ ξn,i
)
Dλνn,i +Dλfλ ◦ ξn,i −Dλfλ ◦ νn,i.
Soit ε > 0 petit. Puisque ξn,i et νn,i sont équicontinues, quitte à réduire r, les estimées 3.2.1 et
3.2.2 donnent
‖Dλ-n+1,i‖ ≥ K‖Dλ-n,i‖ − ε.
En itérant cette inégalité, on obtient ‖Dλ-n,i‖ ≥ Kn
(‖Dλχi‖ − ε(1 − K−n)/(K − 1)). Ceci
contredit l’équicontinuité de (-n,i)n≥0, puisque χi .≡ 0. !
Définition 3.3 L’application d’activité χ de (fλ)λ∈B(0,r) associée à h en λ = 0 est définie par :
χ : B(0, r) −→ Ck
λ /−→ (χ1(λ), . . . ,χk(λ))
où les fonctions χi sont données par χi(λ) := ξ0,i(λ) − ν0,i(λ). On pourra appeler χ une appli-
cation d’activité, lorsque le choix de h n’a pas d’importance.
Notre objectif est de démontrer le résultat suivant :
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Théorème 3.9 Soit (fλ)λ∈B(0,r) une famille holomorphe de fractions rationnelles de degré d
munie de 2d− 2 points critiques marqués et paramétrée par une boule B(0, r) ⊂ Cm. Supposons
que f0 est k-Misiurewicz (k ≤ m) et considérons χ une application d’activité de (fλ)λ∈B(0,r) en
λ = 0. Si χ−1{0} est de codimension pure 1 ≤ q ≤ k, alors f0 ∈ supp(T qbif).
Nous allons utiliser les notations introduites dans la section précédente. Pour λ ∈ B(0, r) on
note Fλ un relevé polynômial homogène non-dégénéré de fλ à C2 par la projection canonique
pi : C2 \ {0} −→ P1. Quitte à réduire r on peut supposer que les points critiques marqués ci(λ)
admettent des relevés holomorphes c˜i(λ) par pi et que Fλ dépend holomorphiquement de λ.
Fixons 1 ≤ q ≤ k. Quitte à réordonner c1, . . . , ck on peut supposer que χ−1{0} = χ−11 {0} ∩
· · ·∩χ−1q {0} et quitte à remplacer Cm par un sous-espace transverse à χ−1{0} on peut se ramener
au cas où m = q et χ−1{0} discret. C’est ce que montre le Lemme suivant :
Lemme 3.10 supp
(
ddc(L|Cq∩B(0,r))q
) ⊂ supp(T qbif).
Démonstration : Par un argument de tranchage, on a T qbif|Cq∩B(0,r) = ddc(L|Cq∩B(0,r))q. De
plus, si f0 ∈ supp
(
ddc(L|Cq∩B(0,r))q
)
, alors ddc(L|Cq∩B(0,r))q est une mesure non-nulle sur tout
voisinage V de 0 dans Cq ∩ B(0, r). Par continuité de L et par continuité de l’opérateur de
Monge-Ampère par rapport à la convergence uniforme locale, la mesure ddc(L(·+ a)|Cq∩B(0,r))q
est également une mesure non-nulle sur {λ ∈ V / λ+ a ∈ B(0, r)} pour tout a ∈ Cm−q ∩B(0, r).
Finalement, encore par un argument de tranchage, si T qbif était nul au voisinage de 0, presque
tous ses tranches seraient nuls aussi. !
On notera alors Br pour B(0, r) et χ pour l’application d’activité
χ : Br −→ Cq
λ /−→ (χ1(λ), . . . ,χq(λ)).
Quitte à réduire r on peut supposer que χ−1{0} = {0}.
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Définition 3.4 Pour - > 0 on note Dq' := D(0, -)× · · ·×D(0, -) un polydisque de Cq centré en
0. Rappelons que mn,i(0) = (fn0 )′(ν0,i(0)) = (fn0 )′(fk00 (ci(0))) et que |mn+1,i(0)| ≥ K|mn,i(0)|,
où K > 1. On définit une suite de dilatations Dn par : D0 := idCq et
Dn : Cq −→ Cq
(x1, . . . , xq) /−→ (mn,1(0).x1, . . . ,mn,q(0).xq).
Etablissons quelques propriétés de χ :
Proposition 3.11 Pour tout n ≥ 0, soient En := D−1n (Dq') et Ωn la composante connexe de
χ−1(En) contenant 0. Alors, quitte à diminuer r et - :
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1. Ωn+1 ⊂ Ωn pour n ≥ 0, (Ωn)n≥0 est une base de voisinages de 0 dans Br et Ω0 " Br.
2. χ : Ωn −→ En est un revêtement ramifié fini de degré constant p pour tout n ≥ 0.
3. Il existe C1 > 0 telle que ‖λ‖ ≤ C1‖χ(λ)‖1/p pour λ ∈ Ω0.
4. Il existe C2 > 0 et K > 1 telles que Ωn ⊂ B(0, C2
( '
Kn
)1/p) pour tout n ≥ 1.
Démonstration : 1. Par hypothèse, χ−1{0} = {0} pour r assez petit. Comme χ est continue,
Ωn est un voisinage ouvert de 0 dans Br et En+1 = D−1n+1(Dq') ⊂ D−1n (Dq') = En donc Ωn+1 ⊂ Ωn.
Puisque {0} ⊂ ⋂
n≥0
Ωn ⊂ χ−1
( ⋂
n≥0
En
)
= χ−1{0} = {0}, on voit que (Ωn)n≥0 est une base de
voisinages de 0 dans Br. Quitte à réduire - on peut aussi supposer que Ω0 " Br
2. Si - est assez petit, alors Ω0 est relativement compacte dans Br car sinon la condition
χ−1{0} = {0} serait violée. Par continuité, χ(∂Ωn) ⊂ ∂En et χ : Ωn −→ En est propre. Par
holomorphie cette application est alors un revêtement ramifié fini (voir [Ru] Théorème 15.1.9,
page 303). Puisque χ−1{0} = {0}, le degré de χ : Ωn −→ En est égal à la multiplicité p de χ en
0.
3. Pour w ∈ Dq' = E0 on note w(1), . . . , w(p) les p préimages de w par χ comptées avec
multiplicités et w(i)j la j-ième coordonnée de w(i). Pour t ∈ C et w ∈ Dq' on pose
Pj(t, w) : =
p−1∏
i=0
(t− w(i)j ) = tp + gp−1,j(w)tp−1 + · · ·+ g1,j(w)t+ g0,j(w).
Par construction gi,j(w) est un polynôme homogène symétrique de degré p−i en les w(1)j , . . . , w(p)j
et donc une fonction holomorphe ; Pj est un polynôme de Weierstrass défini sur C×Dq' . Puisque
χ−1{0} = {0} les fonctions gi,j sont toutes nulles en 0. Pour λ ∈ Ω0 si λj représente la j-ième
coordonnée de λ on a |λj | ≤ r et
0 = Pj(λj ,χ(λ)) = λpj + gp−1,j(χ(λ))λ
p−1
j + · · · + g1,j(χ(λ))λj + g0,j(χ(λ)).
On peut supposer r ≤ 1 et donc
|λj |p ≤
p−1∑
i=0
|gi,j(χ(λ))| pour tout λ ∈ Ω0.
Comme gi,j est holomorphe et gi,j(0) = 0 il existe une constante Ci,j > 0 telle que |gi,j(w)| ≤
Ci,j‖w‖ pour tout w ∈ Dq' . Ainsi il existe C1 > 0 telle que
|λj | ≤ C1‖χ(λ)‖
1
p pour tout λ ∈ Ω0 et tout 1 ≤ j ≤ q.
4. D’après ce que l’on vient de voir il existe C2 > 0 telle que
‖λ‖ ≤ C2 max1≤j≤q |χj(λ)|
1
p pour tout λ ∈ Ω0. (3.3.3)
Comme |mn,j(0)| ≥ Kn on déduit de 3.3.3 que ‖λ‖ ≤ C2
(
'
Kn
) 1
p pour λ ∈ Ωn. !
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Soit (fλ)λ∈X une famille holomorphe de fractions rationnelles de degré d munie de 2d − 2
points critiques marqués. Le Théorème suivant nous permet d’affirmer que pour que λ0 ∈ X
soit dans le support de T kbif, il est nécessaire que k points critiques soient actifs en λ0 :
Théorème 3.12 Soit (fλ)λ∈X une famille holomorphe munie de 2d−2 points critiques marqués.
Supposons qu’il existe une famille holomorphe (Fλ)λ∈X de relevés polynomiaux de la famille
(fλ)λ∈X et que les 2d−2 points critiques marqués admettent des relevés holomorphes c˜j : X −→
C2 \ {0} pour lesquels detDzFλ = ∏2d−2j=1 c˜j(λ) ∧ z. Alors
ddcGλ(c˜i(λ)) ∧ ddcGλ(c˜i(λ)) ≡ 0.
En particulier,
T kbif =
∑
i1 *=i2 *=···*=ik
ddcGλ(c˜i1(λ)) ∧ · · · ∧ ddcGλ(c˜ik(λ)).
Démonstration : Si le point critique cj est stable sur X ou si dimX ≤ 1, il n’y a rien à faire. On
supposera donc que dimX = k ≥ 2 et que ddcGλ(c˜j(λ)) .= 0 sur X. Notons g(λ) := Gλ(c˜j(λ))
et considérons λ0 ∈ supp(ddcg). Comme il s’agit d’une propriété locale, on peut supposer que
X = Cm. Soit B(λ0, r) une boule de Cm centrée en λ0.
Soient V un sous-espace affine de dimension 2 de B(λ0, r) et µV := (ddc(g|V ))2. Par un
argument de tranchage, µV est la tranche de (ddcg)2 par V et il suffit de montrer que µV est
nulle sur 12B pour toute boule B " V , pour tout sous-espace affine V de dimension 2 de B(λ0, r),
pour avoir (ddcg)2 = 0 sur B(λ0, r).
Soit h la solution au problème de Dirichlet-Monge-Ampère sur B avec donnée g|V au bord.
La fonction h est continue sur B, coïncide avec g|V sur ∂B et est p.s.h maximale sur B (voir
[BT]). Par maximalité de h on a g|V ≤ h sur B. On note pour ε > 0
Sε := {λ ∈ 12B / 0 ≤ h(λ)− g|V (λ) ≤ ε}.
Un Théorème de Briend-Duval (voir [Sib] Théorème A.10.2) stipule que µV (Sε) ≤ Cε, où la
constante C ne dépend que de g|V et de B. Il suffit donc pour conclure de montrer que supp(µV )∩
1
2B ⊂ Sε pour tout ε > 0.
Posons Per(n) := {λ ∈ B(λ0, r) / fnλ (cj(λ)) = cj(λ)} pour n ≥ 1. Puisque le lieu d’activité
de cj rencontre B(λ0, r), les ensembles analytiques Per(n) sont tous des courbes de B(λ0, r) et
dans Per(n) on a
∂
(
Per(n) ∩ B) = Per(n) ∩ ∂B.
Par ailleurs, pour tout n ≥ 1 la fonction g|V est harmonique sur la courbe Per(n) ∩ B. Ainsi
h−g|V est une fonction sous-harmonique sur Per(n)∩B. De plus, par définition de h, la fonction
h−g|V est nulle sur Per(n)∩∂B. Par le principe du maximum on a donc h ≤ g|V sur Per(n)∩B.
Comme h est p.s.h maximale sur B, on trouve h− g|V ≡ 0 sur Per(n) ∩ B.
D’après le Lemme 1.2, on a supp(ddc(g|V )) ⊂ ⋃n≥1 Per(n). Puisque la fonction h − g|V est
continue, ceci donne h− g|V ≡ 0 sur supp(ddc(g|V ))∩ 12B. Finalement, par définition de µV on a
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supp(µV ) ⊂ supp(ddc(g|V )). D’après ce qui précède, on a donc h− g|V ≡ 0 sur supp(µV ) ∩ 12B,
ce qui assure que supp(µV ) ∩ 12B ⊂ Σε pour tout ε > 0. !
Nous allons maintenant décrire le principe de la démonstration du Théorème 3.9 en nous
plaçant dans le cas particulier où q = 2 et χ : Br −→ C2 est un biholomorphisme local en 0. Nous
adaptons la démarche suivie par X. Buff et A. Epstein pour démontrer le Théorème Principal
de [BE].
• Première étape : changement de coordonnées locales. On note µ(2) := Tbif ∧ Tbif.
Le Théorème 3.12 donne :
µ(2)(Ωn) = 2
∫
Ωn
ddcGλ(c˜1(λ)) ∧ ddcGλ(c˜2(λ))
pour tout n ≥ 0. Par construction il existe un relevé ξ˜ni de ξn,i à C2 \ {0} par pi sur Ωn. La
propriété de fonctorialité Gλ ◦ Fλ = dGλ et celle d’homogénéité Gλ(tz) = log |t|+Gλ(z) de Gλ
assurent que
µ(2)(Ωn) = 2d−2(n+k0)
∫
Ωn
ddcGλ(ξ˜n,1(λ)) ∧ ddcGλ(ξ˜n,2(λ)).
Comme χ est inversible, il vient
ddcGλ(ξ˜n,1(λ)) ∧ ddcGλ(ξ˜n,2(λ)) = χ∗
(
ddcGχ−1(x)(ξ˜n,1 ◦ χ−11 (x)) ∧ ddcGχ−1(x)(ξ˜n,2 ◦ χ−12 (x))
)
d’où , comme χ(Ωn) = En,
µ(2)(Ωn) = 2d−2(n+k0)
∫
En
ddcGχ−1(x)(ξ˜n,1 ◦ χ−11 (x)) ∧ ddcGχ−1(x)(ξ˜n,2 ◦ χ−12 (x)).
On pose
Gn,i(x) = G(Dn◦χ)−1(x)(ξ˜n,i ◦ (Dn ◦ χ)−1i (x)).
Puisque Dn : En −→ D2' est un biholomorphisme, il vient
µ(2)(Ωn) = 2d−2(n+k0)
∫
En
D∗n
(
ddcGn,1(n) ∧ ddcGn,2(x)
)
= 2d−2(n+k0)
∫
D2'
ddcGn,1(x) ∧ ddcGn,2(x).
•Deuxième étape : renormalisation. Grâce au procédé de linéarisation (voir Proposition
2.5)) on montre qu’il existe deux fonctions holomorphes non-constantes p1, p2 : D(0, -) −→ P1
avec pi(0) ∈ J0 telles que la suite (Gn,i(x))n≥0 converge uniformément sur D2' vers Gi = G0 ◦
σi(pi(xi)), où σi est une section locale de pi : C2 \ {0} −→ P1 définie au voisinage de pi(0).
•Troisième étape : transfert au plan dynamique. On déduit des deux points précédents
que :
lim
n→∞ d
2(n+k0)µ(2)(Ωn) = 2
∫
D2'
ddcG0 ◦ σ1(p1(x1)) ∧ ddcG0 ◦ σ2(p2(x2)).
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Par Fubini il vient
lim
n→∞ d
2(n+k0)µ(2)(Ωn) = 2
2∏
i=1
∫
D(0,')
ddcG0 ◦ σ1(pi(xi)) = 2
2∏
i=1
µf0(pi(D(0, -))).
Comme pi(0) ∈ J0 on a µf0(pi(D(0, -))) > 0 et le fait que (Ωn)n≥0 soit une base de voisinages
de 0 dans Br permet de conclure.
Nous allons maintenant développer les idées données dans la section précédente. Il y a deux
difficultés techniques à surmonter. La première est due au fait que χ est ramifiée. La seconde
réside dans la mise au point d’un procédé de renormalisation au moyen de la linéarisation (voir
Proposition 2.5). Les Lemmes 3.13 et 3.14 donnent quelques informations utiles pour aborder
ces difficultés.
Rappelons que les fonctions νn,i(λ), ξn,i(λ) et mn,i(λ) ont été définies au début de la section
3. Le procédé de linéarisation (voir Proposition 2.5) nous donne l’existence de fonctions conti-
nues ρn,i : Br −→ R∗+ et de biholomorphismes locaux ψ(n,i)0,λ ,ψ(n,i)1,λ définis respectivement sur
D(0, ρn,i(λ)) et D(0, ρ), dépendant holomorphiquement de λ ∈ Br et tels que
fnλ (z + ν0,i(λ)) = ψ
(n,i)
1,λ
(
mn,i(λ).ψ(n,i)0,λ
(
z
))
+ νn,i(λ) (3.3.4)
pour tout z ∈ D(0, ρn,i(λ)). Le Lemme suivant précise comment nous utiliserons 3.3.4 pour
établir le procédé de renormalisation :
Lemme 3.13 1. Il existe n0 ≥ 1 tel que
(a) ρn,i(λ) ≥ '|mn,i(0)| ,
(b)
∣∣mn,i(λ)ψ(n,i)0,λ (χi(λ))∣∣ ≤ ρ et
(c) fn+k0λ (ci(λ)) = ξn,i(λ) = ψ
(n,i)
1,λ
(
mn,i(λ).ψ(n,i)0,λ
(
χi(λ)
))
+ νn,i(λ)
pour tout 1 ≤ i ≤ q, tout n ≥ n0 et tout λ ∈ Ωn.
2. modulo extraction, la suite (νn,i(0))n≥0 converge vers zi ∈ J0 pour tout 1 ≤ i ≤ q. Il existe
des sections σi : D(zi, α˜) −→ C2 \ {0} de pi, telles que les applications
ξ˜n,i(λ) := σi ◦ ξn,i(λ)
soient bien définies sur Ωn pour tout n ≥ n0 et telles que σi(D(zi, α˜)) " C2 \ {0} .
Démonstration : • D’après le Lemme de distorsion 2.4 et le 4. de la Proposition 3.11 il existe
C > 0, K > 1, p ≥ 1 et l ≥ 1 tels que∣∣∣∣∣mn,i(λ)mn,i(0) − 1
∣∣∣∣∣ ≤ C nKnl/p ,
pour tout λ ∈ Ωn. Il existe donc n1 ≥ 1 tel que
∣∣∣1− ∣∣∣mn,i(λ)mn,i(0) ∣∣∣∣∣∣ ≤ ∣∣∣1− mn,i(λ)mn,i(0) ∣∣∣ ≤ 12 pour tout
n ≥ n1 et tout λ ∈ Ωn. Ainsi
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ρn,i(λ) =
ρ
2|mn,i(λ)| ≥
ρ
3|mn,i(0)|
pour tout n ≥ n1 et tout λ ∈ Ωn. Quitte à réduire - on a - ≤ ρ/3, d’où (a).
Si λ ∈ Ωn, on a maintenant |χi(λ)| ≤ '|mn,i(0)| ≤ ρn,i(λ) et la Proposition 2.5 stipule qu’il
existe C > 0 telle que Cρn,i(λ) ≤ Cρ ≤ 1 et∣∣ψ(n,i)0,λ (χi(λ)) − χi(λ)∣∣ ≤ C|χi(λ)|2.
Alors
∣∣ψ(n,i)0,λ (χi(λ))∣∣ ≤ 2ρn,i(λ) = ρ|mn,i(λ)|−1 et le (b) est démontré.
Puisque
fn+k0λ (ci(λ)) = fnλ (ξ0,i(λ)) = fnλ (χi(λ) + ν0,i(λ)),
l’assertion 3.3.4 devient
ξn,i(λ) = fn+k0λ (ci(λ)) = ψ
(n,i)
1,λ
(
mn,i(λ).ψ(n,i)0,λ
(
χi(λ)
))
+ νn,i(λ),
c’est le (c).
• La suite (νn,i(0))n≥0 est relativement compacte donc, quitte à extraire, elle converge vers
zi ∈ J0. Comme νn,i(λ) = hλ(νn,i(0)), la suite (νn,i)n≥0 est équicontinue sur Br. Ainsi pour tout
ε > 0 il existe n2 ≥ 1 et η > 0 tels que |νn,i(λ)− zi| ≤ ε pour tout n ≥ n2 et tout λ ∈ B(0, η). Le
1. de la Proposition 3.11 assure qu’il existe n3 ≥ n2 tel que Ωn ⊂ B(0, η) pour tout n ≥ n3. Si
n ≥ n1, les (b) et (c) de 1. donnent ξn,i(λ) ∈ D(νn,i(λ), ρ) pour tout λ ∈ Ωn. Posons α˜ := ρ+ε. Si
ε et ρ sont assez petits, il existe des sections σi : D(zi, 2α˜) −→ C2 \ {0} de pi et |ξn,i(λ)− zi| < α˜
pour tout n ≥ max(n1, n3). On trouve donc bien σi(D(zi, α˜)) " C2 \ {0}. !
L’application χ : Ω0 −→ Dq' étant un revêtement ramifié fini, il existe un ensemble analytique
R ⊂ Dq' de codimension 1 tel que χ : Ω0 \ χ˜−1(R) −→ Dq' \ R est un revêtement fini. Posons
An := Dn
(
En ∩R
)
pour tout n ≥ 1.
Rappelons qu’une suite (Zn)n≥1 d’ensembles analytiques p-dimensionnels d’un ouvert U ⊂ Cq
est dite converger vers l’ensemble Z ⊂ U si :
1. Z est l’ensemble limite de la suite (Zn)n≥0, c’est-à-dire l’ensemble des limj→∞ xnj avec
xnj ∈ Znj et (nj)j strictement croissante.
2. Pour tout compact K de Z et tout ε > 0 il existe N(ε,K) ≥ 1 tel que K est contenu dans
un ε-voisinage de Zn pour tout n ≥ N(ε,K).
On a le Lemme suivant :
Lemme 3.14 Quitte à extraire, la suite (An)n≥1 d’ensembles analytiques de codimension 1
converge vers un un ensemble analytique A∞ de codimension 1.
Démonstration : Ecrivons R = {λ ∈ Dq' / F (λ) = 0} et choisissons un q-uplet α(1) tel que le
coefficient de λα(1) dans le développement en série entière de F est non-nul. Alors on peut écrire
F (λ) = aα(1)λα(1) + · · ·+ aα(N)λα(N) +
∑
αj>α(1),j
aαλ
α.
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Pour un q-uplet α, on note mαn := mn,1(0)α1 . . .mn,q(0)αq . Soit 1 ≤ s ≤ N tel que
∣∣mα(s)n ∣∣ =
inf
1≤j≤N
∣∣mα(j)n ∣∣. On a alors clairement An = {λ ∈ Dq' / mα(s)n .F ◦D−1n (λ) = 0} pour n ≥ 1 et le
développement en série de mα(s)n F ◦D−1n peut être écrit
m
α(s)
n F ◦D−1n (λ) =
N∑
j=1
aα(j)
m
α(s)
n
m
α(j)
n
λα(j) +
∑
αj>α(1),j
aα
m
α(s)
n
mαn
λα.
D’après le choix de s, la première somme converge localement uniformément (à extraction près)
vers une fonction F∞ polynômiale sur Dq' . Encore d’après le choix de s, la deuxième somme
converge clairement uniformément localement vers 0 sur Dq' . Ainsi, la suite (An)n≥1 converge (à
extraction près) vers un ensemble analytique A∞ = {λ ∈ Dq' / F∞(λ) = 0} de Dq' de codimension
1. !
On pose alors :
X∞ :=
⋃
n≥0
An = A∞ ∪
⋃
n≥0
An et D˙q' := Dq' \X∞.
D’après un Théorème de recouvrement de Besicovitch (voir [Mat] page 30), il existe un entier
P (q) et une famille dénombrable (Bi)i≥1 de boules fermées telles que 2Bi ⊂ D˙q' et :
D˙q' ≤
+∞∑
i=1
Bi ≤ P (q). D˙q' . (3.3.5)
D’après le Théorème de convergence dominée de Lebesgue, ceci donne
∫
Dq'
+∞∑
i=1
Bi .µ =
+∞∑
i=1
µ(Bi)
pour toute mesure de Radon finie µ sur Dq' . Nous pouvons maintenant commencer la démons-
tration du Théorème 3.9.
3.4 Première étape : encadrements locaux de µ(q).
Rappelons que Ωn
χ !! En
Dn !! Dq' où, d’apès la Proposition 3.11, χ est un revêtement
ramifié fini de degré p sur Ωn.
Lemme 3.15 1. Posons µ(q) := (Tbif|Br)q. Alors pour tout n ≥ 0,
1
P (q)
+∞∑
i=1
(Dn ◦ χ)∗µ(q)(Bi) ≤ µ(q)(Ωn) ≤
+∞∑
i=1
(Dn ◦ χ)∗µ(q)(Bi).
2. Il existe n0 ≥ 1 tel que pour tout j ≥ 1 et tout n ≥ n0, il existe p branches inverses
Sn,1,j, . . . , Sn,p,j : Bi −→ Ωn de Dn ◦ χ de sorte que ⋃1≤l≤p Sn,l,j(Bj) soit une réunion
disjointe et pour lesquelles :
(Dn ◦ χ)∗µ(q)(Bj) = q!d−q(n+k0)
p∑
l=1
∫
Bj
q∧
i=1
ddcGSn,l,j(x)
(
ξ˜n,i(Sn,l,j(x))
)
.
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Démonstration : 1. Puisque L est continue, µ(q) ne charge pas les ensembles pluripolaires.
En particulier, µ(q)(Ωn) = µ(q)(Ωn \ (Dn ◦ χ)−1(X∞)). D’après 3.3.5, on a
D˙q' ◦ (Dn ◦ χ) ≤
+∞∑
i=1
Bi ◦ (Dn ◦ χ) ≤ P (q). D˙q' ◦ (Dn ◦ χ),
ce qui donne
Ωn\(Dn◦χ)−1(X∞) ≤
+∞∑
i=1
Bi ◦ (Dn ◦ χ) ≤ P (q). Ωn\(Dn◦χ)−1(X∞).
En évaluant la mesure positive µ(q), on trouve
µ(q)(Ωn) = µ(q)(Ωn \ (Dn ◦ χ)−1(X∞)) ≤
+∞∑
i=1
µ(q)( Bi ◦ (Dn ◦ χ)) =
+∞∑
i=1
(Dn ◦ χ)∗µ(q)(Bi).
On montre de façon similaire l’autre inégalité.
2. Par le point 2 du Lemme 3.13, le courant ddcGλ(ξ˜n,i(λ)) est bien défini sur Ωn pour
1 ≤ i ≤ q et n ≥ n0. La formule de DeMarco (voir Corollaire 1.24) montre que
Tbif =
2d−2∑
i=1
ddcGλ(c˜i(λ)) =
k∑
i=1
ddcGλ
(
c˜i(λ)) (3.4.6)
où la seconde égalité découle du fait que les points critiques ck+1, . . . , c2d−2 sont passifs. Pour
λ ∈ Ωn on a pi ◦Fn+k0λ (c˜i(λ)) = fn+k0λ ◦pi(c˜i(λ)) = fn+k0λ (ci(λ)) = ξn,i(λ) = pi(ξ˜n,i(λ)) et il existe
donc une fonction holomorphe αn,i définie sur Ωn et ne s’annulant pas telle que Fn+k0λ (c˜i(λ)) =
αn,i(λ).ξ˜n,i(λ). On en déduit que
Gλ
(
ξ˜n,i(λ)
)
+ log |αn,i(λ)| = Gλ
(
Fn+k0λ (c˜i(λ))
)
= dn+k0Gλ
(
c˜i(λ)
)
puis, comme log |αn,i| est pluriharmonique sur Ωn que
dn+k0ddcGλ
(
c˜i(λ)
)
= ddcGλ
(
ξ˜n,i(λ)
)
(3.4.7)
Grâce au Théorème 3.12, on déduit de 3.4.6 et 3.4.7 que
µ(q)(Un) = T qbif(Un) = q!
∫
Un
q∧
i=1
ddcGλ
(
c˜i(λ)
)
= q!d−q(n+k0)
∫
Un
q∧
i=1
ddcGλ
(
ξ˜n,i(λ)
)
pour tout borélien Un ⊂ Ωn et tout n ≥ n0.
Par hypothèse, Bj ∩X∞ = ∅. Comme Dn ◦χ est un revêtement de degré p sur Ωn \χ−1(An),
il existe p branches inverses Sn,1,j, . . . , Sn,p,j de Dn ◦ χ définies sur Bj et à valeurs dans Ωn. On
a alors
1
q!d
q(n+k0)(Dn ◦ χ)∗µ(q)(Bj) =
p∑
l=1
∫
Sn,l,j(Bj)
(Dn ◦ χ)∗
q∧
i=1
ddcGSn,l,j (x)
(
ξ˜n,i(Sn,l,j(x))
)
,
=
p∑
l=1
∫
Bj
q∧
i=1
ddcGSn,l,j(x)
(
ξ˜n,i(Sn,l,j(x))
)
.
C’est l’estimation annoncée. !
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3.5 Deuxième étape : renormalisation.
Soient B ⊂ D˙q' une boule fermée et Sn,1 . . . , Sn,p les branches inverses de Dn ◦ χ définies sur
B et à valeurs dans Ωn. La famille (Sn,l)n≥0 est une suite d’applications holomorphes sur B.
Lemme 3.16 Soit B une boule fermée contenue dans Dq' \ X∞. Après extraction, les suites
suivantes (1 ≤ l ≤ p et 1 ≤ i ≤ q) convergent uniformément sur B lorsque n→ +∞ :
S(l)n
!! 0,
ξn,i ◦ Sn,l(x) !! pi(xi),
GSn,l(x)
(
ξ˜n,i ◦ Sn,l(x)
)
!! G0 ◦ σi
(
pi(xi)
)
,
où pi est une fonction holomorphe sur D(0, -) vérifiant p′i(0) = 1 et pi(0) = zi ∈ J0. De plus, il
existe une constante M > 0 telle que :∥∥∥GSn,l(ξ˜n,i ◦ Sn,l)∥∥∥
L∞(B)
≤M
pour toute boule B ⊂ D˙q' , tout n ≥ n0, tout 1 ≤ i ≤ q et tout 1 ≤ l ≤ p.
Démonstration : • Par construction Sn,l(B) ⊂ Ωn donc la suite (Sn,l)n≥0 converge uniformé-
ment vers 0 sur B. Utilisons maintenant le Lemme 3.13. Le point 1.(c) nous permet d’écrire
ξn,i
(
Sn,l(x)
)
= ψ(n,i)1,Sn,l(x)
(
mn,i(Sn,l(x)).ψ(n,i)0,Sn,l(x)
( xi
mn,i(0)
))
+ νn,i(Sn,l(x)).
Comme la suite (νn,i(0))n≥0 converge, à extraction près, vers zi ∈ J0 et comme (νn,i)n≥0 est
équicontinue, nous voyons que (νn,i ◦ Sn,l)n≥0 converge uniformément vers zi sur B.
• Intéressons-nous maintenant à ξn,i◦Sn,l−νn,i◦Sn,l et Commençons par regarder l’expression
obtenue en remplaçant Sn,l(x) par 0 :
un,i(xi) := ψ(n,i)1,0
(
mn,i(0).ψ(n,i)0,0
( xi
mn,i(0)
))
pour n ≥ 0, xi ∈ D(0, -) et 1 ≤ i ≤ q. Les changements de variables ψ(n,i)1,0 et ψ(n,i)0,0 sont tangents
à l’identité à l’ordre 2 et plus précisément (voir Proposition 2.5), il existe C1 > 0 telle que∣∣∣∣∣un,i(xi)−mn,i(0)ψ(n,i)0,0 ( ximn,i(0)
)∣∣∣∣∣ ≤ C1
∣∣∣∣∣mn,i(0)ψ(n,i)0,0 ( ximn,i(0)
)∣∣∣∣∣
2
∣∣∣∣∣mn,i(0)ψ(n,i)0,0 ( ximn,i(0)
)
− xi
∣∣∣∣∣ ≤ C1 |xi|2|mn,i(0)| ≤ C1K |xi|2.
On en déduit qu’il existe C2 > 0 telle que
|un,i(xi)− xi| ≤ C2|xi|2 (3.5.8)
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pour tout n ≥ 0 et tout xi ∈ D(0, -). La famille (un,i)n≥0 est donc équicontinue et (à extraction
près) converge uniformément localement sur D(0, -) vers une fonction holomorphe qi, qui, d’après
l’estimation 3.5.8, vérifie q′i(0) = 1 et qi(0) = 0. Posons pi := qi + zi.
• Posons maintenant
un,l,i(x) := ψ(n,i)1,Sn,l(x)
(
mn,i(Sn,l(x)).ψ(n,i)0,Sn,l(x)
( xi
mn,i(0)
))
,
vn,l,i(x) := mn,i
(
Sn,l(x)
)
ψ(n,i)0,Sn,l(x)
( xi
mn,i(0)
)
et
vn,i(xi) := mn,i(0)ψ(n,i)0,0
( xi
mn,i(0)
)
pour tout x ∈ B. Pour conclure la démonstration du Lemme il suffit de montrer que (un,l,i(x)−
un,i(xi))n≥0 converge uniformément vers 0 sur B. On a vu qu’il existe une constante C3 > 0 telle
que les changements de variables ψ(n,i)0,λ ,ψ
(n,i)
1,λ vérifient
|ψ(n,i)0,λ (z)− z| ≤ C3|z|2 pour tout λ ∈ Br et tout z ∈ D(0, ρn,i(λ)). (3.5.9)
|ψ(n,i)1,λ (w) − w| ≤ C3|w|2 pour tout λ ∈ Br et tout w ∈ D(0, ρ). (3.5.10)
Il vient alors de 3.5.9 pour tout x ∈ B :∣∣∣ψ(n,i)0,Sn,l(x)( ximn,i(0))− ximn,i(0) ∣∣∣ ≤ C3 ∣∣∣ ximn,i(0) ∣∣∣2 .∣∣∣ψ(n,i)0,0 ( ximn,i(0))− ximn,i(0) ∣∣∣ ≤ C3 ∣∣∣ ximn,i(0) ∣∣∣2 .
Comme Sn,l(B) ⊂ Ωn, par le Lemme de distorsion 2.4 et le 4. de la Proposition 3.11 il existe
C4 > 0, K > 1, p ≥ 1 et l0 ≥ 1 tels que
∣∣∣mn,i(Sn,l(x))mn,i(0) − 1∣∣∣ ≤ C4 nKnl0/p . On déduit des trois
dernières inégalités que pour tout x ∈ B et tout n ≥ n0
|vn,l,i(x)− vn,i(xi)| ≤ nC4
Knl0/p
|xi|+ C3
(
2 + nC4
Knl0/p
) |xi|2
|mn,i(0)| .
Ainsi la suite (vn,l,i(x)− vn,i(x))n≥0 converge uniformément vers 0 sur B.
• Comme Sn,l(B) ⊂ Ωn le (b) du 1. du Lemme 3.13 dit que |vn,l,i(x)| ≤ ρ et |vn,i(xi)| ≤ ρ
pour tout n ≥ n0 et tout x ∈ B et donc que les suites (vn,l,i(x))n≥0 et (vn,i(xi))n≥0 convergent
uniformément, à extraction près, vers une même fonction vi(xi) sur B. D’après l’assertion 3.5.10,
la suite (ψ(n,i)1,λ (z))n≥0 est équicontinue sur Br × D(0, ρ) et donc les deux suites
(
un,i(xi)
)
n≥0 et(
un,l,i(x)
)
n≥0 sont équicontinues sur Br.
Comme un,l,i(x) = ψ(n,i)1,Sn,l(x)(vn,l,i(x)) et un,i(xi) = ψ
(n,i)
1,0 (vn,i(xi)), le fait que Sn,l(x) converge
uniformément vers 0 et le fait que (vn,l,i(x))n≥0 et (vn,i(xi))n≥0 convergent uniformément vers
une même fonction sur B permettent alors de conclure.
Considérons finalement un voisinage ouvert W " C2 \ {0} de ⋃1≤i≤q σi(D(0, α˜)) (voir point
2 du Lemme 3.13). Puisque (λ, z) /→ Gλ(z) est continue sur Br × C2 \ {0} et puisque Ω0 " Br
(voir point 1 de la Proposition 3.11), on peut trouver une constante M > 0 pour laquelle
‖Gλ(z)‖L∞(Ω0×W ) ≤M . !
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3.6 Troisième étape : réduction asymptotique à une donnée dyna-
mique.
On définit une mesure de Radon sur Cq en posant pour tout borélien A ⊂ Cq
µ(A) :=
∫
A∩Dq'
q∧
i=1
ddcG0 ◦ σi
(
pi(xi)).
où les pi sont données par le Lemme 3.16.
Lemme 3.17 Posons 6 :=
+∞∑
j=1
µ(Bj). Alors :
0 < µ(Dq') ≤ 6 ≤ P (q).µ(Dq') < +∞.
Démonstration : Comme les fonctions G0 ◦ σi
(
pi(xi)
)
sont continues, la mesure µ ne charge
pas les ensembles pluripolaires. En particulier, µ(Dq') = µ(D˙q'). D’après 3.3.5, on trouve
µ(Dq') = µ(D˙q') ≤
+∞∑
j=1
µ(Bj) ≤ P (q).µ(D˙q') = P (q).µ(Dq').
La fonction G0 ◦σi
(
pi(xi)
)
ne dépendant que de la i-ième variable, le Théorème de Fubini et un
argument de régularisation montrent que
µ(Dq') =
∫
Dq'
q∧
i=1
ddcG0 ◦ σi
(
pi(xi)
)
=
q∏
i=1
∫
D(0,')
ddcG0 ◦ σi
(
pi(z)
)
.
Posons Wi := pi(D(0, -)) pour 1 ≤ i ≤ q. Comme pi est non-constante elle est ouverte et Wi est
un voisinage ouvert de pi(0) = zi. On en déduit que pour 1 ≤ i ≤ q l’ouvert Wi ⊂ P1 est un
voisinage de zi ∈ J0 et donc que 0 < µf0(Wi) +∞. Ainsi
0 < µ(Dq') =
q∏
i=1
µf0(Wi) < +∞,
ce qui donne l’encadrement voulu. !
Nous sommes maintenant en mesure de finir la démonstration du Théorème 3.9 :
Lemme 3.18 0 ∈ supp(µ(q)). Plus précisément, lim
n→+∞
log µ(q)(Ωn)
n
= −q log d.
Démonstration : D’après les inégalités de Chern-Levine-Nirenberg et le Lemme 3.16 , il existe
une constante M > 0 telle que, dès que n ≥ n0,∫
Bj
q∧
i=1
ddcGSn,l,j(x)(ξ˜n,i ◦ Sn,l,j(x)) ≤ Leb(Bj).M q < +∞
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pour tout j ≥ 1 et tout 1 ≤ l ≤ p. Ainsi, en sommant sur j et sur l on trouve pour tout N ≥ 1 :
p∑
l=1
∑
j≥N+1
∫
Bj
q∧
i=1
ddcGSn,l,j (x)(ξ˜n,i ◦ Sn,l,j(x)) ≤
 p∑
l=1
∑
j≥N+1
Leb(Bj)
 .M q
≤ p.M q ∑
j≥N+1
Leb(Bj)
pour n ≥ n0. Comme∑j≥1 Bj ≤ P (q). D˙q' , la série∑j≥1 Leb(Bj) est convergente. On en déduit
que pour tout ε > 0, il existe N0 ≥ 1 tel que pour N ≥ N0 on trouve :
0 ≤
p∑
l=1
+∞∑
j=1
∫
Bj
q∧
i=1
ddcGSn,l,j(x)(ξ˜n,i ◦ Sn,l,j(x))−
p∑
l=1
N0∑
j=1
∫
Bj
q∧
i=1
ddcGSn,l,j(x)(ξ˜n,i ◦ Sn,l,j(x)) ≤ ε.
On montre de façon similaire qu’il existe N1 ≥ 1 tel que pour N ≥ N1 on trouve :
0 ≤ p.6−
p∑
l=1
N1∑
j=1
∫
Bj
q∧
i=1
ddcG0(σi ◦ pi(xi)) ≤ ε.
D’après le Lemme 3.16, la suite GSn,l,j(x)(ξ˜n,i ◦Sn,l,j(x)) converge vers G0(σi ◦ pi(xi)) uniformé-
ment sur Bj. On a donc montré que
lim
n→+∞
p∑
l=1
+∞∑
j=1
∫
Bj
q∧
i=1
ddcGSn,l,j(x)(ξ˜n,i ◦ Sn,l,j(x)) = p.6 > 0.
Combiné aux Lemmes 3.15 et 3.17, ceci nous assure l’existence d’une suite 6n −→ 6, telle que
P (q)−1q!p.d−q(n+k0)6n ≤ µ(q)(Ωn) ≤ q!p.d−q(n+k0)6n.
Comme 6 > 0 et comme (Ωn) est une base de voisinages de 0, on a bien montré que 0 ∈ supp(µ(q)).
De plus, cet encadrement peut se réécrire :
log(P (q)−1q!p6n)
n
−
(
1 + k0
n
)
q log d ≤ log µ
(q)(Ωn)
n
≤ log(q!p6n)
n
−
(
1 + k0
n
)
q log d.
Puisque la suite 6n converge, on conclut en passant à la limite lorsque n→ +∞. !
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Chapitre 4
Transversalité aux paramètres
Misiurewicz.
Dans le chapitre précédent, on a vu qu’à une fraction rationnelle k-Misiurewicz f0 dans
une famille holomorphe (fλ)λ∈B(0,r) est naturellement associé un ensemble analytique χ−1{0}
pour lequel fλ est k-Misiurewicz pour tout λ ∈ χ−1{0} et (fλ)λ∈χ−1{0} est stable. Nous avons
également établi que sous la condition de transversalité codim χ−1{0} = k, la fraction rationnelle
f0 est dans le support de T kbif. Dans ce chapitre, nous allons montrer que cette condition de
transversalité est réalisée, sous des conditions génériques. Il s’agit d’un résultat de transversalité
dans l’esprit de ceux de vanStrien [vS] et de Buff-Epstein [BE].
Dans tout le chapitre nous considérons un entier 1 ≤ k ≤ 2d − 2 et (fλ)λ∈B(0,r) une famille
holomorphe de fractions rationnelles de degré d paramétrée par une boule de C2d−2 et telle que
f0 soit k-Misiurewicz. On suppose que (fλ)λ∈B(0,r) est munie de 2d− 2 points critiques marqués
c1(λ), . . . , c2d−2(λ) et que c1(0), . . . , ck(0) ∈ J0. Faisons quelques rappels. Il existe k0 ≥ 1 tel que
P k0(f0) = {fn0 (ci(0)) / n ≥ k0, 1 ≤ i ≤ k}
est un ensemble f0-invariant hyperbolique et il existe un mouvement holomorphe hλ de P k0(f0)
paramétré par B(0, r) conjuguant fλ à f0 sur P k0(f0) (voir Théorème 2.1). Nous avons alors
noté :
ξn,i(λ) = fn+k0λ (ci(λ))
νn,i(λ) = hλ
(
fn+k00 (ci(0))
)
χi(λ) = ξ0,i(λ)− ν0,i(λ)
χ(λ) = (χ1(λ), . . . ,χk(λ))
pour tout λ ∈ B(0, r), tout n ≥ 1 et tout 1 ≤ i ≤ k.
Rappelons que Aut(P1) agit sur Ratd par conjugaison et que l’on a noté Md l’espace des
modules des fractions rationnelles de degré d, c’est-à-dire Md = Ratd/Aut(P1). Si (fλ)λ∈B(0,r)
est une famille holomorphe de fractions rationnelles de degré d, on note Π : B(0, r) −→Md la
projection naturelle. On a alors :
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Π−1(Π(λ0)) = {λ ∈ B(0, r) / ∃φ ∈ PSL2(C) tel que fλ ◦ φ = φ ◦ fλ0 sur P1}.
Le but de ce chapitre est d’établir le résultat de transversalité suivant :
Théorème 4.1 Soit (fλ)λ∈B(0,r) une famille holomorphe de fractions rationnelles de degré d
paramétrée par une boule B(0, r) ⊂ C2d−2 et munie de 2d−2 points critiques marqués. Supposons
que f0 est k-Misiurewicz mais n’est pas un exemple de Lattès flexible et que pour tout λ0 ∈ B(0, r)
l’ensemble Π−1(Π(λ0)) est discret. Alors codim χ−1{0} = k.
La démonstration de ce résultat nécessite la notion de bonnes familles dont il est question
dans la section 4.1. Nous montrons que dans une bonne famille les bassins d’attractions ad-
mettent un mouvement holomorphe. Nous établissons ensuite un résultat de transversalité dans
les bonnes familles en Section 4.2. La section 4.3 est consacrée à la démonstration du Théorème
4.1. Enfin, nous montrons en section 4.4 comment appliquer ce résultat dans Ratd.
Commençons par le fait utile suivant :
Lemme 4.2 Soit (fλ)λ∈B(0,r) une famille holomorphe de fractions rationnelles de degré d munie
de 2d − 2 points critiques marqués et paramétrée par une boule B(0, r) ⊂ C2d−2. Supposons que
f0 est k-Misiurewicz. Alors, quitte à réduire r, la famille (fλ)λ∈χ−1{0} est stable et fλ est k-
Misiurewicz pour tout λ ∈ χ−1{0}.
Démonstration : Supposons que c1(0, . . . , ck(0) ∈ J0 et ck+1(0), . . . , c2d−2(0) ∈ F0. Puisque
χ = 0 sur χ−1{0}, les points critiques c1(λ), . . . , ck(λ) sont captés par un ensemble hyperbolique
pour tout λ ∈ B(0, r) et le Lemme 3.8 stipule qu’ils sont passifs sur χ−1{0}. De plus, d’après la
Proposition 3.4, les points critiques ck+1(0), . . . , c2d−2(0) sont dans des bassins d’attraction de
f0 et donc, quitte à réduire r, sont passifs et restent dans les mêmes bassins respectifs. !
4.1 Bonnes familles de fractions rationnelles.
La notion de bonne famille a été introduite par Aspenberg dans [As2] :
Définition 4.1 Soient (fλ)λ∈B(0,r) une famille holomorphe de fractions rationnelles munie de
2d − 2 points critiques marqués et X ⊂ B(0, r) un ensemble analytique. On dit que (fλ)λ∈X
est une bonne famille de fractions rationnelles si pour tout λ0 ∈ X l’ensemble Π−1(Π(λ0)) est
discret et si tout cycle attractif Cλ de fλ dépendant holomorphiquement de λ ∈ B(0, r) vérifie les
assertions suivantes :
1. le multiplicateur de Cλ est constant sur X,
2. les multiplicités des points critiques contenus dans le bassin d’attraction Aλ du cycle Cλ
sont constantes sur X,
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3. si z(λ) ∈ Cλ vérifie fpλ(z(λ)) = z(λ) pour tout λ ∈ X et un certain entier p ≥ 1, il
existe une coordonnée ϕλ de Koenigs/Böttcher pour fpλ en z(λ) telle que tout point critique
c(λ) de fλ, qui est dans le bassin d’attraction Aλ du cycle Cλ pour tout λ ∈ X, vérifie
ϕλ(fnλ (c(λ))) = ϕ0(fn0 (c(0))) pour tout λ ∈ X et pour un certain entier n ≥ 1.
On dit qu’une bonne famille (fλ)λ∈X est lisse si X est lisse.
Remarque 4.1 Tout sous-ensemble analytique d’une bonne famille de fractions rationnelles est
lui-même une bonne famille de fractions rationnelles.
Lorsque (fλ)λ∈D(0,r) est une bonne famille stable de fractions rationnelles les propriétés sui-
vantes sont vérifiées :
Lemme 4.3 Soient (fλ)λ∈D(0,r) une bonne famille stable de fractions rationnelles, C0 un cycle
attractif de f0 et A0 le bassin d’attraction de f0. Alors :
1. La courbe analytique
C := {(λ, z) ∈ D(0, r)× P1 / fλ(z) = fλ(c(λ)) pour un certain c(0) ∈ A0}
est une réunion disjointe de graphes holomorphes au-dessus de D(0, r).
2. Soit U0 ⊂ A0. Supposons qu’il existe φ : D(0, r) × U0 −→ P1 un mouvement holomorphe
qui envoie f0(C(f0)) ∩ U0 sur fλ(C(fλ)) ∩ φλ(U0) et tel que φλ : U0 −→ φλ(U0) est un
biholomorphisme. Soit
U0 := {(λ, z) ∈ D(0, r)× P1 / fλ(z) ∈ φλ(U0)}.
Le nombre de composantes connexes de U0 est le même que le nombre de composantes
connexes de f−10 (U0).
3. Soient V0 une composante connexe de f−10 (U0) et V0 la composante connexe de U0 qui
contient {0} × V0. Notons Vλ ⊂ P1 le domaine pour lequel V0 ∩ ({λ} × P1) = {λ} × Vλ.
Alors Vλ est homéomorphe à V0 et l’application fibrée :
F : V0 −→ D(0, r)× U0
(λ, z) /−→ (λ,φ−1λ ◦ fλ(z))
est un revêtement ramifié holomorphe de degré deg(f0 : V0 → U0) et de lieu de ramification
{(λ, c(λ)) ∈ V0 / c(0) ∈ C(f0) ∩ V0}.
Démonstration : • Commençons par supposer que deux composantes irréductibles C1 et C2
de C s’intersectent en (λ0, z0). Soient (λi, zi) ∈ Ci \ {(λ0, z0)} alors
deg(fλ0 , z0) = deg(fλ1 , z1) + deg(fλ2 , z2).
Ceci contredit l’hypothése 2 de la définition de bonne famille. Ainsi les composantes irréduc-
tibles de C sont deux-à-deux disjointes. Soit C1 une composante irréductible de C. On a deux
possibilités :
– C1 = {(λ, c(λ))} pour un certain point critique c(0) ∈ f−10 (U0) et il s’agit bien d’un graphe
holomorphe.
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Figure 4.1 – Structure de V0
– Dans le cas contraire, l’hypothèse 2 de la définition de bonne famille donne f ′λ(z) .= 0 pour
tout (λ, z) ∈ C1. Le Théorème des fonctions implicites stipule que localement C1 est un
graphe holomorphe {(λ, z(λ))}.
Soit 0 < η ≤ r maximal tel que C1 est un graphe {(λ, z(λ))} au-dessus de D(0, η). Si
η < r, alors d’après le Théorème des fonctions implicites, pour tout λ0 ∈ ∂D(0, η) il existe
ηλ0 > 0 et une unique fonction holomorphe zλ0 : D(λ0, ηλ0) −→ P1 vérifiant zλ0(λ) =
z(λ) sur D(0, η) ∩D(λ0, ηλ0). Par compacité de ∂D(0, η) on peut extraire une famille finie
{λ1, . . . ,λm} pour laquelle
∂D(0, η) ⊂
n⋃
j=1
D(λi, ηλi).
Ceci permet de définir un prolongement de z(λ) à un disque D(0, η′) avec η < η′ ce qui
contredit la maximalité de η. On a donc bien montré que η = r.
• D’après l’hypothèse 2 de la définition de bonne famille U0 ∩ ({λ} × P1) est un domaine
non-vide de {λ}×P1 et le nombre de composantes connexes de U0 ∩ ({λ}×P1) est le même que
celui de f−10 (U0) pour tout λ ∈ D(0, ρ) et le point 2 est démontré.
• Soient V0 une composante connexe de f−10 (U0) et V0 la composante connexe de U0 contenant
{0}×V0. Toujours d’après l’hypothèse 2 de la définition de bonne famille, la formule de Riemann-
Hurwitz stipule que son groupe fondamental ne dépend pas de λ ∈ D(0, ρ). Notons Vλ ⊂ P1
l’ouvert pour lequel {λ}×Vλ = V0 ∩ ({λ}×P1). On vient de voir que Vλ est homéomorphe à V0.
Finalement, l’application F étant une application fibrée, pour trouver les points de ramification
de F il suffit de trouver les points de ramification de F2(λ, ·) pour tout λ ∈ D(0, ρ). Puisque φ−1λ
est un biholomorphisme il s’agit des points de ramification de fλ et le lieu de ramification de F
est donné par {(λ, c(λ)) ∈ V0 / c(0) ∈ V0}. !
L’utilité des bonnes familles réside dans le fait suivant :
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Proposition 4.4 Soit (fλ)λ∈D(0,r) une bonne famille lisse de fractions rationnelles paramétrée
par un disque. Supposons que 0 est un paramètre de stabilité dans la famille (fλ)λ∈D(0,r). Suppo-
sons par ailleurs que fλ admet un cycle attractif Cλ dépendant holomorphiquement de λ ∈ D(0, r)
et notons Aλ son bassin d’attraction, alors il existe 0 < ρ ≤ r et un mouvement holomorphe
φ : A0 × D(0, ρ) −→ P1 tel que pour tout λ ∈ D(0, ρ) :
1. φλ : A0 −→ Aλ est un biholomorphisme,
2. le diagramme suivant commute :
A0 φλ !!
f0
""
Aλ
fλ
""
A0 φλ
!! Aλ.
Idée de la démonstration : On adapte la méthode utilisée par McMullen pour fabriquer des
champs de droites invariants (voir [Mc1], Théorème 4.9 page 62). Plaçons-nous dans le cas le
plus simple : Cλ = {z(λ)} est un point fixe super-attractif et Aλ ne contient aucun autre point
critique que z(λ). Alors il existe s ≥ 1 et un biholomorphisme ϕλ : Aλ ∼−→ D qui dépend
holomorphiquement de λ ∈ D(0, r) tels que :
ϕλ ◦ fλ(z) =
(
ϕλ(z))s
pour tout λ ∈ D(0, r) et tout z ∈ Aλ. On peut alors définir un mouvement holomorphe de A0
en posant :
φλ(z) := ϕ−1λ ◦ ϕ0(z).
L’application φλ : A0 −→ Aλ ainsi définie est un biholomorphisme et
φλ ◦ f0(z) = ϕ−1λ ◦ ϕ0 ◦ f0(z) = ϕ−1λ
((
ϕ0(z)
)s) = fλ ◦ ϕ−1λ ◦ ϕ0 = fλ ◦ φλ(z). !
Démonstration de la Proposition 4.4 : Quitte à réduire r on peut supposer que la famille
(fλ)λ∈D(0,r) est stable. Pour démontrer ce résultat nous procédons de la façon suivante : nous
allons montrer qu’il existe ρ ≤ r et Ω0 un ouvert f0-invariant contenant C0 tels que φ est définie
sur D(0, ρ) × Ω0 et a les propriétés recherchées. Nous étendrons ensuite φ (voir Lemme 4.6).
• Première étape : construction de φλ au voisinage d’un point du cycle :
Soit q la période de Cλ. On note z0(λ), . . . , zq−1(λ) les points du cycle Cλ, de sorte que
zi+1(λ) = fλ(zi(λ)) pour 0 ≤ i ≤ q− 2 et que z0(λ) = fλ(zq−1(λ)). Dans ce qui suit, nous allons
privilégier le point zq−1(λ). Pour tout λ ∈ D(0, r), il existe un voisinage Vλ de zq−1(λ) et
ϕλ : Vλ ∼ !! D(0, ε)
qui conjugue f qλ à sa forme normale et qui dépend holomorphiquement de λ ∈ D(0, r). On pose
alors
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φλ,q−1(z) := ϕ−1λ ◦ ϕ0(z)
pour tout z ∈ V0. Pour tout λ ∈ D(0, r) l’application φλ,q−1 est un biholomorphisme et pour tout
z ∈ V0, λ /−→ φλ,q−1(z) est clairement holomorphe sur D(0, r). Par construction l’application
φλ,q−1 vérifie :
f qλ ◦ φλ,q−1 = φλ,q−1 ◦ f q0 sur V0. (4.1.1)
Utilisons l’hypothèse (3) de la définition de bonne famille. Soit U un voisinage connexe de
z0(0) tel V0 = f q−10 (U). Il existe 0 < ρ ≤ r pour lequel, quitte à diminuer U , on peut supposer
que :
1. f q0 (U) ⊂ U ,
2. si Vλ,i désigne la composante connexe de f−iλ (φλ,q−1(U)) qui contient zq−i(λ), alors Vλ,i ∩
Vλ,i = ∅ dès que 0 ≤ i .= j ≤ q − 1,
3. C(fλ) ∩
(
φλ,q−1(V0) ∪ Vλ,1 ∪ · · · ∪ Vλ,q−1
)
⊂ Cλ.
Notons alors Ω0 := U ∪f0(U)∪ · · ·∪f q−10 (U). Quitte à réduire U on peut supposer que f0(Ω0) "
Ω0.
• Deuxième étape : relèvement de φλ au voisinage des autres points du cycle :
Soit 0 ≤ i ≤ q − 1. Supposons que φλ,i est défini sur f i0(U) et que φλ,i(z) est holomorphe et
injective par rapport à z et holomorphe par rapport à λ. On peut ”relever” φλ,i ◦ f0 par fλ pour
construire φλ,i−1. Ceci fait l’objet du Lemme suivant :
Lemme 4.5 Il existe φλ,i−1 une injection holomorphe définie sur f i−10 (U), dépendant holomor-
phiquement de λ ∈ D(0, ρ) et telle que le diagramme suivant commute :
f i−10 (U)
φλ,i−1!!
f0
""
φλ,i−1
(
f i−10 (U)
)
fλ
""
f i0(U) φλ,i
!! φλ,i
(
f i0(U)
)
.
De plus, φ0,i−1 = id sur f i−10 (U).
Démonstration : Si f ′0(zi−1(0)) .= 0 on peut appliquer le théorème des fonctions implicites.
Quitte à réduire ρ et U on a le résultat voulu. On supposera donc par la suite que f ′0(zi−1(0)) = 0.
Posons V0 := f i−10 (U) et U0 := f i0(U) et notons U0 la composante connexe de {(λ, z) ∈ D(0, ρ)×
P1 / fλ(z) ∈ φλ(U0)} qui contient Z := {(λ, zi−1(λ)) / λ ∈ D(0, ρ)}.
Commençons par remarquer qu’il existe un homéomorphisme :
u : U0 −→ D(0, ρ)× V0
(λ, z) /−→ (λ, uλ(z)).
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En effet, si Vλ le domaine de P1 pour lequel U0∩ ({λ}×P1) = {λ}×Vλ, la formule de Riemann-
Hurwitz nous assure que Vλ est un disque topologique et il est clair que Vλ et Vλ∩V0 dépendent
continuement de λ ∈ D(0, ρ). Quitte à réduire ρ on peut supposer qu’il existe z0 ∈ V0 ∩ Vλ pour
tout λ ∈ D(0, ρ) et que V0 ∩ Vλ est un disque topologique.
Soient λn une suite convergeant vers 0 et vn : Vλn ∩ V0 −→ D l’application de Riemann qui
envoie z0 sur 0. D’après le Théorème de Montel et puisque vn(z0) = 0, quitte à extraire la suite
vn converge vers une application holomorphe injective v2 : V0 −→ D. De même, la suite v−1n
converge vers une application holomorphe injective w2 : D −→ V0. Puisque v−1n ◦ vn = id on
trouve w2 = v−12 et le Lemme de Schwarz stipule que v2 est l’application de Riemann de V0 qui
envoie z0 sur 0.
L’application de Riemann vλ de Vλ envoyant z0 sur 0 dépend donc continuement du para-
mètre λ et il suffit de poser u(λ, z) := (λ, v−1λ (z)) pour conclure.
L’homéomorphisme u induit alors un homéomorphisme
u˜ : U0 \ Z −→ D(0, ρ) × (V0 \ {zi−1(0)})
(λ, z) /−→ (λ, u˜λ(z)).
Posons maintenant
F1 : U0 /−→ D(0, ρ)× U0
(λ, z) /−→ (λ,φ−1i ◦ fλ(z))
et F2 : D(0, ρ)× V0 /−→ D(0, ρ) × U0(λ, z) /−→ (λ, f0(z)).
D’après le point 3. du Lemme 4.3 les applications fibrées F1|U0\Z et F2|D(0,ρ)×(V0\{zi−1(0)}) sont
des revêtements holomorphes de même degré. D’après la théorie des revêtements pour montrer
qu’ils sont isomorphes il suffit de vérifier que
(F1)∗pi1(U0 \ Z) = (F2)∗pi1(D(0, ρ) × (V0 \ {zi−1(0)})).
Soit γ(t) := (λ(t), z(t)) un lacet de U0\Z alors il est homotope au lacet Γ(t) = (0, u˜−10 ◦u˜λ(t)(z(t)))
à travers l’homotopie (s, t) /−→ (sλ(t), u˜−1sλ(t)◦u˜λ(t)(z(t))). Le groupe (F1)∗pi1(U0\Z) consiste donc
en les classes de chemins de la forme (0, f0◦z(t)), t ∈ [0, 1]. Ceci nous donne bien (F1)∗pi1(U0\Z) =
(F2)∗pi1(D(0, ρ) × (V0 \ {zi−1(0)})). Il existe donc un biholomorphisme Φi−1 qui fait commuter
le diagramme suivant :
D(0, ρ)× (V0 \ {zi−1(0}) Φi−1 !!
F2 ##!!!!
!!!!!
!!!!!
!!!!
U0 \ Z
F1$$""""
""""
""""
""
D(0, ρ) × (U0 \ {zi(0)}).
Puisque F1 et F2 sont fibrées Φi−1 l’est aussi et Φi−1(λ, z) = (λ,φλ,i−1(z)). En prolongeant Φi−1
par continuité à D(0, ρ)× V0 on finit la démonstration. !
Montrons maintenant que φλ conjugue f0 et fλ au voisinage de C0. Dans tous les cas on a
construit φλ,i−1 de sorte que le diagramme suivant commute :
f i−10 (U)
φλ,i−1!!
f0
""
φλ,i−1
(
f i−10 (U)
)
fλ
""
f i0(U) φλ,i
!! φλ,i
(
f i0(U)
)
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pour tout λ ∈ D(0, ρ). On peut alors définir φλ sur Ω0 en posant :
φλ(z) := φλ,i(z) si z ∈ f i0(U).
Pour montrer que φλ conjugue f0 à fλ il reste à vérifier que φλ,0 ◦ f0 = fλ ◦ φλ,q−1 sur f q−10 (U).
Le Lemme 4.5 stipule que le diagramme suivant est commutatif :
V
φλ,−1 !!
f0
""
φλ,−1
(
V
)
fλ
""
U
φλ,0 !!
f0
""
φλ,0
(
U
)
fλ
""
...
f0
""
...
fλ
""
f q−10 (U)
φλ,q−1!! φλ,q−1
(
f q−10 (U)
)
où V est la composante connexe de f−10 (U) qui contient zq−1(0). Il suffit donc de montrer que
φλ,−1 = φλ,q−1 au voisinage de zq−1(0). D’après le diagramme ci-dessus on a
f qλ ◦ φλ,−1 = φλ,q−1 ◦ f q0
au voisinage de zq−1(0) et par construction de φλ,q−1, cela donne :
f qλ ◦ φλ,−1 = ϕ−1λ ◦ ϕ0 ◦ f q0
au voisinage de zq−1(0), ce qui devient ϕλ ◦ f qλ ◦φλ,−1 = ϕ0 ◦ f q0 . Puisque ϕλ est une coordonnée
locale de f qλ au voisinage de zq−1(λ) dans laquelle f
q
λ s’écrit sous sa forme normale, on trouve
(ϕλ ◦ φλ,−1)k = ϕk0 où k est le degré local de f q0 en zq−1(0). Ceci nous permet d’affirmer qu’il
existe u ∈ C avec uk = 1 pour lequel la fonction :
(λ, z) # !! ϕλ ◦ φλ,−1(z)
ϕ0(z)
est constante égale à u sur D(0, ρ)×W , oùW est un voisinage de zq−1(0). Puisque φ0,−1 = id cela
donne u = 1 en λ = 0 et φλ,−1 = φλ,q−1 au voisinage de zq−1(0). Par prolongement analytique
on a bien φλ,−1 = φλ,q−1.
• Troisième étape : prolongement de φ à D(0, ρ)×A0.
Il suffit d’itérer le Lemme suivant :
Lemme 4.6 Soit (fλ)λ∈D(0,ρ) une bonne famille lisse de fractions rationnelles paramétrée par
un disque D(0, ρ). Supposons que la famille (fλ)λ∈C(0,ρ) est stable et que fλ admet un cycle
attractif Cλ dépendant holomorphiquement de λ ∈ D(0, ρ) et notons Aλ le bassin d’attraction de
Cλ. Considérons Ω ⊂ A0 un ouvert f0-invariant pour lequel f0(Ω) " Ω et supposons qu’il existe
φ : D(0, ρ)× Ω −→ P1 un mouvement holomorphe tel que
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1. fλ ◦ φλ(z) = φλ ◦ f0(z), pour tout z ∈ Ω et tout λ ∈ D(0, ρ),
2. φλ : Ω −→ φλ(Ω) est un biholomorphisme pour tout λ ∈ D(0, ρ).
Alors, il existe un mouvement holomorphe φ˜ : D(0, ρ)× f−10 (Ω) −→ P1 tel que
1. φ˜λ
∣∣
Ω = φλ pour tout λ ∈ D(0, ρ),
2. fλ ◦ φ˜λ(z) = φ˜λ ◦ f0(z), pour tout z ∈ f−10 (Ω) et tout λ ∈ D(0, ρ),
3. φ˜λ : f−10 (Ω) −→ f−1λ
(
φλ(Ω)
)
est un biholomorphisme pour tout λ ∈ D(0, ρ).
Le Lemme 4.6 nous assure que φ se prolonge à
D(0, ρ)×
⋃
n≥0
f−n0
(
Ω0
) = D(0, ρ) ×A0.
tout en conservant les propriétés de φ. De plus, il faut remarquer que φλ(Ω) est un voisinage
fλ-invariant de Cλ et que
φλ(f−n0 (Ω)) = f−nλ (φλ(Ω)).
Ainsi, φλ(A0) = Aλ, ce qui conclut la démonstration. !
Montrons maintenant le Lemme 4.6 :
Démonstration du Lemme 4.6 : • La stratégie est la même que pour démontrer le Lemme
4.5. Soient U0 une composante connexe de Ω et V0 une composante connexe de f−10 (U0). Notons
V0 la composante connexe de {(λ, z) ∈ D(0, ρ) × P1 / fλ(z) ∈ φλ(U0)} qui contient {0} × V0.
D’après le point 2. du Lemme 4.3, V0 ∩ ({λ}× P1) est un domaine non-vide de {λ}× P1 et son
groupe fondamental ne dépend pas de λ ∈ D(0, ρ). Nous allons par la suite utiliser le Lemme
suivant que nous démontrerons ultérieurement :
Lemme 4.7 Il existe un homéomorphisme
u : V0 −→ D(0, ρ) × V0
(λ, z) /−→ (λ, uλ(z)).
Posons maintenant W := D(0, ρ)× V0 et
F1 : V0 −→ D(0, ρ)× U
(λ, z) /−→ (λ,φ−1λ ◦ fλ(z))
et F2 :W −→ D(0, ρ)× U(λ, z) /−→ (λ, f0(z)).
D’après le Lemme 4.7 les ouverts V0 et W sont homéomorphes. D’après le Lemme 4.3 les ap-
plications F1 et F2 sont des revêtements ramifiés de même degré et C(V0) := {(λ, z) ∈ V0 /
fλ(z) ∈ fλ(C(fλ))} est une réunion de graphes holomorphes disjoints. Notons
V ′0 := V0 \ C(V0) et W ′ := W \ (D(0, ρ) ×
(
f−10
(
f0(C(f0))
) ∩ V0).
L’homéomorphisme u : V0 −→ D(0, ρ)× V0 induit donc un homéomorphisme
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u˜ : V ′0 −→ W ′
(λ, z) /−→ (λ, u˜λ(z)).
• D’après la théorie des revêtements, pour montrer que les revêtements F1|V ′0 et F2|W ′ sont
isomorphes il reste à montrer que (F1)∗pi1(V ′0) = (F2)∗pi1(W ′). Considérons donc γ : [0, 1] −→ V ′0
un chemin de V ′0 donné par γ(t) = (λ(t), z(t)) pour t ∈ [0, 1]. Posons
Γ : [0, 1] × [0, 1] −→ V ′0
(s, t) /−→ (sλ(t), u˜−1sλ(t) ◦ u˜λ(t)(z(t))).
Il s’agit d’une homotopie entre γ et le chemin γ˜ donné par γ˜(t) = (0, u˜−10 ◦ u˜λ(t)(z(t))). On a
donc montré que tout chemin de V ′0 est homotope à un chemin de la forme (0, z(t)) et il est
alors clair que (F1)∗pi1(V ′0) est l’ensemble des classes de chemins de la forme (0, f0(z(t))) où z(t)
est un chemin de V0 \ f−10
(
f0(C(f0))
)
. Puisque W ′ = D(0, ρ) × V0 \
(
f−10
(
f0(C(f0))
))
on a bien
(F1)∗pi1(V ′0) = (F2)∗pi1(W ′). On a donc une application Φ˜ : W ′ −→ V ′0 qui fait commuter le
diagramme suivant :
W ′ Φ˜ !!
F2 %%$$
$$$
$$$
$$
V ′0
F1&&%%%
%%%
%%%
%%
D(0, ρ)× U.
De plus, puisque F1 et F2 sont des applications fibrées on sait que Φ˜ s’écrit
Φ˜(λ, z) = (λ, φ˜λ(z))
pour (λ, z) ∈W ′. Finalement, en prolongeant Φ˜ par continuité on finit la construction de φ˜λ sur
V0.
• Il reste à montrer que φ˜λ est bien un prolongement de φλ. Considérons donc z ∈ Ω, alors
φ˜λ(z) ∈ f−1λ
[
fλ ◦ φλ(z)
]
pour tout λ ∈ D(0, ρ). Soient U une composante connexe de Ω et
z0 ∈ U \ f−10
(
f0(C(f0))
)
. Alors il existe un voisinage V0 ⊂ U de z0 et un voisinage W0 ⊂ D(0, ρ)
de 0 pour lesquels φ˜λ(z) /∈ f−1λ
[
fλ(C(fλ))
]
pour (λ, z) ∈W0 × V0.
L’ensemble {(λ, z) ∈ W0 × V0 / fλ ◦ φ˜λ(z) = fλ ◦ φλ(z)} est donc une réunion disjointe de
graphes holomorphes. Puisque φ˜0(z) = z = φ0(z) cela donne φ˜λ(z) = φλ(z) pour (λ, z) ∈W0×V0.
Puisque les applications holomorphes
Φ : D(0, ρ) × U −→ D(0, ρ)× P1
(λ, z) /−→ (λ,φλ(z)) et
Φ˜ : D(0, ρ) × U −→ D(0, ρ) × P1
(λ, z) /−→ (λ, φ˜λ(z))
coïncident sur un ouvert non-vide, le principe du prolongement analytique stipule que Φ = Φ˜
sur D(0, ρ) × U . !
Démonstration du Lemme 4.7 : Notons Vλ le domaine de P1 pour lequel
V0 ∩ ({λ} × P1) = {λ} × Vλ.
Soit z0 ∈ ∂V0 fixé. Puisque f0(Ω0) " Ω0 on peut poser :
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A˜ := {(λ, z) ∈ D(0, ρ)× P1 / fλ(z) = φλ ◦ f0(z0)}.
La courbe A˜ est contenue dans la frontière de {(λ, z) ∈ D(0, ρ) × P1 / fλ(z) ∈ φλ(U)} dans
D(0, ρ) × P1. On considère alors A := A˜ ∩ ∂V0. D’après le point 1 du Lemme 4.3 il s’agit d’une
réunion disjointe de graphes holomorphes. En particulier, il existe une unique application holo-
morphe zz0 : D(0, ρ) −→ P1 vérifiant :
– fλ(zz0(λ)) = φλ ◦ f0(z0) pour tout λ ∈ D(0, ρ),
– zz0(0) = z0.
On pose alors vλ(z0) := zz0(λ) pour (λ, z0) ∈ D(0, ρ) × P1. Montrons que vλ est injective pour
tout λ ∈ D(0, ρ) pour montrer que cela définit un mouvement holomorphe
v : D(0, ρ) × ∂V0 −→ P1
Soient z1, z2 ∈ ∂V0 tels que vλ(z1) = vλ(z2) alors par définition de vλ on a nécessairement z1 = z2.
Prouvons finalement que vλ(∂V0) = ∂Vλ. Soit λ0 ∈ D(0, ρ). Supposons que vλ0(∂V0) .= ∂Vλ0 et
donc il existe z0 ∈ ∂Vλ0 tel que vλ0(∂V0) ⊂ ∂Vλ0 \{z0}. Puisque v est un mouvement holomorphe,
vλ0(∂V0) est homéomorphe à ∂V0. Ainsi, nécessairement, le nombre de composantes connexes de
∂V0 diffère du nombre de composantes connexes de ∂Vλ0 . Ceci contredit le fait que, d’après le
point 3 du Lemme 4.3, il existe un homéomorphisme h : V0 −→ Vλ0 .
D’après le Théorème de Slodkowski (voir [Hu] Théorème 5.2.5 page 197) ce mouvement holo-
morphe se prolonge en un mouvement holomorphe continu v : D(0, ρ)×P1 −→ P1. Ce mouvement
holomorphe vérifie vλ(V0) = Vλ pour tout λ ∈ D(0, ρ). On a donc un homéomorphisme :
V : D(0, ρ)× V0 −→ V0
(λ, z) /−→ (λ, vλ(z)).
Il suffit alors de poser u := V−1. !
4.2 Transversalité dans les bonnes familles.
Nous établissons maintenant les résultats de transversalité concernant l’application d’activité
dans le cadre des bonnes familles. Rappelons que dans une famille holomorphe (fλ)λ∈X munie
de 2d − 2 points critiques marqués, pour laquelle f0 est k-Misiurewicz, l’application d’activité
χ : (X, 0) −→ Ck de (fλ)λ∈X en λ = 0 est donnée au voisinage de 0 par
χ(λ) =
(
fk0λ (c1(λ))− hλ
(
fk00 (c1(0))
)
, . . . , fk0λ (ck(λ))− hλ
(
fk00 (ck(0))
))
où hλ est un mouvement holomorphe dynamique de P k0(f0).
Proposition 4.8 Soient 1 ≤ k ≤ 2d− 2 et (fλ)λ∈X une bonne famille de fractions rationnelles
de degré d munie de points critiques marqués et telle que 0 ∈ X. Supposons que f0 est k-
Misiurewicz mais n’est pas un exemple de Lattès flexible et que c1(0), . . . , ck(0) ∈ J0. Soit χ une
application d’activité de (fλ)λ∈X en λ = 0.
1. Alors il existe 1 ≤ i ≤ 2d − 2 tel que ci est actif en 0 dans X, ce qui signifie que χ−1{0}
est de codimension 1 dans X.
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2. Supposons de plus que dimX ≥ k, alors l’ensemble analytique χ−1{0} est de codimension
k dans X.
On s’intéressera également aux exemples de Lattès flexibles et pour ce faire on utilisera le
Lemme suivant :
Lemme 4.9 Soient (fλ)λ∈X une bonne famille de fractions rationnelles de degré d et (λn)n≥1 ⊂
X une suite convergeant vers λ0 ∈ X et telle que fλn est un exemple de Lattès flexible. Alors
fλ0 est un exemple de Lattès flexible et il existe une courbe Λ ⊂ X de Lattès flexibles telle que
λ0 ∈ Λ et modulo extraction λn ∈ Λ pour tout n assez grand.
Démonstration : Comme la fonction exposant de Lyapounov L est continue sur X (voir
[BB1]) et comme L prend sa valeur minimale log
√
d en f si et seulement si f est un exemple
de Lattès (voir [Le]) on a L(fλ0) = limn→∞L(fλn) = log
√
d et fλ0 est un exemple de Lattès.
Nous allons maintenant utiliser une caractérisation des exemples de Lattès flexibles donnée par
Milnor dans [Mi3] :
Un exemple de Lattès est flexible si et seulement si le multiplicateur de toutes ses orbites
périodiques est un entier.
Comme fλ0 est un exemple de Lattès tous ses cycles sont répulsifs. Soient p ≥ 1 et C un
p-cycle de fλ0. Par le Théorème des fonctions implicites il existe un voisinage V de λ0 dans X
sur lequel on peut suivre holomorphiquement C en un cycle répulsif Cλ de fλ. Notons m(λ) le
multiplicateur de Cλ. On a m(λ0) = limn→∞m(λn) ∈ Z et donc fλ0 est un exemple de Lattès
flexible.
Puisque X est une bonne famille, il n’existe qu’un nombre fini de courbes de Lattès flexibles
dans X et elles sont fermées (voir [Mi3] page 18 pour le cas des familles normalisées). On peut
donc affirmer qu’il existe une courbe Λ ⊂ X d’exemples de Lattès flexibles telle que modulo
extraction, λn ∈ Λ et λ0 ∈ Λ. !
Passons maintenant à la démonstration de la Proposition 4.8 :
Démonstration de la Proposition 4.8 : • Commençons par montrer l’assertion 1. Raisonnons
par l’absurde en supposant que ci est passif en 0 dans X pour tout 1 ≤ i ≤ k. D’après le Lemme
3.8 on a X = X ∩ χ−1{0} et fλ est k-Misiurewicz pour tout λ ∈ X. Soient V la partie régulière
de X, λ0 ∈ V et ψ : D −→ V un disque holomorphe non-constant centré en λ0. Dans la suite
nous identifierons D et ψ(D) et serons amenés réduire D. Distinguons deux cas :
Si 1 ≤ k < 2d − 2 alors fλ0 a au moins un bassin d’attraction et Jλ0 .= P1. D’après la
Proposition 4.4 et la Proposition 3.4 il existe un mouvement holomorphe φ : D×Fλ0 −→ P1 qui
conjugue conformément fλ0 et fλ sur leurs ensembles de Fatou pour tout λ ∈ D.
Par le λ-Lemme, φλ s’étend en un homéomorphisme quasi-conforme φλ : P1 −→ P1 qui
conjugue fλ0 à fλ. D’après le Lemme 3.7, Jλ0 est de mesure nulle et donc l’homéomorphisme
φλ est conforme presque partout. On en déduit que φλ est conforme pour tout λ ∈ D, ce qui
contredit l’hypothèse Π−1(Π(λ0)) discret.
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Si k = 2d − 2 alors Jλ0 = P1. Nous allons utiliser la théorie de Mañé-Sad-Sullivan (voir
[MSS]). Puisque tous les points critiques sont passifs, le paramètre λ0 est stable. Il existe donc
un mouvement holomorphe quasi-conforme φ : D × P1 −→ P1 qui conjugue fλ0 à fλ. Soit
λ ∈ D \ {λ0} on note µλ la forme de Beltrami vérifiant ∂φλ
∂z
(z) = µλ(z)∂φλ
∂z
(z), pour presque
tout z ∈ P1 et Sλ son support. Il existe λn −→ λ0 telle que mes(Sλn) > 0, car sinon X ne serait
pas une bonne famille.
Jλn porte donc un champ de droites invariant. Comme fλn est semi-hyperbolique on a
Λfλn = Jλn = P1 (voir [BM] Exemple VII.20). Le Théorème VII.22 de [BM] nous permet
d’affirmer que fλn est un exemple de Lattès et l’existence du champ de droites invariant permet
d’affirmer qu’il s’agit d’un exemple de Lattès flexible (voir [Mc1], Corollaire 3.18).
Ainsi il existe une suite (fλn)n≥1 ⊂ X de Lattès flexibles convergeant vers f0 dans Y . Ceci
contredit le Lemme 4.9.
• Etablissons maintenant l’assertion 2. On a montré en 1 qu’il existe 1 ≤ p ≤ k pour lequel
codim χ−1i {0} = 1. Si k ≥ 2, alors χ−1i {0} est une bonne famille de dimension k − 1 ≥ 1 et
l’assertion 1 fournit j .= i tel que cj est actif en 0 dans (fλ)λ∈χ−1i {0}. En itérant ce raisonnement
k − 1 fois, on prouve 2. !
4.3 Ubiquité des bonnes familles.
Nous montrons maintenant le Théorème 4.1. Il s’agira essentiellement d’exhiber une bonne
famille où appliquer la Proposition 4.8. Le point 2 de la Proposition 4.8 nous ramène à construire
une bonne famille (fλ)λ∈X avec X ⊂ B(0, r) de dimension dim X ≥ k. On aura alors codim X ∩
χ−1{0} = codim X + k et donc codim χ−1{0} ≥ k. Puisque χ : B(0, r) −→ Ck cela donne bien
codim χ−1{0} = k.
Lemme 4.10 Soient 1 ≤ k ≤ 2d− 2 et (fλ)λ∈B(0,r) une famille holomorphe de fractions ration-
nelles de degré d paramétrée par une boule B(0, r) ⊂ C2d−2 et munie de 2d − 2 points critiques
marqués. Supposons que f0 soit une fraction rationnelle k-Misiurewicz sans être un exemple de
Lattès flexible et que pour tout λ0 ∈ B(0, r) l’ensemble Π−1(Π(λ0)) est discret. Alors il existe
une bonne famille (fλ)λ∈X de dimension dim X ≥ k telle que 0 ∈ X ⊂ B(0, r).
Démonstration : • Lorsque k = 2d − 2, l’ensemble de Fatou F0 de f0 est vide et la famille
(fλ)λ∈B(0,r) est une bonne famille. On supposera donc que 1 ≤ k < 2d−2. Quitte à permuter les
points critiques de f0, on peut supposer que c1(0), . . . , ck(0) ∈ J0 et que ck+1(0), . . . , c2d−2(0) ∈
F0. On sera parfois amené à diminuer r, on le fera sans le mentionner.
• Commençons par construire une famille N de suffisamment grande dimension vérifiant les
hypothèses 1 et 2 de la définition de bonne famille. D’après la Proposition 3.4, les points cri-
tiques ck+1(0), . . . , c2d−2(0) sont contenus dans des bassins d’attraction de f0. Notons C1, . . . , Cp
les cycles attractifs de f0, q1, . . . , qp leurs périodes respectives et m1, . . . ,mp ∈ D leurs multipli-
cateurs respectifs. On pose
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N := B(0, r) ∩ Perq1(m1) ∩ · · · ∩ Perqp(mp).
Il s’agit d’un ensemble analytique de B(0, r) de codimension au plus égale à p et contenant 0,
puisque les hypersurfaces Perq1(m1), . . . ,Perqp(mp) contiennent 0. En remplaçant N par l’en-
semble analytique N ∩ {λ ∈ B(0, r) / ci(λ) = cj(λ)} lorsque ci(0) = cj(0) et ci .≡ cj avec
i .= j ≥ k + 1, on obtient un ensemble analytique N qui satisfait les conditions 1 et 2 de la
définition de bonne famille. La codimension de N dans B(0, r) est alors au plus égale à
p+
∑(
mult(cj(0))− 1
)
,
où la somme est prise sur les points critiques de f0 contenus dans F0 comptés sans multiplicités.
• Pour conclure, nous devons trouver une sous-famille de N vérifiant l’hypothèse 3 de la
définition de bonne famille. Soient C(λ) un cycle attractif de fλ existant pour tout λ ∈ B(0, r),
z(λ) est un point de C(λ) et p ≥ 1 le plus petit entier tel que fpλ(z(λ)) = z(λ). D’après l’hypothèse
2 de la définition de bonne famille, on a alors deux cas à traiter :
1. C(λ) n’est pas super-attractif. Il existe un voisinage Vλ de z(λ) et une coordonnée de
Koenigs ϕλ : Vλ −→ C qui linéarise fpλ au voisinage de z(λ). De plus il y a au moins un
point critique ci(λ) de fλ d’orbite infinie dans le bassin d’attraction de C(λ) et, puisque
ci(λ) est attiré par le cycle C(λ), il existe ni ≥ 1 minimal tel que fniλ (ci(λ)) ∈ Vλ. On
renormalise ψλ en posant :
ψλ(z) :=
ϕλ(z)
ϕλ
(
fniλ (ci(λ))
)
pour tout λ ∈ N et tout z ∈ Vλ.
2. C(λ) est super-attractif. Alors il existe un point critique ci(λ) de fλ qui est un point du cycle
C(λ). Quitte à remplacer z(λ) par une itérée par fλ on peut considérer que z(λ) = ci(λ).
De plus il existe un voisinage Vλ de z(λ) un entier s ≥ 1 et une coordonnée de Böttcher
ϕλ : Vλ −→ C qui conjugue fpλ à z /−→ zs sur Vλ. Dans ce cas, on pose ψλ = ϕλ.
Lors de cette étape de la démonstration, on n’a pas changé la codimension de N . De plus, p
points critiques distincts de f0 contenus dans F0 vérifient l’hypothèse (3) de la définition de
bonne famille.
Si le bassin d’attraction de C(0) contient un autre point critique cj(0) de f0, on remplace
alors N par
N ∩ {λ ∈ B(0, r) / ψλ(fnjλ (cj(λ))) = ψ0(fnj0 (cj(0)))}.
Etant donné que p points critiques comptés sans multiplicités ont été pris en compte lors de
l’étape précédente, cette opération ne change pas N pour au moins p points critiques distincts
de f0 et la codimension de N dans B(0, r) est au plus de
p+
∑(
mult(cj(0)) − 1
)− p+∑ 1 =∑mult(cj(0)) = 2d− 2− k,
où les sommes sont prises sur les points critiques de f0 contenus dans F0 comptés sans multi-
plicités. On a construit une bonne famille N de dimension au moins k. !
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4.4 Transversalité dans Ratd.
Finalement, le Théorème 4.1 peut être formulé dans la famille Ratd de toutes les fractions
rationnelles de degré d. Rappelons que l’on a notéMd l’espace des modules des fractions ration-
nelles de degré d et Π : Ratd −→Md l’application quotient. Pour f ∈ Ratd, on note Aut(f) le sta-
bilisateur de f pour l’action de Aut(P1), c’est-à-dire que Aut(f) = {φ ∈ PSL2(C) / φ−1 ◦f ◦φ =
f}. Le Théorème de transversalité 4.1 peut être formulé comme suit :
Lemme 4.11 Soient 1 ≤ k ≤ 2d − 2 et f0 une fraction rationnelle k-Misiurewicz à points
critiques simples. Soit B(0, r) ⊂ Ratd une boule centrée en f0, telle que (fλ)λ∈B(0,r) est munie
de 2d − 2 points critiques marqués. Soit χ une application d’activité de (fλ)λ∈B(0,r) en λ = 0.
Alors codim χ−1{0} = k.
Démonstration : Un résultat de Silverman stipule que pour tout f ∈ Ratd, il existe une sous-
variété complexe locale Vf de Ratd contenant f de dimension complexe 2d−2 qui est transverse
à l’orbite O(f) ⊂ Ratd de f sous l’action de Aut(P1) (voir par exemple [BB1] page 226). De
plus, Aut(f) est un groupe fini , Vf est invariante par Aut(f), Π(Vf ) est un ouvert de Md et
Π : Vf/Aut(f) −→ Π(Vf ) est un biholomorphisme.
Ainsi, pour tout g ∈ Vf , l’ensemble Π−1(Π(g)) contient au plus card(Aut(f)) < +∞ éléments.
On conclut en appliquant le Théorème 4.1. !
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Chapitre 5
Estimées de dimension de Hausdorff.
Le résultat fondamental et liminaire concernant la dimension de Hausdorff d’un lieu de
bifurcation est celui de Shishikura. Il stipule que la dimension de Hausdorff du bord de l’ensemble
de Mandelbrot est égale à deux (voir [Sh]). Tan Lei a généralisé ce résultat aux familles de
fractions rationnelles en montrant que le lieu de bifurcation est vide ou de dimension de Hausdorff
totale. Tan Lei a également montré que le bord du lieu de connexité des polynômes de degré d
est de dimension de Hausdorff totale (voir [T]). McMullen a donné une autre démonstration du
résultat de Tan Lei (voir [Mc3]). Dans ce chapitre nous généralisons ces résultats aux supports
des T kbif et en particulier au support de la mesure de bifurcation µbif. Observons que pour les
polynômes de degré d, le support de µbif est beaucoup plus petit que le bord du lieu de connexité.
On peut par exemple l’identifi er à son bord de Shilov (voir [DF] Proposition 6.4).
Dans ce chapitre, nous allons utiliser les résultats des chapitres 2 et 4 pour estimer la di-
mension de Hausdorff locale de l’ensemble des fractions rationnelles k-Misiurewicz. Nous en
déduirons ensuite, à l’aide du travail effectué au chapitre 3, une estimée sur la dimension du
support de µbif.
Pour 1 ≤ k ≤ 2d− 2 on note Mk l’ensemble défini par :
Mk := {f ∈ Ratd / f est k-Misiurewicz, f n’est pas un Lattès flexible et les points critiques de
f sont simples}.
Remarque 5.1 La condition "f n’est pas un Lattès flexible" n’a de sens que lorsque d est le
carré d’un nombre entier et k = 2d− 2.
Rappelons qu’une partie E ⊂ X d’un espace métrique (X, d) est dite homogène si pour tout
ouvert U ⊂ X tel que U ∩ E .= ∅, on a dimH(U ∩ E) = dimH(E). Rappelons que la notion de
dimension hyperbolique de f ∈ Ratd a été introduite par Shishikura dans [Sh] :
dimhyp(f) := sup{dimH(E) / E est f -invariant hyperbolique et homogène}.
Notre résultat est le suivant :
Théorème 5.1 Soit 1 ≤ k ≤ 2d − 2. Alors, pour tout f ∈ Mk et tout voisinage V0 de f dans
Ratd on a :
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dimH (Mk ∩ V0) ≥ 2(2d+ 1− k) + k dimhyp(f).
Décrivons brièvement le mécanisme de la démonstration du Théorème 5.1. Soit Ef un com-
pact f -hyperbolique homogène avec dimH(Ef ) ≥ dimhyp(f) − ε. En utilisant le Lemme 5.6 on
peut trouver g ∈ Mk, arbitrairement proche de f , et N ≥ 1 tels que gN (C(g) ∩ Jg) ⊂ Eg et
dimH(Eg ∩D(gN (cj(g)), η)) ≥ dimhyp(f)−2ε. A l’aide d’un mouvement holomorphe nous allons
construire des applications de transfert qui "recopient" une partie de Ekg ×C2d+1−k au voisinage
de g dans Mk et qui possèdent de bonnes propriétés de régularité. Finalement, nous estimons
précisément la dimension de Hausdorff de ces copies pour obtenir une borne inférieure locale
pour la dimension Hausdorff de Mk au voisinage de f .
5.1 Rappels sur la dimension de Hausdorff.
Commençons par rappeler la définition de la dimension de Hausdorff d’un ensemble. Soient
δ > 0, t ≥ 0 et E un sous-ensemble d’un espace métrique (X, d). Un recouvrement (Ui)i∈I de E
est appelé un δ-recouvrement de E si diam(Ui) ≤ δ pour tout i ∈ I. On définit :
Htδ(E) := inf
{∑
i∈I
(
diam(Ui)
)t / (Ui)i∈I est un δ-recouvrement de E
}
.
Lorsque δ décroit vers 0, la borne inférieure Htδ(E) croit. On peut donc définir :
Ht(E) := lim
δ→0
Htδ(E).
Cette limite existe pour tout sous-ensemble E de X, mais peut valoir 0 ou +∞. L’application Ht
ainsi définie est une mesure sur X appelée mesure de Hausdorff t-dimensionnelle. La fonction
t /−→ Ht(E) se comporte de la manière suivante :
t
Ht(E)
0
+∞
Figure 5.1 – Graphe de t /−→ Ht(E).
La dimension de Hausdorff d’un ensemble E ⊂ X peut donc être définie par :
dimH(E) := inf{t ≥ 0 / Ht(E) = 0} = sup{t ≥ 0 / Ht(E) = +∞}.
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On a alors le Lemme suivant (voir [F] Proposition 2.3, page 29) :
Lemme 5.2 Soient (X, d) et (Y, d′) deux espaces métriques.
1. Soit f : X −→ Y une application pour laquelle il existe C > 0 et 0 < α ≤ 1 tels que :
d′
(
f(x1), f(x2)
) ≤ Cd(x1, x2)α, ∀x1, x2 ∈ X.
Alors :
dimH
(
f(E)
) ≤ 1α dimH (E)
pour tout ensemble E contenu dans X.
2. Soit f : X −→ Y une application pour laquelle il existe C > 0 et 0 < α ≤ 1 tels que :
d′
(
f(x1), f(x2)
) ≥ Cd(x1, x2) 1α , ∀x1, x2 ∈ X.
Alors :
dimH
(
f(E)
) ≥ αdimH (E)
pour tout ensemble E contenu dans X.
Démonstration : • Les démonstrations des deux points étant similaires, nous ne montrerons
que le point 2. Soient δ > 0 et (Ui)i∈I un δ-recouvrement de f(E). Pour i ∈ I,
diam
(
Ui
) ≥ diam(f(E) ∩ Ui) ≥ Cdiam(E ∩ f−1(Ui)) 1α . (5.1.1)
Posons ε := ( δC )α. L’inégalité 5.1.1 nous montre que le recouvrement (E ∩ f−1(Ui))i∈I est un
ε-recouvrement de E et que∑
i∈I
diam
(
Ui
)t ≥ Ct∑
i∈I
diam
(
E ∩ f−1(Ui)
)t/α
≥ CtHt/αε (E).
pour tout t ≥ 0. Il s’ensuit que
Htδ(f(E)) ≥ CtHt/αε (E).
Comme ε tend vers 0 si et seulement si δ tend vers 0, cela donne finalement :
Ht(f(E)) ≥ CtHt/α(E). (5.1.2)
• Posons t = αs et supposons que s < dimH(E), alors 5.1.2 donneHαs(f(E)) ≥ CαsHs(E) =
+∞ et dimH(f(E)) ≥ αs. En faisant tendre s vers dimH(E) on obtient l’inégalité recherchée.!
Le Lemme suivant est démontré dans [Mc3], page 15 :
Lemme 5.3 Soient Y un espace métrique et X ⊂ Y×[0, 1]k. Notons Xt la tranche Xt := {y ∈ Y
/ (y, t) ∈ X}. Si Xt .= ∅ pour presque tout t ∈ [0, 1]k, alors
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dimH
(
X
) ≥ k + dimH (Xt), pour presque tout t.
Démonstration : Il suffit de traiter le cas où k = 1. Soit δ > 0 tel que δ + 1 > dimH(X) ;
montrons que δ ≥ dimH(Xt) pour presque tout t. Comme δ + 1 > dimH(X), pour tout n ≥ 1
il existe un recouvrement de X par des ouverts de la forme B(yi, ri) × Ii avec |Ii| = ri et∑
i∈I r
δ+1
i < 4−n. Remarquons que Xt ⊂
⋃
t∈Ii B(yi, ri) et que∫ 1
0
∑
t∈Ii
rδi dt =
∑
i∈I
rδ+1i < 4−n. (5.1.3)
Posons En := {t ∈ [0, 1] / ∑t∈Ii rδi ≥ 2−n} pour n ≥ 1 et notons Leb la mesure de Lebesgue
sur [0, 1]. Alors 5.1.3 entraîne ∑
n≥1
Leb(En) ≤
∑
n≥1
2−n < +∞.
D’après le Lemme de Borel-Cantelli, cela signifie que presque tout t ∈ [0, 1] appartient au plus à
un nombre fini de En. Autrement dit, presque tout Xt admet un recouvrement par des ensembles
de diamètres ri tels que
∑
rδi < 2−n et n est arbitrairement grand. Ainsi δ ≥ dimH(Xt) pour
presque tout t. !
Les inégalités de Harnack permettent de montrer qu’un mouvement holomorphe est bi-Hölder
par rapport à la variable ”dynamique” (voir [Du1], Lemme 1.1). Par la suite, nous combinerons
cette estimation avec le Lemme 5.2.
Lemme 5.4 Soient E ⊂ P1 et h : B(0, r) × E −→ P1 un mouvement holomorphe de E. Alors,
pour tout z0 ∈ E, il existe 0 < r1 ≤ r et η > 0 tels que pour tout 0 < r′ < r1 il existe des
constantes C(r′), C ′(r′) > 0 pour lesquelles :
C ′(r′)|z − z′|
r1+‖λ‖
r1−‖λ‖ ≤ |h(λ, z) − h(λ, z′)| ≤ C(r′)|z − z′|
r1−‖λ‖
r1+‖λ‖ (5.1.4)
pour tout z, z′ ∈ D(z0, η) ∩ E et tout λ ∈ B(0, r′).
Démonstration : Soit z0 ∈ E. Par continuité de h, il existe 0 < η < 1 et 0 < r1 ≤ r tels que
|h(λ, z) − h(λ, z0)| < 1
pour tout λ ∈ B(0, r1) et tout z ∈ D(z0, η) ∩ E. Fixons alors z, z′ ∈ D(z0, η) ∩ E distincts et
λ ∈ B(0, r1) \ {0} et posons
gλz,z′(t) := − log
|h(r1t λ‖λ‖ , z) − h(r1t λ‖λ‖ , z′)|
2 , t ∈ D.
Comme z .= z′ et z, z′ ∈ D(z0, η) ∩ E on a
0 < |h(r1t λ‖λ‖ , z) − h(r1t λ‖λ‖ , z′)| < 2
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pour tout t ∈ D et la fonction gλz,z′ est une fonction harmonique positive sur D. Les inégalités
de Harnack entraînent
1− |t|
1 + |t|g
λ
z,z′(0) ≤ gλz,z′(t) ≤
1 + |t|
1− |t|g
λ
z,z′(0)
pour tout t ∈ D, c’est-à-dire
( |z − z′|
2
) 1+|t|
1−|t| ≤
|h(rt λ‖λ‖ , z)− h(rt λ‖λ‖ , z′)|
2 ≤
( |z − z′|
2
) 1−|t|
1+|t|
pour t ∈ D. Pour t = ‖λ‖/r1 cela devient
( |z − z′|
2
) r1+‖λ‖
r1−‖λ‖ ≤ |h(λ, z) − h(λ, z
′)|
2 ≤
( |z − z′|
2
) r1−‖λ‖
r1+‖λ‖
.
Pour conclure, il suffit de poser C(r′) := 2
2r′
r1+r′ et C ′(r′) := 2
−2r′
r1−r′ pour 0 < r′ < r1. !
5.2 Perturbations de f ∈Mk : une application de la transversalité.
Soit (fλ)λ∈X une famille holomorphe de fractions rationnelles de degré d munie d’un point
critique marqué c, qui est actif en λ0 ∈ X. Soit E ⊂ Jλ0 un compact fλ0-hyperbolique contenant
au moins trois points et hλ un mouvement holomorphe dynamique. Une application bien connue
du Théorème de Montel est que l’on peut trouver λ1 ∈ X, arbitrairement proche de λ0, et n1 ≥ 1
tels que fn1λ1 (c(λ1)) ∈ hλ1(E). Cependant, on ne sait pas en général comment étendre ce résultat
au cas de deux, ou plus, points critiques actifs. Le Lemme de transversalité 4.11 autorise une
telle généralisation dans le cas où fλ0 est Misiurewicz.
Lemme 5.5 Soient fλ0 ∈Mk et (fλ)λ∈B(λ0,r) une famille holomorphe de fractions rationnelles
de degré d telle que dimC B(λ0, r) = 2d+ 1. Supposons que {fλ / λ ∈ B(λ0, r)} est un voisinage
de fλ0 dans Ratd. Soit E ⊂ Jλ0 un compact fλ0-hyperbolique contenant au moins trois points.
Alors il existe un mouvement holomorphe dynamique h : B(λ0, ρ)×E −→ P1 de E et, pour tout
0 < ε < ρ, il existe λ1 ∈ B(λ0, ε) et un entier N1 ≥ 1 tel que fλ1 ∈Mk et fN1λ1 (cj(λ1)) ∈ hλ1(E)
pour 1 ≤ j ≤ k.
Démonstration : Puisque fλ0 est à points critiques simples, quitte à réduire r, on peut
supposer que la famille (fλ)λ∈B(λ0,r) est munie de 2d − 2 points critiques marqués. Nous allons
montrer un résultat un peu plus général que l’on peut énoncer comme suit :
Fait 1 Soient E1 et E2 deux compacts fλp+1-hyperboliques. Supposons que E2 contient au moins
trois points distincts. Soit h : B(λp+1, ρp+1) × (E1 ∪ E2) −→ P1 un mouvement holomorphe
dynamique. Supposons que
fk0λp+1(c1(λp+1)), . . . , f
k0
λp+1(cp(λp+1)) ∈ E1 et fk0λp+1(cp+1(λp+1)), . . . , fk0λp+1(ck(λp+1)) ∈ E2.
Alors pour tout 0 < ε < ρp+1, il existe λp ∈ B(λp+1, ε/k) ∩Mk et Np ≥ k0 pour lesquels
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f
Np
λp
(c1(λp)), . . . , fNpλp (cp−1(λp)) ∈ hλp(E1) et f
Np
λp
(cp(λp)), . . . , fNpλp (ck(λp)) ∈ hλp(E2).
Pour conclure, fixons un mouvement holomorphe dynamique h : B(λ0, ρ)× (E1∪E2) −→ P1,
où E1 = pk0(fλ0) et E2 = E. En prenant 0 < ε < ρ et en appliquant k fois le Fait 1 en gardant
le même mouvement holomorphe h à chaque étape, on prouve le Lemme. !
Démonstration du Fait 1 : Soient χ : B(λp+1, ρp+1) −→ Ck l’application d’activité de la
famille (fλ)λ∈B(λp+1,r) associée à h en λ = λp+1 et 0 < ε < ρk+1. D’après le Lemme 4.11 et le
Lemme 3.8, le point critique cp est actif en λp+1 dans la famille Xp+1 := χ−11 {0}∩ · · ·∩χ−1p−1{0}∩
χ−1p+1{0}∩· · ·∩χ−1k {0}. D’après le Théorème de Montel, il existe λp ∈ X∩B(λp+1, ε/k) et Np ≥ k0
tels que fNpλp (cp(λp)) ∈ hλp(E2).
Puisque λp ∈ X0 etNp ≥ k0 on trouve fNpλp (cj(λp)) ∈ hλp(E1) si 1 ≤ j ≤ p−1 et f
Np
λp
(cj(λp)) ∈
hλp(E2) si p+ 1 ≤ j ≤ k. D’après la Proposition 3.4, il est alors clair que fλp ∈Mk. !
Il sera crucial dans la démonstration du Théorème 5.1 d’observer que, sous une petite per-
turbation, tous les points critiques actifs de f ∈ Mk peuvent être capturés par un compact
hyperbolique de "grande" dimension de Hausdorff.
Lemme 5.6 Soient 0 < ε < 1 et f ∈Mk. Soient V0 ⊂ Ratd un voisinage de f et F0 ⊂ Jf un
compact f -hyperbolique homogène tel que dimH(F0) ≥ dimhyp(f) − ε. Alors on peut trouver ft
arbitrairement proche de f et un compact ft-hyperbolique Ft tel que fNt (C(ft) ∩ Jft) ⊂ Ft pour
un certain N ≥ 1 et dimH(Ut ∩ Ft) ≥ dimhyp(f)− 2ε pour tout ouvert Ut intersectant Ft.
Démonstration : Supposons que f = f0 où (fλ)λ∈B(0,r) est une famille holomorphe, fλ ∈ V0
pour tout λ ∈ B(0, r) et dimC B(0, r) = 2d+1. Soit h : B(0, r)×F0∪P k0(f) −→ P1 un mouvement
holomorphe dynamique et Fλ := hλ(F0). Il ressort du Lemme 5.4 et de l’homogénéité de F0, qu’il
existe 0 < r1 ≤ r tel que :
dimH
(
Fλ ∩ Uλ
) ≥ r1 − ‖λ‖
r1 + ‖λ‖ dimH
(
F0
)
(5.2.5)
pour tout λ ∈ B(0, r1/2) et tout ouvert Uλ ⊂ P1 intersectant Fλ.
Supposons que J0 ∩ C(f0) = {c1(0), . . . , ck(0)}. Soit 0 < τ < 1/2. Grâce au Lemme 5.5,
on sait qu’il existe λ0 ∈ B(0, τr1) et N ≥ 1 satisfaisant fNλ0(cj(λ0)) ∈ Fλ0 = hλ0(F0) pour tout
1 ≤ j ≤ k. D’après 5.2.5 on a dimH
(
Fλ0 ∩ Uλ0
) ≥ 1−τ1+τ dimH (F0) ≥ 1−τ1+τ (dimhyp(f) − ε) et on
conclut en prenant τ assez petit. !
5.3 Les applications de transfert.
Commençons par donner une définition formelle des applications de transfert. On justifiera
ensuite leur existence et on étudiera leurs propriétés de régularité.
Dans ce qui suit, nous allons écrire λ ∈ Ck×C2d+1−k sous la forme λ = λ′+λ′′ avec λ′ ∈ Ck et
λ′′ ∈ Cm−k. De façon similaire, on notera B′(0′, r′) (resp. B′′(0′′, r′′)) la boule de Ck (resp. Cm−k)
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de rayon r′ (resp. r′′) centrée à l’origine. Finalement, on note Dkη(z0) ⊂
(
P1
)k le polydisque de
rayon η centré en z0 ∈
(
P1
)k.
Définition 5.1 Soit (gλ)λ∈B(0,r) une famille holomorphe de fractions rationnelles de degé d
munie de 2d−2 points critiques marqués c1(λ), . . . , c2d−2(λ) et paramètrée par une boule B(0, r) ⊂
Cm, m ≥ k. Supposons que g0 est k-Misiurewicz et que gN0 (cj(0)) ∈ E0, où E0 est un compact
g0-hyperbolique, pour j ≤ k. Notons z0 :=
(
gN0 (c1(0)), . . . , gN0 (ck(0))
)
et considérons h : B(0, ρ)×
P1 −→ P1 un mouvement holomorphe qui induit un mouvement holomorphe dynamique de E0,
(ρ ≤ r). Posons Xj(λ, z) := gNλ (cj(λ))− hλ(z) et :
X : B(0, ρ)× (P1)k −→ (P1)k
(λ, z) /−→ (X1(λ, z), . . . ,Xk(λ, z)).
Les applications de transfert associées à h consistent en une famille d’applications
Tλ′′ : Dkη(z0) −→ B′(0′, δ′)
définies pour λ′′ ∈ B′′(0′′, δ′′), (δ′, δ′′ ≤ ρ) et telles que
X (Tλ′′(z) + λ′′, z) = 0.
Remarque 5.2
1. Soit χ l’application d’activité de (gλ)λ∈B(0,r) associée à h en λ = 0 (voir Section 3.2), alors
X (λ, z0) = χ(λ).
2. Il résulte immédiatement du Lemme 4.2 et de la Définition ci-dessus que, quitte à réduire
ρ, Tλ′′
(
Ek0
)
+ λ′′ ⊂ Mk pour tout λ′′ ∈ B′′(0′′, δ′′). Les applications Tλ′′ transfèrent donc
des copies de Ek0 ∩ Dkη(z0) dans Mk.
Justifions maintenant l’existence de telles applications de transfert dans le contexte suivant :
soient g ∈ Mk et V0 un voisinage de g dans Ratd. Supposons que g = g0, où (gλ)λ∈B(0,r) est
une famille holomorphe paramètrée par une boule B(0, r) ⊂ C2d+1 et où gλ ∈ V0 pour tout
λ ∈ B(0, r). Supposons aussi que gN0 (cj(0)) ∈ E0, où E0 un compact g0-hyperbolique, pour
j ≤ k.
Soient 0 < ε < 1 et h : B(0, r)× E0 −→ P1 un mouvement holomorphe dynamique. D’après
le Théorème de Bers-Royden (voir [BR] Théorème 3), le mouvement h s’étend en un mouvement
holomorphe continu h : B(0, ρ) × P1 −→ P1, avec ρ := r/3. Bien que l’application X définie ci-
dessus ne soit pas un mouvement holomorphe, elle en hérite des propriétés de Hölder régularité.
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Lemme 5.7 L’application X est continue sur B(0, ρ) × (P1)k et
1. X (·, z) est holomorphe sur B(0, ρ) pour tout z ∈ (P1)k,
2. X (λ, ·) est injective sur (P1)k pour tout λ ∈ B(0, ρ).
De plus, il existe 0 < ρ1 ≤ ρ et η > 0 pour lesquels pour tout 0 < ρ′ < ρ1, il existe des constantes
C(ρ′), C ′(ρ′) > 0 telles que pour tout z0 ∈
(
P1
)k :
C ′(ρ′)‖z − w‖
ρ1+‖λ‖
ρ1−‖λ‖ ≤ ‖X (λ, z) − X (λ, w)‖ ≤ C(ρ′)‖z − w‖
ρ1−‖λ‖
ρ1+‖λ‖
pour tout z,w ∈ Dkη(z0) et tout λ ∈ B(0, ρ′).
Démonstration : La continuité, ainsi que l’holomorphie en λ et l’injectivité en z découlent
immédiatemment de la définition de X . Soit z0 = (z0,1, . . . , z0,k) ∈
(
P1
)k, d’après le Lemme 5.4,
puisque (P1)k est compact, il existe 0 < ρ1 ≤ ρ et η > 0 pour lesquels pour tout 0 < ρ′ < ρ1, il
existe des constantes C1(ρ′), C ′1(ρ′) > 0 indépendantes de z0 et λ telles que pour tout 1 ≤ i ≤ k
C ′1(ρ′)|zi − wi|
ρ1+‖λ‖
ρ1−‖λ‖ ≤ |Xi(λ, zi)− Xi(λ, wi)| ≤ C1(ρ′)|zi − wi|
ρ1−‖λ‖
ρ1+‖λ‖
pour tout zi, wi ∈ D(z0,i, η). En passant trois fois au sup sur i on trouve l’estimation voulue. !
D’après le Lemme 4.11 et le point (1) de la Remarque 5.2, l’ensemble analytique {X (λ, z0) =
0} est de codimension k. Ainsi, quitte à changer de coordonnées et à réduire ε on peut supposer
que C2d+1 = Ck × C2d+1−k et
{λ′ ∈ B′(0′, ερ1) / X (λ′, z0) = 0} = {0′}.
Notons p ≥ 1 la multiplicité de 0′ en tant que zéro de X (·, z0) dans B′(0′, ερ1). Le Lemme suivant
assure l’existence des applications de transfert :
Lemme 5.8 Il existe δ′, δ′′, η1 > 0, tels que :
1. B′(0′, δ′)× B′′(0′′, δ′′) ⊂ B(0, ερ1),
2. pour tout λ′′ ∈ B′′(0′′, δ′′) et tout z ∈ Dkη1(z0), l’application X (· + λ′′, z) a exactement p
racines comptées avec multiplicités dans B′(0′, δ′).
Démonstration : Soit δ′ > 0 tel que X (λ′, z0) .= 0 sur ∂B′(0′, δ′). On a alors
0 = |X (λ′, z0)− X (λ′, z0)| < |X (λ′, z0)|
pour tout λ′ ∈ ∂B′(0′, δ′). Comme la fonction |X (λ′+λ′′, z)−X (λ′, z0)|− |X (λ′, z0)| est continue,
il existe 0 < δ′′ ≤ δ′ et η1 > 0 tels que
|X (λ′ + λ′′, z)− X (λ′, z0)|− |X (λ′, z0)| < 0
5.3. Les applications de transfert. 81
pour tout λ′′ ∈ B′′(0′′, δ′′) et tout z ∈ Dkη1(z0). Quitte à réduire δ′ et δ′′ on peut supposer que
B′(0′, δ′)× B′′(0′′, δ′′) ⊂ B(0, ερ1). Un Théorème à la Rouché (voir [C], Théorème 1 section 10.3
page 110) stipule que pour tout λ′′ ∈ B′′(0, δ′′) et tout z ∈ Dkη1(z0), l’application X (· + λ′′, z) a
exactement p racines comptées avec multiplicités dans B′(0′, δ′). !
La Proposition suivante résume les propriétés des applications de transfert, notamment les
propriétés de régularité nécessaires à la démonstration du Théorème 5.1 :
Proposition 5.9 Il existe ρ1 > 0 et 0 < ε0 < 1 tels que pour tout 0 < ε < ε0, il existe η > 0 et
0 < δ′ ≤ δ′′ ≤ ερ1 pour lesquels :
1. les applications Tλ′′ : Dkη(z0) −→ B′(0′, δ′) introduites dans la Définition 5.1 existent,
2. il existe une constante Cε > 0 telle que :
‖Tλ′′(z1)− Tλ′′(z2)‖ ≥ Cε‖z1 − z2‖
1+ε
1−ε
pour tout λ′′ ∈ B′′(0′′, δ′′) et tout z1, z2 ∈ Dkη(z0),
3. Tλ′′
(
Dkη(z0) ∩
(
E0
)k)+ λ′′ ⊂Mk ∩ B(0, ερ1) pour tout λ′′ ∈ B′′(0′′, δ′′).
Démonstration : Le point (1) est une conséquence du Lemme 5.8 et le point (3) n’est autre
qu’une partie de la Remarque 5.2. Il reste donc à établir le point (2). D’après le Lemme 5.7 il
existe 0 < η ≤ 12 , ρ1 > 0 et des constantes Cε, C ′ε > 0 telles que pour tout λ ∈ B(0, ερ1) et tout
z1, z2 ∈ Dkη(z0), l’application X vérifie :
C ′ε‖z1 − z2‖
ρ1+‖λ‖
ρ1−‖λ‖ ≤ ‖X (λ, z1)− X (λ, z2)‖ ≤ Cε‖z1 − z2‖
ρ1−‖λ‖
ρ1+‖λ‖ .
De plus, puisque ‖z1 − z2‖ < 1,
C ′ε‖z1 − z2‖
1+ε
1−ε ≤ ‖X (λ, z1)− X (λ, z2)‖ ≤ Cε‖z1 − z2‖
1−ε
1+ε . (5.3.6)
Comme X est continue en les deux variables et holomorphe en λ sur B(0, ρ1), il existe C˜ε,η > 0
telle que
‖X (λ1, z)− X (λ2, z)‖ ≤ C˜ε,η‖λ1 − λ2‖ (5.3.7)
pour tout λ1,λ2 ∈ B(0, ερ1) et tout z ∈ Dkη(z0). En combinant 5.3.6 et 5.3.7 on trouve :
‖X (λ1, z1)− X (λ2, z2)‖ ≥ C ′ε‖z1 − z2‖
1+ε
1−ε − C˜ε,η‖λ1 − λ2‖
pour tout λ1,λ2 ∈ B(0, ερ1) et tout z1, z2 ∈ Dkη(z0). Evalué en λ1 = Tλ′′(z1) + λ′′ et λ2 =
Tλ′′(z2) + λ′′, cela donne l’inégalité annoncée. !
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5.4 Estimées locales de dimension de Hausdorff.
Nous sommes maintenant en mesure de démontrer le Théorème 5.1. Soient f ∈Mk et V0 un
voisinage de f dans Ratd. Soient 0 < ε < 1 et F0 un compact f -hyperbolique homogène tel que
dimH(F0) ≥ dimhyp(f)− ε. Supposons que f = f0, où (fλ)λ∈B(0,R) est une famille holomorphe
de fractions rationnelles et fλ ∈ V0 pour tout λ ∈ B(0, R), avec dimB(0, R) = 2d+ 1.
D’après le Lemme 5.6, il existe λ0 ∈ B(0, R/2) et un compact fλ0-hyperbolique Fλ0 tels que
fNλ0(C(fλ0) ∩ Jfλ0 ) ⊂ Fλ0 pour un certain N ≥ 1 et tels que dimH(Uj ∩ Fλ0) ≥ dimhyp(f) − 2ε
pour tout voisinage Uj de fNλ0(cj(λ0)), pour 1 ≤ j ≤ k.
Soit 0 < r ≤ R/2. Posons E0 := Fλ0 , g0 := fλ0 et gλ := fλ+λ0 . Notons par ailleurs Tλ′′
les applications de transfert associées à h dans la famille (gλ)λ∈B(0,r). Soient ρ1, δ′, δ′′, η comme
donnés dans la Proposition 5.9. Pour λ′′ ∈ B′′(0′′, δ′′) on pose :
Eλ′′ := Tλ′′
(
Dkη(z0) ∩
(
E0
)k)+ λ′′.
F0
E0′′
T0′′
B′(0′, δ′)
g0
f
B′(f,R)
f
Figure 5.2 – Transfert du plan dynamique à l’espace des paramètres.
De la Proposition 5.9 et du Lemme 5.2 on déduit :
dimH
(Eλ′′) ≥ 1− ε1 + ε dimH ((E0)k ∩Dkη(z0)) ≥ 1− ε1 + ε
k∑
i=1
dimH
(
E0 ∩ D(z0,i, η)
)
.
Le choix de E0 donne alors
dimH
(Eλ′′) ≥ 1− ε1 + εk(dimhyp(f)− 2ε). (5.4.8)
Posons E := {λ = λ′+λ′′ ∈ B′(0′, δ′)×B′′(0′′, δ′′) / λ′ ∈ Eλ′′} ⊂ B′(0′, δ′)×B′′(0′′, δ′′). Le Lemme
5.3 stipule que pour presque tout λ′′ ∈ B′′(0′′, δ′′) on a
dimH(E) ≥ dimH(B′′(0′′, δ′′)) + dimH
(Eλ′′). (5.4.9)
Puisque dimH
(
B′′(0′′, δ′′)
)
= 2(2d + 1− k), 5.4.8 et 5.4.9 donnent :
dimH(E) ≥ 2(2d+ 1− k) + 1− ε1 + εk
(
dimhyp(f)− 2ε
)
.
Comme E ⊂Mk ∩ V0 (voir Proposition 5.9), on trouve :
dimH
(
Mk ∩ V0
) ≥ 2(2d+ 1− k) + 1− ε1 + εk( dimhyp(f)− 2ε).
On conclut en faisant tendre ε vers 0. !
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5.5 Dimension du support de la mesure de bifurcation.
Le Théorème 5.1, combiné au Théorème 3.9 et au Lemme 4.11, nous permet d’établir que la
dimension de Hausdorff de supp(T kbif) est maximale dans la famille Ratd. Plus précisément, on
a le résultat suivant :
Théorème 5.10 1. Dans la famille Ratd, on a
dimH(supp(T kbif) \ supp(T k+1bif )) = 2(2d+ 1).
2. Le support de T 2d−2bif est homogène dans Ratd et dimH(supp(T 2d−2bif )) = 2(2d + 1). Ainsi,
dans Md, le support de la mesure de bifurcation µbif est homogène et
dimH(supp(µbif)) = 2(2d − 2).
Démonstration : Commençons par montrer le point 1. D’après le Théorème 3.9 et d’après le
Lemme 4.11, on aMk ⊂ supp(T kbif). Par ailleurs, le Théorème 3.12 garantit que, lorsque f ∈Mk,
f ne peut pas avoir plus de k points critiques actifs. AinsiMk ⊂ supp(T kbif)\supp(T k+1bif ). D’après
le Théorème 5.1, il suffit pour conclure de montrer que pour tout - > 0, il existe f ∈Mk pour
laquelle dimhyp(f) ≥ 2− -.
Soit (fλ)λ∈B(0,r) une famille holomorphe de fractions rationnelles de degré d avec f = f0 et
fλ ∈ V0 pour tout λ ∈ B(0, r) et dimC B(0, r) = 2d + 1. Rappelons que l’on avait noté χ(λ) =
(χ1(λ), . . . ,χk(λ)) une application d’activité de (fλ)λ∈B(0,r) en λ = 0. Le Lemme 4.11, combiné au
Lemme 3.8, stipule que le point critique c1 est actif en 0 dansX := χ−12 {0}∩· · ·∩χ−1k {0}∩B(0, r).
D’après le Théorème de Mañé-Sad-Sullivan, il existe λ1 ∈ X, arbitrairement proche de 0, tel que
fλ1 a un cycle parabolique non-persistant.
Puisque tout point critique excepté c1 est passif dans X, son bassin parabolique immédiat
contient exactement un point critique, c1. Dans ces conditions, d’après le Théorème 1.15, il existe
λ2 ∈ X, arbitrairement proche de λ1, pour lequel dimhyp(fλ2) > 2 − - et fλ2 admet un cycle
neutre qui est non-persistant dan X.
Considérons maintenant E ⊂ Jλ2 un compact fλ2-hyperbolique homogène avec dimH(E) ≥
2− - et h : B(λ2, ρ)×E −→ P1 un mouvement holomorphe dynamique (ρ ≤ r − ‖λ2‖). D’après
le Lemme 5.4 et le Lemme 5.2, on peut trouver 0 < ρ′ < ρ tel que
dimH
(
hλ(E) ∩ Uλ
) ≥ dimH(E)− -
pour tout λ ∈ B(λ2, ρ′) et tout ouvert Uλ intersectant hλ(E). Puisque fλ2 a un cycle neutre non-
persistant, le paramètre λ2 appartient au lieu de bifurcation deX∩B(λ2, ρ′) et le point critique c1
est actif en λ2. D’après le Théorème de Montel, il existe λ3 ∈ X∩B(λ2, ρ′), arbitrairement proche
de λ2, et N ≥ 1 tels que fNλ3(c1(λ3)) ∈ hλ3(E) et fλ3 est k-Misiurewicz. De plus, le formalisme
thermodynamique permet de montrer que dimhyp(f) = sup{dimH(E) / E est un compact f -
hyperbolique} (voir Section 1.2). On a donc trouvé f ∈Mk pour laquelle dimhyp(f) ≥ 2− 2-.
Montrons maintenant le point 2. On peut le montrer de deux façons différentes : d’après le
point 1, l’ensemble M2d−2 est homogène et est de dimension de Hausdorff maximale 2(2d + 1).
Une autre manière de le justifier est la suivante : d’après la Proposition 1.13, pour toute fraction
rationnelle Misiurewicz f ∈ Ratd,
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dimhyp(f) = dimH(Jf ).
De plus, si f ∈M2d−2 alors Jf = P1 (voir Proposition 3.4). D’après le Théorème 5.1, l’ensemble
M2d−2 est donc homogène et est de dimension de Hausdorff maximale. Combiné au Théorème
Principal de [BE] et au fait qu’en dehors d’un ensemble analytique, la projection naturelle
Π : Ratd −→Md est un fibré principal (voir section 1.1.1), cela donne le résultat. !
Expliquons maintenant comment en déduire le Théorème 1. Soient B ⊂]0, 1[ l’ensemble
des nombres de Brjuno et C ⊂]0, 1[ l’ensemble des nombres de rotations de Cremer. D’après le
Corollaire 11.5 de [Mi2], l’ensemble B est de mesure de Lebesgue totale dan ]0, 1[. En particulier,
il est bien dense dans [0, 1]. D’après le Corollaire 11.3 de [Mi2], l’ensemble C est gras au sens de
Baire. En particulier, il est dense dans [0, 1]. Posons E1 = · · · = Ep = Q∩]0, 1[, Ep+1 = · · · =
Ep+s = B et Ep+s+1 = · · · = E2d−2 = C, alors le Théorème 5.10 combiné au Théorème 1.27
donne le Théorème 1.
Chapitre 6
Les courants de bifurcation dans M2.
Nous nous intéressons dans ce chapitre au cas particulier de l’espace des modules M2 des
fractions rationnelles quadratiques. Comme nous l’avons rappelé à la section 1.1.5, l’espace des
modules M2 est relativement bien compris. Comme dans le cas des familles de polynômes,
on connait partiellement le comportement du lieu de bifurcation au voisinage de l’infini. Dans
ce chapitre, nous utilisons cette compréhension pour montrer que le courant de bifurcation de
M2 3 C2 s’étend naturellement en un (1, 1)-courant positif fermé Tbif sur P2. Nous étudions
ensuite les singularités de ce courant le long de la droite à l’infini en montrant que des nombres de
Lelong reliés à la géométrie de l’ensemble de Mandelbrot y apparaissent. Nous nous intéressons
finalement à la mesure de bifurcation µbif. Nous mettons notamment en lumière une différence
fondamentale avec le cas des familles polynomiales : le support de µbif est non-compact dans
M2.
6.1 Prolongement du courant de bifurcation Tbif à P2.
On note Tbif le prolongement trivial du courant ddcL à P2. On note aussi
Sbif := {[1 : 2 cos θ : 0] ∈ P2 / θ ∈ R}.
Soit ω2 la forme de Fubini-Study de P2 normalisée de sorte que ω22 soit une mesure de masse 1
sur P2. Lorsque T est un (p, p)-courant positif fermé (p ≤ 2) sur un ouvert Ω ⊂ P2 on appelle
masse de T sur Ω le nombre
‖T‖Ω :=
∫
Ω
T ∧ ω2−p2 .
On note ‖T‖ := ‖T‖P2 si T est un courant sur P2. La quantité ‖T‖ est la masse de T .
Lemme 6.1 Soit t ∈ C tel que |t| ≤ 1. Supposons que la suite 2−nk [Pernk(t)] converge sur C2
vers un (1, 1)-courant positif fermé T . Alors le prolongement trivial T˜ de T à P2 est un (1, 1)-
courant positif fermé de masse 12 sur P2, supp(T˜ ) ⊂ supp(T )∪Sbif et T˜ = limk→∞ 2−nk [Pernk(t)].
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Démonstration : Commençons par montrer que le prolongement trivial T˜ du courant T est
bien un courant positif fermé de masse au plus 1/2. Puisque Pern(t) ∩ L∞ est un ensemble fini
(voir Proposition 1.8), on a
‖[Pern(t)]‖C2 = ‖[Pern(t)]‖ pour tout n ≥ 1.
Si n ≥ 2, d’après la Proposition 1.8, Pern(t) ∩ Per1(0) est relativement compact dans C2. Ainsi
la mesure [Pern(t)]|Per1(0) est à support compact dans C2 et de masse ‖[Pern(t)]‖C2 . En effet,
on a ‖[Pern(t)]|Per1(0)‖ = ‖[Pern(t)] ∧ [Per1(0)]‖ et le Théorème de Bézout donne ‖[Pern(t)] ∧
[Per1(0)]‖ = ‖[Pern(t)]‖.‖[Per1(0)]‖. D’après le point 1 de la Proposition 1.8, la courbe Per1(0)
est une droite. En particulier, ‖[Per1(0)]‖ = 1.
Par hypothèse, la suite 2−nk [Pernk(t)] converge vers le courant T sur C2. Ainsi
‖T‖C2 ≤ limk→∞ 2−nk‖[Pernk(0)]‖C2 = limk→∞ 2−nk‖[Pernk(0)]|Per1(0)‖,
ce qui, d’après le Théorème 1.29, donne ‖T‖C2 ≤ (Tbif|Per1(0))(Per1(0)) = 1/2 < +∞. Le Théo-
rème de Skoda-El Mir stipule que le prolongement trivial de T à P2 est bien un (1, 1)-courant
positif fermé (voir [Dem], Théorème 2.3 page 139) de masse au plus 1/2.
D’après la Proposition 1.8, la courbe Pern(t) est de masse ‖[Pern(t)]‖ ≤ 2n−1, ce qui implique
que la suite de courants 2−nk [Pernk(t)] est bornée et admet donc des sous-suites convergentes.
Supposons, quitte à extraire, que la suite (2−nk [Pernk(t)])k≥1 converge et notons T∞ sa limite.
Le Théorème de Siu donne α ≥ 0 et un courant S∞ qui ne charge pas L∞ tels que
T∞ = α[L∞] + S∞.
Remarquons que l’on a alors α+ ‖S∞‖ = 12 . Il reste à montrer que supp(T˜ ) ⊂ supp(T )∪Sbif et
que T˜ = S∞ pour conclure.
On a deux possibilités : soit α = 0, soit le courant T∞ charge la droite à l’infini L∞. Notons
Ω := ⋃|u|<1(Per1(u) \Mu), où Mu est le lieu de connexité de la droite Per1(u) (voir Section
1.1.5), et montrons que la suite 2−nk [Pernk(t)] converge vers 0 sur l’ouvert Ω, c’est-à-dire que
α = 0. D’après la Proposition 1.8, on a Ω∩L∞ = L∞\Sbif. Supposons qu’il existe ζ ∈ Ω∩L∞ qui
est un point d’accumulation des courbes Pernk(t). Alors ζ ∈ Per1(u0) pour un certain u0 ∈ D et
il existe une suite nkj −→k→∞ +∞ et une suite λk ∈ Pernkj (t)∩Per1(uj)∩C2 qui converge vers
ζ avec uj ∼ u0. Soit - > 0 pour lequel |u0|+ - < 1. Pour j ≥ j0 assez grand, on a |uj| ≤ |u0|+ -.
Le Théorème 1.9 nous permet d’affirmer qu’il existe une suite cj ∈M telle que λj = σcj(uj) et
que λj ∈ ⋃|u|≤|u0|+'Mu pour j ≥ j0. Puisque ⋃|u|≤|u0|+'Mu est compact dans C2, ceci contredit
l’hypothèse ζ ∈ L∞.
On a donc montré que α = 0 et T∞ = S∞. Le courant S∞ ne chargeant pas la droite
à l’infini d’après le Théorème de Siu, il est le prolongement trivial de S∞|C2 à P2. Puisque
la suite 2−nk [Pernk(t)] converge vers T sur C2 et puisque S∞ = limk→∞ 2−nk [Pernk(t)], on a
T = S∞|C2 , c’est-à-dire que T˜ = S∞. Finalement, puisque supp(T˜ ) = supp(T ) ⊂
⋃
k≥1 Pernk(t),
la Proposition 1.8 donne supp(T˜ ) ⊂ supp(T ) ∪Sbif. !
Compte tenu du Théorème 1.29, lorsque t ∈ D, le Lemme 6.2 donne :
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Lemme 6.2 Le prolongement trivial Tbif de ddcL à P2 est un (1, 1)-courant positif fermé de
masse 1/2. De plus, supp(Tbif) = supp(Tbif|C2) ∪Sbif. En particulier, le courant Tbif ne charge
pas la droite L∞. Finalement, la suite (2−n[Pern(t)])n≥1 converge au sens des courants dans P2
vers Tbif pour tout t ∈ D. En particulier, degλ(pn(λ, t)) ∼ 2n−1.
Démonstration : La seule chose qu’il reste à prouver est l’inclusion
supp(Tbif|C2) ∪Sbif ⊂ supp(Tbif).
Remarquons que, d’après le Théorème 1.6 de Mañé-Sad-Sullivan,⋃
θ∈R Per1(eiθ) ∩C2 ⊂ supp(Tbif|C2).
De plus, la Proposition 1.8 permet d’affirmer que Per1(eiθ)∩L∞ = {[1 : 2 cos θ : 0]}. Ceci donne
donc supp(Tbif|C2) ∪Sbif ⊂ supp(Tbif). !
6.2 Nombres de Lelong de Tbif à l’infini.
Puisque la fonction de Lyapounov est continue sur M2 3 C2, le courant Tbif ne possède
aucun nombre de Lelong non-nul dans C2. Nous montrons ici que le courant Tbif possède des
nombres de Lelong à l’infini. Rappelons que∞p/q = [1 : 2 cos(2ipip/q) : 0] est le point de la droite
à l’infini vers lequel s’échappe σ({t} × Lp/q) lorsque t tend non-tangentiellement vers e−2ipip/q
(voir [Pe] Corollaire 2). Nous montrons ici que le nombre de Lelong ν(Tbif,∞p/q) correspond à
la masse pour la mesure µM de bifurcation de la famille (z2 + c)c∈C des membres Lp/q et L−p/q.
Ceci « quantifie »la disparition de ce membre sous le mouvement holomorphe σ. Le résultat
suivant utilise de manière centrale les travaux [Eps1] d’Epstein et [BS] de Bullett et Sentenac.
Théorème 6.3 1. La mesure Tbif ∧ [L∞] est bien définie. De plus,
Tbif ∧ [L∞] =
∑
1≤p≤q/2
p∧q=1
ν(Tbif,∞p/q)δ∞p/q =
∑
1≤p≤q/2
p∧q=1
1
2q − 1δ∞p/q .
2. Les nombres de Lelong de Tbif sont donnés par
ν(Tbif, a) =
{
µM(Lp/q ∪ L−p/q) = 12q−1 si a =∞p/q,
0 si a /∈ {∞p/q / p ∧ q = 1, 1 ≤ p ≤ q/2}.
3. Pour tout w ∈ C, la suite (2−n[Pern(w)] ∧ [L∞])n≥1 converge vers la mesure Tbif ∧ [L∞].
Démonstration : Commençons par prouver que la mesure Tbif ∧ [L∞] est bien définie. Pour
cela, nous devons tout d’abord "changer" la droite à l’infini de P2 en regardant P2 comme la
réunion de Per1(0) et de C2, de sorte que Sbif soit relativement compact dans C2. Puisque la
fonction L est continue sur M2, on peut trouver une fonction u ∈ PSH(C2) telle que Tbif|C2 =
ddcu, {u = −∞} ⊂ Sbif et u ∈ C0(C2 \Sbif).
Considérons alors B1 " C2 une boule telle que Sbif est compact dans B1 et (Bi)i≥2 un
recouvrement de C2\B1 pour lesquelles Sbif∩Bi = ∅ pour tout i ≥ 2. Puisque L∞∩Sbif∩∂Bi = ∅
pour tout i ≥ 1 et puisque Bi est pseudoconvexe, un résultat de Demailly (voir [Dem] Proposition
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4.1 page 150) stipule que la mesure Tbif ∧ [L∞]|C2 est bien définie. Puisque Tbif est à potentiel
continu sur un voisinage de supp(Tbif) ∩ Per1(0), la mesure Tbif ∧ [L∞] est bien définie.
Puisque L est continue surM2, on sait que ν(Tbif, a) = 0 pour tout a ∈M2. D’après le point
3 du Lemme 6.2, la suite 2−n[Pern(0)] converge au sens des courants vers Tbif sur P2. Fixons
1 ≤ p ≤ q/2 avec p ∧ q = 1. Un résultat classique (voir section 1.3.1) donne alors :
ν(Tbif,∞p/q) ≥ lim sup
n→∞
ν(2−n[Pern(0)],∞p/q) = lim sup
n→∞
2−nν([Pern(0)],∞p/q).
Par ailleurs, d’après la Proposition 1.10, ν([Pern(0)],∞p/q) = Dp/q(n) est le nombre de compo-
santes n-hyperboliques de Lp/q ∪ L−p/q. Le Théorème 1.29 permet alors d’affirmer que
lim supn→∞ 2−nν([Pern(0)],∞p/q) = µM(Lp/q ∪ L−p/q)
où µM est la mesure de bifurcation de la famille (z2 + c)c∈C des polynômes quadratiques (voir
exemple 1.12). Par ailleurs, Bullett et Sentenac ont montré que µM(Lp/q ∪ L−p/q) = 12q−1 (voir
[BS]). On a donc établi que
ν(Tbif,∞p/q) ≥ 12q − 1.
D’après le Théorème 1.19, on a ν(Tbif ∧ [L∞], a) ≥ ν(Tbif, a)ν([L∞], a) pour a ∈ L∞ et, comme
L∞ est une droite de P2, cela donne ν(Tbif ∧ [L∞], a) ≥ ν(Tbif, a) pour a ∈ L∞. Ainsi, la mesure
Tbif ∧ [L∞] vérifie :
Tbif ∧ [L∞] ≥ µ∞ :=
∑
1≤p≤q/2,
p∧q=1
1
2q − 1δ∞p/q .
Comme les mesures Tbif∧ [L∞] et µ∞ sont des mesures positives, il suffit de montrer qu’elles ont
même masse pour avoir Tbif ∧ [L∞] = µ∞.
Le Théorème de Bézout, combiné au fait que L∞ est une droite de P2, donne ‖Tbif∧ [L∞]‖ =
‖Tbif‖.‖[L∞]‖ = ‖Tbif‖. D’après le Lemme 6.2, cela donne ‖Tbif ∧ [L∞]‖ = 1/2. Notons φ(n) la
fonction d’Euler, c’est-à-dire que φ(n) est le nombre d’entiers inférieurs ou égaux à n qui sont
premiers avec n, 1 inclu. Puisque l’ensemble {1 ≤ p ≤ q/2, p ∧ q = 1} est en bijection avec
l’ensemble {q − p / 1 ≤ p ≤ q/2, p ∧ q = 1}, on trouve
µ∞(P2) =
∑
1≤p≤q/2,
p∧q=1
1
2q − 1 =
1
2
∑
1≤p<q,
p∧q=1
1
2q − 1 ,
= 12
∑
q≥2
 ∑
1≤p<q,
p∧q=1
1
2q − 1
 = 12∑
q≥2
φ(q)
2q − 1 .
Un résultat classique de Théorie des nombres (voir [HW] Théorème 309 page 258) stipule que la
série ∑n≥1 φ(n) xn1−xn converge localement uniformément sur D et que sa somme est x(1−x)2 . Ceci
donne :
µ∞(P2) =
1
2
∑
q≥1
φ(q)
2q − 1 − φ(1)
 = 12
∑
q≥1
φ(q)(12 )q
1− (12 )q
− φ(1)
 = 12 .
On a donc bien montré le point 1. Pour prouver le point 2, il suffit de remarquer que
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1
2q − 1 ≤ ν(Tbif,∞p/q) ≤ ν(Tbif ∧ [L∞],∞p/q) =
1
2q − 1
et que ν(Tbif ∧ [L∞], a) = 0 pour tout a ∈ L∞ \ {∞p/q / 1 ≤ p ≤ q/2 et p ∧ q = 1}.
Finalement, pour prouver le point 1, on a montré que 2−n[Pern(0)] ∧ [L∞] converge vers
Tbif ∧ [L∞] et la Proposition 1.10 donne [Pern(w)]∧ [L∞] = [Pern(0)]∧ [L∞] pour tout w ∈ C et
tout n ≥ 2, ce qui donne le point 3. !
6.3 Les mesures µbif et T 2bif.
Dans la famille (Pλ)λ∈Cd−1 des polynômes de degré d (voir section 1.3.5), le support de la
mesure de bifurcation est un compact de Cd−1 (voir [DF]). L’espace des modulesM2 est souvent
comparé à l’espace des paramètres de la famille (Pλ)λ∈C2 . La situation est en effet, assez similaire,
puisque dans les deux cas, l’espace des paramètres est C2 et les fonctions concernées possèdent
deux points critiques. On note µbif la mesure de bifurcation de M2 3 C2. Nous commençons
cette section en pointant une différence importante entre le cas des polynômes cubiques et le
cas des fractions rationnelles quadratiques en montrant que le support de µbif est non-compact
dans C2. A cette fin, on pose :
λ1(s, t) := e2ipi(s−t) + 2 · 1− cos(2pit)e
2ipis
1− e2ipis et λ2(s, t) := 2 cos(2pit)λ1(s, t) + e
ipit cos(3pit)
et on note :
Λ :]0, 1[2 −→ C2
(s, t) /−→ (λ1(s, t),λ2(s, t)).
On note finalement U := {(s, t) ∈]0, 1[2 / s .= 2t (mod 1) et t .= 1/2}.
Proposition 6.4 La surface réelle Λ(U) est contenue dans le suppport de la mesure de bifur-
cation µbif. De plus, pour tout 0 < t < 1, t .= 1/2, on a
lims→0Λ(s, t) = lims→1Λ(s, t) = [1 : 2 cos(2pit) : 0] ∈ L∞.
En particulier, le support de µbif est non-compact dans C2 et
supp(µbif) = supp(µbif) ∪Sbif.
Démonstration : Soit (s, t) ∈ U . Puisque cos(2pit) .= cos(2pi(s− t)), la Proposition 1.8 stipule
que les droites Per1(e2ipit) et Per1(e2ipi(s−t)) ne s’intersectent pas à l’infini. Elles s’intersectent
donc dans C2. Notons [fs,t] ∈ C2 leur point d’intersection. D’après le Théorème 1.27, on a
[fs,t] ∈ supp(µbif). Ainsi, d’après la formule de l’indice holomorphe, le multiplicateur du troisième
point fixe de fs,t est donné par :
γs,t =
2− (e2ipit + e2ipi(s−t))
1− e2ipis = e
2ipit + 2 · 1− cos(2pit)1− e2ipis . (6.3.1)
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Les coordonnées du point [fs,t] dans C2 étant les deux fonctions symétriques (σ1(s, t),σ2(s, t)) des
multiplicateurs des points fixes de fs,t, on trouve σ1(s, t) = λ1(s, t). Puisque [fs,t] ∈ Per1(e2ipit),
la Proposition 1.8 donne σ2(s, t) = λ2(s, t). Comme les coordonnées λ1(s, t) et λ2(s, t) sont des
fonctions symétriques en les multiplicateurs des points fixes, l’une d’elles tend en module vers
l’infini si et seulement si l’un au moins des multiplicateurs tend en module vers +∞. L’équation
6.3.1 permet d’affirmer que
lims→0Λ(s, t) = lims→1Λ(s, t) ∈ L∞
et les expressions de λ1 et λ2 donnent lims→0Λ(s, t) = [1 : 2 cos(2pit) : 0]. !
Le Théorème d’équidistribution 1.29 de Bassanelli et Berteloot permet aisément de montrer
que le support de la mesure µbif peut être approché par des fractions rationnelles possédant
exactement deux cycles attractifs distincts de multiplicateurs prescrits. Plus précisément, il
permet de montrer le résultat suivant :
Théorème 6.5 Soient w1, w2 ∈ D. Alors µbif = lim
n→∞ limm→∞ d
−(n+m)[Pern(w1)]∧ [Perm(w2)]|C2 .
Démonstration : Posons Ln(λ, w) := d−n log |pn(λ, w)|. D’après le Théorème 1.29, la suite
ddcλLm(λ, w2) converge vers Tbif dans la famille (fλ)λ∈Pern(w1). Puisque Lm(·, w2)|Pern(w1) est un
potentiel de la mesure ddcλLn(λ, w1) ∧ ddcλLm(λ, w2) et puisque L|Pern(w1) est un potentiel de la
mesure ddcλLn(λ, w1) ∧ Tbif, ceci donne
lim
m→∞ dd
c
λLn(λ, w1) ∧ ddcλLm(λ, w2) = ddcλLn(λ, w1) ∧ Tbif.
Comme L est continue, la suite de courants LddcλLn(λ, w1) converge faiblement vers le courant
LddcL et par conséquent la suite de mesures ddcλLn(λ, w1) ∧ ddcL converge vers la mesure
ddcL ∧ ddcL. !
Proposition 6.6 1. La mesure µbif vérifie :
µbif(C2) ≤ 548 −
1
16
∑
q≥2
φ(q)
(2q − 1)2 .
2. La mesure T 2bif = Tbif ∧Tbif est bien définie sur P2 et est de masse 1/4. De plus, si on note
toujours µbif la mesure µbif de C2 prolongée trivialement à P2, alors il existe une mesure
positive non-nulle µ∞ avec supp(µ∞) ⊂ Sbif et telle que :
Tbif ∧ Tbif = µbif +
∑
1≤p≤q/2
p∧q=1
1
(2q − 1)2 δ∞p/q + µ∞.
Démonstration : Commençons par montrer le point 1. D’après le Théorème 6.5, la suite
2−(n+m)[Pern(0)]∧ [Perm(0)] converge vers µbif sur C2 lorsque l’on fait m→ +∞ puis n→ +∞,
ce qui impose que
µbif(C2) ≤ lim
n→∞ limm→∞ 2
−(n+m)([Pern(0)] ∧ [Perm(0)])(C2). (6.3.2)
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On dit qu’une composante hyperbolique Ω ⊂ C2 est de périodes (n,m) si toute fraction ration-
nelle f ∈ Rat2 pour laquelle [f ] ∈ Ω possède un cycle attractif de période n et un cycle attractif
de périodem. Kiwi et Rees ont montré que le nombre de composantes hyperboliques de périodes
(n,m) est majoré par :  5
482
n − 18
n∑
q=2
φ(q)νq(n)
2q − 1
 2m +O(2m), (6.3.3)
où νq(n) ∼ 12(2q−1) lorsque n → +∞ (voir [KR] Théorème 1.1). Puisque les courbes Pern(0) et
Perm(0) s’intersectent transversalement (voir [Eps2] Théorème 2 et Section 5.4) et puisque les
composantes hyperboliques de périodes (n,m) sont paramétrées par les multiplicateurs des deux
cycles attractifs (voir par exemple [BB2] Théorème 2.8), la masse
(
[Pern(0)] ∧ [Perm(0)]
)
(C2)
coïncide avec le nombre de composantes hyperboliques de priodes (n,m) deM2. L’estimée 6.3.3
donne donc
lim
n→∞ limm→∞ 2
−(n+m)([Pern(0)] ∧ [Perm(0)])(C2) ≤ lim
n→∞ 2
−n
 5
482
n − 18
n∑
q=2
φ(q)νq(n)
2q − 1

≤ 548 −
1
16
∑
q≥2
φ(q)
(2q − 1)2 .
Combiné à l’assertion 6.3.2, cela donne le point 1.
Montrons maintenant le point 2. Pour montrer que la mesure T 2bif est bien définie sur P2,
on procède comme au Théorème 6.3 pour démontrer que la mesure Tbif ∧ [L∞] est bien définie.
Comme Tbif est de masse 1/2 et comme ‖T 2bif‖ = ‖Tbif‖2, on trouve bien ‖T 2bif‖ = 1/4. Par ailleurs,
le Théorème 1.19 stipule que ν(T 2bif,∞p/q) ≥ ν(Tbif,∞p/q)2 = 1/(2q − 1)2 pour 1 ≤ p ≤ q/2 avec
p ∧ q = 1. Ceci donne immédiatement
Tbif ∧ Tbif ≥ µbif +
∑
1≤p≤q/2
p∧q=1
1
(2q − 1)2 δ∞p/q .
Supposons qu’il s’agisse d’une égalité, alors
1
4 = ‖T
2
bif‖ = ‖µbif‖+
∑
1≤p≤q/2
p∧q=1
1
(2q − 1)2 = ‖µbif‖+
1
2
∑
q≥2
φ(q)
(2q − 1)2 .
Le point 1 de la Proposition permet alors d’affirmer que :
1
4 ≤
5
48 −
1
16
∑
q≥2
φ(q)
(2q − 1)2 +
1
2
∑
q≥2
φ(q)
(2q − 1)2 =
5
48 +
7
16
∑
q≥2
φ(q)
(2q − 1)2 .
On trouve alors 13 ≤
∑
q≥2
φ(q)
(2q−1)2 . Puisque
1
(2q−1)2 ≤ 12q−1(2q−1) lorsque q ≥ 2, ceci donne :
1
3 ≤
∑
q≥2
φ(q)
(2q − 1)2 ≤
φ(2)
6 +
φ(3)
28 +
1
8
∑
q≥4
φ(q)
2q − 1 .
Finalement, comme ∑q≥1 φ(q)2q−1 = 2 (voir preuve du Théorème 6.3), ceci donne 13 ≤ 27 < 13 , ce
qui est une contradiction. !
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RÉSUMÉ
Dans l’espaceMd des modules des fractions rationnelles de degré d, le lieu de bifurcation est le
support d’un (1, 1)-courant positif fermé Tbif appelé courant de bifurcation. Ce courant induit une
mesure µbif := (Tbif)2d−2 dont le support est le siège de bifurcations maximales. Notre principal
résultat est que le support de µbif est de dimension de Hausdorff totale 2(2d − 2). Il s’ensuit
que l’ensemble des fractions rationnelles de degré d possédant 2d− 2 cycles neutres distincts est
dense dans un ensemble de dimension de Hausdorff totale. Remarquons que jusqu’alors, seule
l’existence de telles fractions rationnelles (Shishikura) était connue. Mentionnons que pour notre
démonstration, nous établissons au préalable que les fractions rationnelles (2d− 2)-Misiurewicz
appartiennent au support de µbif.
Le dernier chapitre, indépendant du reste de la thèse, traite de l’espace M2. Nous montrons
que, dans ce cas, le courant Tbif se prolonge naturellement à P2 en un (1, 1)-courant positif fermé
dont nous calculons les nombres de Lelong. Nous montrons aussi que le support de la mesure
µbif est non-borné dans M2.
ABSTRACT
In the moduli space Md of degree d rational maps, the bifurcation locus is the support of a
closed (1, 1) positive current Tbif called bifurcation current. This current gives rise to a measure
µbif := (Tbif)2d−2 whose support is the seat of strong bifurcations. Our main result says that
supp(µbif) has maximal Hausdorff dimension 2(2d−2). It follows that the set of degree d rational
maps having 2d−2 distinct neutral cycles is dense in a set of full Hausdorff dimension. Note that
previously, only the existence of such rational maps (Shishikura) was known. Let us mention
that for our proof, we first establish that the (2d − 2)-Misiurewicz rational maps belong to the
support of µbif.
The last chapter, which is independent of the rest of the thesis, deals with the spaceM2. We
prove that, in this case, the current Tbif naturally extends to a (1, 1)-closed positive current on
P2 which we calculate the Lelong numbers. We also show that the support of µbif is unbounded
in M2.
