In May 2013, Federal Reserve officials first began to talk of the possibility of tapering their security purchases. This tapering talk had a sharp negative impact on emerging markets. Different countries, however, were affected very differently. We use data for exchange rates, foreign reserves and equity prices between April and August 2013 to analyze who was hit and why. We find that emerging markets that allowed the real exchange rate to appreciate and the current account deficit to widen during the prior period of quantitative easing saw the sharpest impact. Better fundamentals (the budget deficit, the public debt, the level of reserves, or the rate of economic growth) did not provide insulation. A more important determinant of the differential impact was the size of the country's financial market: countries with larger markets experienced more pressure on the exchange rate, foreign reserves and equity prices. We interpret this as investors being able to better rebalance their portfolios when the target country has a relatively large and liquid financial market.
Introduction
In May 2013, officials of the Federal Reserve System first began to talk of the possibility of the U.S. central bank tapering its securities purchases (gradually reducing them from the prevailing $85 billion monthly rate to something lower, presumably as a prelude to phasing them out entirely). A milestone to which many observers point is May 22, 2013 when Chairman Bernanke raised the possibility of tapering in his testimony to the Congress. This "tapering talk" had a sharp negative impact on economic and financial conditions in emerging markets.
Three aspects of that impact are noteworthy. First, not only was the impact sharp but, in the view of many commentators, it was surprisingly large. The most alarmed (some would say alarmist) commentators raised the possibility that some emerging countries might be heading towards a full blown crisis like that in Mexico in 1994 and Asia in 1998. Second, the impact was not felt uniformly; different countries were affected rather differently. Third, there were complaints from policy makers in the developing world about the Fed's turn to tapering that were seemingly hard to square with earlier criticisms of quantitative easing by the U.S. central bank as a form of "currency war."
This paper is a first attempt to shed light on these issues. We use data for a cross section of emerging markets to analyze who was hit by the Fed's tapering talk and why. We focus on the change in exchange rates, foreign reserves and equity prices between April 2013, just prior to talk of tapering, and August 2013, by which time the response was largely complete (in September, new data on the condition of the U.S. economy led Federal Reserve officials to make statements that moderated prior expectations of tapering). We relate the reaction of these variables to several classes of potential determinants: (a) observable macroeconomic fundamentals like the budget deficit, public debt, foreign reserves and GDP growth rate in the prior period; (b) the size and openness of a country's financial markets; and (c) the extent to which capital-flow-sensitive indicators like the real exchange rate and current account balance had been allowed to move in the prior period when quantitative easing was underway, there had been no expectations of tapering, and policy makers in emerging markets had complained of currency wars.
On the basis of this analysis we analyze who was hit and why. Our answers are as follows. First, there is little evidence that countries with stronger macroeconomic fundamentals (smaller budget deficits, lower debts, more reserves and stronger growth rates in the immediately prior period) were rewarded with smaller falls in exchange rates, foreign reserves and stock prices starting in May. What mattered more was the size of their financial markets; investors seeking to rebalance their portfolios concentrated on emerging markets with relatively large and liquid financial systems, these were the markets where they could most easily sell without incurring losses and where there was the most scope for portfolio rebalancing. The obvious contrast is with so-called frontier markets with smaller and less liquid financial systems. This is a reminder that success at growing the financial sector can be a mixed blessing. Among other things, it can accentuate the impact on an economy of financial shocks emanating from outside.
In addition, we find that the largest impact of tapering was felt by countries that allowed exchange rates to run up most dramatically in the earlier period of expectations of continued easing on the part of the Federal Reserve, when large amounts of capital were flowing into emerging markets. Similarly, we find a large impact in countries that allowed the current account deficit to widen most dramatically in the earlier period when it was easily financed. Countries that used policy and in some cases, perhaps, enjoyed good luck that allowed them to limit the rise in the real exchange rate and the growth of the current account deficit in the boom period suffered the smallest reversals. This provides some intuition for how it was that the same countries could complain about quantitative easing while it was underway -QE had large, disconcerting impacts on local markets -and then also complain about tapering talk. Talk of tapering had a relatively large negative impact on those local markets that earlier allowed their asset prices to run up sharply and their current accounts to widen relatively dramatically.
We interpret these real exchange rate and current account measures as picking up the impact, positive, negative or neutral, of macroprudential policy broadly defined. Recall that we control for the stance of fiscal policy (since fiscal tightening can also limit the appreciation of asset prices in a period when capital is flowing in). In addition, we control for the intensity of capital controls in the prior period. These, similarly, do not appear to have exerted a consistently significant impact on the effects of tapering. Nor does their inclusion alter the estimated effect of the change in the real exchange rate. Evidently, neither capital controls, nor fiscal tightening, nor even a combination of the two, sufficed to damp down the effects of financial inflows. Instead, a broader array of macroprudential policies -limits on the rate of growth of bank lending, loan-to-value regulation for the mortgage market, and similar measures -may have made a difference by moderating either the upward pressure on the exchange rate or the widening of the current account deficit, and may therefore be called for in the future.
Data
In what follows we consider the impact of tapering on exchange rates, foreign reserves and stock prices, but we also calculate composite indices of overall capital market pressure. These indices are constructed as a weighted average of changes in exchange rates, reserves and stock market yields. These indices are constructed in a manner analogous to the exchange market pressure index of Eichengreen, Rose and Wyplosz (1995) , which is a weighted average of changes in exchange rates, reserves, and policy interest rates, where the weights were the inverses of the standard deviation of each series. We first create this index using data for exchange rate and reserve losses, and then add the negative of the changes in stock yields (denoting the two versions Index 1 and Index 2, respectively).
2 For the weights, we calculate the standard deviations for each series using monthly data from January 2000 to August 2013. The weights are then the inverses of the standard deviations (see Appendix B).
Most of the data definitions and sources will be familiar. We calculate changes in the real exchange rate using data for the nominal exchange rate with respect to the US dollar and the consumer price index for the subject country and the United States. Alternatively, we use data for real effective exchange rates from the Global Economic Monitor database of the World Bank and the International Financial Statistics of the International Monetary Fund, although the latter covers far fewer countries. It turns out that exchange rate data constructed using different sources are highly correlated and in practice make little difference for our results. We therefore report the results using the data for bilateral real exchange rate in the regressions reported here. We calculate the percent change in real exchange rates between 2009 and 2012 in two ways. We first take the percent cumulative change over the period from 2009 to 2012 and, as an alternative, the average of annual percent changes for 2012, 2011 and 2010. Since the two methods produce very similar series, we report only those for the latter.
Financial market size is measured by total external private financing-i.e. inflows of equity, bonds and loans (these are data for 2010-2012 from the IMF Global Financial Stability Report, transformed into logarithms). Alternatively, we measure financial market size as the portfolio liability stock from Lane and Milesi-Ferretti (2012) , as stock market capitalization, and as aggregate GDP. Reassuringly, use of these alternatives had little material impact on the results, since most of the alternative measures are fairly highly correlated. Similarly, there are several common measures of reserve adequacy: reserves in months of imports, reserves as proportion of M2, reserves as a share of GDP, reserves relative to total external debt and reserves relative to short term debt. Below we report results for the ratio of reserves to M2. Results using other measures are similar. Note: An increase in nominal exchange rate is depreciation; increase in capital market pressure indices I and II imply a larger nominal depreciation or reserve loss; and a larger nominal depreciation, reserve loss, or decline in stock market index, respectively. Table 1 offers an overview of the behavior of these measures of market conditions in the summer of 2013, displaying their values for the BRICS countries, and Indonesia and Turkey, well known cases on which much commentary focused. We see that with the exception of China their exchange rates all depreciated (China of course being known for its policy of seeking to stabilize its currency against the dollar). Similarly, reserves fell in six of seven cases (again China being an exception). But equity prices fell in just 4 of 7 cases (including in China), in a first hint of the heterogeneity we document below. Our composite indices show a negative impact of tapering on financial conditions overall in the six other countries but not China (where, however, it should be noted that the stock market did decline). 
Overview
We now proceed to analyzing the entire class of emerging markets. We start with the same set of countries as in Ghosh et al (2013) , to which we add Ghana, Hong Kong, Kenya, Ireland, Singapore, and Tanzania. This gives us the universe of countries included in the various definitions of emerging markets. We drop Eurozone countries (Estonia, Greece, Ireland, Italy, Portugal, Slovakia and Spain), since they have no meaningful national exchange rate, as well as countries that use US dollar as their currency (Ecuador, El Salvador and Panama). We also drop Egypt because it experienced shocks independent of retrenchment. This gives us 53 countries.
Some emerging markets started experiencing effects immediately after the Fed Chairman's testimony on May 22, and those effects persisted through much of the summer. We therefore calculate cumulative changes in the variables of interest between the end of April and, alternatively, the end of June, the end of July and the end of August. Table 2 shows that 36 out of 53 countries experienced some exchange rate depreciation between the end of April and the end of June.
4 Even as some of these exchange rates recovered by the end of August, exchange rates for almost 60 per cent of the countries remained below the levels at the end of April. The average rate of depreciation was over 6 percent, and exchange rates for half of the countries had depreciated by more than 5½ percent.
Panel A of Figure 1 provides additional details on the distribution of exchange rate changes across countries between the end of April and end of July. The largest changes were in Brazil, India, Paraguay, South Africa, and Uruguay. Note that three of the BRICS countries are included in this list. All of these countries experienced exchange rate depreciations of 9 percent or greater during this period, with Brazil having the largest depreciation at 12.5 percent.
Reserves declined for 29 countries between April and July, 2013, as shown in Panel B. The countries with the largest declines were the Dominican Republic, Indonesia, Pakistan, Sri Lanka, and Ukraine. 5 In some countries the pace of decline accelerated considerably in August.
Stock markets declined on average as well. We have data for fewer countries for stock market indices (the indices are in nominal local currency, with the exception of Israel, which had data indexed in nominal USD). 25 of the 38 countries for which we have the data experienced some decline in their stock markets. The cumulative decline between April and August averaged at 6.9 percent, and the median decline was 6.2 percent, as shown in Panel C of Table 2 . Panel C of Figure 1 shows the distribution of the effect on stock markets across countries, between the end of April and end of July. The effect on stock markets is much more heterogeneous than on exchange rates. Fully 40 percent of the countries either did not experience a stock market decline. For seven emerging markets (Chile, the Czech Republic, Indonesia, Kazakhstan, Peru, Serbia, and Turkey), however, the decline was more than 10 percent. The stock market index for Peru declined by over 24 percent, a value that was 10 percentage points greater than the country with the second greatest decline, Serbia. 
in basis points
Data on sovereign bond spreads are available for fewer countries, but almost threequarters of countries for which there are data experienced an increase in spreads, the mean effect being about 50 basis points (Panel D of Figure 1 ). The countries with the largest increase in bond spreads were Ghana, Indonesia, Morocco, Ukraine and Venezuela, with the latter two countries experiencing increases in spreads of over 150 basis points. Table 3 shows the bivariate correlations and corresponding p values of significance. Perhaps surprisingly, the effects are not highly correlated, with one notable exception in the relationship between stock prices and bond spreads. Again, the message appears to be that different emerging markets were affected in rather different ways. Finally, we consider the composite indices described above, first constructing the index as just the weighted averages of changes in exchange rates and reserves and then constructing another index combining these two variables with the percentage stock market decline. 8 As the left hand panel of Figure 2 shows, the majority of countries (35 of 51) for which data are available for both exchange rate and reserves experienced pressure in at least one of these series. The countries experiencing the largest impact were India, Indonesia, Malaysia, Peru and Thailand. India and Peru were the outliers, with values of 7.2 and 6.4, respectively. Panel B shows that the effect was stronger when we take into account stock index declines as well, and that intensity increased progressively from June through August. Again the majority of countries (30 of 37) for which data are available experienced pressure on exchange rate, stock market, and/or reserves. The countries experiencing the largest impacts were Peru, India, Indonesia, Thailand, and Chile. See Table 4 for further details.
which we have the data for exchange rates. For what it is worth, CDS spreads increased for almost all the countries for which the data are available during this period. The cumulative average increase was more than 50 basis points between the end of April and end of July. Eight countries experienced an increase of more than 40 basis points and three countries experienced an increase of more than 200 basis points. These three countries were Argentina, Ukraine, and Venezuela. These countries were perhaps affected due to other unrelated ongoing political and economic issues. 8 The number of countries for which we are able to construct these indices declines from 51 for the first to 37 for the second. If we also include increases in bond yields in the index the number of countries for which we would be able to generate an index declines to 25. 
Regression Analysis
We now regress three variables (i) exchange rate depreciation, (ii) the composite index based on exchange rate depreciation and reserves losses (Index I), and (iii) the composite index based on exchange rate depreciation, reserve losses and the decline in stock prices (Index II) on measures of macroeconomic conditions and policy, financial market structure, and asset market conditions. Specifically, we estimate linear regression equations of the form:
where Y i , the dependent variable, is either exchange rate depreciation, Index I or Index II for country i between the end of April and the end of August 2013. Note that the number of countries varies, since observations for stock markets are available for fewer countries than observations for exchange rates and foreign reserves.
The right hand side variables are denoted by X k . Explanatory variables in equation (1) include GDP growth, the budget deficit, inflation, and the level of foreign reserves as measures of the economic fundamentals; the deterioration in current account deficit and real exchange rate appreciation as measures of local market impacts and loss in competitiveness; cumulative private capital inflows, the stock of portfolio liabilities, stock market capitalization and aggregate GDP as alternative measures of the size of the market; the exchange rate regime, public debt, capital account openness, the quality of the business environment (or institutional quality) as structural variables. Where results are similar using different proxies, we report only a representative subset. 9 We take the values of these variables in 2012 or their averages over the period 2010-2012 (either way, prior to the advent of tapering talk). Since most of these variables are persistent and thus highly correlated across years, it turns out to be inconsequential whether we use the data for just one year or the period averages.
Since many of the explanatory variables are also correlated with one other, we include them parsimoniously in the regressions. From each category of variables we generally include only one variable at a time, while conducting robustness checks to make sure that the results are comparable when alternative measures are included in the regressions. Table 5 reports our first set of regressions. There we estimate specifications with the size of the financial market in emerging markets, the stock of reserves, increase in current account deficit, and percent change in real exchange rate (details are in Appendix B). The results indicate that the deterioration in the current account and the extent of real exchange rate appreciation in the 2010-2012 period are associated with larger exchange rate depreciations (and of the composite indices) in the summer of 2013. This helps us understand how the same countries that complained about the cross-border impact of quantitative easing in the earlier period could also complain about talk of tapering in the summer of 2013. The same countries most affected by (or least able to limit) the earlier impact on their real exchange rates were the same ones to subsequently experience large and sometimes uncomfortable real exchange rate reversals.
In addition, countries with larger financial markets, measured here by the magnitude of external financing, experienced larger exchange rate depreciation and reserve losses. As mentioned above, this may indicate that it was easier to rebalance portfolios by withdrawing from a few larger markets than to rebalance portfolios by selling assets in smaller markets. It suggests that having a large financial market that is attractive to foreign investors may be somewhat of a mixed blessing under these circumstances. Note, as mentioned above, that we consider several different measures of the size of the market, the portfolio liability stock from Lane and Milesi-Ferretti, stock market capitalization, aggregate GDP, etc. These are correlated with each other and give similar results in the regressions (see Appendix C). These results imply that the larger markets are more prone to the effects of liquidity retrenchment. In contrast, the stock of reserves held in the previous period does not appear to be associated with the effect on exchange rate or on the composite indices of exchange rate and reserves. Note: An increase in real exchange rate (RER) is depreciation; we take average annual percent change in RER during 2010, 2011 and 2012. Current account deficit (CAD) is current deficit as percent of GDP; we take average annual increase in CAD during 2010-12 over 2007-09. Robust t statistics are in parentheses. *** indicates the coefficients are significant at 1 percent level, ** indicates significance at 5 percent, and * significance at 10 percent level.
In Table 6 we include the additional explanatory variables, focusing first on the extent of exchange rate depreciation as the dependent variable. We consider economic growth, the fiscal deficit, public debt relative to GDP and inflation as indicators of aggregate economic policy and performance. 10 We also include exchange rate regime categorization and an index for controls on capital account, both of which come from data with the IMF Annual Report on Exchange Arrangements and Exchange Restrictions (AREAER). 2010, 2011 and 2012 . Current account deficit (CAD) is current deficit as percent of GDP; we take average annual increase in CAD during 2010-12 over 2007-09. Robust t statistics are in parentheses. *** indicates the coefficients are significant at 1 percent level, ** indicates significance at 5 percent, and * significance at 10 percent level.
We also calculate changes in controls on capital flows between 2010 and 2012. For the business environment or institutional quality, we include "Doing Business" ranking of the countries and the Worldwide Governance Indicator for 2012, reporting results from the latter in the table below.
11
The estimates do not provide much support for the notion that the standard measures of economic policy and performance were strongly associated with the extent of tapering. GDP growth, the budget deficit, public debt, level of reserves and the governance indicator do not exert a significant impact on the exchange. In contrast, financial market size, the increase in current account deficit and the extent of real exchange rate appreciation are still associated with the subsequent exchange rate impact.
Some additional results are worth mentioning. The one "macroeconomic fundamental" that shows up as significant in Table 6 is the inflation rate in the prior period. Inflation is, of course, one mechanism through which a country can experience real appreciation. So this coefficient may be picking up the same financial-market effects that we identified before.
12 That the indicator for the exchange rate regime enters negatively and significantly here is not surprising. It simply tells us that countries that pegged their currencies suffered less depreciation in the summer of 2013. More interesting will be whether they also saw less (or more) movement in their reserves and equity prices. Finally, there is some sign that countries which tightened their capital controls in the prior period experienced more currency depreciation when talk turned to tapering. It may be that these were the countries with the greatest perceived vulnerability (where policy makers responded by tightening controls -the change in controls was partly endogenous, in other words) and that perceived vulnerability translated into actual vulnerability. But if so, there is no sign that controls had a moderating effect starting in May.
13 Table 7 reinforces the conclusion that controls alone were ineffectual as a macroprudential device. There, where the dependent variable is weighted average of the change in the exchange rate and change in reserves, the capital control measures lose their significance.
Note also that the exchange rate regime has no separate significant impact on the change in reserves (although it does continue to register significantly in Table 7 ) and no significant impact on the change in the equity price index. 11 We also estimated the standardized coefficients to compare the coefficients of various variables quantitatively. These show that the coefficient of the size of financial markets is the largest followed by the coefficients of real exchange rate and current account deficit. 12 Note however that the real exchange rate remains significant in the equation where inflation is included, so this cannot be all that occurring. 13 It also could be that our measure of controls is imperfect -that we are not picking up further changes in their incidence and extent in the first four months of 2013, since we use 2010-12 data. An increase in real exchange rate (RER) is depreciation; we take average annual percent change in RER during 2010, 2011 and 2012. Current account deficit (CAD) is current deficit as percent of GDP; we take average annual increase in CAD during 2010-12 over 2007-09. Robust t statistics are in parentheses. *** indicates the coefficients are significant at 1 percent level, ** indicates significance at 5 percent, and * significance at 10 percent level.
Conclusion
Our exploration of the effects of the Fed's tapering talk in the summer of 2013 yields the following conclusions. First, emerging markets that allowed the largest appreciation of their real exchange rates and the largest increase in their current account deficits in the prior period of quantitative easing saw the sharpest currency depreciation, reserve losses and stock market declines when talk turned to tapering. Second, measures of policy fundamentals and economic performance (the budget deficit, the public debt, the level of reserves, and the rate of GDP growth) do not indicate that better fundamentals provided better insulation. An important determinant of that differential impact, in addition to the prior run-up of the real exchange rate and current account deficit, was the size of a country's financial market: countries with larger markets experienced more pressure on the exchange rate, reserves and stock market when talk turned to tapering. We interpret this as investors seeking to rebalance their portfolios being able to do so more easily and conveniently when the target country has a relatively large and liquid market. This suggests that having a large and liquid market can be a mixed blessing when a country is subject to financial shocks coming from beyond its borders.
Finally, there is little evidence that the presence of controls or their tightening in the prior period provided insulation from talk of tapering. More important, we suspect, were macroprudential policies broadly defined, where these were used to limit the appreciation of the real exchange rate and widening of the current account deficit in response to foreign capital inflows. These patterns thus point to which countries are and are not vulnerable to external pressures once tapering again comes around. 
Appendix C: Size of the Market
We consider several different measures of the size of the financial market. Incidentally, these are highly correlated with each other and give similar results in the regressions, as seen in Table A 1 below. 
Appendix D: Capital Controls
Since the Chinn-Ito index of capital account openness is available only until 2011 as of December 2013, we constructed another capital control variable using the information directly from the IMF AREAER database, which has raw data until 2012. While the Chinn-Ito index combined data for a wider set of categories, 15 we concentrated just on capital account transactions in constructing this variable. AREAER has entries for 62 categories covering restrictions on capital flows and it tabulates the data as a binary indicator-yes implying that there are some restrictions on capital flows within the category and no implying that there are no restrictions. We code these such that if a category has a restriction we gave it a value 1 and if the category has no restriction we gave it a value 0; we then added up all these values and scaled it to 0-100, to come up with the overall capital account controls measure-a larger value implies less open capital account and more controls. We correlate the values of this index for 2011 with the 2011 Chinn-Ito index data, and the correlation is about 0.83.
We use this measure in a number of different ways: its level in 2012; its absolute change between 2009 and 2012, with changes over shorter periods-2010-2012 and 2011-2012; and its percent change between 2009-2012 . Figure A4 below shows that the exchange rate depreciation is not correlated with the level of capital account openness in 2012. Figure A5 shows that an increase in capital account controls is correlated with a larger effect on exchange rate. 
