In this paper necessary and sufficient optimality conditions for uniform approximation of continuous functions by polynomial splines with fixed knots are derived. The obtained results are generalisations of the existing results obtained for polynomial approximation and polynomial spline approximation. The main result is two-fold. First, the generalisation of the existing results to the case when the degree of the polynomials, which compose polynomial splines, can vary from one subinterval to another. Second, the construction of necessary and sufficient optimality conditions for polynomial spline approximation with fixed values of the splines at one or both borders of the corresponding approximation interval.
Introduction
Polynomial splines are an efficient tool for data and function approximation. In this paper, polynomial splines are thought to be continuous piece-wise polynomial functions in an approximation interval [a, b] . Their derivatives may be discontinuous at the points where the polynomials are joined together.
Polynomial splines are more flexible approximation techniques than polynomials. The combination of the simplicity of polynomials and the flexibility allows one to Communicated by V.F. Dem'yanov.
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In this paper we are focusing on the uniform approximation criterion; therefore this research may be considered as an extension of Chebyshev approximation to the case of polynomial splines.
The main contribution of this paper is two-fold. First, to generalise the necessary and sufficient optimality conditions, presented in [5, 9] (the same degree of the polynomials at each subinterval), to the case of polynomial splines with various degrees of polynomials at each subinterval. Second, to obtain necessary and sufficient optimality conditions for the case of polynomial splines with fixed values at one or both borders of the approximation interval [a, b] .
This paper is constructed as follows. Section 2 introduces the problem: in this section we present necessary definitions and preliminary results (Chebyshev, Nürn-berger, Rice and Tarashnin). Furthermore, in this section we formulate the problem of polynomial spline approximation as an optimisation problem. Section 3 contains the formulation and the proof of a new theorem, which is a generalisation of the existing characterisation theorems (Chebyshev, Nürnberger, Rice and Tarashnin). Necessary and sufficient optimality conditions for polynomial spline approximation with fixed values of the splines at one or both borders of the approximation interval are presented in Sect. 4. Section 5 presents conclusion remarks and new research directions. In this section we also compare our results with the results obtained by Davydov in [3] .
Definitions and Preliminary Results

Polynomial Splines
There are several definitions for polynomial splines. In this paper, we use the following way to define polynomial splines: let a polynomial spline Sp(t) be determined in an interval [a, b] (approximation interval); suppose that this interval has been divided into n segments (subintervals), such that
and the points θ i , i = 1, . . . , n − 1 are fixed. 
Definition 2.3
The difference between the degree of the spline and the order of the highest continuous (not identically zero) derivative is called the defect of the spline.
