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a b s t r a c t
For a givenm×n nonnegative real matrix A, a segmentation with 1-norm relative error e is
a set of pairs (α, S) = {(α1, S1), (α2, S2), . . . , (αk, Sk)}, where each αi is a positive number
and Si is an m× n binary matrix, and e = |A−∑ki=1 αiSi|1/|A|1, where |A|1 is the 1-norm
of a vector which consists of all the entries of the matrix A. In certain radiation therapy
applications, given A and positive scalars γ , δ, we consider the optimization problem of
finding a segmentation (α, S) that minimizes z = ∑ki=1 αi + γ k + δe subject to certain
constraints on Si. This problem poses a major challenge in preparing a clinically acceptable
treatment plan for Intensity Modulated Radiation Therapy (IMRT) and is known to be
NP-hard. Known discrete IMRT algorithms use alternative objectives for this problem and
an L-level entrywise approximation A¯ (i.e. each entry in A is approximated by the closest
entry in a set of L equally-spaced integers), and produce a segmentation that satisfies
A¯ = ∑ki=1 α¯iSi. In this paper we present two algorithms that focus on the original non-
discretized intensity matrix and consider measures of delivery quality and complexity
(
∑
αi + γ k) as well as approximation error e. The first algorithm uses a set partitioning
approach to approximate A by a matrix A¯ that leads to segmentations with smaller k for a
given e. The second algorithm uses a constrained least square approach to post-process a
segmentation {(α¯i, Si)} of A¯ to replace α¯i with real-valued αi in order to reduce k and e.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Intensity Modulated Radiation Therapy (IMRT) is being successfully used to treat various types of cancers (i.e., prostate,
head and neck, pancreas etc.). The radiation dose is designed to conform to the three-dimensional (3-D) shape of the tumor
by modulating or controlling the intensity of the radiation beam to focus a higher radiation dose on the tumor while
minimizing radiation exposure to surrounding normal tissue. At an intermediate stage of IMRT treatment planning, non-
negativematrices known as intensitymaps are generated to represent the grid of beamlet intensities for each angle (relative
to the patient) from which radiation is delivered. The radiation delivery process approximates each intensity map A by a
collection of intensity apertures pairs that are delivered using a Multi Leaf Collimator (MLC) that employs a set of tungsten
leaves to shape the beam aperture (these shapes correspond to a subset of a rectangular collection of beamlets and are
modeled mathematically via the binary matrices Si). Details of IMRT and MLC can be found in [2–4,7,9,10,12,14].
In practice, IMRT can be delivered in two ways, namely, fixed gantry and rotational. Fixed-gantry IMRT (i.e., traditional
IMRT) is achieved by delivering overlapping fields from fixed beamdirections. The field shapes either remain constant during
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the delivery of radiation or can dynamically change during radiation delivery. Rotational IMRT is achieved by dynamically
moving the leaves of the MLC and the gantry during radiation delivery. Intensity-modulated arc therapy (IMAT) was first
proposed by Yu in 1995 [15] as an alternative rotational IMRT delivery technique to tomotherapy [11,5]. Details of IMAT can
be found in [6].
Intensitymap segmentation requires solving the following optimization problem,which is known to beNP-hard [1]. For a
givenm×n nonnegative realmatrix Awhich represents the ‘‘intensitymap’’ of radiation beamlet intensities, a segmentation
with 1-norm relative error e is a set of pairs (α, S) = {(α1, S1), (α2, S2), . . . , (αk, Sk)}, where each αi is a positive number
and Si is an m × n binary matrix, and e = |A −∑ki=1 αiSi|1/|A|1, where |A|1 is the 1-norm of a vector which consists of all
the entries of the matrix A. In the segmentation problem, we are given A and positive scalars γ , δ, and the goal is to find a
segmentation (α, S) that minimizes z = ∑ki=1 αi + γ k + δe subject to machine-specific constraints on the Si. In IMRT, A,
Si and αi thus represent an intensity matrix, an aperture (or shape) and a beam-on time for that aperture, respectively. The
penalty parameters γ and δ are selected to obtain desired values for k and e.
Reducing the aperture count k subject to achieving an acceptable value of e, is very desirable in both traditional IMRT and
Intensity Modulated Arc Therapy (IMAT). Current segmentation algorithms use a variety of objectives for this problem, and
approximate the intensity matrix A by an integer matrix A¯, and ultimately produce shapes Si and corresponding aperture
weights α¯i. To obtain small values of k, these algorithms use a simple approximation A¯, which results in segmentations with
large values of e, reducing the quality of the treatment plan.
In this paper, we present an effective heuristic algorithm for the above problem with an additional constraint k ≤ K ,
where K is a given positive integer. Our algorithm can be used to find a clinically deliverable solution with an appropriate
tradeoff between k and e, which behave as two competing metrics. We achieve our task by developing two new algorithms,
one of which acts as a preprocessor and the other as a postprocessor for a previously developed and tested segmentation
metaheuristic [8]. The preprocessing algorithmuses a set partitioning approach to approximateAby A¯ so that a segmentation
algorithm applied to A¯ will produce segmentations with small k for a given e. The postprocessing algorithm uses a
constrained least square approach to replace α¯i in a given segmentation (α¯, S)with real-valued αi in order to further reduce
kwhile optimizing e.
2. Preliminaries
Many IMRT segmentation algorithms approximate an input real-valued intensity matrix A by an integer valued matrix
A¯. This is usually done by L-level entrywise approximation with 3 ≤ L ≤ 100. Fig. 1 shows a 5-level approximation for a
prostate case, and Fig. 5 shows the transpose of a real-valued intensity map from another prostate case.
2.1. L-Level Entrywise Approximation
Let A be anm× n intensity matrix, and H = {h0, h1, h2, . . . hL} be an L-level set with L+ 1 nonnegative distinct integers
(typically, h0 is 0). AN L-level entrywise approximation is the matrix A¯ such that a¯ij = h where h is the closest entry to aij
in H . We measure the error of this approximation and of the smoothed approximations below using two metrics, namely,
2-norm error, E2(A, A¯) = (|A − A¯|2), and 1-norm relative error E1,rel(A, A¯) = (|A − A¯|1/|A|1), where |A|p is the p-norm of a
vector which consists of all the entries of the matrix A.
2.2. A known metaheuristic (H) for IMRT intensity map segmentation
Two algorithms, one a preprocessor, the other a postprocessor, proposed in this paper can be used to improve the quality
of results produced by segmentation algorithms that require as input an intensity matrix A¯ with a fixed number of levels.
We demonstrate this by augmenting themetaheuristic algorithm (H) presented in [8] with these two algorithms to produce
an improved segmentation algorithm. In its unaugmented form, the metaheuristic generates segmentations ((α, S)) with
significantly lower aperture number (k) and beam on time (
∑k
i=1 αi) than the corresponding values generated by the
heuristics embedded in the commercial systems, so it provides a good candidate for testing the pre- and post-processors.
The metaheuristic H uses the ‘‘difference’’ matrix obtained from a given map A¯ as follows: the difference matrix D =
Diff(A¯) is the m × (n + 1) matrix of column-wise forward differences with entries di,j = ai,j − ai,j−1, where ai,0 = 0 and
ai,n+1 = 0. Fig. 2 shows the difference matrix of the intensity map A¯ shown in Fig. 1. The metaheuristic exploits various
properties of D = Diff(A¯) to generate high-quality segmentations. One such measure is Count(D) which is defined as
the number of nonzero entries in D. In the first step of a base-heuristic that is repeatedly called by the metaheuristic, a
deliverable aperture-intensity pair is generated with a goal of yielding a small number of non-zero entries in the residual
intensity map that will remain after the extraction of the weighted aperture from the original intensity map. Figs. 3 and
4 illustrate an extraction step in a small example. This extraction process is repeated with a variety of initial extractions
and coordination mechanisms (as described in [8]) until a complete segmentation has been generated. The metaheuristic
produces segmentations that approximately minimize (
∑k
i=1 αi) + 7k (7 is a weighting factor that balances the relative
importance of beam-on time and segment count). It enforces the Elekta MLC delivery constraints noted in [8], which
represent one of the most complex MLC constraint sets.
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Fig. 1. A 5-level entrywise approximation of a prostate intensity map (A¯).
Fig. 2. The corresponding difference matrix D = Diff(A¯).
Fig. 3. Initial shape matrix S (with beam weight 40) and its difference matrix.
The set partitioning preprocessor below is based on the observation that smaller values of Count(D) indicate more flat
regions in A¯ and thus usually lead to lower number of segments.
2.3. Direct aperture optimization
In contrast to the traditional IMRT planning approach in which intensity maps are generated first and then segmented
using a leaf sequencing algorithm, Direct Aperture Optimization(DAO) starts with a set of apertures and modifies aperture
weights and iteratively adjusts aperture shapes to obtain a feasible plan [13,6]. The main objective in this technique is
to produce a treatment plan with significantly fewer segments. DAO algorithms usually start with a set of fixed number
of shapes and try to improve the objective by adjusting the shapes and beam-on weights. Our constrained least square
algorithm produces a compromise between traditional IMRT and DAO.
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Fig. 4. Residual matrices after extraction (A¯− 40S and D− 40 Diff(S)) (See Figs. 1 and 2 for A¯ and D).
3. Pre- and post-processing algorithms
As noted in Section 2.2, fewer nonzero entries in Diff(A¯) correspond to more flat regions in A¯. In our first algorithm,
given an appropriate error level E, we apply a row-wise smoothing procedure to obtain an L-level setwise approximation
A¯ of A that has a lower value for Count(Diff(A¯)) than entrywise approximation and produces an approximation satisfying
E1,rel(A, A¯) ≤ E.
3.1. L-level set partitioning preprocessor for smoothing
Let A be an m × n intensity matrix, and H = {h0, h1, h2, . . . hL} be an L-level set. For each nonzero row i in A, we define
left(i), right(i) as the indices of the first and last nonzero entries in row i respectively. We define for row i a set of intervals
SI = {(i, j, j′)|1 ≤ i ≤ m, j ≤ j′, left(i) ≤ j, j′ ≤ right(i)}, where each tuple (i, j, j′) represents the interval [j, j′] in the
ith row. Let AVijj′ = 1j′−j+1
∑j′
r=j air , the average of the entries aij, aij+1, . . . , aij′ . Let hijj′ be the level closest to AVijj′ in H .
If we have a tie such that AVijj′ is in the middle of two entries in H , we select the larger value for hijj′ . We calculate a cost
cijj′ = eijj′(j′−j+1)β for each interval (i, j, j′), where eijj′ =
∑j′
r=j |air − hijj′ | and β ≥ 0 is a smoothing parameter that reduces (for
β ≥ 0) the total approximation cost associated with a uniform approximation to a set of entries. Using these approximation







xijj′ = 1 for 1 ≤ y ≤ n, (SPi)
where each xijj′ is a binary variable.
In the following algorithm, given A and an acceptable error level E > 0, we use the solutions of the above set partitioning
problems to construct A¯. We use 1-norm relative error which is independent of scaling of the entries of A to measure the







A¯← L-level entrywise approximation of A such that E1,rel(A, A¯) ≤ 0.5E
Step:
x¯ijj′ ← The solutions of the set partitioning problem (SPi)
for each x¯ijj′ = 1




if (e < E and β < Limit)
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We use dynamic programming to efficiently solve these set partitioning problems (SPi). Additional properties of this
algorithm are discussed in Section 4.
3.2. Constrained least square optimization for postprocessing
In practice, segmentation algorithms use an L-level approximation, A¯, of the intensity matrix A and produce a
segmentation (α, Sk) = {(αi, Si)}ki=1 so that A¯ =
∑k
i=1 αiSi. For a specified segment count k′ ≤ k, our second algorithm
uses Sk = {S1, S2, . . . , Sk} as its input and produces a segmentation with a set of shapes Sk¯ = {S¯1, S¯2, . . . , S¯k¯} which forms
a subset of Sk with cardinality k¯ such that k¯ ≤ k′ and new real-valued beamweights α¯i. The new beamweights α¯i minimize
|A−∑k¯i=1 αiS¯i|2 over αi.
We construct anmn×kmatrix C so that cn(i−1)+j,r is the (i, j)th entry in Sr . We also construct a column vector b of sizemn
so that bn(i−1)+j = aij. Assume that (CTC)−1 exists (otherwise remove dependent columns from C) and every entry in CTb is
positive (i.e., if the rth entry is 0, Sr cannot improve the approximation of A¯ andmay be discarded). LetαT = (α1, α2, . . . , αk).
The Constrained Least Square problem (CLS) is to minimize |Cα− b|2 subject to αi ≥ ∆, where∆ is a nonnegative constant
and k ≤ k′. Each step of the algorithm below uses a solution to an unconstrained relaxation of CLS to eliminate a shape from
the previous set of shapes.
Algorithm (Constrained Least Square).
Begin
∆← 0
k← number of columns in C
α← (CTC)−1CTb
η← min(αi)
min _index← iwhere αi = η
while η <= ∆ or k > k′




min _index← iwhere αi = η
End(while)
return (α¯, Sk¯)
End (Constrained Least Square)
3.3. Modified metaheuristic (MMH) segmentation algorithm
We use the above Set Partitioning and Constrained Least Square algorithms to extend the metaheuristic of Section 2.2 to
real-valued intensity matrices and to improve segmentation quality. Specifically, given k¯ > 0, we present an algorithm that
produces a segmentation with shape count not greater than k¯ and low error in the approximation of A.
Algorithm (Extended Metaheuristic).
Begin
Step 1: Select the parameters β, L in set partitioning algorithm to produce an L-level setwise approximation A¯ that gives
rise to a segmentation via the metaheuristic with number of shapes k approximately equal to 1.25k¯ (Our experiments
have shown that 1.25 is an appropriate scaling factor in terms of starting the constrained least square algorithm with an
appropriate number of shapes).
Step 2: Apply the metaheuristic to A¯ and produce a segmentation with k shapes.
Step 3: Use the Constrained Least Square algorithm to reduce the shape count to a value not greater than k¯.
End(Extended Metaheuristic)
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4. Analysis of algorithms
Varying the smoothing parameter β used in the set partitioning algorithm leads to a variety of L-level approximations.
Theorem 1 illustrates the two extremes of the algorithm.
Theorem 1. Let A, A¯, hijj′ , eijj′ , left(i), right(i), β , z, cijj′ , xijj′ , H, L be as defined in Section 3.1. The following properties hold for the
L-level approximation A¯ produced by the set partitioning algorithm.
(a) Assume β = 0. Then
a¯ij =
{
hi,j,j if left(i) ≤ j ≤ right(i)
aij(= 0) otherwise.
(b) Assume for row i, there exists r such that air 6∈ H and β →∞. Then Count(Diff(A¯)) is equal to twice the number of nonzero
rows in A and
a¯ij =
{
hi,left(i),right(i) if left(i) ≤ j ≤ right(i)
aij(= 0) otherwise.
Proof. Let β = 0. Then cijj′ = eijj′ = ∑j′r=j |air − hijj′ |. Assume a solution to the ith row set partitioning problem contains
some xijj′ = 1 for j ≤ j′. Then the interval [j, j′] contributes a cost eijj′ and |air − hijj′ | ≥ |air − hirr | for each r such that
j ≤ r ≤ j′. Since xijj′ = 1,∑j′r=j cirr ≥ cijj′ . Hence |air − hijj′ | = |air − hirr | for each r such that j ≤ r ≤ j′. and statement (a)
holds.
Assume for the ith row, there exists r such that air 6∈ H and β →∞. Consider an interval [j, j′] such that j ≤ r ≤ j′ and let
a1 = j′−j+1 < right(i)−left(i)+1 = a2.We show that ci,left(i),right(i) < cijj′ whenβ →∞. Since air 6∈ H , we get e1 = eijj′ > 0




> 0. Rewriting this compound inequality,
we get ( a1a2 )
β ≥ e1e2 > 0. Since
a1
a2
< 1, we get a contradiction when β → ∞. Therefore ci,left(i),right(i) < cijj′ when β → ∞
and the unique solution is xi,left(i),right(i) = 1. Statement (b) follows. 
Theorem 1 shows that for β = 0, the entrywise approximation of A yields the smallest possible error. For β sufficiently
large, the nonzero entries of any given row of A¯ are the same and form a connected set of entries (assuming that the original
entries of the row were not all in H). We can extend this algorithm by applying it to the columns of A first and then to the
rows. Such an extension will produce even smoother L-level approximations and, when β →∞, it yields a single weighted
shape matrix if at least one element in each row (or column) is not in H .
In our Constrained Least Square algorithm, we use unconstrained solutions and apply a greedy approach to eliminate
shapes. The following theorem shows a sufficient condition for its termination.
Theorem 2. Let k, k¯, α, Sk, C , b and ∆ be as defined in Section 3.2. Then the constrained least square optimization algorithm
produces a nontrivial segmentation (i.e., k ≥ 1).
Proof. Since the columnsofC are linearly independent at every iteration, (CTC)−1 exists and the algorithmproceeds through
the while loop until its boolean condition is false. Suppose the above least square algorithm reaches k = 1. When k = 1,
α is a scalar and its value is (CTC)−1CTb > 0. Hence the while condition becomes false and the algorithm returns (α1, S1).
Therefore it will terminate for k ≥ 1. 
5. Results
We implemented a dynamic programming method for the Set Partitioning Approximation in C/Unix and used
Matlab/Unix for the Constrained Least Square Algorithm. In Tables 1 and 2, we show properties of treatment plans for a
pancreas case with and without the smoothing preprocessor. (The error entries of the last row of the tables are average
errors). The pancreas case consists of intensity maps generated by the Corvus 4 commercial treatment planning system for
7 different angles. The largest value of entries in a map was scaled to 100 to calculate BT . To see the effects of smoothing
alone, we have not used the postprocessing algorithm in themodifiedmetaheuristic in this case. It can be seen that if we are
willing to tolerate an error of about 11%, we can use use either L = 4 or L = 5. Table 1 shows that if we use the level L = 5
with smoothing β = 1, we get a much better treatment plan than the entrywise approximation in terms of the number
of segments and beam-on time at the expense of slightly greater error. Table 2 shows the effect of smoothing for a larger
number of levels (L = 8). Again, smoothing improves the treatment complexity, while slightly increasing the error.
Next we show the effect of optimizing beam weights at the postprocessing stage. In Table 3, we compare the number of
shapes (k), percentage relative error (E1 = E1,rel(A, A¯)), and total beam-on time (BT =∑ki=1 αi) produced by Metaheuristic
(H) andModifiedMetaheuristic (MMH) algorithms for three clinical prostatemaps.MMHwas runwithβ = 0 (i.e. entrywise
approximation) for a L-level approximation. The largest value of the entries in a map was scaled to 100 to calculate BT .
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Table 1
Count (C), number of shapes (k), beam-on time (BT ), and percentage relative error (E1 = E1,rel(A, A¯)) (average error in last row) results for Modified
Metaheuristic (MMH) (without postprocessing) for a set of pancreas intensity maps
Angle L = 5 β = 0 L = 5 β = 1 L = 4 β = 0
C k BT E1 C k BT E1 C k BT E1
0◦ 71 13 360 10.25 54 14 400 12.07 70 13 375 11.48
51◦ 75 16 500 10.71 59 12 380 12.40 71 15 425 10.57
103◦ 54 9 200 12.11 40 9 220 13.06 53 9 250 11.37
154◦ 67 13 400 12.57 59 12 380 13.35 63 12 375 15.52
206◦ 74 13 360 9.8 59 11 280 11.68 75 14 400 12.08
257◦ 57 7 140 8.55 50 6 120 9.25 47 8 200 12.70
308◦ 56 7 140 7.99 45 6 140 8.74 43 7 225 9.43
Total 454 78 2100 10.28 366 70 1920 11.51 422 78 2450 11.87
Table 2
Count (C), number of shapes (k), beam-on time (BT ), and percentage relative error (E1 = E1,rel(A, A¯)) results for Modified Metaheuristic (MMH) (without
postprocessing) for a pancreas case
Angle L = 8 β = 0 L = 8 β = 1.3 L = 8 β = 1.5
C k BT E1 C k BT E1 C k BT E1
0◦ 87 19 438 6.37 64 18 400 8.40 49 14 313 12.91
51◦ 83 17 350 6.14 66 16 413 8.70 64 16 438 9.34
103◦ 60 12 225 7.08 48 11 225 8.15 45 11 263 10.25
154◦ 83 18 388 7.29 68 16 463 9.48 63 14 313 11.46
206◦ 87 19 375 5.97 66 16 363 7.56 64 14 350 7.80
257◦ 64 11 188 6.83 52 9 163 7.68 47 10 175 8.97
308◦ 64 10 150 4.76 45 8 125 6.72 41 8 125 7.54
Total 528 106 2114 6.35 409 94 2152 8.10 373 87 1977 9.75
Table 3
The number of shapes (k), percentage relative error (E1 = E1,rel(A, A¯)), and beam-on time (BT ) produced by Metaheuristic (H) and Modified Metaheuristic
(MMH) (with β = 0 and L = 5, 10) for three prostate maps
L = 5 L = 10
MAP H MMH H MMH
k E1 BT k E1 BT k E1 BT k E1 BT
1 11 11.00 220 11 10.28 215 15 6.24 230 15 5.91 233
2 8 14.39 180 9 13.66 177 13 6.72 170 13 6.09 163
3 8 15.17 180 8 13.92 178 10 7.67 150 10 7.11 139
Table 4
Given a % error bound E, a level L, and a smoothing parameter β , the values of the smallest possible k with corresponding E1 ≤ E (using MMH) for the
prostate map, MAP 1
L β E1 ≤ 1% E1 ≤ 2% E1 ≤ 4% E1 ≤ 8% E1 ≤ 16%
k BT k BT k BT k BT k BT
6 0 8 188
8 1.4 8 171
10 0 12 203 9 204
10 0.5 11 192 8 192
40 0 32 309 26 323 18 293 11 285
40 1.0 27 229 21 225 17 225 9 209
60 0 38 303 35 305 28 310 19 320 14 345
80 0 41 248 32 249 25 247 18 237 10 233
We now focus on the prostate map MAP 1 of Table 3 (see Fig. 5 for this map). Given L, we can vary β to get L-level
approximations A¯ with different amounts of smoothness. Figs. 6 and 7 show the graphs of the error measure E1 and the
complexity measure Count(Diff(A¯)) versus β . These graphs show the tradeoff between E1 and the number of segments k,
and facilitate the selection of a pair (L, β) to achieve a targeted tradeoff.
We now runMMHwith alternative objectives to demonstrate tradeoffs between values of E and k. Tables 4 and 5 present
results for two versions of MMH. In Table 4, given a percentage error bound E, a level L, and a smoothing parameter β , we
use MMH to calculate the smallest possible kwith corresponding E1 ≤ E.
For treatment plans, it is often desirable to reduce the number of segments k to below 10 for each beam angle. Table 5
shows E1 and BT for various pairs of (L, β)when we apply MMH to select k = 5, 6, 7, 8, 9.
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Fig. 5. The transpose of the prostate intensity map, MAP 1 (AT ).
Fig. 6. Percentage relative error (E1 = E1,rel(A, A¯)) as a function of the smoothing parameter β for number of levels L = 5, 10, 20, 40, 80 for the prostate
map, MAP 1.
6. Conclusion
With our set partitioning algorithm, we are able to generate many L-level approximations (i.e., using various values
of the smoothing parameter β) in a preprocessing stage of the modified metaheuristic. We then employ our constrained
least square algorithm as a postprocessing stage to control the number of shapes and error in the final segmentation. These
extensions to the metaheuristic allow us to handle alternative objectives effectively. As demonstrated by our results, our
modified metaheuristic presents an alternative to direct aperture optimization.
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Fig. 7. Count(Diff(A¯)) as a function of β for number of levels L = 5, 10, 20, 40, 80 for the prostate map, MAP 1.
Table 5
E1 and BT with MMH (k = 5, 6, 7, 8, 9) for various pairs of (L, β) showing results from smoothing and postprocessing for the prostate map, MAP 1
L β k = 5 k = 6 k = 7 k = 8 k = 9
E1 BT E1 BT E1 BT E1 BT E1 BT
2 0 31.09 251
3 0 37.91 229 36.29 223 17.30 102
4 0 24.89 163 22.51 174 22.08 188 14.24 203 12.89 215
5 0 27.16 170 24.44 181 17.82 191 16.15 200 13.95 212
5 0.5 29.37 164 17.10 168 14.36 171 12.05 178 10.33 177
10 0 21.40 166 17.90 178 15.90 184 15.61 193 13.18 201
10 0.5 19.70 159 15.91 169 12.87 172 11.23 172 10.19 174
10 1.0 18.99 166 16.51 167 15.20 163 12.88 172 12.24 178
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