Abstract: A new variational method for the modal analysis of 2-D waveguide structures is proposed in this paper. Maxwell's equations describing the modal properties of scalar and semivectorial guided waves in the 2-D waveguides are expressed as variational/ minimization problems, which are then discretized in terms of a finite-difference scheme on a finite rectangular computational window. By applying a dynamic programming technique to solve such variational problems, a 1-D equation representing the relation between the modal fields on any pair of adjacent columns in the computational window can be derived. By using such 1-D equation in a stepwise fashion from one boundary column toward the other boundary column, a system of linear equations with the unknown column modal fields can be derived and then solved to give both the accurate modal indexes and the discrete modal fields. In the examples of one weakly guiding rib-type dielectric waveguide and another strongly guiding silicon-on-insulator waveguide, computational results show that a small size of the coefficient matrix for such a system of linear equations is adequate to cause a relative error of 10 À5 -10 À6 in the evaluation of the modal indexes reachable in an efficient manner. The results of the convergence tests show that the proposed method is at least an order of magnitude faster than the conventional finite-difference beam propagation method because of the transformation of a 2-D problem into a 1-D problem. Moreover, the proposed method is applied to investigate the modal properties of the conductor-gap-silicon plasmonic waveguide. The feature of the hybrid guided-mode profile is also observable from the modal field calculated by the proposed method.
Introduction
The calculation of the modes is very important in the analysis of the properties of the optical waveguides. In the case of two-dimensional waveguides, considerable efforts have been made in the development of various variational methods for the determination of the modal properties of the optical waveguide over the past two decades. These methods involve the evaluation of the extremum of the Rayleigh's quotient [1] - [10] . However, the methods reported to date show that computationally intensive efforts are still required for precisely evaluating the extremum of the Rayleigh's quotient because the model of the Rayleigh's quotient is conventionally established by applying the finite-difference [1] or the finite-element techniques [2] , [3] , and the computational efforts for solving the resulting eigen-value problem will be intensive due to the diagonalization of the large-scale matrices.
To date, many approximation techniques have been developed to evaluate the extremum of the Rayleigh's quotient. A first-order approximation technique has been introduced based on the conventional perturbation theory [4] - [9] . The trial fields are utilized to evaluate the value of the Rayleigh's quotient, which corresponds to the modal index of the waveguide. However, the accuracy of the resulting modal indices would substantially depend on the similarities between the trial fields and the true modal fields. To prevent the numerical inaccuracy occurred in the calculation of modal indices due to the poor choice of the trial fields, a steepest-descent algorithm [10] has been proposed by introducing the parameterized trial fields into Rayleigh's quotient. By optimizing the parameterized Rayleigh's quotient, an improved trial field which may be used to evaluate the modal indices more accurately can be derived. An alternative way to iteratively improve the accuracy of the trial field has been reported by Sharma et al. [11] - [14] , which assumes that the trial field in the waveguide with a rectangular cross section is separable in x-and y-directions. This separable field defines two equivalent slab waveguide structures. Then by iteratively evaluating the index distribution and the modal properties of each slab waveguide, the accuracy of the trial field can be effectively improved. Recently, a variational method combined with an efficient effective index method has been reported [15] . However, effective index method only can accurately evaluate the modal properties of the weakly-guiding waveguides [16] .
An alternative approach to accurately solve the variational waveguide problem and simultaneously avoid the diagonalization of the large-scale matrices might be the dynamic programming technique, which has been used in various fields since the original work first published by Bellman in 1957 [17] . Conceptually speaking, the dynamic programming is a kind of divide-andconquer technique, which can be used to solve a large-scale optimization problem in a recursive manner [18] . In the next Section, we will show that the dynamic programming technique can be employed to solve the large-scale, waveguide problem in such a way that by applying an alternative functional formulation, which has been used over decades [19] - [22] rather than the Rayleigh's quotient, the original waveguide problem can be transformed into a series of the variational sub-problems defined in recursively partitioning domains within the cross section of the waveguide. Meanwhile, the dynamic programming technique can be applied to recursively solve these variational sub-problems. As a result, a 1-D relation illustrating the modal fields on any pair of adjacent columns in the computational window can be derived. The method proposed in this paper utilizes the one-dimensional relation to investigate the modal properties of the optical waveguide.
The paper is organized as follows. The theory of the proposed method is outlined for the case of scalar and semivectorial, quasi-TM modes in Sections 2 and 3, respectively. We will show in Section 3 that due to the lack of the functional expression for which the Euler-Lagrange equation [23] is the quasi-TM wave equation for the modal fields of the two-dimensional waveguide in an arbitrary geometry, the method proposed in this paper divides the cross section of the waveguide into several slab waveguide regions. We show that there exists the functional expression whose the stationary solution is the part of the modal field in each slab waveguide region. Meanwhile, the stationary solution in each slab waveguide region can be combined to construct the accurate modal field defined in the entire cross section of the waveguide via the consideration of the field continuities at the interfaces between the slab waveguide regions. In Section 4 the proposed methods are compared with the well-known effective index algorithm [16] , finite-difference algorithm, and the finite-element algorithm by evaluating their algorithmic performance. In Section 5, the proposed algorithms are applied to investigate the modal properties of a rib-type, weakly guiding dielectric waveguide [24] , a strongly guiding, silicon-on-insulator dielectric waveguide [25] , and a conductor-gap-silicon plasmonic waveguide [26] . The numerical results are compared with those presented in [24] - [26] , as well as the results derived by applying R-Soft BeamPROP. Finally, Section 6 concludes this paper. Fig. 1 (a) defines a rib-type waveguide with a permittivity distribution "ðx ; y Þ in the computational window ¼ L x Â L y . The scalar modal field E ðx ; y Þ associated with the waveguide is governed by the wave equation [22] It is enclosed by x-y coordinate axes and the dashed lines. In (b), the solid circles define a ðM þ 1Þ Â ðN þ 1Þ mesh used in the scalar mode calculation. As indicated in (7), the function f K ðv ; Þ is the extrema of the functional JðE i;j ; Þ in the mesh enclosed by the dashed box. The dashed arrow on the box shows the direction along which the function f K ðv ; Þ can be recursively derived via the recurrence relation (8) .
Scalar Mode

Problem Formulation
In the first equality of (5), the function g i; j ðÞ denotes the term Àðk
The second equality shows the functional JðE i; j ; Þ in a matrix form via the definitions of the ðM À 1Þ Â 1 modal field u j , and the ðM À 1Þ Â ðM À 1Þ matrices Q and G j ðÞ:
. .
; G j ðÞ ¼ diag g 1; j ðÞ g 2; j ðÞ . . .
Note that it is easy to verify that the matrix Q is positive definite and thus the coefficient matrix Q þ G j ðÞ þ I in the quadratic term u T j ðÁÞu j in (5) can be made to be positive definite by appropriately choosing the mesh grid size Á. The positive definiteness embedded in the coefficient matrix Q þ G j ðÞ þ I implies that given a fixed value of there exists the minimum of the functional JðE i; j ; Þ with respect to the modal field u j .
Dynamic Programming Technique
To calculate the modal field u j which minimizes the functional JðE i; j ; Þ, for each positive K we define a solution f K ðv ; Þ of the sub-problem associated with the problem (5) as
where v ¼ u K À1 . Given a fixed value of the function f K ðv ; Þ is the extrema of the functional JðE i; j ; Þ in the mesh ½0 MÁ Â ½K Á NÁ, as shown in Fig. 1(b) . The last equality in (7) shows that the function f K ðv ; Þ can be written in a recursive form
Equation (8) shows that the function f K ðv ; Þ can be solved recursively from K ¼ N to K ¼ 1 and the terminal function f 1 ðv ; Þ ¼ min u 1 ;u 2 ;...u N fJðE i; j ; Þg solves the original waveguide problem (5) . Note the pure quadratic form in the function f N ðu NÀ1 Þ holds due to Dirichlet's boundary condition at the edge of the mesh, i.e., u N ¼ ðE i;N Þ ¼ 0, i ¼ 1; 2; . . . ðM À 1Þ. It is intuitive to assume that for each positive K the function f K ðv ; Þ has also a pure quadratic form: (8) , and algebraically carrying out the quadratic minimization over u K , both iterative relations for the modal field u K and the coefficient matrix C K ðÞ can be derived as
where C N ðÞ ¼ I followed by the observation on the function f N ðu NÀ1 Þ ¼ u 2 NÀ1 . Based on the Dirichlet's boundary condition (4) at x ¼ 0, i.e., u 0 ¼ ðE i;0 Þ ¼ 0, the iterative relation for modal field u 0 and u 1 can be written as ðI À C 1 ðÞÞ À1 u 1 ¼ u 0 ¼ 0. This equation and (9) form a new algorithm which is capable to calculate the propagation constant and the corresponding discrete modal field u K for K ¼ 0; 1; 2; . . . ; ðN À 1Þ. First the equation (9) is applied to evaluate the coefficient matrix C K ðÞ sequentially until the last coefficient matrix, C 1 ðÞ, is derived. Then the propagation constant can be derived via solving the equation det½ðI À C 1 ðÞÞ À1 ¼ 0.
Although the equation det½ðI À C 1 ðÞÞ À1 ¼ 0 is a nonlinear equation and must be solved via well-known algorithms such as Newton's like solver, the numerical results in Section 4 will demonstrate that by appropriately selecting the initial value of , the accurate value of can be derived in an efficient manner. Once the final value of has been determined, the modal field u 1 can be calculated via solving a system of ðM À 1Þ linear equations ðI À C 1 ðÞÞ À1 u 1 ¼ 0. Finally, the other modal fields u K for K ¼ 2; . . . ; ðN À 1Þ can be derived by employing (9).
Quasi-TM Mode
Problem Formulation
In this section we adopt the same notations as those used in scalar-mode theory. Fig. 2 (a) defines a rib-type waveguide with a permittivity distribution "ðx ; y Þ in the computational window
, in which the y -polarized modal field E y ðx ; y Þ is governed by the wave equation for quasi-TM modes [22] 
where k 0 ¼ 2= and denote the vacuum wave number and the corresponding propagation constant, respectively. To derive the variation functional with respect to the wave equation (10) for the rib-waveguide in Fig. 2(a) , the corresponding permittivity distribution "ðx ; y Þ is divided into three disjoint slab waveguides, i.e., "ðx ; y Þ ¼ P 3 m¼1 "ðx ; y Þ Á U m ðx ; y Þ, where the unit-step function U m ðx ; y Þ is defined in such a way that U m ðx ; y Þ ¼ 1; ðx ; y Þ 2 m , otherwise U m ðx ; y Þ ¼ 0. For notational simplicity, because the term "ðx ; y Þ Á U m ðx ; y Þ is zero outside the slab waveguide region m , in the following contents of this section we use functions " m ðy 2 m Þ, m ¼ 1, 2, 3 to define the permittivity distribution in the local slab waveguide region m , i.e., " m ðy 2 m Þ ¼ f"ðx ; y Þ Á U m ðx ; y Þjðx ; y Þ 2 m g. Note that in each slab waveguide region m , the permittivity is invariant along the x direction, as shown in Fig. 2(a) ; so, the function " m ðÁÞ depends only on the variable y.
In Fig. 2 (a), we introduce x ¼ ' 12 and x ¼ ' 23 as the interfaces between the slab waveguide regions. Again we partition the modal field E y ðx ; y Þ into three parts, i.e., E y ðx ; y Þ ¼ P 3 m¼1 E y ðx ; y Þ Á U m ðx ; y Þ, where the partial field E y ðx ; y Þ Á U m ðx ; y Þ is zero outside the local slab waveguide region m ,. In the following contents of this section, for notational simplicity, we define a function E m y ððx ; y Þ 2 m Þ ¼ fE y ðx ; y Þ Á U m ðx ; y Þjðx ; y Þ 2 m g to represent the part of the modal field E y ðx ; y Þ in the local slab waveguide region m .
While the above partitions of the modal field E y ðx ; y Þ and the permittivity distribution "ðx ; y Þ are substituted into the wave (10), it can be seen that every local field E 
dx dy
where H m z ðx ; y Þ denotes the z-polarized magnetic field corresponding to the field E m y ðx ; y Þ and is the permeability of the material in the window . Equations (12) and (13) are Dirichlet's boundary conditions imposed on four edges of the window . In equations (14)- (16) Based on the linearity of the functional expression J rib-TM ðE y ðx ; y Þ; Þ shown in (11) and the principle of the optimality, the variational waveguide problem J rib-TM ðE y ðx ; y Þ; Þ can be separately solved via the minimization of the functional (11) in each slab waveguide region m , i.e., the minimization of the functional RR (18), shown below, and the interface conditions (19) and (20), shown below:
Note that we have applied Dirichlet's boundary condition
, a discrete version of the boundary condition (12) into the functional (17) . The boundary conditions (19) and (20) are discrete versions of the conditions (14)- (16 
otherwise,
Dynamic Programming Technique
Now we may use the dynamic programming procedure to evaluate the extrema of the functional J 
By the same reasoning as (7) and (8) In region Ã 1 :
In region Ã 2 :
In region Ã 3 :
where
; Þ, and F 
By substituting the quadratic expression (24) for each F m K ðv ; Þ into the recurrence equation (23) 
The iterative relation for the field u m K in each slab waveguide region Ã m can be connected via considering the field continuities at the interfaces between the slab waveguide regions, i.e., the conditions shown in (19) and (20) . In the discrete variational model shown in (17)- (21), the field u m K defined in (21) 23 . Meanwhile, the magnetic fields at the interfaces of the slab waveguide regions can be derived by employing the finite-difference method on the wave equation (10) in order to express the first derivative of the electric modal field at the interfaces of the slab waveguide region, i.e., @E 
where the ðM À 1Þ Â ðM À 1Þ constant matrices P 1 , P 2 , and the ðM À 1Þ Â ðM À 1Þ matrices Q 1 ðÁÞ, Q 2 ðÁÞ, Q 3 ðÁÞ, which are the functions of the dielectric constants " 
By substituting the expressions of the magnetic modal fields shown in the equation (26) into the conditions (20), we derive two auxiliary equations which illustrates the iterations of the modal fields u m K at the interfaces of the slab waveguide regions, i.e., K ¼ h and K ¼ s À 1:
With the use of the above equations, the dependence of u 
Comparison in Algorithmic Performance to EIM, FDM, and FEM
The strategy used to solve the quasi-TM modal field in this paper, i.e., partition the original ribtype waveguide structure into three slab waveguide regions in the first place, then solves the part of the modal filed E m y ððx ; y Þ 2 m Þ in each slab waveguide region, and finally combines them into the modal field defined in the entire computational window, is distinct from the one used in the effective index method (EIM) [16] , [22] . In case of the rib-type dielectric waveguide, EIM assumes the modal field solution has the form of the separation of the variables, and thus the original rib-type waveguide problem can be transformed into two slab waveguide problems along the x-direction and the y-direction, respectively. However, such assumption causes EIM actually analyzes the separable permittivity distribution, which differs from the original permittivity distribution "ðx ; y Þ in the computational window [16] . Such an error in the permittivity distribution substantially deteriorates the numerical accuracy in the evaluation of , especially in the case of the strongly guiding, rib-type waveguide [16] . On the other hand, The numerical calculation in Section 5 demonstrates that the quasi-TM method proposed in this paper, accurately solves the local field E m y ððx ; y Þ 2 m Þ in each slab waveguide region, and then combines them into the accurate modal field solution existable in the original permittivity distribution "ðx ; y Þ. Therefore compared to EIM, the partitioning strategy used in this paper exhibits no error in the evaluation of the modal field, and thus the modal indices .
Meanwhile, we may compare the time complexity of the proposed mode solver with those of finite difference method (FDM) and finite element method (FEM) by evaluating the number of the dominant matrix operations. Here we assume that these mode solvers use a common algorithm, e.g., Gauss-Jordan method to carry out the dominant matrix operations. Then in the case of the rectangular computational window, the total number of the mesh points determines the number of the dominant matrix operations required by these mode solvers. For instance, the proposed scalar mode solver (9) illustrates that, given a fixed computational window size ¼ L x Â L y shown in Fig. 1 , the corresponding the number of the mesh points ðM þ 1Þ Â ðN þ 1Þ determines the computational cost to carry out the matrix inverse operations until the coefficient matrix C 1 ðÞ in the nonlinear equation det½ðI À C 1 ðÞÞ À1 ¼ 0 is derived. If FDM or FEM is used to solve the waveguide problem within the computational window ¼ L x Â L y , we assume that GaussJordan algorithm is used to diagonalize the resultant eigen-value matrix whose size is also the function of the total number of the mesh points or the total number of the mesh elements.
Moreover, in the common case, given a fixed computational window size ¼ L x Â L y , all of the above three mode solvers require a moderate to large number of the mesh points in order to derive the convergent modal indices. That is, in the condition of the convergence of the modal calculation, we can fairly evaluate the number of the dominant matrix operations required by these mode solvers in terms of the Big-O notation as the function of the number of the mesh points or the number of the mesh elements.
To evaluate the time complexity of the FDM, first, as shown in Fig. 1(b) , it can be observed that given a fixed computational window size ¼ L x Â L y , there requires ðM À 1Þ Â ðN À 1Þ unknowns to describe the modal field within the boundary of the computational window, because the modal field at the boundary points has been designated by the boundary condition. If we apply FDM to calculate the modal indices and the modal field of the waveguide structure in Fig. 1(b) , there requires OððN À 1Þ 3 ðM À 1Þ 3 Þ matrix operations in order to compute the diagonalization of the resulting eigen-value matrix.
In the FEM case, if the same computational window ¼ L x Â L y shown in Fig. 1(a) is divided into M e elements, each of which is described by N e nodes, there requires OððN e Þ 3 ðM e Þ 3 Þ matrix operations in order to compute the diagonalization of the resulting eigen-value matrix. Therefore it can be evaluated that in order to derive all convergent modal indices, FDM or FEM requires the number of the dominant matrix operations which is about the sixth power of the amount of the input data, i.e., ðN À 1Þ 3 ðM À 1Þ 3 in the FDM case and ðN e Þ 3 ðM e Þ 3 in the FEM case. Note that the above evaluation of the number of the dominant matrix operations required by FDM or FEM is obtained by treating the resultant eigen-value matrices as fully dense. In fact, the sparsity of the eigen-value matrix for FEM is highly associated with the order of the shape functions. A highly sparse eigen-value matrix can be achieved by decreasing the order of the shape function. Meanwhile, there indeed exists several other algorithms to diagonalize such sparse eigen-value matrix more efficiently. However, decreasing the order of the shape function may deteriorate the accuracy of the modal calculations.
Compared to FDM and FEM, the dominant matrix operations for the proposed scalar mode solver (9) can be evaluated to be Oððn ÞðN À 1ÞðM À 1Þ 3 Þ, where n is the factor representing the number of the Newton's like steps required to derive all modal indices in the nonlinear equation det½ðI À C 1 ðÞÞ À1 ¼ 0. That is, the single-mode or few-modes waveguide structure leads to the small factor n . The corresponding time complexity of the proposed scalar mode solver (9) is about the fourth power of the amount of the input data, i.e., ðN À 1ÞðM À 1Þ 3 . However, in the case of the multi-mode waveguide structure, to calculate all modal indices the required number of the dominant matrix operations for the proposed mode solver (9) grows with the factor n .
We can evaluate the space complexity of any of the above mode solvers as the storage size required by the mode solver in order to calculate one modal index. Note that the proposed scalar mode solver (9) shows that the modal indices can be derived via the calculation of the solution of the equation det½ðI À C 1 ðÞÞ À1 ¼ 0, which simply involves the coefficient matrix C 1 ðÞ. Equation (9) shows that the matrix C 1 ðÞ can derived by sequentially evaluating each coefficient matrix C K ðÞ from the given matrix C N ðÞ ¼ I. This process implies that the proposed scalar mode solver simply requires a common memory space to sequentially store ðM À 1Þ Â ðM À 1Þ matrix C K ðÞ during the program execution. However, FDM or FEM requires a larger memory space to store the eigen-value matrix with its size as large as ðM À 1ÞðN À 1Þ Â ðM À 1ÞðN À 1Þ in the FDM case or M e N e Â M e N e in the FEM case during the computation of the matrix diagonalization. Thus the proposed method also improves the space efficiency by preventing the diagonalization of large matrix.
Numerical Results and Discussion
We numerically investigate the accuracy and the efficiency of the proposed method via the calculation of the scalar and quasi-TM, guided modes in two rib-type, dielectric waveguides. The To evaluate the scalar mode indices for the first type, weakly guiding GaAs-on-AlGaAs waveguide, it is realized that the mesh grid size Á, which involves the discretization approximation of the first derivatives of the modal field E ðx ; y Þ in the variation functional JðE ðx ; y Þ; Þ in (5) affects the numerical accuracy of the modal calculation. In the numerical experiment, the computational window size is fixed to ¼ L x Â L y ¼ 8 Â 2 ðmÞ 2 . Then the proposed method (9) is used to calculate the scalar mode indices for the mesh grid size Á varied from 0.04 m (51 Â 201 mesh points) to 0.0182 m (111 Â 441 mesh points), in order to determine the convergent mode index. Table 1 shows the scalar mode indices n eff calculated by using the proposed method (9), the variational Fourier transform method [24] , and the simulator BeamPROP. It shows that the proposed method (9) with grid size Á ¼ 0:0182 m gives a convergent index. 
À5
The calculated modal index values converge to 3.41377096, which is almost consistent to the convergent index value derived by the variational Fourier transform method [24] or the Beam-PROP, respectively. The relative error between the modal indices calculated by the proposed method and the other two methods reaches 10 À5 in the convergence case. Table 1 also shows that the CPU time of about 0.843 sec is spent by the proposed method in order to derive fundamental mode index whose relative error reaches 10 À5 . Compared to the CPU time spent by BeamPROP, the proposed method spends much less CPU time to reach the convergence of the modal calculation. The reason resulting in such an improvement in the algorithmic efficiency can be explained as follows.
When the proposed method is utilized to calculate the scalar mode indices in the waveguide structure in Fig. 3 , the main computational burden comes from two sources. First, the dominant matrix operations based on the sequential calculation of the coefficient matrices C K ðÞ from K ¼ N À 1 to K ¼ 1 must be carried out in order to derive the coefficient matrix C 1 ðÞ in the nonlinear equation det½ðI À C 1 ðÞÞ À1 ¼ 0. Equation (9) shows that the calculation of each coefficient matrix C K ðÞ involves the inverse of a ðM À 1Þ Â ðM À 1Þ matrix I þ Q þ G K ðÞ þ C K þ1 ðÞ. Second, once the coefficient matrix C 1 ðÞ has been derived, there still requires an additional computation work to find the roots of the nonlinear equation det½ðI À C 1 ðÞÞ À1 ¼ 0.
Regarding the first source, if the matrix inversion takes place in terms of Gauss-Jordan elimination process, there totally requires OððN À 1ÞðM À 1Þ 3 Þ multiplications to invert all matrices
. . . ; ðN À 1Þ. The bottleneck term ðM À 1Þ 3 is not considered as an issue because it can be seen from the equation (9) that the dimension of each matrix I þ Q þ G K ðÞ þ C K þ1 ðÞ to be inverted is ðM À 1Þ Â ðM À 1Þ associated with the amount of the mesh points along y -direction in Fig. 1(b) . For the weakly guiding, GaAs-on-AlGaAs, rib-type waveguide with an air cap, there exists a high refractive index contrast between the GaAs rib and the air. The guided mode field at the top of the rib has an evanescent tail that extends a very short distance into the air. That is, there requires few mesh points to describe this evanescent tail that extends from the top of the rib to the edge y ¼ L y of the computational window . Table 1 illustrates the connection between the dimension of each matrix I þ Q þ G K ðÞ þ C K þ1 ðÞ to be inverted and the efficiency of the proposed method in the scalar mode calculation for weakly guiding waveguide. By using the matrices I þ Q þ G K ðÞ þ C K þ1 ðÞ with small size, e.g., about 99 Â 99 in (9) to calculate each coefficient matrix C K ðÞ, the scalar mode index calculated by the proposed method can reach a high degree of precision, i.e., to the relative error of 10 À5 within 1 second. In fact, for each K , K ¼ 1; 2; . . . ; ðN À 1Þ, the symmetric matrix I þ Q þ G K ðÞ in (9) can be made to be positively definite by appropriately choosing the mesh grid size Á. Then based on the symmetric, positive definite matrix C N ðÞ ¼ I at the initial step K ¼ N, the matrix I þ Q þ G K ðÞ þ C K þ1 ðÞ at the other steps K in (9) can be symmetric and positively definite. To invert such matrices there exists a more efficient algorithm, e.g., Cholesky based factorization algorithm.
Regarding the second source impacting on the efficiency of the scalar mode calculation, it involves the additional computation work to search the roots of the nonlinear equation det½ðI À C 1 ðÞÞ À1 ¼ 0. In this paper a Newton-like algorithm is used to search the roots, and we have characterized the computational work to search all roots of the nonlinear equation by the factor n in Section 4. Although the efficiency of such an algorithm significantly depends with the initial guess to the value of , the experimental result shows that the convergence to an accurate solution of the nonlinear equation det½ðI À C 1 ðÞÞ À1 ¼ 0 is obtainable within a few iteration steps if the initial value of is suitably selected as the starting point.
To investigate the quasi-TM mode properties in the first type, weakly guiding GaAs-onAlGaAs waveguide, first, (29) is used to calculate the corresponding modal indices. Table 2 shows the modal indices n eff calculated by the proposed quasi-TM method (29), the variational Fourier transform method [24] , and the simulator BeamPROP. It shows that the proposed quasi-TM method (29) with the grid size Á ¼ 0:02 m (101 Â 401 mesh points) gives a convergent mode index. The modal index values calculated by the proposed algorithm converge to 3.41209251, which is in good agreement with the convergent index value n eff reported in [24] and that obtained by BeamPROP. The relative error between the modal indices calculated by the proposed method and the other two methods reaches 10 À5 in the convergence case. The proposed quasi-TM method in Section 3 shows that in addition to the approximation of the first derivatives of the modal fields in the discretization of the variation functional (11), the derivation of the auxiliary equation (28) for the purpose of the magnetic field matching (20) involves the approximation of the second derivatives of the modal fields at the interfaces j ¼ h and j ¼ s À 1, as described by (26) and (27) . It might cause the numerical inaccuracy in the calculation of the modal indices. However, the calculated results shown in Table 2 illustrate that the convergent mode index is accurate so it can be inferred that the error caused by the discretization of second derivatives of the modal fields in (26) and (27) would not be magnified and propagate toward the coefficient matrix C equiv: 1 ðÞ during the sequential calculation of the coefficient matrices C equiv: K ðÞ, K ¼ 1; 2; . . . ; ðN À 1Þ. Table 2 shows that the proposed method spends 2.090 sec. to derive a convergent, quasi-TM mode index whose relative error reaches 10 À5 . Given a fixed computational window size To verify the accuracy in the calculation of the corresponding modal field profile, we plot the contour of the quasi-TM modal field based on (29). Fig. 4(a) shows the resulting contour at the field levels of 10% to 90% of the maximum at an interval of 10%. The resulting field contour in Fig. 4(a) is in good agreement with the one shown in Fig. 4(b) , which is obtained by using BeamPROP.
We apply the scalar mode method (9) and the quasi-TM mode method (29) to calculate the modal indices and the corresponding modal fields for the strongly guiding, silicon-on-insulator, rib-type dielectric waveguide, as shown in Fig. 3 . As indicated by Soref et al. in [25] , SOI based rib waveguide with a cross section of several microns is allowed to have single-guided mode only when the ratio of the rib width to rib height satisfies Soref's single-mode condition [25] . By using the notations defined in Fig. 3 , the SOI waveguide has a rib size of W ¼ H ¼ 5 m, and a slab thickness of D ¼ 4 m. The corresponding ratio of the rib width to the rib height W =H satisfies Soref's single mode condition. In the numerical calculation, given a fixed computational window size ¼ L x Â L y ¼ 10 Â 6 ðmÞ 2 , the proposed methods (9) and (29) are used to calculate the mode indices for the mesh grid size Á varied from 0.6 m (11 Â 18 mesh points) to 0.05 m (121 Â 201 mesh points), in order to determine the convergent mode index. Table 3 shows the scalar and quasi-TM mode indices n eff calculated by using the proposed methods, and the simulator BeamPROP. Table 3 shows that both scalar mode method (9) Table 3 also shows a fact that for high index contrast waveguide, e.g., the SOI waveguide mentioned here, the minimum size of the coefficient matrices, i.e., C K ðÞ or C equiv: K ðÞ required to derive a convergent mode index is about 49 Â 49. That is, in the case of SOI waveguide, the dominant matrix operations required by the proposed methods (9) or (29) simply involve the inverse of the small matrices. Thus Table 3 demonstrates that the proposed methods have the capability to calculate the accurate modal indices of the SOI waveguide in an efficient fashion. Table 3 shows the proposed scalar and quasi-TM mode methods spend 0.032 sec. and 0.109 sec., respectively, to derive convergent mode indices. Given the same computational window size ¼ L x Â L y ¼ 10 Â 6 ðmÞ 2 , and mesh size ðM þ 1Þ Â ðN þ 1Þ ¼ 51 Â 84, BeamPROP spends much more CPU time, i.e., 4.61 sec. and 5.55 sec., respectively, to derive convergent mode indices instead. Finally, to verify the accuracy in the calculation of the guided mode profile of the SOI waveguide, we plot the contour of the scalar mode field based on the field iteration equation (9) . Fig. 5(a) shows the resulting field contour at the field levels of 10% to 90% of the maximum at an interval of 10%. The resulting field contour in Fig. 5(a) is in good agreement with the one shown in Fig. 5(b) , which is obtained by using BeamPROP.
The previous two examples show that the quasi-TM mode method (29) is applicable to calculate the modal indices and the modal field contours for both weakly and strongly guiding, ribtype dielectric waveguides. In fact, the quasi-TM mode method (29) can be suitably modified to investigate the modal properties of the plasmonic waveguides. Here we apply the modified method to calculate the hybrid guided field contour for a rib-type, conductor-gap-silicon (CGS) plasmonic waveguide [26] . The schematic description of the CGS plasmonic waveguide is shown in Fig. 6 , where the waveguide cross section consists of a SiO 2 slab and a metaldielectric rib. In particular, the metal-dielectric rib consists of a thin SiO 2 layer sandwiched by a Si layer and a thin Au layer.
In the numerical simulation, we designate the thickness of the SiO 2 layer with the index n SiO 2 ¼ 1:44, the Si layer with the index n Si ¼ 3:48, and the Au layer with the dielectric constant " Au ¼ À132 À 12:65 Áj ðj ¼ ffiffiffiffiffiffi ffi À1 p Þ to 70 nm, 330 nm, and 50 nm, respectively, while the width of the metal-dielectric rib is fixed to 200 nm. These parameters are intentionally designated for the purpose that we can investigate whether the calculated field contour possesses the same features as those have been referred in [26] . Fig. 7(a) gives the calculated the magnitude of the field contour of the hybrid guided mode at 1550 nm in the CGS plasmonic waveguide. Fig. 7(b) shows the magnitude of the field contour along the y -direction at the center of the waveguide, i.e., at x ¼ 0 ðmÞ in Fig. 7(a) . It shows that a gap mode appears inside the SiO 2 gap layer. The corresponding profile of the gap mode is in good agreement with the one shown in [26] . Furthermore, Fig. 7(c) shows the magnitude of the field contour along the x -direction at the interface between the metal layer and SiO 2 layer, i.e., at y ¼ 0:4 ðmÞ in Fig. 7(a) . The resulting field contour is also in good agreement with the one shown in [26] . Both of the features mentioned in Fig. 7(b) and (c) reveal that the field contour calculated by the modified quasi-TM mode algorithm has the same features as those of the hybrid guided mode in the CGS plasmonic waveguide [26] . In addition to the calculation of the field contours, we may apply the modified quasi-TM mode method to investigate the modal indices of the CGS plasmonic waveguide. Table 4 We apply the commercial tool COMSOL to investigate the modal properties of the conductorgap-silicon plasmonic waveguide structure shown in Fig. 6 . The size of the computational window ¼ L x Â L y is fixed to 10 Â 10 ðmÞ 2 and the mesh is more finely spaced (we designate the grid size to 0.1 nm) in the local regions near the metal-dielectric interface than the evanescent regions (we designate the grid size to 100 nm). We apply 34853 elements in the computational window to calculate the modal field and the modal indices. As a result, the calculated modal index reaches to n eff ¼ 1:978129 À 0:002028 Áj. Compared this result to Table 4 , we can see the relative error for both real and imaginary parts of the effective index can reach to 10 À4 . Meanwhile, the field contour calculated by the COMSOL is in good agreement with Fig. 7 and the one shown in [26] .
Conclusion
An efficient method to calculate the modal indices and the modal fields for both scalar and quasi-TM waveguide modes is proposed in this paper. The modal indices and the corresponding modal fields of either a weakly guiding, GaAs-on-AlGaAs rib-type waveguide or a strongly guiding, silicon-on-insulator rib-type waveguide calculated by the proposed methods have been shown to be in a good agreement with the results referred in [24] , [25] and/or those calculated TABLE 4 Quasi-TM modal indices calculated by the modified method for the conductor-gap-silicon, plasmonic waveguide shown in Fig. 6 by BeamPROP. The quasi-TM method is applied to investigate the modal properties of the conductor-gap-silicon plasmonic waveguide. The feature of the hybrid guided mode profile presented in [26] is also observable from the field contour calculated by the quasi-TM method.
The semivectorial analysis of the today's complex waveguide structure, e.g., Si-based hybrid plasmonic waveguide [26] or SOI nano-wire with a metal cap [27] has been widely used in the past few years. The previous frameworks [26] , [27] have shown that the field distribution of the major component of the quasi-TM fundamental mode in these plasmonic waveguide structures numerically calculated by employing the well-known FEM mode solver can accurately present the characteristic of the nano-scale field enhancement in the thin-SiO 2 layer. Thus the semivectorial mode solver still can be regarded as the useful tool to theoretically study the nano-scale optical waveguide. Meanwhile, the numerical results presented in Fig. 7 demonstrate that the proposed quasi-TM method is both accurate and efficient in the modal calculation of the hybrid plasmonic waveguide [26] . Such accurate results have proved the presented method's usefulness to the today's nano-scale waveguide structures.
The content in Sections 2 or 3 describes a very general process to solve the optical waveguide problems. The stationary solutions of the functional (2) and (11) are the modal field solutions of the corresponding wave equations (1) and (10) because their Euler-Lagrange equations are identical to the wave equations (1) and (10) [23] . Once such variation functional expression for any kind of waveguide problem (scalar/semivectorial/full-vectorial) is successfully established, we can use the dynamic programming technique to derive the accurate stationary solution in an efficient manner [17] , [18] . Today, the variation functional expression with respect to the full-vectorial wave equation has been fully established, it is very straightforward to solve the stationary solution of the full-vectorial functional problem in terms of the dynamic programming technique described in this paper.
