We present a diagrammatic formalism for the time correlation functions of density fluctuations for an excluded volume lattice gas on a simple d dimensional hyper-cubic lattice. We consider a multi-component system in which particles of different species can have different transition rates. Our theoretical approach uses a Hilbert space formalism for the time dependent dynamical variables of a stochastic process that satisfies the detailed balance condition. We construct a Liouville matrix consistent with the dynamics of the model to calculate both the equation of motion for multi-point densities in configuration space and the interactions in the diagrammatic theory. A Boley basis of fluctuation vectors for the Hilbert space is used to develop two formally exact diagrammatic series for the time correlation functions. These theoretical techniques are generalizations of methods previously used for spin systems and atomic liquids, and they are generalizable to more complex lattice models of liquids such as a lattice gas with attractive interactions or polymer models. We use our formalism to construct approximate kinetic theories for the van Hove correlation and selfcorrelation function. The most simple approximation is the mean field approximation, which is exact for the van Hove correlation function of a one component system but an approximation for the selfcorrelation function. We use our first diagrammatic series to derive a two site multiple scattering approximation that gives a simple analytic expression for the spatial Fourier transform of the selfcorrelation function. We employ our second diagrammatic series to derive a simple mode coupling type approximation that provides a systems of equations that can be solved for the self-correlation function.
I. INTRODUCTION
In a series of four papers, 1-4 which we denote I-IV, one of us developed a formalism to investigate the time correlation functions of an equilibrium classical fluid. The formalism used a specific basis for the Hilbert space of dynamical variables to derive a formally exact expression for the time correlation function in terms of diagrams. A similar method has been applied to the study of facilitated kinetic Ising models. 5 Here, we apply the diagrammatic formalism to a simple lattice model for a liquid governed by stochastic dynamics. The system consists of a simple d dimensional lattice in which each particle occupies a site but no two particles occupy the same site. Particles have nonzero transition rates only to nearest neighbor sites that are unoccupied, and the stochastic dynamics of this excluded volume lattice gas satisfy the detailed balance condition.
We employ the diagrammatic formalism to investigate the lattice analog of the van Hove correlation function and self-correlation function. 6 For this model, the van Hove correlation function, which considers total density fluctuations in a one component system, decays at a rate that is independent of the concentration of particles.
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The van Hove self correlation function is more interesting because of the so called backwards correlation effect. 8 When a tagged particle makes a transition from an original site to an empty neighboring site, there is a higher probability of the particle's returning to the original site since it is initially unoccupied. Hence the dynamics of the tagged particle are equivalent to a correlated random walk, and the correlation function for its motion is nontrivial and and challenging to predict theoretically. We consider the general situation in which the tagged particle can have a different transition rate than the transition rate of the surrounding particles. We use the diagrammatic formalism to develop approximate kinetic theories for the van Hove self-correlation function and compare these predictions with the results of computer simulations in the following paper. Additional information about the theory and the comparisons can be found in the thesis of one of us.
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A number of previous authors were interested in understanding the dynamics of a tagged particle in this lattice model. Fedders and Sankey developed a diagrammatic series for the van Hove self-correlation function 10, 11 and subsequently constructed an approximate kinetic theory by summing certain memory function diagrams. 12, 13 Although our first diagrammatic series for the time correlation function is similar to their results (See Appendix A), our methods are generalizable to more complex lattice models of dynamics. Moreover, our second diagrammatic series allows us to make and evaluate certain types of approximations that they can not. Tahir-Kheli and Elliott studied the van Hove self-correlation function through the equations of motion for multi-point densities in configuration space.
14, 15 They made an approximation by excluding all terms that included three point densities. Both of the theories of Fedders and Sankey and of TahirKheli and Elliott accurately predicted the tracer diffusion coefficient. Moreover, these two theories give the same result for the van Hove self-correlation function, one that accurately predicts the results of computer simulations at small but not large wave vectors. 16 There has also been work focused on directly calculating the tracer diffusion coefficient without considering the time correlation function. 17, 18 In Section II, we define the excluded volume lattice gas model and construct the Boley basis for the Hilbert space of dynamical variables. In Section III, we derive the equations of motion for the dynamical variables of interest. This allows us to develop two exact diagrammatic expressions for the time correlation function of density fluctuations for a multi-component excluded volume lattice gas in Section IV. In Section V, we restrict our attention to two component systems in which one component is present in trace amounts and use diagrammatic methods to derive a memory function and irreducible memory function. We employ these functions to construct three approximate kinetic theories. Section VI closes with a discussion of how to extend this theory to more complex lattice models.
II. EQUILIBRIUM PROPERTIES A. Fundamental multi-point densities
We specify the state Γ of a multi-component lattice gas by the lattice position r i and species label s i for each particle in the system: Γ = {r 1 , s 1 ; r 2 , s 2 ; . . . ; r i , s i ; . . . ; r N , s N }.
Here, N is the total number of particles and s i ∈ {1, 2, . . . , m} denotes one of the m possible species labels. We develop the theory in the general case where r i are sites on a d dimensional simple hyper-cubic lattice. There is an excluded volume potential between particles, so the allowed states of the system are those in which each particle occupies a different site on the lattice. Otherwise, there are no interactions between the particles, and all allowed states have the same energy. We consider a grand canonical ensemble in which we fix M , the number of sites on the lattice, T , the temperature, and µ 1 , . . . , µ m , the chemical potentials of the m species.
A point in single particle configuration space is denoted by a lattice site R 1 and a species label S 1 . Following the notation in I, we let integers denote a point in configuration space, such as 1 ≡ R 1 S 1 and 2 ≡ R 2 S 2 , and we let letters represent the position and species information of a particle, such as i = r i s i . A one point density in configuration space is given by:
This is a dynamical variable, or a function of the state Γ. We may omit the Γ on both sides of the equation when there is no possibility of confusion. If we let δ(1; i) ≡ δ(R 1 , r i )δ(S 1 , s i ), then we can write a one point density as f (1) = N i=1 δ(1; i). We use the terminology that a configuration space argument 1 corresponds to a lattice site R and species S if R 1 = R and S = S 1 respectively. As in IV, we define multi-point densities in configuration space as
Note that ψ n = 0 for all states of the system if any two arguments from the set 1 . . . n correspond to the same lattice site. For completeness, we define ψ 0 ≡ 1 and ψ 1 (1) ≡ f (1). These definitions facilitate calculations involving the Boley basis, which is presented in the next section. The total density at a particular lattice site
is the sum of the densities of all the species. In a grand canonical ensemble for a system with only excluded volume interactions, the densities on different lattice sites are uncorrelated. This implies that
This is an important simplifying feature of the excluded volume lattice gas. The ensemble average of a multi-point density in configuration space is
where D r (1 . . . n) = 1 if all the arguments 1 . . . n correspond to different sites and D r (1 . . . n) = 0 otherwise. This quantity is a product of ensemble averages of one point densities of the form ψ 1 (1) = e µS 1 /kT /(1 + m i=1 e µS i /kT ).
B. Boley basis
The set of all dynamical variables, or functions of the state Γ, is a vector space. We take advantage of this property by mapping each dynamical variable to a vector in a Hilbert space: g(Γ) ↔ |g . The inner product of two vectors |g and |h in this Hilbert space is the grand canonical ensemble average of the product of the two functions that correspond to the vectors: g|h = gh . (In the present formulation, the dynamical variables of interest are all real.) The Boley basis is an orthogonal basis for the subspace of the Hilbert space of dynamical variables that includes |ψ n (1 . . . n) for all integers n and arguments 1 . . . n. For the excluded volume lattice gas, the Boley basis spans a sequence of subspaces S n for n = 0, 1, 2, . . . in which S 0 is spanned by the vector |φ 0 ↔ ψ 0 = 1, and S n is spanned by the vectors
for all unordered sets of arguments 1 . . . n such that no two arguments correspond to the same site. We call the arguments 1 . . . n Boley arguments if all n configuration point arguments correspond to different sites, so for every set of Boley arguments 1 . . . n there exists a vector |φ n (1 . . . n) in the Boley basis. If we permute the order of the arguments 1 . . . n in |φ n (1 . . . n) , we obtain the same vector in the Hilbert space. The derivation of the Boley basis for the excluded volume lattice gas follows the same arguments given in II for a classical fluid. The simple form in which φ n is the product of φ 1 quantities results from the simplicity of the equilibrium statistics. Also, note that φ n is a linear combination of ψ m for m ≤ n.
We define
when the left and right arguments are Boley arguments. For the excluded volume lattice gas, we obtain
where P(1 . . . n) is an operator that permutes the arguments 1 . . . n and the sum over P(1 . . . n) denotes a sum over the n! permutations of 1 . . . n and
The F n function is zero unless for each left argument there exists a right argument such that both arguments corresponds to the same lattice site. If we write an n component identity function as
then we define a function K n that is the inverse of F n in the sense that
where the sum with the star denotes a sum over all distinct unordered sets of Boley arguments. The K n function is defined only when the left and right arguments are Boley arguments. It is straightforward to show that
satisfies the inverse relation above. For a two component lattice gas, one can show that
where we define P [S 1 ] as the species that is not S 1 in a two component system. Again, the simplicity of these functions results from the simple excluded volume interactions of our model. A more detailed discussion of this construction can be found elsewhere.
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III. STOCHASTIC DYNAMICS A. Formalism
To study the dynamics of this lattice model, we use a Hilbert space formulation for the dynamics of a stochastic process that satisfies the detailed balance condition. This formalism is described elsewhere, 5 so we discuss only the aspects relevant to the excluded volume lattice gas. To describe the time evolution of our system, we define U (Γ, Γ ; t) as the conditional probability that a system is in state Γ at time t given that it was in state Γ at time 0. This conditional probability is related to W (Γ, Γ ), the transition rate from state Γ to state Γ, by the usual master equation
where
We interpret L T (Γ, Γ ) and U (Γ, Γ ; t) as the matrices L T and U(t) indexed by Γ and Γ , so the time derivative of U (Γ, Γ ; t) is the matrix product of these two quantities:
The solution to this differential equation with the initial condition U(0) = I where I is the identity matrix is
, we define the corresponding time dependent dynamical variable b(Γ; t) as the expectation value of b at time t given that the system was in the state Γ at time 0,
where U T (Γ, Γ ; t) ≡ U (Γ , Γ; t) is a matrix transpose. In matrix notation, we write b(t) = U T b, where the column vectors b(t) and b correspond to the dynamical variables b(Γ; t) and b(Γ). The time dependent dynamical variable b(Γ; t) is defined only when t ≥ 0 and corresponds to a vector in the Hilbert space: b(Γ; t) ↔ |b(Γ; t) . Using the commutative property of L T and U(t), it is straightforward to show that b(t) satisfies the following differential equation
We can solve this equation with the initial condition b(0) = b to determine b(t) for all t ≥ 0. The commutative property of L T and U(t) implies that LU 
We are interested in this equation of motion for ψ n (1 . . . n; t) and φ n (1 . . . n; t). A time correlation function of two dynamical variables a(Γ) and b(Γ) is
the inner product of two vectors in the Hilbert space. The present work focuses on the time correlation functions of the φ n fluctuation quantities.
B. Dynamics of the Lattice Gas
We construct dynamics for the excluded volume lattice gas so that the state of the system evolves as a continuous time Markov process. For an m component excluded volume lattice gas, each particle has a nonzero transition rate only to nearest neighbor sites on a simple d dimensional lattice. The transition rate for a particle depends on the species of the particle, and the transition rate to a specific nearest neighbor site is zero if another particle occupies that site. To develop a kinetic theory, we derive an expression for the transition rate W (Γ, Γ ) consistent with these dynamics. We use n to denote a vector whose direction is parallel or anti parallel to one of the axes of the lattice and whose length is the nearest neighbor distance. There are 2d values for n. We express the transition rate as
where Γ =i denotes the state of the system excluding particle i,
and γH(s i ) is the transition rate for a particle of species s i to one neighboring site. H(s i ) is a dimensionless factor that depends on the species and the fundamental unit of time is γ −1 . The factor 1 − f T (r i ; Γ ), where the total density f T is defined in Eqn. 1, accounts for the transition rate of zero between states in which particle i moves from site r i to r i and site r i is occupied in the initial state Γ . It is straightforward to show that this transition rate satisfies the detailed balance condition.
Equation 4 implies we can use the result for
Γ L(Γ, Γ )ψ n (1 . . . n; Γ ) to calculate the equation of motion for ψ n (1 . . . n; t). To express this general result, let N i (1 . . . n) denote the set of vectors n such that
where the notation [R 2 /R 1 ] means replace every R 1 with R 2 in the list of arguments to the left. An important characteristic of the result is that there are no terms with a coefficient γH(S i ) for the vector n if there exists an argument 1 ∈ {1 . . . n} such that R 1 = R i + n. This is a closed set of linear equations of motion for the ψ n densities; the equations are local in time, and the coefficients in the linear equations are independent of time. Moreover, since |ψ m for all m is in the vector space spanned by the Boley basis vectors, then Eqn. 6 implies that the vector L|ψ n is in the vector space spanned by the Boley basis vectors. We are also interested in the equations of motion for the φ n (1 . . . n; t) fluctuation quantities that form the Boley basis. Each φ n is a linear combination of ψ m for m ≤ n, and the Liouville matrix acts linearly on dynamical variables such as ψ m . Since the action of the Liouville matrix on ψ m is a linear combination of ψ p function and each ψ p is a linear combination of φ m for m ≤ p, we express the equation of motion for the fluctuation quantities as
where the Q nm is the coupling coefficient between two fluctuation quantities. Since the quantity φ p (1 . . . p) is nonzero only when the arguments 1 . . . p correspond to p different sites, we define Q nm (1 . . . n; 1 . . . m ) only when the left and right arguments are Boley arguments. Moreover, the quantity Q nm is independent of time because the coefficients in the equation of motion for the ψ n are independent of time. We follow the analysis in II to derive the following expression for the coupling coefficient:
The derivation of this result uses the orthogonality properties of the |φ n (1 . . . n) vectors. An important result for the excluded volume lattice gas is that
if |n − m| ≥ 2, m = 0 or n = 0. This result depends on the Hermitian property of the Liouville operator and the property that dψ n /dt is a linear combination of ψ n and ψ n+1 quantities. The proof follows the same argument as the proof in Appendix A of II for the analogous result for a classical fluid. It follows that
if |n − m| ≥ 2, m = 0 or n = 0 for the excluded volume lattice gas.
IV. DIAGRAMMATIC SERIES FOR THE RESPONSE FUNCTION A. Solving the Equations of Motion
With the equations of motion for the φ n fields, we now develop a diagrammatic series for the time correlation function. First, we introduce new notation to simplify the resulting expressions. Since a fluctuation vector φ n (1 . . . n) is symmetric under permutation of its arguments, we define a symbol α that denotes a fluctuation index n and a set of unordered Boley arguments 1 . . . n. Then φ n (1 . . . n) becomes φ(α), and the equation of motion for the fluctuation functions becomes
where the sum over α denotes a sum over integers n = 1, 2, . . . and all distinct unordered sets of Boley arguments 1 . . . n . The solution of this differential equation with the initial condition φ(α; 0) = φ(α) gives the time dependence of φ(α; t) for t ≥ 0. We solve this differential equation in the same manner as the analogous equation is solved in II. We introduce a variable a that represents the combination of an α variable and a time variable t. Then φ(a) ≡ φ(α; t), and we defineφ(a) ≡ φ(α)δ(t). We define time dependent interactions in the following way:
An unperturbed response function is
where δ(α, α ) = δ n,n I n (1 . . . n; 1 . . . n ) and Θ is a Heaviside function. The solution to Eqn. 9 is
where See Fig. 1 for examples of diagrams in Series 1, and see Appendix A of I for a statement of our diagrammatic terminology. In evaluating a diagram, each free point is assigned a dummy a variable, which is summed/integrated over in the way indicated above. By taking the inner product of φ(α; t)| with |φ(α ; 0) , we get the time correlation function
in terms of the response function.
We now want to develop a different diagrammatic series for the response function that is useful for developing approximate kinetic theories. We first analyze the structure of the Q functions and use them to develop a diagrammatic series for the response function in which the horizontal ordering of the interactions is important in determining whether two diagrams are topologically equivalent. We call this the time ordered series because the horizontal order of the interactions gives the order in which the interactions 'occur' in time. We then extend the definition of the Q function which leads to another diagrammatic series for the response function in which the horizontal ordering of the interactions is not important in determining the topological equivalence of two diagrams. This is the time unordered series for the response function, and it is similar to the series derived in III for an atomic liquid.
B. Analysis of Q Interactions
The calculation of the Q interactions using Eqn. 8 is straightforward but tedious. It involves determining Γ L(Γ, Γ )ψ n (Γ ) in order to calculate the matrix element of the Liouville operator φ m |L|φ n . We are interested in whether the Q functions can be expressed in terms of functions with the cluster property, meaning that the function is zero when one (or more) of the arguments is (are) separated from all of the other arguments by a distance many multiples of the correlation length in the system. A cluster function is a function with the cluster property and is denoted with a superscript (c).
For a multi-component system, the function Q nm for n, m ≤ 2 but excluding n = m = 2 can be expressed as
Here, c T (S 1 ) ≡ S( =S1) c S . The previous three functions have the cluster property. For the Q 22 (12; 1 2 ) function, it is possible to identify a subset of terms in this function that are nonzero only when all four arguments correspond to two neighboring sites. We define
which has the property that Q It is remarkable that Q nm (1 . . . n; 1 . . . m ) for left and right Boley arguments can be expressed in terms of such a small number of Q (c,n) nm functions. A proof of this result is given elsewhere.
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As an illustration of the topological restrictions in Series 2, consider the result for the Q 22 function:
This holds for all left and right Boley arguments. If 1 and 2 do not correspond to neighboring sites on the lattice, then Q (c,n) 22 = 0, and there are unrestricted summations over n in the remaining terms. When there exists a vector p such that R 2 = R 1 + p, there are no terms Q (c,p) 11 (1; 1 )δ(2; 2 ) since the argument 2 corresponds to one of the two sites associated with the Q (c,p) 11 (1; 1 ) interaction. This is a direct result from the structure of the equation of motion for the ψ n (1 . . . n; t) densities.
C. Time Ordered Series
In Series 1 for the response function, each free point corresponds to a sum over all integers n , an integral over time t , and a sum over sets of distinct unordered Boley arguments 1 . . . n . We define a new bond
where α denotes an integer p and a set of Boley arguments 1 . . . p. We sum over all possible values for α to obtain the original unperturbed response function:
If we substitute this series of bonds for each original χ
bond, we obtain the following series for the response function.
Series 3
The response function χ(a 1 ; a 2 ) is the sum of the values of all topologically distinct matrix diagrams with i. a left root labeled a 1 ; ii. a right root labeled a 2 ; iii. Q vertices; iv. χ left must be less than the time associated with the left root.
The diagrammatic expression for the response function χ nm in Series 3 contains diagrams with χ (0) α bonds and Q vertices. We now derive a diagrammatic expression for the response function in which each diagram contains
bonds with a single configuration space argument 1 in the name and Q (c,n) nm cluster vertices. This is done by manipulating Series 3 in an analogous manner to the manipulations performed in Appendix B of III. Each diagram in the resulting series has the same horizontal ordering property as the diagrams in Series 3. It must be clear which vertex is the first from the right, second from the right, and so on. In any diagram, it is possible to identify a sequence of contiguous vertical regions that each contain a single vertex. Each bond in such a vertical region is either attached to the vertex at one end or passes through the vertical region without touching the vertex. One can determine the two sites associated with the Q (c,n) nm interaction from the configuration space argument in the name of the χ vertex is first from the right, second from the right, and so on.
• R2. The tail of each χ • R3. The χ • R4. Each free point is attached to a χ vertex. The horizontal ordering of the vertices in rule R1 implies that each vertex is topologically distinguishable. Moreover, the topological restrictions in rule R3 and the presence of a configuration space argument in the name of each χ (0) 1 bond imply that each point and bond is topologically distinguishable. The topological equivalence of two diagrams can be determined from the the criteria stated in Appendix A of I with the obvious additional requirement that the corresponding vertices in the one-to-one correspondence between the diagrams have the same horizontal position in each diagram. The value of a diagram in Series 4 is obtained by assigning a dummy configuration space argument and time argument to each free point and summing/integrating over the dummy variables. The result is the product of two factors:
• C1. A factor of (n!)
, where n is the number of Q (c,n) rs vertices.
• C2. A factor of Q 
D. Time Unordered Series
We are interested in developing a diagrammatic series for the response function in which the horizontal ordering of the interactions is not important in determining the topological equivalence of two diagrams and Rule R3 is not a restriction on the diagrams. We call this the time unordered series, and it will be useful in developing certain approximations that cannot be developed from the time ordered series. To derive this series, we redefine the variable α such that it represents a fluctuation index n and any unordered set of configuration space arguments 1 . . . n, not just a set of Boley arguments. Any pair of arguments from the set 1 . . . n can correspond to the same site or be the same argument. This implies that a denotes a fluctuation index n, any unordered set of arguments 1 . . . n and a time t. The summation a now includes a summation over all unordered sets 1 . . . n . We extend the domain of Q nm function to include all sets of left and right arguments and set Q nm (1 . . . n; 1 . . . m ) ≡ 0 whenever either a pair of left or a pair of right arguments correspond to the same site. With these new vertices and the new evaluation rules that result from the extended definition of the a variables, Series 1 is a diagrammatic series for the response function χ(a 1 ; a 2 ) when a 1 and a 2 correspond to Boley arguments. We are interested in χ(a 1 ; a 2 ) only for this type of left and right argument.
We derive a new cluster expansion for the Q vertices that generalizes the results in Series 2 to include the additional non-Boley sets of left and right arguments. Moreover, we express Q in terms of cluster functions that do not depend on a direction n so that the resulting diagrams do not have topological restrictions associated with the direction n. To do this, we follow the analysis of III and make a recursive definition for the vertices where we use the subscript u to denote the time unordered series. It remains to be determined whether the Q The quantity Q
22,u is nonzero only when all four arguments correspond to two neighboring sites on the lattice, so it has the cluster property. In the time ordered series, Q (c,n) 22 is the only cluster function with two left and right arguments. In the time unordered series, the cluster function Q These functions have the cluster property since they are nonzero only when all the left and right arguments correspond to two neighboring sites.
For n, m ≥ 3, the function Q Here, we associate a time argument with each of the left and right arguments
and the primary bond is
which does not have a configuration space argument in its name and has only one left and one right argument. We derive this result elsewhere 9 using techniques developed in Appendix B of III. Diagrams for χ 11 are given in Fig. 4 . This result is analogous to (5) in III. For any diagram in the series for the response function, each Q (c) nm,u interaction has the cluster property.
V. KINETIC THEORIES
We now focus our attention on time correlation functions of one point density fluctuations
for both one and two component systems. For a two component system, we are interested in the situation in which one species is present in trace amounts. Let S t be the trace species with a transition rate γ, and let S d be the dominant species with a transition rate γα where α ≥ 0. The situation in which c St → 0 is the trace limit. Since the lattice gas is a stationary stochastic process with translational invariance, the time correlation function is a function of a vector distance and a time interval:
as the self-correlation function, and its spatial Fourier transform is
In the situation in which α = 1, C s (k; t) is the lattice gas equivalent of the normalized incoherent intermediate scattering function for a classical fluid. 6 It is straightforward to show that C s (k; t) = lim cS t →0 R e −ik·R χ 11 (R; S t , S t ; t).
We are interested in comparing the theoretical predictions for C s (k; t) with the results of computer simulations. For a one component system,
and Q (c,n) nm = 0 for all other values of n, m. For a two component trace system in which the trace and dominant species have transition rates of γ and γα respectively,
where c ≡ ψ 1 (RS d ) is the concentration of the dominant species. Each of the above expressions is nonzero only when an equal number of left and right arguments correspond to the trace species. It can be shown that we need only Q (c,n) nm for the species arguments given here to determine the value of any nonzero time ordered diagram for χ 11 (R; S t , S t ; t) in the trace limit. The proof considers diagrams in which there exists an interaction that has a different number of χ This section is presented in five parts. The first two parts discuss the memory function and irreducible memory function, which we use in the next three parts to develop approximate kinetic theories. The third part describes a mean field approximation, which includes only diagrams with the simplest interactions. The fourth part introduces a two site multiple scattering approximation to the time ordered series for the memory function. It provides a simple analytic expression for C s (k; t) that is the sum of two exponentials. The fifth part derives a simple mode coupling approximation to the time unordered series for the irreducible memory function. This leads to a series of coupled equations for the correlation function, memory function and irreducible memory function that provides a framework for solving for C s (k; t).
A. Memory Function
We use diagrammatic methods to derive a memory function from the χ 11 (1t 1 ; 1 t 1 ) response function for both the time ordered and time unordered series. For the time ordered series, the memory function is Definition 2 The memory function M (1t 1 ; 1 t 1 ) is the sum of the values of all topologically distinct matrix diagrams with i. one left root labeled 1t 1 ; ii. one right root labeled 1 t 1 ; iii. Q The derivation of these results is analogous to arguments given in a previous paper, 5 II and III. The memory function satisfies the integral differential equation (17) for both the time ordered and time unordered series when t 1 > t 1 . Examples of memory function diagrams for the time ordered and the time unordered series are given in Fig. 5 and 6 respectively.
B. Irreducible Memory Function
To derive an irreducible memory function, 19-21 we identify a feature of the memory function diagrams called a node. In the time ordered series, we define a node as any Q (c,n) 22 vertex such that its removal breaks the diagram into two disconnected pieces. In the time unordered series, we divide the Q N ) 22,u vertex in a memory function diagram such that its removal breaks the diagram into two disconnected pieces. The identification of this node is inspired by a similar analysis of memory function diagrams for the East model. 
for any n in the trace limit; we emphasize that the Q interaction on the right.
Consider any nonzero diagram for M n,n (1t 1 ; 1 t 1 ). It could have zero, one or more nodes. For any diagram with at least one node, it is possible to identify the node furthest to the left in the diagram. Suppose this node is associated with a direction n. There exists another diagram in the series for M n,n that differs from the original diagram only in that the node furthest to the left corresponds to the direction −n. The two diagrams have the function satisfy the following integral equation:
Defn. 4 and 5 also apply to the time unordered series for the memory function, and a straightforward argument shows that Eqn. 20 also holds for the time unordered series. Examples of irreducible memory function diagrams for the time ordered and time unordered series are given in Fig. 7 and 8 respectively. We emphasize that Eqn. 20 holds only for a two component system in which one component is present in trace amounts, since the factorization property in Eqn. 18 is valid only in this situation. The irreducible memory function will be useful in developing approximate kinetic theories for the van Hove self-correlation function.
C. Mean Field Approximation
The most simple approximation for the response function is M (1t 1 ; 1 t 1 ) = 0. For a one component system, this approximation includes all the diagrams for the response function since Q (c,n) 11 is the only nonzero cluster function. For a system in which each particle has a transition rate γ, the intermediate scattering function 6 is
where c is the fraction of lattice sites occupied by particles and
We obtain this result by setting M = 0 in Eqn. 17 nm for n > 1 and m > 1 in a two component system. In the trace limit where c is the concentration of the dominant species in the system, we obtain
by solving Eqn. 17 in the same way as in the one component situation. The average effect of the surrounding dominant particles reduces the transition rate of the trace species by a factor of 1 − c. This approximation gives the same result for the dynamics of the trace particle as the exact dynamics for a single trace particle on an otherwise empty lattice performing an uncorrelated random walk with a reduced transition rate γ(1 − c). The result for C s (k; t) does not depend on α, which suggests that this approximation will not be quantitatively accurate in all situations. However, it should be accurate as c → 0 and c → 1 as well as in the limit of large α, the situation in which the dominant particles have a large transition rate so the backward correlation effect is minimal. We are certainly not the first to recognize this approximation, but it is a useful benchmark with which to compare our subsequent approximations.
D. Two Site Multiple Scattering Approximation
In this section, we develop an approximate kinetic theory for the two component trace situation based on the time ordered series. The presence of a configuration space argument in the name of each χ vertices between the leftmost and rightmost vertex of a memory function diagram. To evaluate C s , we need M ms (1t 1 ; 1 t 1 ) only when the left and right arguments correspond to the trace species. Moreover, each diagram in M ms (RS t t; R S t t ) can only be nonzero when the left and right argument each correspond to one of the two sites that appear in the names of the χ (0) 1 bonds. See Fig. 9 for examples of memory function diagrams in this approximation.
Also, consider the following approximation to the irreducible memory function. In these diagrams, the only vertices that can appear, other than the two vertices attached to the roots, are Q (c,n) 11 vertices, and the two distinct sites are neighbors on the lattice. It is possible to evaluate both approximations exactly, and both give the following expression for the memory function
where l = 2d − 1 and
is the zero time value of the memory function. We define
as the Laplace transform, and we solve the memory function equation in Fourier Laplace space to obtain where
We use a partial fraction decomposition to invert the Laplace transform which results in a C s (k; t) that is the sum of two exponential functions with decay rates that are the two roots of the polynomial s 2 + sB + C. Since B, C ≥ 0, the roots are always non-positive, which implies that C s (k; t) ≤ 1 for all k, t ≥ 0, c ∈ [0, 1] and α ≥ 0. The two site multiple scattering approximation never gives an unphysical result in which C s (k; t) diverges as t → ∞.
To understand the physical interpretation of this two site approximation, consider a two component trace system restricted to two neighboring lattice sites described by the grand canonical ensemble. If R 1 and R 2 are the two neighboring sites, then the primary correlation functions of interest are C s (R 1 , R 1 ; t ) and C s (R 2 , R 1 ; t ), which are the probabilities that a trace particle is at site R 1 and R 2 , respectively, at time t given that it was at R 1 at time 0. The diagrammatic theory is applicable to such a simple two site system. An exact expression for the memory function is the following time ordered series. (1t 1 ; 1 t 1 ) for the two site system is the sum of the values of all topologically distinct matrix diagrams with i. one left root labeled 1t 1 ; ii. one right root labeled 1 t 1 ; iii. one Q No memory function diagram contains a Q (c,n) 11 vertex due to the topological restrictions in rule R3 applied to this two site system. We evaluate this memory function and solve for the self-correlation functions:
Definition 8 The memory function M ts
It is easy to verify the correctness of this result by a direct calculation using the following ideas. In the trace limit, only positive density fluctuations of the trace particle contribute to the self-correlation function, so we need to consider only initial states in the grand canonical ensemble in which a trace particle occupies R 1 . If there exists a dominant particle in R 2 , then the trace particle never makes a transition. If there is no dominant particle in R 2 , then the trace particle can hop back and forth between the two sites. This implies that C s decays in time at a rate that is independent of c, which is a property of our solution.
Returning to the lattice gas with many sites, we observe that the two site multiple scattering approximation includes all the diagrams that appear in the exact solution for the simple two site problem as well as additional diagrams. For example, the first two diagrams in Fig.  9 are diagrams in the memory function for the two site problem on sites R and R+n. The two site multiple scattering approximation includes additional diagrams, like the third diagram in Fig. 9 , that have the structure of the diagrams in the two site problem with Q (c,n) 11 vertices inserted on the bonds. These diagrams describe mean field dynamics to the l = 2d − 1 sites that surround each of the two sites. Thus the two site approximation describes the exact dynamics of a trace particle and (possibly) a dominant particle density fluctuation on two neighboring sites, while making a mean field approximation to the dynamics of the particle and the fluctuation to the surrounding sites. The Q (c,n) 22 vertices are scattering interactions, since they represent the scattering of a trace particle off of a dominant particle density fluctuation. The name of this approximation comes from the arbitrary number of scattering interactions that can appear in any diagram.
E. Simple Mode Coupling Approximation
Using the time unordered series for the response function, we derive an approximation for the irreducible memory function that has the structure of a simple mode coupling theory. 5, 23 Consider the following subset of diagrams in the series for M irr n,n . Definition 9 The simple mode coupling approximation M irr,mc n,n to the irreducible memory function is the sum of the values of all topologically distinct time unordered irreducible memory function diagrams such that the removal of the Q (c,n) 12,u and the Q (c,n ) 21,u vertices at the left and right of the diagram leaves two disconnected diagrams. In the trace situation, the response functions χ 11 are nonzero only if the species labels associated with the left and right argument are the same. This implies we can perform the species summation in the previous expression, which gives:
The physics of the simple mode coupling approximation is the following: the dynamics of the trace particle and a dominant particle between scattering events are approximated using the χ 11 response functions for trace and dominant particle fluctuations. The two density fluctuations propagate independently though, and this is an approximation. The simple mode coupling approximation ignores the excluded volume interaction between the two propagating fluctuations. The simple mode coupling approximation excludes irreducible memory function diagrams with Q 32,u vertices that connect the two χ 11 response functions; these vertices compensate for the unphysical feature that the two fluctuations can occupy the same site. More advanced approximations for the irreducible memory function would include diagrams with these types of vertices.
VI. DISCUSSIONS AND CONCLUSIONS
We have derived a diagrammatic kinetic theory using a Hilbert space formalism for a multi-component excluded volume lattice gas. These methods are generalizable to more complex lattice models of liquids, such as a lattice gas with nearest neighbor attractive interactions or a bond fluctuation model of a polymer system. 24, 25 The key step is to find an expression for the transition rate W (Γ, Γ ) in terms of densities in configuration space that is consistent with the dynamics of the model. This gives an expression for the Liouville operator through Eqn. 2 which allows the calculation of the equations of motion for the densities and the interactions in the diagrammatic theory.
We have used our diagrammatic formalism to derive approximate kinetic theories for the self-correlation function. A mean field approximation was constructed by excluding all memory function diagrams. The two site multiple scattering approximation used the time ordered series and considered a subset of memory function diagrams that had only certain χ tion, the memory function and the irreducible memory function. In a following paper, we will solve the these equations numerically to obtain C s (k; t) and compare all three approximate kinetic theories with the results of computer simulations.
The theory presented here is a member of a body of work in which diagrammatic methods are used to develop kinetic theories for models of liquids. The most simple models considered by these methods were the facilitated kinetic Ising models, 5 which exhibited a rich dynamic behavior similar to supercooled liquids. While these results were theoretically fascinating, it was sometimes difficult to see the direct relationship with a real liquid. The present work applied the same diagrammatic methods to a more realistic lattice model for a liquid in which particles hop on a lattice. The most complex model considered by these methods is a classical fluid, the system for which the formalism was originally developed in I-IV. The complexity of the diagrammatic theory makes it difficult to develop kinetic theories for a classical fluid. We anticipate that the inclusion of kinetic theories for spin models, particle models on a lattice and continuous liquid models under one diagrammatic framework will be useful since we can study approximations on the simple lattice models before applying these approximations to the more complex models.
