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INTRODUCTION 
MESSAGE is a large collaborative e-Science project funded jointly by the EPSRC and Department for Transport 
that has developed an infrastructure for the capture, management, analysis and visualisation of pollution data. 
The project consists of five academic partners providing input in the areas of transport, e-Science, 
positioning/communications and sensor technology and also has the support of 19 industrial partners. 
MESSAGE has developed and implemented a three-layer e-Science architecture to handle the capture and 
storage of sensor data and to make this data accessible for running modelling and analysis processes and for 
visualisation. The sensor and data layers of the architecture handle data sampled by heterogeneous sensor 
devices, pre-processing of this data where necessary, and storage of the data to a distributed heterogeneous 
database infrastructure. The data layer also contains data marts that are populated with processed, application-
specific data and may include third-party data that is integrated with the raw sensor data to support applications 
that reside within the application layer. The application layer of the architecture supports a variety of 
applications, data feeds and visualisations that make both historic and live sensor data available to end-users and 
programmatic consumers that wish to integrate the data into their own applications and services. 
One of the significant challenges faced by the MESSAGE project has been managing access to potentially vast 
quantities of stored sensor data distributed across a complex heterogeneous database infrastructure. This paper 
presents the federated database infrastructure designed and deployed as part of MESSAGE and presents 
performance tests carried out to evaluate the infrastructure and compare it to alternate database access methods. 
DATA STORAGE AND ACCESS 
Data storage and access are handled separately within the MESSAGE infrastructure. Multiple sensor types have 
been developed as part of the project. For data security and access reasons and to enable implementation and 
testing of a variety of data capture approaches, it was agreed early on in the project that each site developing 
sensor devices would store data captured by their devices locally. Schemas were initially developed on a site-by-
site basis, however, a common UTMC-compatible schema was subsequently developed as part of the project. 
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Figure 1: High-level data storage and access model 
Data storage at Imperial is handled through a Web Service infrastructure that can make use of on-demand 
computing to provide a scalable pool of computational hardware in order to handle drastically varying loads as 
numbers of sensors increase and decrease over time [1]. The Cambridge sensors communicate readings in real 
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time to a central PostgreSQL database via a HTTP POST mechanism. This has been optimised to cope with ~30 
simultaneous connections from our current sensor network, while additional web server and database instances 
may be installed to scale beyond this limit. Newcastle make use of the Oracle Sensor Edge Server to handle 
incoming sensor data and store it to an Oracle database. 
An important element of the MESSAGE infrastructure is the ability to access all stored sensor data through a 
common interface regardless of where it is stored. This common access to data allows raw sensor data to be 
easily extracted for the generation of data marts or for use in modelling and analysis tasks. Figure 1 shows a 
high-level view of how data is stored and accessed. 
DATABASE FEDERATION 
The federated database infrastructure has been developed using OGSA-DAI 3.1 (Data Access and Integration) 
[2] and OGSA-DQP (Distributed Query Processing) [3]. A pre-release version of OGSA-DQP 4.0 that is still 
undergoing development has been used. OGSA-DAI provides an Apache Axis-based web service interface for 
database access and the addition of OGSA-DQP allows multiple OGSA-DAI-enabled sites to be federated 
through a single DQP interface allowing queries to be submitted and then distributed across a set of databases as 
necessary in order to provide the query results. 
The MESSAGE databases at three sites, London, Cambridge and Newcastle, were enabled with OGSA-DAI and 
an OGSA-DQP controller was then deployed at the London site linking together all three databases (see figure 
2). A combination of different DBMSs are used, with Oracle, PostgreSQL and MySQL all operating together at 
one stage of the deployment and testing process. Different database schemas are also used at the different sites 
and this is handled by OGSA-DAI/DQP enabling multi-site queries to be handled. 
 
Figure 2: Three site OGSA-DAI/DQP deployment 
The federated database infrastructure allows the extraction of data for use in models and visualisations in 
addition to the processing of data into feeds that may be made available to clients for use in their own 
applications. Users submit queries to an OGSA-DAI instance that hosts the DQP controller using the Web 
Service interface exposed by OGSA-DAI. Queries are directed to the DQP resource within the OGSA-DAI 
instance and DQP then parses the queries and distributes requests for data to individual remote databases as 
necessary, returning results back to the user as either a synchronous or asynchronous response. 
DATABASE OPERATIONS 
Calculating basic statistics on pollution data gathered by sensors was one requirement for the database 
infrastructure. Statistics may be based on a given sensor device, a set of sensor devices by type or location, or a 
given geographical area. Calculating this information could be handled by extracting the necessary data from 
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databases and then calculating the statistics, however such operations are handled well within databases. OGSA-
DAI provided support for distributed queries containing some database functions such as MIN and MAX but not 
for functions such as AVG (mean) and STDDEV (standard deviation). 
As part of work carried out jointly between MESSAGE and OGSA-DAI, the OGSA-DAI team extended DQP to 
provide support for a set of additional database functions including AVG and STDDEV and to handle distributed 
queries containing these functions. This enabled the extraction of extensive statistical information based on data 
stored in multiple databases by issuing a single query to the DQP controller. 
PERFORMANCE  
Performance is important but not critical for the bulk extraction of data that the DQP interface in MESSAGE is 
designed for. The overhead of Web Service calls, the parsing and distribution of queries across multiple 
databases and the gathering and processing of results before their return to a client is significant but this is 
outweighed by the ease of access that a common interface provides. Performance tests were carried out to gain 
some greater understanding of this overhead, running queries both directly on a database and then on the same 
database via OGSA-DAI/DQP. Further tests were used to try and identify the overhead of distributed queries.  
Investigations were carried out to identify whether OGSA-DAI/DQP could act as the data source for a complex 
interactive user interface developed to visualise live sensor data and historic data and associated statistics. It 
became clear that significant load was placed on a single database instance when carrying out large quantities of 
direct queries based on tables containing hundreds of thousands or even many millions of rows. The additional 
overhead of DQP proved impractical and the usability of the user interface was affected with users having to 
wait several seconds every time changes were made to the select options or geographical area. 
CONCLUSIONS AND FURTHER WORK 
The development of a federated database infrastructure based on OGSA-DAI/DQP has provided a powerful 
interface for access to pollution data captured by a variety of heterogeneous sensors. The work has provided an 
important element of the MESSAGE infrastructure and a testbed for the ongoing development of OGSA-DAI 
and DQP while performance tests have identified areas that could be enhanced through further work.  
Further work includes the addition of views over data stores in a DQP configuration, enabling transparent 
addition of new data stores to the infrastructure. Investigation of performance issues when working with time-
critical operations would widen the range of application areas where DQP is a potential solution. 
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