In Compton cameras, the measured scattering angle is associated with an uncertainty which becomes larger as the incident gamma-ray energy decreases. Since this uncertainty degrades the spatial resolution of reconstructed images, Tomitani (2003 Phys. Med. Biol. 48 1009-26) previously revised their analytical reconstruction algorithm to compensate for it. As the new algorithm improved the spatial resolution in effect, they expected an enhancement of the statistical noise. In this paper, the effect of this compensation has been analysed in view of spatial resolution (the FWHM of the noise-free reconstructed image for a point source distribution), statistical noise (the relative standard deviation of reconstructed images for an isotropic source distribution) and image quality (the roughness of reconstructed images for a phantom). The results describe not only the effect of the compensation, but also the relation between the statistical noise and three parameters, i.e., the incident gamma-ray energy, the spatial resolution and the measured total event numbers, in reconstruction with compensation. This relation should be taken into account for the design of Compton cameras with good quality images, i.e., useful image, output.
Introduction
Since Parra (2000) found an analytical reconstruction algorithm in terms of series expansion by the Legendre polynomial system, analytical reconstruction methods of Compton cameras have made remarkable progress in recent years. His algorithm postulated the data of a whole scattering angle range that implies the rear detector surrounds the front detector completely. Tomitani and Hirasawa (2002) presented a revised algorithm with which images can be reconstructed from the data of a limited scattering angle range. These two algorithms did not take account of the physical constraints encountered in reality, i.e., the finite energy resolution of the front detector and the Doppler broadening of the Compton electron energy due to the non-zero spread of electron momentum. Both factors cause uncertainty in measured scattering angles and degrade the spatial resolution of the reconstructed images. Hirasawa and Tomitani (2003) extended their reconstruction algorithm to compensate for the angular uncertainty. In this paper, the effect of this compensation is analysed with respect to the spatial resolution, the statistical noise and the quality of reconstructed images.
Angular uncertainty and compensation algorithm
Compton cameras typically consist of two planar position-sensitive gamma-ray detectors. A gamma ray emitted from a source undergoes Compton scattering in the first front detector followed by photoelectric absorption in the second rear detector; this pair of interactions is called an event in this paper. The direction line of the incident gamma ray can be confined to the surface of a cone whose vertex, axis and vertex angle are determined by the scattering point, the scattered ray line and twice the Compton scattering angle, respectively. The scattering angle is calculated from the measured energies deposited in the two detectors using the Compton formula. However, the calculated angle includes uncertainty due to the finite energy resolution of the front detector and the Doppler broadening of the Compton electron energy in this detector (figure 1). Figure 2 shows the overall uncertainty caused by both the finite energy resolution and the Doppler broadening. In the figure, it is assumed that the front detector is made of a silicon semiconductor and has the energy resolution following the data at 77 K by Sakai (1982) . The energy resolution is specified in keV full width at half maximum (FWHM) using regression analysis for the data with the determination coefficient of 0.97 as follows:
The uncertainty increases as the incident gamma-ray energy decreases and it results in poor spatial resolution in reconstructed images. The scattering-projection data with the uncertainty, i.e., the measured data, are approximately described as follows (Hirasawa and Tomitani 2003) :
where ω denotes the scattering angular uncertainty in FWHM as a function of the Compton scattering angle, ω, and
and
where f (s) denotes the relative radioactivity density line integrated on a line with s in its incident direction unit vector, h is the Klein-Nishina formula and g(t; ω) represents the scattering-projection datum with t in its scattering direction unit vector and with a measured scattering angle of ω. Furthermore, s , S and s, t mean the solid angle with s in its direction unit vector, a unit sphere with its centre at the front detector and the inner product of s and t, respectively. The reconstruction algorithm for f (s) is obtained as an approximate solution of equation (4) as follows (Hirasawa and Tomitani 2003) :
where P n denotes the Legendre polynomial of nth degree and n max is the maximum degree of the series expansion. This is the algorithm with compensation for the uncertainty.
In the case of idealized data without the uncertainty and the algorithm without compensation for the uncertainty, Br(s, t; ω) and α n (cos ω) must be replaced as follows (Tomitani and Hirasawa 2002 ):
and α n (cos ω) = P n (cos ω).
In both algorithms, i.e. with and without compensation, only the measured data of ω 1 to ω 2 in the measured scattering angle, ω, are needed. In the above description, idealized detectors, whose spatial resolution is infinitesimal, are postulated. In reality, however, detectors' spatial resolution is finite. This finite spatial resolution and arrangement of the real detectors generate new geometrical scattering angular uncertainty other than described above. This uncertainty depends only on the construction of the detectors. Therefore, in sections 3 and 4 also, the idealized detectors are assumed in order to identify the specific characteristics of the above reconstruction algorithms. Furthermore, in these sections, it is assumed that the front detector is a one point detector and the rear one is the part of a sphere with its centre at the front detector.
Spatial resolution and statistical noise
The effects of compensation for the scattering angular uncertainty on both the spatial resolution and the statistical noise of reconstructed images are analysed by computer simulations. In all the simulations in this and the next sections, the following conditions are set. The scatteringprojection data are computed with equations (2), (3) and (4). The data with the scattering angular uncertainty shown in figure 2 and with scattering angles of 15
• through 60
• are used. The reconstructions are performed using the algorithm with compensation ((5), (6) and (7)) and without compensation ((9), (6) and (7)), adapting the Hamming window. The spatial resolution is analysed from the FWHM of the noise-free reconstructed image for a point source distribution, and the statistical noise is analysed from the relative standard deviation of the reconstructed image for an isotropic source distribution. The relative standard deviation for an isotropic source distribution can be calculated using the following approximate formula (Tomitani and Hirasawa 2002) :
where f const and W n denote the constant radioactivity density of the isotropic source and the nth coefficient of the Hamming window, respectively. Tomitani and Hirasawa (2002) set f const to 1. Equation (9) derived for the idealized data and the algorithm without compensation, also holds for the data with the uncertainty and the algorithm with and without compensation by merely making the changes expressed in equations (8) and (9). In the results mentioned below, all the statistical noise is computed using the right-hand side of equation (10) with f const of 1. Figure 3 (a) shows the dependence of the spatial resolution and the statistical noise for the incident gamma-ray energy of 141 keV on the maximum degree, n max , of the series expansion in the reconstruction algorithm. The computations are carried out at the degree, n max , from 90 to 180 inclusive with the interval of 10. The spatial resolution is remarkably improved with compensation as the maximum degree, n max , increases, while the statistical noise increases almost exponentially. The relation between the spatial resolution and the statistical noise for both algorithms is shown in figure 3(b), which is reproduced from the data in figure 3(a). The two curves almost coincide in the region of low spatial resolution. Only the algorithm with compensation can attain higher spatial resolution, but at the cost of statistical noise enhancement. Figures 3(c) and (d) show the same dependence and relation for the incident gamma-ray energy of 364 keV. In the case with compensation, the spatial resolution is improved, and the enhancement of the statistical noise is suppressed by a factor of 1.23.
By comparison of the results for 141 keV ( figure 3(a) ) and 364 keV ( figure 3(c) ), the spatial resolution improved with compensation is almost the same between both the energies at the same maximum degree, n max , but the statistical noise enhanced with compensation becomes notably different as the maximum degree, n max , increases. Figure 4 shows the dependence on the energy of incident gamma rays of the enhanced statistical noise with compensation at the maximum degree, n max , equal to 180 and the scattering angular uncertainty in FWHM to be compensated. It should be noted that the uncertainty is expressed with a linear scale but the noise with a logarithmic scale in the figure. As the incident gamma-ray energy increases, the scattering angular uncertainty slowly decreases, while the statistical noise drops sharply in the low energy region and tends to level off beyond 250 keV. This sharp drop of the statistical noise accounts for the large difference in statistical noise between the incident gamma-ray energy of 141 and 364 keV. Furthermore, since the compensated spatial resolution is almost independent of the incident gamma-ray energy at the same maximum degree, n max , as mentioned in the first sentence in this paragraph, it is inferred from the statistical noise levelled off that the relation between the spatial resolution and the statistical noise in compensated images becomes almost the same as in figure 3(d) of 364 keV, for incident gamma-ray energy above 250 keV.
Image quality
The effects of the compensation for the scattering angular uncertainty are tested by computer simulations on the quality of reconstructed images. The original digital phantom consists of various ellipses in a plane of 60
• by 60
• . Its component regions have the relative radioactivity densities of 0, 0.25, 0.5, 0.75 and 1. Figures 5 and 6 show reconstructed angular distribution images by the algorithm with compensation using incident gamma-ray energies of 141 and 364 keV, respectively. For each energy, the images are reconstructed using the scatteringprojection data with the measured total event numbers of 10 6 , 10 7 , 10 8 and 10 9 . Furthermore, the reconstruction is implemented for each data set with the maximum degrees, n max , of 90, 120, 150 and 180, which correspond to the spatial resolutions of 3.8
• , 2.9
• , 2.4
• and 1.9
• in FWHM, respectively. The scattering-projection data with the event numbers are computed following the next process. First, the relative expectation data are made with equations (2), (3) and (4). Next, the data are normalized by each event number. Then, every normalized datum is replaced by the Poisson random number with its expectation at the datum value. In all the simulations, the discrete sampling interval is set to 1
• . In figure 5 at the energy of 141 keV, the image quality is significantly worsened as n max increases and the number of events decreases. As seen in the figure, features of the image are hardly discernible in the worst case. In the case of small measured total event numbers, the maximum degree, n max , that determines the spatial resolution should be kept minimal so as to attain good quality images, i.e., images substantially free from image mottle. Compared with the images at 141 keV, the image quality is much better at the energy of 364 keV as shown in figure 6. This remarkable difference is consistent with the results in the previous section. The statistical noise curve in figure 4 predicts that the reconstruction with compensation realizes the good quality images at the incident gamma-ray energy of 250 keV and above, if the spatial resolution is confined to greater than or equal to 2
• , and the event number greater than or equal to 10 7 . In the usual diagnoses with conventional single photon emission tomographs (SPECT), the measured event number of 10 6 is required per one slice image of an object. The detection efficiency of Compton cameras depends on the construction of their detectors, but in general, Compton cameras are able to have more detection efficiency than SPECT due to their electronic collimation. The measurement of 10 7 events per one slice seems to be easy for Compton cameras in nuclear medicine.
It is inferred from equations (7) and (10) that the maximum pixel value and the relative standard deviation of raw reconstructed images, with the same phantom and the same maximum degree, n max , are approximately proportional to the measured total number of events and its square root, respectively. The reconstructed images are commonly displayed after the normalization by the maximum pixel values as in figures 5 and 6. Therefore, in the normalized images for the same phantom, the statistical noise approximately appears in inverse proportion to the square root of the event number if the images are reconstructed with the same maximum degree, n max , i.e., with the same spatial resolution. By using the Hamming window, the maximum pixel value of the raw reconstructed images with the same phantom and the same event number is almost independent of the maximum degree, n max .
Discussion
The right-hand side of equation (3) is an approximate expression for the probability density function on a unit sphere of the scattering angular uncertainty. In sections 3 and 4, this approximate expression is used in the computations of both the scattering-projection data and the reconstructed images. Therefore, the images are in disregard of the error due to the difference between the approximate scattering-projection data and the real measured data. However, Hirasawa and Tomitani (2003) adopted equation (3) as an approximation with sufficiently high accuracy based on previous studies by Solomon and Ott (1988) , Matscheko et al (1989) and so on. It is inferred that the results of previous sections are hardly affected by the error.
In section 3, the spatial resolution of the images is analysed from the FWHM of the noisefree reconstructed image for a point source distribution. Since the FWHM without noise, i.e., that with infinite measured events, is the expectation of the FWHM with finite measured events, the FWHM without noise is an appropriate index of the spatial resolution of the reconstructed images. In general, the spatial resolution of the reconstructed images depends on source distributions. However, since there is a linear relationship between the reconstructed images and source distributions with the analytical reconstruction algorithm stated in section 2, the spatial resolution is independent of the distribution in this paper. On the other hand, statistical noise is usually evaluated in terms of variance, not standard deviation. However, the roughness amplitude of the image is approximately in proportion to its standard deviation, not to its variance. Hence in this paper, standard deviations are used to analyse the statistical noise of the images.
In computer simulations, it is assumed that the front detectors of Compton cameras are liquid-nitrogen-cooled silicon semiconductor detectors that have minimal scattering angular uncertainty and represent state-of-the-art technology. Considering other factors, e.g. size of the camera, gamma-ray detection efficiency, etc, Peltier-cooled silicon (Ç onka-Nurdan et al 2004), liquid-nitrogen-cooled germanium (Royle et al 2004) and non-cooled cadmium zinc telluride (Lehner et al 2004) semiconductor detectors are also used as the front detectors of Compton cameras. These detectors experience larger scattering angular uncertainty than that in figure 2 (Hirasawa and Tomitani 2003) , and this larger uncertainty gives rise to greater statistical noise in reconstructed images with compensation. Good quality of images requires lower spatial resolution or larger total number of measured events than the cases shown in figures 5 and 6. One key technology to mitigate this degradation seems to lie in the reduction of electrical noise inherent in the preamplifiers.
In this paper, an analytical reconstruction method with compensation for the scattering angular uncertainty is evaluated. Setting a limit to reconstructed images with good quality, the spatial resolution swiftly degrades as the incident gamma-ray energy decreases below 250 keV. This feature was also seen for an iterative reconstruction method with compensation for the uncertainty as shown by Zhang et al (2004a Zhang et al ( , 2004b . Their simulations assumed a silicon semiconductor front detector with a slightly poorer energy resolution than that in this paper. A comprehensive and quantitative comparison with proper criteria between both methods is of interest.
In the analyses of sections 3 and 4, the idealized detectors described in the last paragraph in section 2 are assumed. The geometrical scattering angular uncertainty due to the finite spatial resolution and the arrangement of real detectors was studied by LeBlanc et al (1998) and Du et al (2001) on their prototype Compton cameras. Furthermore, Ordonez et al (1999) theoretically analysed the uncertainty in the various arrangements of Compton camera detectors. This geometrical scattering angular uncertainty cannot be compensated by the reconstruction algorithm with compensation mentioned in section 2. Therefore, at this stage, the geometrical uncertainty is left as a bias on the spatial resolution of the reconstructed images. It is axiomatic that this geometrical bias does not depend on the incident gamma-ray energy and the measured total event numbers.
Conclusion
An analytical reconstruction algorithm for Compton cameras (Tomitani and Hirasawa 2002) was previously revised to incorporate the compensation for the scattering angular uncertainty due to the finite energy resolution of the front detector and broadening of the Compton electron energy (Hirasawa and Tomitani 2003) . The effect of this compensation has been analysed in this paper with respect to both the spatial resolution and the statistical noise of the reconstructed images. The reconstruction with compensation could improve the spatial resolution. The obtained spatial resolution with compensation was almost independent of the incident gamma-ray energy and only depended on the maximum degree of the series expansion in the algorithm. However, the reconstructed image with compensation was accompanied by an enhancement of the statistical noise, depending on the energy, especially at low energy. This effect on the quality of reconstructed images with compensation was also tested using scattering-projection data for various total numbers of measured events. In the case of low energy incident gamma rays and relatively small numbers of events, good quality for the images was attainable only with the sacrifice of reduced spatial resolution. As the energy increased, the scattering angular uncertainty slowly decreased, however, the accompanied statistical noise sharply dropped at low energy and tended to level off beyond middle energy. The statistical noise was approximately in inverse proportion to the square root of the measured total event number in the reconstructed images with the same spatial resolution. Good quality images with comparatively high spatial resolution due to compensation could be obtained even with a relatively small total number of measured events when using incident gamma rays at intermediate energy and above. Considering the identified relation between the statistical noise and the three parameters, utilized incident gamma-ray energy, required spatial resolution and measured total event numbers, the hardware design of Compton cameras can be made to provide good quality images, i.e., useful images. However, one should remember to take account of a geometrical bias on the spatial resolution of the reconstructed images due to the finite spatial resolution and the arrangement of real detectors in Compton cameras.
