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Introduccio´n
Un tema central del a´lgebra es la resolucio´n de ecuaciones polinomiales. Los documentos
escritos ma´s antiguos, desde hace casi cuatro milenios, incluyen procedimientos para obtener
soluciones de ecuaciones cuadra´ticas. En la e´poca cla´sica de Grecia, el problema de la du-
plicacio´n del cubo fue objeto de intenso estudio; modernamente, lo enfocamos como la res-
olucio´n de la ecuacio´n de tercer grado X3 = 2. En el siglo XVI se logro´ obtener fo´rmulas
para la resolucio´n de la ecuacio´n general de tercer o cuarto grado. A principios del siglo XIX,
fue descubierto que no hay, ni puede haber, fo´rmulas algebraicas ana´logas para la ecuacio´n
general de quinto grado.
A partir de los estudios de Galois, se llego´ a comprender que la solubilidad de una
ecuacio´n polinomial “por radicales” estaba ligado a la naturaleza del grupo de permutaciones
de las raı´ces de la ecuacio´n. Esto, por un lado, dio un gran impulso al estudio de los grupos
como objetos abstractos. Alrededor de 1940, Artin y otros cambiaron el enfoque al estu-
dio de las extensiones de cuerpos: al cuerpo base que incluye los coeficientes del polinomio
p(X), como por ejemplo el cuerpo Q de los nu´meros racionales, se le adjunta las raı´ces
de la ecuacio´n p(X) = 0. El teorema principal que une los dos conceptos, el de grupo de
permutaciones y el de extensio´n de cuerpo, establece (en condiciones favorables) una corres-
pondencia de Galois entre los subgrupos del grupo y los cuerpos intermedios de la extensio´n.
Por ende, la teorı´a de Galois es un puente entre el a´lgebra cla´sica —el estudio de ecua-
ciones polinomiales— y el a´lgebra moderna que enfatiza aspectos mas “estructurales” como
cuerpos, anillos, grupos, etc. Hoy en dı´a, se hacen investigaciones activas cuya meta es am-
pliar la correspondencia de Galois a un a´mbito ma´s general, usando nuevas herramientas
algebraicas.
El curso empieza con un estudio sobre las propiedades de los polinomios con coeficientes
enteros (o racionales). Luego se consideran cuerpos ma´s grandes, al extender Q mediante la
adjuncio´n de nu´meros algebraicos, hasta llegar al concepto de una extensio´n normal de un
cuerpo. En seguida se introducen los grupos de automorfismos de un cuerpo nume´rico y su
relacio´n con la resolucio´n de las ecuaciones. Despue´s se pasa al caso importante de un cuerpo
con un nu´mero finito de elementos, clasificando sus extensiones con la ayuda de la teorı´a de
grupos. Finalmente, se considera una variante moderna de las extensiones galoisianas, en
donde el grupo de automorfismos se amplı´a a su “a´lgebra de grupo”, cuya estructura permite
dar una nueva mirada a las simetrı´as de cuerpos nume´ricos.
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1 Polinomios y Resolucio´n de Ecuaciones
1.1 Ecuaciones de tercer o cuarto grado
Un problema muy antiguo es la resolucio´n de ecuaciones de segundo grado:
aX2+bX+ c= 0, con a 6= 0.
Hoy en dı´a, la solucio´n general viene de la “fo´rmula cuadra´tica”,
X =
−b±√b2−4ac
2a
. (1.1)
En la antigu¨edad, no se disponı´a de estas notaciones, pero se conocı´an procedimientos sis-
tema´ticos que son equivalentes a la aplicacio´n de esta fo´rmula. Los ma´s antiguos documentos
matema´ticos que conocemos vienen de la e´poca babilonio, en los dos siglos 1800 a 1600 a.C.,
cuando la regio´n de Mesopotamia fue unificada bajo la dinastı´a de Hammurabi. La adminis-
tracio´n contable de este reino grabo´ sus archivos en la´pidas de arcilla; algunas la´pidas que se
conservan tienen contenido matema´tico, como tablas nume´ricas de cuadrados o de recı´procos,
o bien exposiciones de problemas computacionales.1 Un ejemplo es el siguiente:2
El igibum excede el igum por 7, ¿cua´les son el igibum y el igum?
Segu´n Neugebauer y Sachs, las palabras sumerianas igum e igibum denotan cantidades recı´-
procas, cuyo producto es 1 (o bien 60, o´ 3600, etc., en el sistema sexagesimal). En notacio´n
moderna, se trata de la ecuacio´n
X− 60
X
= 7,
equivalente a la ecuacio´n cuadra´tica X2−7X−60= 0. El problema se resuelve como sigue:3
La mitad del exceso 7 es 3;30. Multiplı´quese 3;30 por 3;30, esto da 12;15. Al
12;15 se le suma el producto [1,0], resultando 1,12;15. La raı´z de 1,12;15 es
8;30. Colo´quese 8;30 y 8;30. Restar 3;30 de uno y agregar 3;30 al otro. Ahora
uno es 12, el otro es 5. El 12 es el igibum, el 5 es el igum.
Por la fo´rmula cuadra´tica (1.1), la ecuacio´n X2−7X −60= 0 tiene dos soluciones X = 12 y
X =−5. Los babilonios no tenı´an el concepto de nu´mero negativo, ası´ que obtuvieron X = 12
solamente. En el texto, 3;30 = 33060 = 3
1
2 , cuyo cuadrado es 12;15 = 12
15
60 = 12
1
4 , el nu´mero
siguiente es 1,12;15 = 60+12+ 1560 = 72
1
4 , que aparece en las tablas de cuadrados como el
cuadrado de 8;30= 812 . El procedimiento es entonces equivalente a la fo´rmula
X y
1
X
=
√(7
2
)2
+60 ± 7
2
= 12 y 5.
1Ve´ase: Otto Neugebauer, The Exact Sciences in Antiquity, Brown Univ. Press, Providence, RI, 1957.
2Tomado de una la´pida que aparece con una traduccio´n en: Otto Neugebauer y Abraham Sachs, Mathemat-
ical Cuneiform Texts, American Oriental Society, New Haven, CT, 1945.
3Tomado de una historia “popular” del a´lgebra: John Derbyshire, Unknown Quantity, Joseph Henry Press,
Washington, DC, 2006; pp. 26–27, siguiendo a Neugebauer y Sachs.
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Muchos siglos despue´s, alrededor de 820 d.C., estos y otros procedimientos fueron recopila-
dos por Muhammad ibn Musa al-Khwarizmi (en Baghdad, unos 100 km al norte de la antigua
Babilonia, en el otro rı´o), en un famoso tratado sobre “complecio´n y reduccio´n” (al-jabr wa’l-
muqabala, de ahı´ la palabra “a´lgebra”) para la resolucio´n de ecuaciones.
I En notacio´n moderna, la ecuacio´n general de segundo grado,
aX2+bX+ c= 0, con a 6= 0,
puede expresarse como polinomio mo´nico al dividir por a:
X2+ pX+q= 0, con p=
b
a
, q=
c
a
.
La sustitucio´n Y = X+ 12 p simplifica la ecuacio´n:
(X+ 12 p)
2− 14 p2+q= 0,
Y 2+q= 14 p
2 al-jabr : sumar 14 p
2 a cada lado,
Y 2 = 14 p
2−q al-muqabala : restar q de cada lado.
Ahora Y =±
√
1
4 p
2−q, ası´ que
X =− p
2
±
√
p2
4
−q=− b
2a
±
√
b2−4ac
4a2
.
Luego, el paso de Y 2 a Y (hay dos raı´ces cuadrados) conduce a la fo´rmula cuadra´tica (1.1).
I Par la resolucio´n de las ecuaciones de tercer grado, podemos comenzar de una vez con un
polinomio mo´nico:
Z3+aZ2+bZ+ c= 0.
Ahora la sustitucio´n X = Z+ 13a simplifica la ecuacio´n en
Z3+aZ2+bZ+ c=
(
Z3+aZ2+
a2
3
Z+
a3
27
)
+
(
b− a
2
3
)
Z+
(
c− a
3
27
)
= X3+
(
b− a
2
3
)
X+
(
c− ab
3
+
a3
27
)
=: X3+ pX+q,
al poner
p := b− a
2
3
, q := c− ab
3
+
a3
27
.
Ahora se trata de buscar la solucio´n general de
X3+ pX+q= 0. (1.2)
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Esta ecuacio´n fue resulta por los italianos en el siglo XVI, en buena parte debido a la
disponibilidad de la prensa escrita. Recordemos que Gutenberg estreno´ su prensa tipogra´fica
en Mainz alrededor de 1450. Para 1490, Teobaldo Manucci (latinizado a Aldus Manutius)
tenı´a una prensa en Venecia que producı´a libros con “letra ita´lica”, fa´ciles de leer. Scipione
del Ferro, profesor de matema´ticas en Bologna, supuestamente resolvio´ las ecuaciones de tipo
aX3+ cX = d antes de su muerte en 1526, pero no publico´ la solucio´n.4 Nicolo Tartaglia, de
Venecia, logro´ resolver ecuaciones5 de tipo aX3+bX2 = d y para 1535 obtuvo una solucio´n
del caso anterior tambie´n. Discutio´ sus soluciones con Girolamo Cardano de Milano en 1539;
e´ste, junto con su asistente Lodovico Ferrari, logro´ sistematizar el procedimiento y adema´s
resolver la ecuacio´n general de cuarto grado. Cardano publico´ su solucio´n en 1545, donde
estreno´ las fo´rmulas de Cardano, que son notables por la inclusio´n de nu´meros imaginarios.6
Conside´rese la ecuacio´n (1.2). Cardano sugirio´ poner X =:U +V , donde U,V son dos
cantidades por determinar. Entonces,
U3+3U2V +3UV 2+V 3+ pU+ pV +q= 0
o bien
(U3+V 3)+(U+V )(3UV + p)+q= 0.
Si ahora elegimosU,V de modo que 3UV + p= 0, tendremos
U3+V 3 =−q y a la vez U3+V 3 =− p
3
27
.
De ahı´,U3 y V 3 son soluciones de la ecuacio´n cuadra´tica:
T 2+qT − p
3
27
= 0. (1.3)
El discriminante de esta ecuacio´n cuadra´tica es D= 4d, donde
d =
q2
4
+
p3
27
.
En consecuencia, T =−12q±
√
d, lo cual da
U3 =−q
2
+
√
q2
4
+
p3
27
, V 3 =−q
2
−
√
q2
4
+
p3
27
.
4Los coeficientes a,c,d son nu´meros positivos; aun no se aceptaban operaciones con nu´meros negativos.
Adema´s, tampoco se escribı´a la letra X : para los italianos de ese siglo, la cantidad inco´gnita era cosa, su
cuadrado era censo (que significa propiedad o potencia) y su cubo era cubo. El caso resuelto por del Ferro se
llamaba il cubo e le cose.
5Con a,b,d positivos: el caso de il cubo ed i censi.
6Girolamo Cardano, Artis magnae sive de regulis algebraicis liber unus, Nu¨rnberg, 1545. El libro, cuyo
tı´tulo se traduce como “Del gran arte, o bien el primer libro de las reglas del a´lgebra” se conoce comu´nmente
como Ars Magna.
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•1
•ω
•
ω2
Figura 1: Las tres raı´ces cu´bicas de 1
Sean ahora u,v raı´ces cu´bicas de las expresiones al lado derecho, elegidos de modo que
3uv = −p. Hay que recordar que un nu´mero no cero (real o complejo) tiene tres raı´ces
cu´bicas: las raı´ces cu´bicas de 1 son 1,ω,ω2, donde
ω :=
−1+ i√3
2
, ω2 =
−1− i√3
2
,
que cumplen (ω2)2 = ω y 1+ω +ω2 = 0 (ve´ase la Figura 1). Las tres raı´ces cu´bicas de
(−12q+
√
d) tienen la forma de u,ωu,ω2u para algu´n nu´mero complejo u; las tres raı´ces
cu´bicas de (−12q+
√
d) tiene la forma v,ωv,ω2v para algu´n v. Dependiendo de co´mo elegi-
mos estas raı´ces, la cantidad 3uv cuyo cubo es −p3, puede ser −p, −ω p o´ −ω2p pero nada
ma´s. En todo caso, podemos elegir un candidato de cada lista de modo que tres veces su
producto es −p, en efecto. Entonces las tres soluciones de (1.2) tienen la forma
X = u+ v, X = ωu+ω2v, X = ω2u+ωv. (1.4)
A veces se escribe estas fo´rmulas de Cardano en la forma
X =
3
√
−q
2
+
√
q2
4
+
p3
27
+
3
√
−q
2
−
√
q2
4
+
p3
27
en donde el sı´mbolo 3√ es ambiguo. En principio, el lado derecho puede tomar 9 valores y
para reducirlos a tres valores hay que agregar la regla 3uv=−p.
I Ferrari logro´ reducir la ecuacio´n general de cuarto grado a una ecuacio´n cu´bica. Con un
cambio X = Z+ 14a, la ecuacio´n Z
4+aZ3+bZ2+ cZ+d = 0 se transforma en
X4+ pX2+qX+ r = 0, (1.5)
para algunas coeficientes p,q,r. Si fuera posible encontrar un polinomio sX + t de manera
que (sX+ t)2 =−pX2−qX− r, entonces (1.5) se transformarı´a en X4 = (sX+ t)2, de donde
X2 = sX+ t o bien X2 =−sX− t,
y este par de ecuaciones cuadra´ticas se resolverı´a enseguida.
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En general, el polinomio−pX2−qX−r no es un cuadrado perfecto. Pero se puede lograr
el mismo propo´sito al introducir un para´metro y, sumando a ambos lados (al-jabr de nuevo)
la misma cantidad (yX2+ 14y
2) para obtener
(X2+ 12y)
2 = (y− p)X2−qX+(14y2− r). (1.6)
El objetivo es elegir y de modo que el lado derecho de esta ecuacio´n tenga la forma (sX+t)2=
s2+2stX+ t2. Como (2st)2 = 4s2t2, la condicio´n que y debe satisfacer es
q2 = (y− p)(y2−4r),
o bien
y3− py2−4ry+(4pr−q2) = 0.
Si esta condicio´n se verifica, entonces el lado derecho de (1.6) es igual a
(y− p)
(
X− q
2(y− p)
)2
.
En consecuencia, (1.6) se convierte en un par de ecuaciones de segunda grado:
X2 =−y
2
+
√
y− p
(
X− q
2(y− p)
)
, o bien X2 =−y
2
−√y− p
(
X− q
2(y− p)
)
. (1.7)
Dos aplicaciones de la fo´rmula cuadra´tica proporcionan las cuatro expresiones deseadas
para X . En ellas, el para´metro y debe sustituirse por una de las fo´rmulas de Cardano que
resuelven esta ecuacio´n auxiliar de tercer grado:
Y 3− pY 2−4rY +(4pr−q2) = 0. (1.8)
Las raı´ces X = α1,α2,α3,α4, obtenidas por la fo´rmula cuadra´tica a partir de las dos
ecuaciones (1.7), obviamente dependen de la eleccio´n de y entre las tres raı´ces de (1.8).
Volviendo a las fo´rmulas de Cardano (1.4), sean u,v las expresiones tales que y sea una de
(u+ v), (ωu+ω2v), (ω2u+ωv). Una eleccio´n diferente de y entre estas tres expresiones no
puede producir nuevas raı´ces de la ecuacio´n original (1.5), aunque sı´ puede alterar el orden
en el que α1,α2,α3,α4 se presentan.
Recordemos que
(X−α1)(X−α2) = X2− (α1+α2)X+α1α2,
(X−α3)(X−α4) = X2− (α3+α4)X+α3α4,
de donde sigue que
α1α2 =
y
2
+
q
2
√
y− p , α3α4 =
y
2
− q
2
√
y− p .
Resulta entonces que
y= α1α2+α3α4. (1.9)
Ahora puede observarse que una permutacio´n de las raı´ces α1,α2,α3,α4 puede alterar la
funcio´n α1α2+α3α4, pero esta funcio´n toma a lo sumo tres valores distintos. En detalle: las
tres combinaciones α1α2+α3α4, α1α3+α2α4, α1α4+α2α3 pueden ser distintas. Esto con-
cuerda con la ambigu¨edad ternaria del para´metro y como solucio´n de la ecuacio´n cu´bica (1.8).
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I Hubo varios intentos posteriores de obtener procedimientos ana´logas para la solucio´n de
ecuaciones de grado 5 o superior; en vano. Una teorı´a general7 fue propuesta por Lagrange
en 1771. Su idea fue convertir la ecuacio´n general de grado n, f (X) = 0, en una ecuacio´n ma´s
sencilla para una variable auxiliar t, llamado “resolvente de Lagrange”, que podrı´a expresarse
como polinomio en las raı´ces de la ecuacio´n f (X) = 0. Como ejemplo, la y de Ferrari es el
polinomio cuadra´tico (1.9).
Para ilustrar la teorı´a de Lagrange, consideremos la ecuacio´n (1.2) de tercer grado. Sean
α1,α2,α3 las raı´ces de esta ecuacio´n, dadas por la factorizacio´n:
X3+ pX+q= (X−α1)(X−α2)(X−α3).
Sea r una combinacio´n lineal cualquiera de las raı´ces:
r = c1α1+ c2α2+ c3α3,
con ciertos coeficientes complejos c1,c2,c3. Al permutar las raı´ces, obtenemos 6 combina-
ciones:
r0 = c1α1+ c2α2+ c3α3, r2 = c1α2+ c2α3+ c3α1, r4 = c1α3+ c2α1+ c3α2,
r1 = c1α1+ c2α3+ c3α2, r3 = c1α3+ c2α2+ c3α1, r5 = c1α2+ c2α1+ c3α3.
Estas 6 expresiones cumplen una ecuacio´n de sexto grado:
(R− r0)(R− r1)(R− r2)(R− r3)(R− r4)(R− r5) = 0. (1.10)
Una eleccio´n astuta de los coeficientes puede simplificar esta u´ltima ecuacio´n. Tomemos
c1 := 1, c2 := ω , c3 := ω2. El resolvente de Lagrange para la ecuacio´n cubica (1.2) es
r := α1+ωα2+ω2α3. (1.11)
Entonces r2 = α2+ωα3+ω2α1 = ω2(ωα2+ω2α3+α1) = ω2r0; tambie´n r4 = ωr0, r3 =
ω2r1 y r5 = ωr1: las seis permutaciones de r son r0, ωr0, ω2r0, r1, ωr1, ω2r1. Al notar que
(R− r0)(R−ωr0)(R−ω2r0) = R3− r30, la ecuacio´n (1.10) se convierte en
(R3− r30)(R3− r31) = R6− (r30+ r31)R3+ r30r31 = 0.
Hay que resolver esta ecuacio´n cuadra´tica para R3. Ahora bien: sus coeficientes pueden
expresarse explı´citamente en te´rminos de los coeficientes p,q de la ecuacio´n original. En
efecto,
r0r1 = (α1+ωα2+ω2α3)(α1+ω2α2+ωα3)
= α21 +α
2
2 +α
2
3 −α1α2−α2α3−α3α1
= (α1+α2+α3)2−3(α1α2+α2α3+α3α1) =−3p,
r30+ r
3
1 = 2(α
3
1 +α
3
2 +α
3
3 )−3(α21α2+α22α3+α23α1+α1α22 +α2α23 +α3α21 )+12α1α2α3
= 2(α1+α2+α3)3−9(α1+α2+α3)(α1α2+α2α3+α3α1)+27α1α2α3 =−27q,
7Joseph-Louis Lagrange, Re´flexions sur la re´solution alge´brique des e´quations, Me´m. Acad. Royale des
Sciences et Belles-lettres de Berlin, 1771. Lagrange, nacido Guiseppe Lodovico Lagrangia en Torino, 1736,
escribio´ todas sus obras en france´s.
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ası´ que R6+ 27qR3− 27p3 = 0. Al poner T = (R/3)3, se recupera la ecuacio´n cuadra´tica
(1.3); por ende, las soluciones son R = 3u, R = 3v, donde u,v son los ingredientes de la
solucio´n de Cardano. Para obtener la raı´z α1, por ejemplo, se usa
α1 = 13(3α1) =
1
3(2α−α2−α3) = 13(r0+ r1) = u+ v,
y de igual manera α2 = ω2u+ωv, α3 = ωu+ω2v.
En resumen: el me´todo de Lagrange conduce de modo sistema´tico a la solucio´n por las
fo´rmulas de Cardano e indica que la sustitucio´n X =U +V puede obtenerse de una teorı´a
general. La clave de esa teorı´a general es la eleccio´n de una funcio´n de las raı´ces, en este
caso r3 = (α1+ωα2+ω2α3)3, que toma mucho menos que n! valores bajo permutaciones
de estas raı´ces.
Lagrange trato´ de encontrar un resolvente adecuado para la ecuacio´n general de quinto
grado, pero sin e´xito. La imposibilidad de encontrar dicho resolvente fue demostrado por
Galois (1831) mediante un ana´lisis novedoso de las propiedades de las permutaciones de las
raı´ces.8 De este nuevo me´todo surgio´ el concepto de grupo (de permutaciones, inicialmente)
y sus implicaciones algebraicas se conoce hoy en dı´a como la “teorı´a de Galois”.
1.2 Anillos de polinomios
Para abordar la teorı´a de Galois en una forma sistema´tica, debemos comenzar con ciertos
propiedades elementales de polinomios.
Notacio´n. Por lo general, A denotara´ un anillo conmutativo. Supondremos siempre9 que A
contiene una identidad multiplicativa 1. La letra F denotara´ un cuerpo,10 es decir, un anillo
conmutativo en donde cada elemento a 6= 0 posee un inverso multiplicativo a−1 = 1/a ∈ F .
Los cuerpos ma´s familiares son Q, de nu´meros racionales; R, de nu´meros reales; C,
de nu´meros complejos; y el cuerpo finito Fp := Z/pZ = {0,1,2, . . . , p−1}, de residuos de
enteros bajo divisio´n por un nu´mero primo p.
A veces se escribe Zp en vez de Fp como sino´nimo de Z/pZ. Sin embargo, en la teorı´a
algebraica de nu´meros, la notacio´n Zp esta´ reservado para el anillo de enteros p-a´dicos. En
este curso, usaremos la notacio´n Fp para este cuerpo finito de p elementos.
Los siguientes anillos conmutativos no son cuerpos: (a) Z, los nu´meros enteros; (b) el
anillo de “enteros gaussianos” Z[i] := {m+ ni : m,n ∈ Z}; y (c) el anillo de residuos Z/nZ
si n ∈ N no es primo.
Este u´ltimo anillo Z/nZ contiene “divisores de cero”: si n = rs es una factorizacio´n de
n en N, entonces r s = 0 en Z/nZ. Para excluir este feno´meno, introducimos el concepto de
“anillo entero”.
8Galois murio´ el an˜o siguiente al perder un duelo con pistolas, a la edad de 20 an˜os. Su artı´culo habı´a
sido rechazado por la Academia Francesa, pero fue publicado posteriormente por Liouville, en su Journal de
Mathe´matiques Pures et Appliquee´s, en 1846.
9Al demandar que 1 ∈ A, seguimos la usanza de Bourbaki.
10El nombre viene del alema´n Ko¨rper, un te´rmino introducido por Richard Dedekind en 1871; se llama corps
en france´s, cuerpo en espan˜ol, corp en rumano, etc., pero en ingle´s se llama field. En espan˜ol, no debe usarse la
traduccio´n secundaria “campo”, reservada para campos vectoriales, campos magne´ticos, etc.
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Definicio´n 1.1. Se dice que un anillo conmutativo A con identidad es un anillo entero si
ab= 0 en A =⇒ a= 0 o bien b= 0; es decir, A no contiene divisores de cero.11
Por supuesto, Z es un anillo entero. Cualquier cuerpo es evidentemente un anillo entero.
Resulta que Z[i] tambie´n es entero.
Definicio´n 1.2. Si A es un anillo entero, se puede definir su cuerpo de fracciones F , como
sigue. Decla´rese una relacio´n de equivalencia entre pares (a,b) ∈ A con b 6= 0 por (a1,b1)∼
(a2,b2) si y so´lo si a1b2 = a2b1; deno´tese la clase de equivalencia por a/b. Entonces
F := {a/b : a,b ∈ A, b 6= 0},
con las operaciones a1/b1 + a2/b2 := (a1b2+ a2b1)/b1b2 y (a1/b1)(a2/b2) := a1a2/b1b2.
F incluye una copia de A al identificar a∈ A con a/1∈ F . Fı´jese que a/b 6= 0 en F si y so´lo si
a 6= 0 en A, en cuyo caso (a/b)−1 = b/a.
Es evidente que el cuerpo de fracciones de Z es el cuerpo Q.
Definicio´n 1.3. Si A es un anillo conmutativo, se denota por A[X ] el anillo (tambie´n conmu-
tativo) de polinomios en una indeterminada X , cuyos elementos tienen la forma
f (X) = a0+a1X+a2X2+ · · ·+anXn
para algu´n n ∈ N;12 si f (X) 6= 0, el mayor exponente n tal que el coeficiente an de Xn no es
cero se llama el grado del polinomio: n= gr f (X). No se define el grado del polinomio cero.
Cuando an = 1, se dice que f (X) es un polinomio mo´nico.
Formalmente, un polinomio es una sucesio´n (an)n∈N con valores en A donde solamente
un nu´mero finito de entradas no son ceros; es cuestio´n de definir la suma y producto de tales
sucesiones apropiadamente. De este punto de vista, la X no es ma´s que una notacio´n co´moda
para escribir estas sucesiones, de modo que el producto se ve en forma transparente:( n
∑
i=0
aiX i
)( m
∑
j=0
b jX j
)
:=
n+m
∑
k=0
(
∑
i+ j=k
aib j
)
Xk. (1.12)
Por induccio´n, se definen polinomios con ma´s indeterminados: A[X1,X2] := (A[X1])[X2] y en
general A[X1, . . . ,Xn] := (A[X1, . . . ,Xn−1])[Xn].
Lema 1.4. Si A es un anillo entero, entonces A[X ] es un anillo entero. En particular, F [X ] es
un anillo entero cuando F es un cuerpo.
Demostracio´n. Si f (X) = a0+ a1X + · · ·+ anXn y g(X) = b0+ b1X + · · ·+ bmXm son dos
polinomios no nulos, con an 6= 0 y bm 6= 0, entonces anbm 6= 0 porque A es entero. Pero anbm
es el coeficiente de Xm+n en el producto f (X)g(X), ası´ que f (X)g(X) 6= 0 en A[X ].
11En france´s, anneau entier; pero en ingle´s, integral domain. Serge Lang, Algebra, 3a edicio´n (Springer,
New York, 2002) usa el te´rmino entire ring. Un “dominio de Dedekind” es una clase de anillos ma´s amplio que
los anillos enteros. Es de notar que Kronecker (1881) llamo´ “dominio de racionalidad” a lo que ahora se llama
cuerpo. Huyan de los textos en espan˜ol que hablan de “dominio ı´ntegro” o “dominio de integridad”.
12Es oportuno aclarar que usamos el convenio de que N incluye 0, es decir, N= {0,1,2,3, . . .}.
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Definicio´n 1.5. Si F es un cuerpo, se denota por F(X) el cuerpo de fracciones del anillo
entero F [X ]. Sus elementos se llaman funciones racionales sobre F . Cada funcio´n racional
es un cociente de dos polinomios f (X)/g(X), con g(X) 6= 0.
Proposicio´n 1.6. Sean A y S dos anillos conmutativos y sea ϕ : A→ S un homomorfismo de
anillos, es decir, una aplicacio´n que cumple
ϕ(a+b) = ϕ(a)+ϕ(b), ϕ(ab) = ϕ(a)ϕ(b) si a,b ∈ A; y ϕ(1A) = 1S.
Para todo s ∈ S, hay un u´nico homomorfismo ϕ˜s : A[X ]→ S tal que ϕ˜s(a) = ϕ(a) cuando
a ∈ A y adema´s ϕ˜s(X) = s.
Demostracio´n. Tomando en cuenta la inclusio´n A ↪→ A[X ] que identifica elementos de A con
polinomios de grado 0, se dice que “ϕ˜s extiende ϕ a A[X ]” toda vez que ϕ˜s(a) = ϕ(a) cuando
a ∈ A. La extensio´n buscada, que adema´s debe cumplir ϕ˜s(X) = s, necesariamente obedece
ϕ˜s(a0+a1X+a2X2+ · · ·+anXn) := ϕ(a0)+ϕ(a1)s+ϕ(a2)s2+ · · ·+ϕ(an)sn.
Se verifica fa´cilmente que esta receta es un homomorfismo de A[X ] en S.
Esta extensio´n se puede representar mediante el siguiente diagrama, en donde la flecha
quebrada (cuya existencia se propone) muestra la propiedad universal del anillo de poli-
nomios:
A[X ]
ϕ˜s
!!B
B
B
B
A
ι
OO
ϕ // S
en donde ι : A→ A[X ] denota la inclusio´n.
Corolario 1.7. Si ϕ : A→ S es un homomorfismo y s1, . . . ,sn ∈ S, hay un u´nico homomorfismo
ϕ˜s1,...,sn : A[X1, . . . ,Xn]→ S que extiende ϕ tal que ϕ˜s1,...,sn(X j) = s j para j = 1, . . . ,n. 
I Repasemos las propiedades de divisibilidad en el anillo Z. Si m,n ∈ Z, se dice que m
divide n, escrito m \ n, si hay q ∈ Z tal que n = qm.13 Las propiedades esenciales para que
k ∈ Z sea un ma´ximo comu´n divisor de m y n son:
1. k \m, k \n;
2. si t \m y t \n, entonces t \ k.
Si adema´s se exige k > 0, entonces k es u´nico y se llama el ma´ximo comu´n divisor de m y n;
se escribe k =mcd(m,n).
Para calcular mcd(m,n) para dos enteros dados, se usa el algoritmo euclidiano.14
13Esta notacio´n se prefiere sobre la ma´s usual m | n, por recomendacio´n de Graham, Knuth y Patashnik,
Concrete Mathematics, Addison-Wesley, Reading, MA, 1989.
14El procedimiento se encuentra en el libro VII de los Elementos de Euclides.
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Lema 1.8. Si m,n ∈ Z con m> 0, n> 0, entonces hay enteros u´nicos q,r tales que
n= qm+ r, con 0≤ r < m. (1.13)
Demostracio´n. Si m> n, to´mese q := 0, r := n. En cambio, si m≤ n, conside´rese la sucesio´n
de enteros n,n−m,n− 2m, . . . . Por la propiedad arquimediano de los enteros, hay q ∈ N
(u´nico) tal que n−qm≥ 0 pero n− (q+1)m< 0; to´mese r := n−qm.
Proposicio´n 1.9 (Algoritmo euclidiano en Z). Si m,n ∈ Z con m > 0, n > 0, su ma´ximo
comu´n divisor se encuentra como sigue. Defı´nase dos sucesiones de enteros (q j), (r j) ası´:
n= q1m+ r1 con 0< r1 < m,
m= q2r1+ r2 con 0< r2 < r1,
r1 = q3r2+ r3 con 0< r3 < r2,
...=
...
rk−2 = qkrk−1+ rk con 0< rk < rk−1,
rk−1 = qk+1rk+0.
Entonces mcd(m,n) = rk, el u´ltimo residuo no cero en estas divisiones. Adema´s, se verifica
la siguiente relacio´n:
mcd(m,n) = am+bn para algunos a,b ∈ Z. (1.14)
Demostracio´n. Para ver que rk \n, obse´rvese que
n= q1m+ r1 = q1(q2r1+ r2)+ r1 = (q1q2+1)r1+q1r2.
Sustituyendo m,r1,r2, . . . ,rk−2 uno por uno por los lados derechos que aparecen en el enun-
ciado de la Proposicio´n, se llega a n = crk−1 + drk para algunos c,d ∈ Z, ası´ que n =
(cqk+1+d)rk y por tanto rk \n. El mismo proceso muestra que rk \m.
Ahora, si t ∈ N es tal que t \m y t \ n, entonces t divide n− q1m = r1. En seguida,
t \ (m− q2r1) = r2 y ası´ sucesivamente hasta ver que t \ (rk−2− qkrk−1) = rk. Se concluye
que rk =mcd(m,n).
Para comprobar (1.14), fı´jese que r1 = n−q1m; que r2 = m−q2r1 = m−q2(n−q1m) =
(q1q2+1)m−q2n; por sustitucio´n repetida, se encuentran a j,b j ∈Z con r j = a jm+b jn, para
j = 1,2, . . . ,k.
Corolario 1.10. Dos enteros m,n ∈ N son relativamente primos, es decir, mcd(m,n) = 1, si
y solo si existen a,b ∈ Z tales que am+bn= 1.
I Sea F un cuerpo cualquiera. El anillo entero tiene propiedades de divisibilidad ana´logas
a las de Z. Un polinomio g(X) divide un polinomio f (X) si hay un polinomio q(X) tal
que f (X) = q(X)g(X). El ma´ximo comu´n divisor k(X) = mcd( f (X),g(X)) es el (u´nico)
polinomio mo´nico tal que: (i) k(X)\ f (X), k(X)\ g(X); y (ii) si h(X)\ f (X) y h(X)\ g(X),
entonces h(X)\ k(X).
La existencia y tambie´n el ca´lculo explı´cito del ma´ximo comu´n divisor esta´ garantizado
por el algoritmo euclidiano, una vez que se comprueba la siguiente propiedad de divisibilidad.
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Lema 1.11. Si f (X) y g(X) son dos polinomios en F [X ] con g(X) 6= 0, entonces hay un u´nico
par de polinomios q(X), r(X) tales que
f (X) = q(X)g(X)+ r(X), con
{
grr(X)< grg(X),
o bien r(X) = 0.
(1.15)
Demostracio´n. Escrı´base f (X) = a0+a1X+ · · ·+anXn y g(X) = b0+b1X+ · · ·+bmXm. Si
m> n, to´mese q(X) := 0, r(X) := f (X).
En cambio, si m≤ n, entonces
f (X)− an
bm
Xn−m g(X) =: f1(X)
es un polinomio con gr f1(X) < n. Invoquemos induccio´n sobre n, para poder suponer que
f1(X) = q1(X)g(X)+ r1(X), con grr(X)< m o bien r(X) = 0. Entonces
f (X) =
(
an
bm
Xn−m+q1(X)
)
g(X)+ r(X),
y el resultado (1.15) sigue por la induccio´n sobre n.
Para la unicidad de q(X) y r(X), obse´rvese que si q(X)g(X)+ r(X) = q˜(X)g(X)+ r˜(X),
entonces
(
q(X)− q˜(X))g(X) = r˜(X)− r(X). Si los lados de esta ecuacio´n no se anulan,
entonces al lado izquierdo el grado serı´a ≥m, mientras al lado derecho el grado serı´a <m, lo
cual es imposible. Por tanto r˜(X) = r(X) y
(
q(X)− q˜(X))g(X) = 0. Como F [X ] es un anillo
entero y g(X) 6= 0, se concluye que q˜(X) = q(X).
Ejemplo 1.12. Hay que notar que el resultado rk(X) de aplicar el algoritmo euclidiano a dos
polinomios f (X), g(X) no es necesario mo´nico, pero siempre sera´ un ma´ximo comu´n divisor
de los dos polinomios originales. Por ejemplo, si f (X) = X12−1 y g(X) = (X2−X+1)4, el
resultado de aplicar el algoritmo —usando Mathematica— es el siguiente:
r1(X) = 2(7−30X+72X2−110X3+120X4−90X5+45X6−12X7),
r2(X) =
1
48
(41−134X+288X2−370X3+352X4−198X5+75X6),
r3(X) =
32
625
(−11+14X−23X2+70X3−67X4+58X5),
r4(X) =
625
161472
(107−500X+1215X2−1108X3+715X4),
r5(X) =
861184
319515625
(−274+405X−405X2+131X3),
r6(X) =
8626921875
923673664
(1−X+X2).
Adema´s, r7(X) = 0, ası´ que r6(X) es un ma´ximo comu´n divisor de f (X) y g(X). Al reem-
plazar r6(X) por el polinomio mo´nico asociado, se llega al resultado deseado:
mcd
(
X12−1,(X2−X+1)4)= X2−X+1.
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I Un polinomio f (X) ∈ F [X ] se llama irreducible si no posee factores propios, es decir,
si no es posible expresar f (X) = h(X)k(X) con grh(X) < gr f (X) y grk(X) < gr f (X). La
reducibilidad de un polinomio depende del cuerpo F de coeficientes. El resultado ba´sico
en esta materia es la siguiente proposicio´n (no demostrada): con coeficientes complejos,
cualquier polinomio es completamente reducible.
Proposicio´n 1.13 (Teorema Fundamental del A´lgebra). Cada polinomio irreducible en C[X ]
es de primer grado. Si f (X) ∈ C[X ], entonces
f (X) = an (X−α1)(X−α2) . . .(X−αn), (1.16)
para algunos α1, . . . ,αn ∈ C. Los α j se llaman raı´ces del polinomio f (X), o bien de la
ecuacio´n f (X) = 0. 
Cuando se considera coeficientes reales, los polinomios irreducibles en R[X ] son de
primer o segundo grado. Por ejemplo, X2+ 1 es irreducible en R[X ] pero no en C[X ]: de
hecho, X2+1= (X− i)(X+ i). Si f (X) tiene coeficientes reales a0,a1, . . . ,an ∈ R, entonces
f (X) es invariante bajo conjugacio´n compleja:
an (X−α1)(X−α2) . . .(X−αn) = an (X− α¯1)(X− α¯2) . . .(X− α¯n).
Entonces, tras una permutacio´n adecuada, los α j o bien son reales o se agrupan en pares
conjugadas: se puede suponer que para algu´n r con 0 ≤ 2r ≤ n, vale α¯2 j = α2 j−1 para j =
1, . . . ,r; y αk ∈ R para k > 2r. En tal caso,
(X−α2 j−1)(X−α2 j) = (X− α¯2 j)(X−α2 j) = X2− (2ℜα2 j)X+ |α2 j|2
es un polinomio cuadra´tico real irreducible.
Ejemplo 1.14. Cada polinomio de cuarto grado en R[X ] es reducible. Por ejemplo,
X4+1= (X4+2X2+1)−2X2 = (X2+
√
2X+1)(X2−
√
2X+1).
El caso de la factorizacio´n de polinomios con coeficientes racionales es mucho ma´s in-
trincado. Si f (X) = a0 + a1X + · · ·+ anXn ∈ Q[X ], sea c ∈ N el mı´nimo comu´n denomi-
nador de a0,a1, . . . ,an. Entonces c f (X) ∈ Z[X ], con coeficientes enteros. Por otro lado, si
d =mcd(ca0,ca1, . . . ,can), entonces (c/d) f (X) ∈ Z[X ] es un polinomio primitivo, es decir,
sus coeficientes no tienen factor comu´n.
Lema 1.15. El producto de dos polinomios primitivos en Z[X ] es primitivo.
Demostracio´n. Si f (X) = a0+a1X+ · · ·+anXn y g(X) = b0+b1X+ · · ·+bmXm son prim-
itivos en Z[X ], supo´ngase que hay un nu´mero primo p que divide cada coeficiente ck :=
∑i+ j=k aib j de su producto (1.12). Sean ar, bs los primeros coeficientes de f (X), g(X) re-
spectivamente que no son divisibles por p. Entonces
cr+s = (a0br+s+ · · ·+ar−1bs+1)+arbs+(ar+1bs−1+ · · ·+ar+sb0),
en donde p\ai para i= 0, . . . ,r−1, p\b j para j = 0, . . . ,s−1 y p\ cr+s. Por tanto, p\arbs,
y en consecuencia p\ar o bien p\bs, contrario a hipo´tesis. Se concluye que c0,c1, . . . ,cn+m
no pueden tener factor comu´n.
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Proposicio´n 1.16 (Lema de Gauss). Sea f (X) ∈ Z[X ] un polinomio con coeficientes enteros.
Entonces f (X) se factoriza en Q[X ] si y so´lo si se factoriza en Z[X ].15
Demostracio´n. Se puede suponer que f (X) es primitivo. Sea f (X) = h(X)k(X) una fac-
torizacio´n en Q[X ] con grh(X) ≥ 1, grk(X) ≥ 1. Al sacar denominadores comunes, hay
a,b,c,d ∈ Z tales que h(X) = (a/b) h˜(X) y k(X) = (c/d) k˜(X), donde h˜(X) y k˜(X) son poli-
nomios primitivos en Z[X ]. Ahora se verifica
bd f (X) = ac h˜(X) k˜(X) en Z[X ].
El ma´ximo comu´n divisor de los coeficientes de bd f (X) es bd. Como h˜(X)k˜(X) es primitivo,
por el lema anterior, el ma´ximo factor comu´n al lado derecho es ac. Luego bd = ac, ası´ que
f (X) = (ac/bd) h˜(X) k˜(X) = h˜(X) k˜(X) factoriza f (X) en Z[X ].
Determinar si un polinomio dado en Z[X ] es irreducible o no puede ser difı´cil en la
pra´ctica. Un criterio que es bastante u´til en algunos casos es el siguiente.
Proposicio´n 1.17 (Criterio de Eisenstein). Sea f (X) = a0+ a1X + · · ·+ anXn un polinomio
en Z[X ]. Si hay un nu´mero primo p tal que
• p divide a0,a1, . . . ,an−1;
• p no divide an; y p2 no divide a0;
entonces f (X) es irreducible en Z[X ].
Demostracio´n. Supo´ngase que f (X) = g(X)h(X) es una factorizacio´n no trivial en Z[X ],
donde g(X) = b0+b1X+ · · ·+bmXm y h(X) = c0+c1X+ · · ·+cn−mXn−m. Ahora a0 = b0c0.
Como p \ a0 pero p2 \/ a0, resulta entonces que p divide uno y so´lo uno de b0 y c0: digamos
que p\b0 pero p\/ c0.
Como p no puede dividir todos los b j, porque entonces serı´a un factor escalar de g(X) y
por ende de f (X), sea br el primer coeficiente de g(X) tal que p\/br. Entonces
ar = b0cr+ · · ·+br−1c1+brc0,
en donde p \ b j para j = 0, . . . ,r− 1 y p \ ar. Por tanto, p \ brc0, lo cual contradice p \/ br y
p\/ c0. Se concluye que no hay tal factorizacio´n de f (X).
Ejemplo 1.18. Si p ∈ N es primo, entonces Xn− p es irreducible en Z[X ] para todo n =
1,2,3, . . . ; en efecto, este polinomio cumple el criterio de Eisenstein para el mismo nu´mero
primo p.
15Este es el inciso 42 en: Carl Friedrich Gauß, Disquisitiones Arithmeticae, Leipzig, 1801. Hay una tra-
duccio´n al espan˜ol, editado por Hugo Barrantes, Michael Josephy y A´ngel Ruiz (Academia Colombiana de
Ciencias, Santafe´ de Bogota´, 1995).
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Ejemplo 1.19. Si p ∈ N es un nu´mero primo, conside´rese el polinomio
h(X) = 1+X+X2+X3+ · · ·+X p−1. (1.17)
Fı´jese que h(X) = (X p− 1)/(X − 1). No puede aplicarse el criterio de Eisenstein en forma
directa a h(X). Pero obse´rvese que
g(X) := h(X+1) =
(X+1)p−1
(X+1)−1
= X p−1+
(
p
1
)
X p−2+
(
p
2
)
X p−3+ · · ·+
(
p
p−2
)
X+
(
p
p−1
)
.
Se sabe que p divide
(p
k
)
para k = 1,2, . . . , p−1 y que ( pp−1)= ( pp−1)= p. Ahora el criterio
de Eisenstein permite concluir que g(X) es irreducible. Esto conlleva la irreducibilidad de
h(X), porque una factorizacio´n h(X) = k(X) l(X) implicarı´a g(X) = k(X + 1) l(X + 1). Por
lo tanto, el polinomio (1.17) es tambie´n irreducible.
1.3 Polinomios sime´tricos
Definicio´n 1.20. Una permutacio´n del conjunto {1,2, . . . ,n} es una biyeccio´n de este con-
junto en sı´ mismo. Las permutaciones forman un grupo (no conmutativo) bajo composicio´n
de funciones. Este grupo se denota Sn y contiene n! elementos.
Definicio´n 1.21. Si σ ∈ Sn, se puede definir un automorfismo ϕσ del anillo A[X1, . . . ,Xn] por
ϕσ ( f (X1, . . . ,Xn)) := f (Xσ(1), . . . ,Xσ(n)). (1.18)
Obse´rvese que ϕσ es la extensio´n del homomorfismo de inclusio´n ι : A→ A[X1, . . . ,Xn] de-
terminado por ϕσ (X j) := Xσ( j). Su existencia sigue del Corolario 1.7, con S= A[X1, . . . ,Xn].
Es evidente que ϕσ es biyectivo, con inverso ϕσ−1 .
Un polinomio f = f (X1, . . . ,Xn) se llama polinomio sime´trico si ϕσ ( f ) = f para toda
permutacio´n σ ∈ Sn.
Ejemplo 1.22. Los siguientes polinomios de grado 3 en tres variables son sime´tricos:
X31 +X
3
2 +X
3
3 , X
2
1X2+X
2
1X3+X1X
2
2 +X1X
2
3 +X
2
2X3+X2X
2
3 , X1X2X3.
Por otro lado, X21X2+X
2
2X3+X
2
3X1 no es sime´trico.
Definicio´n 1.23. Para cada n fijo, y para cada k= 1,2, . . . ,n, se define el polinomio sime´trico
elemental sk de grado k en n variables por
sk(X1, . . . ,Xn) := ∑
J⊂{1,2,...,n}
|J|=k
(
∏
j∈J
X j
)
.
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Para n= 3, los polinomios sime´tricos elementales son:
s1 := X1+X2+X3, s2 := X1X2+X1X3+X2X3, s3 := X1X2X3.
El polinomio sk(X1, . . . ,Xn) es entonces la suma de todos los posibles productos de k de las
indeterminadas, sin repeticio´n.
Si Z es otra indeterminada, en el anillo Z[X1, . . . ,Xn,Z] se verifica
(Z−X1)(Z−X2) . . .(Z−Xn) = Zn− s1Zn−1+ s2Zn−2+ · · ·+(−1)nsn, (1.19)
la cual sirve como definicio´n alternativa de los sk = sk(X1, . . . ,Xn).
Proposicio´n 1.24. Si p(X) = a0+a1X+ . . .+an−1Xn−1+Xn ∈F [X ] es un polinomiomo´nico
con raı´ces α1, . . . ,αn ∈ F, entonces sus coeficientes cumplen
an−k = (−1)k sk(α1, . . . ,αn). (1.20)
Demostracio´n. Hay un homomorfismo esta´ndar ϕ : Z→ F [X ] determinado por ϕ(1) := 1F ∈
F [X ]. Por el Corolario 1.7, e´ste se extiende a un homomorfismo ϕ˜ : Z[X1, . . . ,Xn,Z]→ F [X ],
de manera u´nica, al poner ϕ˜(X j) := α j para cada j y ϕ˜(Z) := X . Al aplicar ϕ˜ a ambos lados
de la ecuacio´n (1.19), se obtiene
p(X) = Xn− s1(α1, . . . ,αn)Xn−1+ s2(α1, . . . ,αn)Xn−2+ · · ·+(−1)nsn(α1, . . . ,αn), (1.21)
de donde las identidades (1.20) son evidentes.
En particular, en la factorizacio´n X3 + aX2 + bX + c = (X − α1)(X − α2)(X − α3) se
obtiene
−a= α1+α2+α3, b= α1α2+α1α3+α2α3, −c= α1α2α3.
Cualquier polinomio sime´trico puede expresarse en funcio´n de los polinomios sime´tricos
elementales. Por ejemplo,
X21 + · · ·+X2n = (X1+ · · ·+Xn)2−2(X1X2+ · · ·+Xn−1Xn) = s21−2s2.
Para n= 3, otro ejemplo es
X31 +X
3
2 +X
3
3 = (X1+X2+X3)
3−3(X1+X2+X3)(X1X2+X1X3+X2X3)+3X1X2X3
= s31−3s1s2+3s3.
En F [X1, . . . ,Xn], el producto s
k1
1 s
k2
2 . . .s
kn
n es una suma sime´trica de monomios cuyo primer
te´rmino es Xk1+k2+···+kn1 X
k2+···+kn
2 . . .X
kn−1+kn
n−1 X
kn
n . Su grado, como elemento de F [X1, . . . ,Xn],
es k1+2k2+ · · ·+nkn: esta cantidad puede llamarse el “peso” del monomio sk11 sk22 . . .sknn .
Los polinomios sime´tricos generan una suba´lgebra de F [X1, . . . ,Xn]. El siguiente resul-
tado dice que los polinomios sime´tricos elementales generan esta suba´lgebra.16
16Un a´lgebra sobre un cuerpo F es un anillo que es a su vez un espacio vectorial sobre F .
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Proposicio´n 1.25. Si f (X1, . . . ,Xn) es un polinomio sime´trico en F [X1, . . . ,Xn] de grado r,
entonces hay un u´nico polinomio p de n variables, de peso ≤ r, tal que f (X1, . . . ,Xn) =
p(s1, . . . ,sn).
Demostracio´n. Si se pone Xn = 0 en la relacio´n (1.19), se obtiene
(Z−X1) . . .(Z−Xn−1)Z = Zn− s˜1Zn−1+ · · ·+(−1)ns˜n−1Z,
donde los s˜k(X1, . . . ,Xn−1) = sk(X1, . . . ,Xn−1,0) son los polinomios sime´tricos elementales
en (n−1) variables.
Ahora se puede hacer una doble induccio´n sobre n (el caso n = 1 es trivial) y sobre el
grado r (el caso r = 0 es trivial). Supo´ngase, entonces, que el enunciado sea va´lido para
polinomios de menos de n variables, y para polinomios de n variables de grado < r. Luego,
hay un polinomio g de n−1 variables, de peso ≤ r, tal que
f (X1, . . . ,Xn−1,0) = g(s˜1, . . . , s˜n−1).
En ese caso, el polinomio
f1(X1, . . . ,Xn) := f (X1, . . . ,Xn)−g(s1, . . . ,sn−1) ∈ F [X1, . . . ,Xn]
tiene grado ≤ r, es sime´trico en X1, . . . ,Xn y satisface f1(X1, . . . ,Xn−1,0) = 0. Por tanto, este
polinomio es divisible por Xn. Por su simetrı´a, tambie´n es divisible por X1, . . . ,Xn−1, y en
consecuencia es divisible por sn = X1 . . .Xn. Resulta, entonces, que
f1(X1, . . . ,Xn) = sn h(X1, . . . ,Xn)
para algu´n polinomio h con grh(X1, . . . ,Xn) ≤ r− n. la hipo´tesis inductiva asegura que hay
un polinomio g1 de n variables con h(X1, . . . ,Xn) = g1(s1, . . . ,sn). Entonces
f (X1, . . . ,Xn) = g(s1, . . . ,sn−1)+ sn g1(s1, . . . ,sn),
en donde cada monomio al lado derecho tiene peso ≤ r.
Para la unicidad, basta mostrar que no puede haber un polinomio q de grado ≥ 1 tal que
q(s1, . . . ,sn) = 0. En el caso contrario, to´mese q del menor grado posible. Al desarrollar q
con respecto a la variable Xn, se obtiene
q(X1, . . . ,Xn) = q0(X1, . . . ,Xn−1)+q1(X1, . . . ,Xn−1)Xn+ · · ·+qk(X1, . . . ,Xn−1)Xkn ,
en donde q0(X1, . . . ,Xn−1) 6= 0. (Porque si no, serı´a q(X1, . . . ,Xn) = Xn k(X1, . . . ,Xn) y por
ende sn k(s1, . . . ,sn) = 0, lo cual implicarı´a k(s1, . . . ,sn) = 0 con grk < grq.) Entonces
q0(s1, . . . ,sn−1)+ · · ·+qk(s1, . . . ,sn−1)skn = 0,
y la sustitucio´n Xn 7→ 0, que conlleva sn 7→ 0, produce la relacio´n q0(s˜1, . . . , s˜n−1) = 0. Se
ve que este es una relacio´n no trivial entre los polinomios sime´tricos elementales en (n−1)
variables. La ausencia de tales relaciones sigue por induccio´n sobre n.
Al no haber una relacio´n polinomial no trivial entre s1, . . . ,sn, se dice que e´stos son alge-
braicamente independientes. La conclusio´n es que la suba´lgebra de polinomios sime´tricos en
F [X1, . . . ,Xn] es tambie´n un a´lgebra polinomial: se identifica con F [s1, . . . ,sn].
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Corolario 1.26. Si F ⊆ C, sean α1,α2, . . . ,αn ∈ C las raı´ces del polinomio f (X) ∈ F [X ]. Si
h es cualquier polinomio sime´trico de n variables, entonces h(α1, . . . ,αn) ∈ F.
Demostracio´n. Por la Proposicio´n 1.25, basta tomar h= sk, uno de los polinomios sime´tricos
elementales. Si f (X) = a0+a1X + . . .+anXn, la Proposicio´n 1.24 dice que h(α1, . . . ,αn) =
(−1)k an−k/an ∈ F .
I A veces es importante saber si dos polinomios tienen una raı´z comu´n, antes de calcular las
raı´ces explı´citamente. Hay una cantidad escalar que depende solamente de los coeficientes
de los dos polinomios y que detecta la presencia de una raı´z comu´n.
Definicio´n 1.27. Sean f (X) = a0 + a1X + · · ·+ anXn, g(X) = b0 + b1X + · · ·+ bmXm dos
polinomios en F [X ], donde F ⊆ C. Sean
f (X) = an(X−α1) . . .(X−αn), g(X) = bm(X−β1) . . .(X−βm)
sus factorizaciones en C[X ]. El resultante de estos dos polinomios es
Res( f ,g) := amn b
n
m
n
∏
i=1
m
∏
j=1
(αi−β j). (1.22)
Si f (X) = 0 o´ g(X) = 0, se define Res( f ,g) := 0.
Obse´rvese que Res(g, f ) = (−1)mnRes( f ,g). Adema´s, es claro que
Res( f ,g) := amn
n
∏
i=1
g(αi) = (−1)mnbnm
m
∏
j=1
f (β j). (1.23)
Para el caso de polinomios constantes (n = 0 o´ m = 0), estas fo´rmulas son consistentes can
Res(a0,g) := am0 , Res( f ,b0) := b
n
0.
Lema 1.28. El resultante se anula, Res( f ,g) = 0, si y so´lo si f (X) y g(X) tienen una raı´z
comu´n (en C), si y so´lo si el ma´ximo comu´n divisor de f (X) y g(X) tiene grado al menos 1.
Demostracio´n. Esta´ claro que la cantidad (1.22) es cero si y so´lo si una de las αi coincide
con una de las β j. Por otra parte, si h(X) := mcd( f (X),g(X)) en F [X ] es de grado mayor
que cero, hay algu´n ζ ∈ C con h(ζ ) = 0 y por ende f (ζ ) = 0 y g(ζ ) = 0: este ζ es una
raı´z comu´n de f (X) y g(X). En cambio, si f (η) = g(η) = 0 para algu´n η ∈ C, la relacio´n
h(X) = a(X) f (X)+b(X)g(X) muestra que h(η) = 0 tambie´n, ası´ que (X −η) es un factor
de h(X) en C[X ]: se concluye que grh(X)≥ 1.
Lema 1.29. Si f (X) = q(X)g(X) + r(X) en f [X ], en donde k = grr(X) < grg(X) o bien
r(X) = 0, entonces
Res( f ,g) = (−1)mn bn−km Res(g,r). (1.24)
En consecuencia, se puede calcular Res( f ,g) con el algoritmo euclidiano.
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Demostracio´n. Al aplicar las dos fo´rmulas en (1.23), se ve que
Res( f ,g) = Res(qg+ r,g) = (−1)mn bnm
m
∏
j=1
q(β j)g(β j)+ r(β j)
= (−1)mn bnm
m
∏
j=1
r(β j) = (−1)mn bn−km bkm
m
∏
j=1
r(β j)
= (−1)mn bn−km Res(g,r).
Ejemplo 1.30. Los polinomios 3X5+X+2, 2X3−1 no tienen raı´z comu´n, porque
Res(2+X+3X5,−1+2X3) = (−1)1525−2Res(−1+2X3,2+X+ 32X2)
=−8(−1)6(32)3−1Res(2+X+ 32X2, 79 − 169 X)
=−18(−1)2(−169 )2−0Res(79 − 169 X , 1395512 )
=−5129 (1395512 )1 =−155.
Hay una fo´rmula para el resultante17 en te´rminos de los coeficientes de los polinomios:
Res( f ,g) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an an−1 . . . a0
an an−1 . . . a0
. . . . . . . . . . . .
an an−1 . . . a0
bm bm−1 . . . b0
bm bm−1 . . . b0
. . . . . . . . . . . .
bm bm−1 . . . b0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(1.25)
En este determinante, las primeras m filas contienen los coeficientes de f (X), las u´ltimas n
filas contienen los coeficientes de g(X), y hay m+n columnas; las entradas no indicadas son
ceros. Por ejemplo,
Res(3X5+X+2,2X3−1) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
3 0 0 0 1 2 0 0
0 3 0 0 0 1 2 0
0 0 3 0 0 0 1 2
2 0 0 −1 0 0 0 0
0 2 0 0 −1 0 0 0
0 0 2 0 0 −1 0 0
0 0 0 2 0 0 −1 0
0 0 0 0 2 0 0 −1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=−155.
Para averiguar si un polinomio tenga una raı´z doble, se toma el resultante de ese polinomio
con su derivada.
17Para una demostracio´n de la igualdad de esta fo´rmula con (1.22), ve´ase, por ejemplo: A. G. Kurosh, Curso
de A´lgebra Superior, Mir, Moscu´, 1977; art. 54.
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Definicio´n 1.31. Si f (X) = a0+a1X + · · ·+anXn es un polinomio en F [X ], su derivada es
el polinomio
f ′(X) := a1+2a2X+3a3X2+ · · ·+nanXn−1.
Para el caso f (X) = a0, se define f ′(X) := 0. Es fa´cil comprobar que la correspondencia
f (X) 7→ f ′(X) es una derivacio´n del a´lgebra F [X ], es decir, una aplicacio´n lineal que cumple
la regla de Leibniz: la derivada de f (X)g(X) es f ′(X)g(X)+ f (X)g′(X).
El discriminante de f (X) es el escalar
D( f (X)) :=
(−1)n(n−1)/2
an
Res( f , f ′) ∈ F. (1.26)
Lema 1.32. Sea f (X) ∈ F [X ], con F ⊆ C. El discriminante D( f (X)) se anula si y so´lo si
f (X) tiene una raı´z doble.
Demostracio´n. Sea f (X) = an(X −α1) . . .(X −αn) en C[X ]. La fo´rmula (1.23) muestra la
identidad Res( f , f ′) = an−1n ∏ni=1 f ′(αi).
La regla de Leibniz muestra que
f ′(X) = an
n
∑
i=1
(X−α1) . . .(X−αi−1)(X−αi+1) . . .(X−αn),
ası´ que
f ′(αi) = an(αi−α1) . . .(αi−αi−1)(αi−αi+1) . . .(αi−αn) = an∏
j 6=i
(αi−α j).
Por tanto, Res( f , f ′) = a2n−1n ∏i6= j(αi−α j) vale 0 si y so´lo si dos de los αi son iguales.
La demostracio´n del lema pone en evidencia la fo´rmula
D( f (X)) = (−1)n(n−1)/2a2n−2n ∏
i6= j
(αi−α j).
El signo se puede suprimir al cambiar el te´rmino (αr−αs) a −(αs−αr) toda vez que r > s;
de esta forma, se obtiene
D( f (X)) = a2n−2n ∏
1≤i< j≤n
(αi−α j)2. (1.27)
Cualquier permutacio´n de los αi so´lo puede cambiar el signo de estos productos. Por tanto,
si D( f (X))2 es un polinomio sime´trico en las raı´ces de f (X).
Ejemplo 1.33. El discriminante del polinomio aX2+bX+ c es
D(aX2+bX+ c) =−1
a
Res(aX2+bX+ c,2aX+b)
=−1
a
(2a)2Res
(
2aX+b,c− b
2
4a
)
=−4a
(
c− b
2
4a
)
= b2−4ac.
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De igual manera, el discriminante del polinomio X3+ pX+q es
D(X3+ pX+q) =−Res(X3+ pX+q,3X2+ p) =−32Res(3X2+ p, 23 pX+q)
=−9
(
2p
3
)2
Res
(
2p
3
X+q, p+
27q2
4p2
)
=−4p2
(
p+
27q2
4p2
)
=−4p3−27q2.
1.4 Ejercicios sobre polinomios
Ejercicio 1.1. Resolver la ecuacio´n X3−6X+9= 0 por el me´todo de Cardano.
Ejercicio 1.2. Resolver la ecuacio´n X3−15X2−33X +847= 0 por el me´todo de Cardano;
las raı´ces son nu´meros enteros.
Ejercicio 1.3. Encontrar, por inspeccio´n, tres raı´ces enteros de la ecuacio´n
X3−7X+6= 0.
En seguida, explicar en detalle co´mo obtener estas raı´ces enteras por el me´todo de Cardano.
Ejercicio 1.4. Resolver, por el me´todo de Ferrari, la ecuacio´n
X4+X2+4X−3= 0.
[[ Indicacio´n: Tratar de encontrar una raı´z de la ecuacio´n cu´bica auxiliar por inspeccio´n. ]]
Ejercicio 1.5. Hallar el ma´ximo comu´n divisor h(X) de los polinomios
f (X) = X4+3X3−X2−4X−3, g(X) = 3X3+10X2+2X−3.
En seguida, encontrar a(X), b(X) en Q[X ] tales que a(X) f (X)+b(X)g(X) = h(X).
Ejercicio 1.6. Sea F un cuerpo cualquiera. Demostrar el “teorema del residuo”: si α ∈ F, el
residuo de la divisio´n de un polinomio f (X) ∈ F [X ] por (X−α) es igual a f (α).
(Una consecuencia inmediata es el “teorema del factor”: f (X) tiene (X−α) como factor
de primer grado si y so´lo si f (α) = 0.)
¿Siguen va´lidos estos “teoremas” si reemplazamos F por Z?
Ejercicio 1.7. Dos polinomios f (X) y g(X) en F [X ] se llaman asociados si hay un escalar
no cero c ∈ F tal que f (X) = cg(X). (Debe de ser evidente que esta es una relacio´n de
equivalencia entre polinomios.) Explicar co´mo se podrı´a modificar el algoritmo euclidiano
para polinomios en Z[X ], de manera que todos los cocientes y residuos intermedios q j(X) y
r j(X) tengan coeficientes en Z. Con esta modificacio´n, hallar mcd(X12− 1,(X2−X + 1)4)
mediante un ca´lculo ejecutado en Z[X ].
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Ejercicio 1.8. Sean f (X), g(X) dos polinomios en F [X ] y sea h(X) = mcd( f (X),g(X)).
Mostrar, con todo detalle, que existen polinomios a(X),b(X) ∈ F [X ] tales que
a(X) f (X)+b(X)g(X) = h(X).
[[ Indicacio´n: Adaptar la demostracio´n del resultado ana´logo en Z, con base en la propiedad
de divisibilidad con residuo. ]]
Ejercicio 1.9. Sea F un cuerpo. Se sabe que F [X ] es un anillo principal, es decir, un anillo
entero en donde cada ideal es generado por un so´lo elemento. Si A es un anillo conmutativo y
c1, . . . ,cn ∈ A, se denota por (c1, . . . ,cn) := {a1c1+a2c2+ · · ·+ancn : a1, . . . ,an ∈ A} el ideal
que estos elementos generan. Mostrar que ( f (X), g(X)) = (h(X)) como ideales de F [X ] si y
so´lo si h(X) es un asociado del ma´ximo comu´n divisor mcd( f (X),g(X)).
Ejercicio 1.10 (Lema de Euclides). Dos polinomios f (X) y g(X) en F [X ] se llaman relati-
vamente primos si mcd( f (X),g(X)) = 1. En tal caso, mostrar que si k(X) ∈ F [X ] y si f (X)
divide g(X)k(X), entonces f (X) divide k(X).
Ejercicio 1.11. El polinomio 2X4+21X3−6X2+9X−3 es irreducible en Z[X ]. Verificar la
irreducibilidad con el criterio de Eisenstein.
Ejercicio 1.12. El Lema de Gauss muestra que los factores de un polinomio primitivo en
Z[X ] quedan tambie´n en Z[X ]. Para el polinomio X4+X+1, mostrar que las posibles factor-
izaciones
X4+X+1= (X±1)(X3+ax2+bX±1) = (X2+ cX±1)(x2+dX±1)
no pueden realizarse con a,b,c,d ∈ Z, ası´ que X4+X+1 es irreducible en Z[X ].
Del mismo modo, comprobar que X5+5X2+4X+7 es irreducible en Z[X ].
Ejercicio 1.13. Se sabe que el polinomio X4+X3+X2+X+1 es irreducible en Q[X ], pero
reducible en R[X ]. Encontrar su factorizacio´n en R[X ].
[[ Indicacio´n: Recordar la fo´rmula de de Moivre: (cosθ + isenθ)n = cosnθ + isennθ . ]]
Ejercicio 1.14. Si f (X) = a0+a1X+ · · ·+anXn ∈ Z[X ] tiene una raı´z racional α = r/s ∈Q,
donde r,s ∈ Z con s 6= 0 y mcd(r,s) = 1, comprobar que r \a0 y s\an.
Usar este criterio para factorizar 2X3−8X2−9X+5 en Z[X ].
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2 Extensiones de Cuerpos
2.1 Cuerpos y subcuerpos
Definicio´n 2.1. Sean F , K dos cuerpos tales que F ⊆ K como subanillo. Entonces se dice
que F es un subcuerpo de K y que K es una extensio´n de F . Se escribe K |F para indicar que
K es una extensio´n de F .1
En particular, K es un espacio vectorial sobre F . De hecho, si a ∈ F , entonces la corres-
pondencia b 7→ ab entre elementos de K es una “multiplicacio´n escalar” por ese elemento
de F . La dimensio´n de K como espacio vectorial sobre F se denota [K : F ] y se llama el
grado de la extensio´n.
Ejemplo 2.2. El grado de una extensio´n puede ser finita o infinita; si [K : F ] es finita, se dice
que K es una extensio´n finita de F .
1. La extensio´n C |R es finita, con [C : R] = 2. En efecto, como cada elemento de C es
de la forma a+bi con a,b ∈ R, es evidente que {1, i} es una base de C como espacio
vectorial sobre R.
2. Las extensiones R |Q y C |Q son infinitas. De hecho, como Q es enumerable pero R
no lo es, cualquier base de R como espacio vectorial sobre Q es no enumerable: por
lo tanto, no se puede exhibir una sola de esas “bases de Hamel”, aunque se sabe que
existen.2
3. Si F es un cuerpo cualquiera, sea F(X) el cuerpo de funciones racionales en una varia-
ble. Esta´ claro que [F(X) : F ] = ∞.
4. Sea Q(
√
2) := {a+ b√2 : a,b ∈ Q}. Este es obviamente un anillo entero; de hecho,
es un cuerpo, porque si a 6= 0 o´ b 6= 0, se ve que (a+b√2)−1 = (a−b√2)/(a2−2b2)
queda en Q(
√
2). Es evidente, adema´s, que {1,√2} es una base de Q(√2) sobre Q.
Por tanto, [Q(
√
2) : Q] = 2.
Proposicio´n 2.3. Si F ⊆ K ⊆ L es una torre de dos extensiones, entonces
[L : F ] = [L : K] [K : F ]. (2.1)
Demostracio´n. Sean y1, . . . ,ys ∈ L linealmente independientes sobre K; y sean x1, . . . ,xr ∈ K
linealmente independientes sobre F . Entonces los elementos {xiy j : i= 1, . . . ,r; j= 1, . . . ,s}
de L son linealmente independientes sobre F . En efecto, si hay coeficientes ci j ∈ F con
∑i, j ci j xiy j = 0, entonces
s
∑
j=1
( r
∑
i=1
ci j xi
)
y j = 0 en L,
1En la mayorı´a de los textos, se usa “K/F” en vez de “K |F” para indicar una extensio´n; pero esta notacio´n
no es muy compatible con la designacio´n de cocientes (de cuerpos, anillos o grupos). Aquı´ reservamos la raya
vertical para extensiones.
2La existencia de una base en cualquier espacio vectorial fue sen˜alada por Georg Hamel en 1905, como una
de las primeras consecuencias de la “axioma de eleccio´n” formulado por Ernst Zermelo en 1904.
MA–660: Teorı´a de Galois 25
lo cual implica que ∑ri=1 ci j xi = 0 en K para cada j = 1, . . . ,s; lo cual a su vez implica
que ci j = 0 en F para cada i, j. Se concluye que [L : F ] ≥ rs. En consecuencia, se ve que
[L : F ]≥ [L : K] [K : F ].
Si [L : K] = ∞ o´ [K : F ] = ∞, entonces [L : F ] = ∞ y la relacio´n (2.1) vale como igualdad
entre dos infinitudes.
Si L |K y K |F son extensiones finitas, entonces puede tomarse r= [K : F ] y s= [L : K], en
cuyo caso {x1, . . . ,xr} es una base para K sobre F y {y1, . . . ,ys} es una base para L sobre K.
Si z ∈ L, entonces z= ∑sj=1 b j y j para algunos b j ∈ K y adema´s b j = ∑ri=1 ai j xi para algunos
ai j ∈ F . Por tanto, z = ∑i, j ai j xiy j. La conclusio´n es que {xiy j : i = 1, . . . ,r; j = 1, . . . ,s}
genera L como espacio vectorial sobre F ; por ende, este conjunto es una base de L sobre F .
Luego [L : F ] = rs= [L : K] [K : F ].
Notacio´n. Sea K | F una extensio´n de cuerpos y sean α1, . . . ,αn ∈ K. El subanillo de K
generado por F ∪ {α1, . . . ,αn} se llama F [α1, . . . ,αn].3 Este subanillo es la imagen del
homomorfismo ϕα1,...,αn : F [X1, . . . ,Xn] → K que extiende la inclusio´n F ↪→ K y obedece
ϕα1,...,αn(X j) = α j para j = 1, . . . ,n. Informalmente, F [α1, . . . ,αn] consta de “polinomios en
α1, . . . ,αn con coeficientes en F”.
El subcuerpo de K generado por F ∪{α1, . . . ,αn} se denota por F(α1, . . . ,αn). Es evi-
dente que F(α1, . . . ,αn) = {a/b : a,b ∈ F [α1, . . . ,αn], b 6= 0}.
Si n= 1, se dice que
F(α) :=
{
f (α)
g(α)
: f (X),g(X) ∈ F [X ], g(α) 6= 0
}
(2.2)
es una extensio´n simple de F .
Definicio´n 2.4. SeaK |F una extensio´n de cuerpos y sea α ∈K. Se dice que α es un elemento
trascendente sobre F si f (α) 6= 0 para todo f (X) ∈ F [X ]. En este caso, el homomorfismo
ϕα : F [X ]→ F [α], tal que ϕα(a) = a para a ∈ F y ϕα(X) = α , se extiende a un homomor-
fismo inyectivo ψα : F(X)→ F(α) al definir ψα( f (X)/g(X)) := f (α)/g(α).
Definicio´n 2.5. SeaK |F una extensio´n de cuerpos y sea α ∈K. Se dice que α es un elemento
algebraico sobre F si existe un polinomio no constante f (X) ∈ F [X ] tal que f (α) = 0. En
este caso,
kerϕα = { f (X) ∈ F [X ] : f (α) = 0}
es un ideal de F [X ]. Como todo ideal de F [X ] es principal, hay un polinomio mo´nico p(X)
tal que kerϕα = (p(X)). Este polinomio p(X) es irreducible: si p(X) = g(X)h(X) fuera una
factorizacio´n no trivial en dos factores mo´nicos, entonces serı´a g(α)h(α) = p(α) = 0 ası´ que
g(α) = 0 o bien h(α) = 0; pero entonces serı´a g(X) ∈ kerϕα o bien h(X) ∈ kerϕα , aunque
ninguna de estos dos polinomios es divisible por p(X). Este polinomio mo´nico irreducible
p(X) se llama el polinomio mı´nimo4 del elemento algebraico α .
3Este es, por definicio´n, la interseccio´n de todos los subanillos de K que incluyen F ∪ {α1, . . . ,αn}: su
existencia es automa´tica.
4La unicidad de p(X) se verifica fa´cilmente.
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Lema 2.6. Sea K |F una extensio´n de cuerpos y sea α ∈K algebraico sobre F con polinomio
mı´nimo p(X). Sea β ∈ K cualquier otro raı´z de p(X). Entonces β es algebraico sobre F y
su polinomio mı´nimo es p(X) tambie´n.
Demostracio´n. Como p(β ) = 0 por hipo´tesis, β es algebraico sobre F . Sea q(X) el poli-
nomio mı´nimo de β , el cual es mo´nico e irreducible. La igualdad p(β ) = 0 implica que
q(X)\ p(X); pero p(X) es irreducible, ası´ que q(X) = c p(X) para algu´n c ∈ F , c 6= 0. Ahora,
tanto p(X) como q(X) es mo´nico, por ende c= 1 y q(X) = p(X).
Lema 2.7. Si K |F es una extensio´n de cuerpos y si α ∈K es un elemento algebraico sobre F,
entonces F(α) = F [α].
Demostracio´n. Sea p(X) el polinomio mı´nimo de α en F [X ]. Si h(X)∈F [X ] es un polinomio
con h(α) 6= 0, entonces p(X) no divide h(X). Como p(X) es irreducible, se concluye que
mcd(p(X),h(X)) = 1. El resultado del Corolario 1.10 es va´lido tanto en Z como en el anillo
de polinomios F [X ] (se lo demuestra por el mismo algoritmo euclidiano en ambos casos) y
de ahı´ pueden encontrarse dos polinomios a(X), b(X) tales que
a(X) p(X)+b(X)h(X) = 1. (2.3)
Al evaluar estos polinomios5 en α , se obtiene b(α)h(α)= 1 en F [X ]. Luego se puede escribir
g(α)/h(α) = g(α)b(α) ∈ F [α] para todo g(α) ∈ F [α].
Lema 2.8. Si α ∈ K es un elemento algebraico sobre el subcuerpo F de K, entonces la
extensio´n F(α) |F es finita.
Demostracio´n. Sea n el grado del polinomio mı´nimo p(X) de α . Si f (X) ∈ F [X ], hay poli-
nomios q(X), r(X) en F [X ] tales que f (X) = q(X) p(X) + r(X), con grr(X) < n o bien
r(X) = 0. Al evaluar estos polinomios en α , se obtiene
f (α) = q(α) p(α)+ r(α) = r(α),
y en consecuencia,
F(α) = F [α] = {0}∪{r(α) ∈ K : grr(X)< n}.
Entonces, {1,α,α2, . . . ,αn−1} generan F(α) como espacio vectorial sobre F . Estos elemen-
tos de K tambie´n son linealmente independientes sobre F , porque si no, una combinacio´n
lineal de entre ellos producirı´a un polinomio h(X) de grado < n tal que h(α) = 0, contrario a
la minimalidad de p(X). Luego {1,α,α2, . . . ,αn−1} es una base de F(α) sobre F , de donde
[F(α) : F ] = n.
En vista de este resultado, se dice que un elemento algebraico α es de grado n sobre F
si n es el grado de su polinomio mı´nimo p(X), que coincide con el grado [F(α) : F ] de la
extensio´n F(α) |F .
5Dicha “evaluacio´n” consiste en la aplicacio´n del homomorfismo ϕα : F [X ]→ F [α].
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Definicio´n 2.9. Una extensio´n de cuerpos K |F es una extensio´n algebraica si cada elemento
de K es algebraico sobre F .
Ejemplo 2.10. La extensio´nC |R es algebraica, porque cada elemento a+bi∈C con a,b∈R
es una raı´z del polinomio X2−2aX+a2+b2. Este es su polinomio mı´nimo si b 6= 0.
Lema 2.11. Cada extensio´n finita K |F es una extensio´n algebraica.
Demostracio´n. Sea n = [K : F ]. Si β ∈ K \F , entonces el conjunto {1,β ,β 2, . . . ,β n} no es
linealmente independiente sobre F : si sus elementos son distintos, hay (n+1) de ellos; y si
no son distintos, hay una relacio´n lineal β k−1= 0 para algu´n k ∈ {2, . . . ,n}. Luego, hay un
polinomio no constante f (X) ∈ F [X ] con gr f (X) = n tal que f (β ) = 0. Esto dice que β es
algebraica sobre F , de grado ≤ n.
Ejemplo 2.12. No toda extensio´n algebraica es una extensio´n finita. Por el “teorema funda-
mental del a´lgebra”, cada polinomio en Q[X ] tiene todos sus raı´ces en C. Defı´nase Q como
la unio´n de todas las raı´ces en C de todos los polinomios en Q[X ]. Resulta que Q es un
cuerpo (¿por que´?) y que hay elementos de C que no pertenecen a Q, los llamados nu´meros
trascendentes.6 Por construccio´n, Q es una extensio´n algebraica de Q. Pero se sabe (ve´ase
el Ejemplo 1.19) que hay polinomios irreducibles en Q[X ] de cualquier grado primo p, cuyas
raı´ces son nu´meros algebraicos de grado p sobreQ. Por tanto, no puede haber cota finita para
el grado [Q : Q].
Lema 2.13. Si K |F es una extensio´n de cuerpos y si α,β ∈ K son algebraicos sobre F,
entonces α±β , αβ y α/β (si β 6= 0) son algebraicos sobre F.
Demostracio´n. Sea E := F(α), de modo que F(α,β ) = E(β ). Sean p(X),q(X) ∈ F [X ] los
respectivos polinomios mı´nimos de α y β sobre F . Escrı´base n = [F(α) : F ] = gr p(X),
m = [F(β ) : F ] = grq(X). Ahora q(X) ∈ E[X ] porque F ⊆ E, con q(β ) = 0 en K: eso dice
que β es algebraico sobre E y que [E(β ) : E]≤ m. (Obse´rvese que q(X), aunque irreducible
en F [X ], podrı´a ser reducible en E[X ], en cuyo caso el polinomio mı´nimo de β sobre E serı´a
un factor propio de q(X), de grado < m.) Entonces
[F(α,β ) : F ] = [F(α,β ) : F(α)] [F(α) : F ] = [E(β ) : E] [F(α) : F ]≤ mn.
Por lo tanto F(α,β ) es una extensio´n finita de F y como tal es una extensio´n algebraica, por
el Lema 2.11. En particular, α±β , αβ y α/β (si β 6= 0) son elementos de F(α,β ) y luego
son algebraicos sobre F .
Llamemos cuerpo intermedio de una extensio´n K |F un cuerpo E tal que F ⊆ E ⊆ K.
Corolario 2.14. Si K |F es una extensio´n de cuerpos cualquiera, los elementos de K que son
algebraicos sobre F forman un cuerpo intermedio de esta extensio´n. 
6Los nu´meros trascendentes existen, porqueQ es enumerable mientras C no lo es. Es menos fa´cil exhibir un
nu´mero trascendente, aunque ya se sabe que pi , e son trascendentes. Liouville, en 1844, produjo una familia (no
enumerable) de nu´meros trascendentes, entre ellos ∑∞k=1 10−k! = 0.11000100000000000000000100 . . . . Para su
construccio´n, ve´ase el Capı´tulo 2 de: John C. Oxtoby, Measure and Category, Springer, New York, 1971.
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Ejemplo 2.15. Conside´rese la extensio´nQ(
√
2,
√
3) |Q. Tiene un cuerpo intermedioQ(√2),
que cumple [Q(
√
2) : Q] = 2. De hecho, el polinomio mı´nimo de
√
2 sobreQ es el polinomio
cuadra´tico X2−2.
Es fa´cil ver que
√
3 /∈ Q(√2). Si hubiera p,q ∈ Q con √3 = p+ q√2, entonces serı´a
3 = p2 + 2q2 + 2pq
√
2: como {1,√2} es linealmente independiente sobre Q, se tendrı´a
p2 + 2q2 = 3 y 2pq = 0 en Q; de ahı´ p = 0, 2q2 = 3 o bien q = 0, p2 = 3, pero estas
ecuaciones no tienen soluciones racionales.
Entonces Q(
√
2,
√
3) |Q(√2) es una extensio´n de grado > 1 y el polinomio X2− 3 es
irreducible en Q(
√
2)[X ]. Este es, entonces, el polinomio mı´nimo de
√
3 sobre Q(
√
2). Por
tanto, es [Q(
√
2,
√
3) : Q(
√
2)] = 2. Se concluye que [Q(
√
2,
√
3) : Q] = 4.
Ahora
√
6=
√
2
√
3 ∈Q(√2,√3). Adema´s, {1,√2,√3,√6} es una base de Q(√2,√3)
como espacio vectorial sobre Q. Si no fuera ası´, habrı´a a,b,c,d ∈Q, no todos cero, tales que
a+b
√
2+ c
√
3+d
√
6= 0.
Despue´s de multiplicar por un denominador comu´n y dividir por algu´n entero, se puede
suponer que a,b,c,d ∈ Z y que no tienen factor comu´n. Ahora a+ b√2 = −c√3− d√6,
ası´ que a2+2b2+2ab
√
2= 3c2+6d2+6cd
√
2 y por ende,
a2+2b2 = 3(c2+2d2), ab= 3cd.
Al tomar residuos mo´dulo 3, se obtiene a2 + 2b2 ≡ 0 mod 3, ab ≡ 0 mod 3. Esto so´lo es
posible si a≡ b≡ 0 mod 3, de modo que a= 3m, b= 3n con m,n ∈ Z. Pero esto implicarı´a
que c2+2d2 = 3(m2+2n2) y cd = 3mn. El mismo proceso lleva a c≡ d ≡ 0 mod 3, contrario
a la suposicio´n de que mcd(a,b,c,d) = 1.
Sea α :=
√
2+
√
3 ∈ Q(√2,√3). Entonces α2 = 5+ 2√6 y luego no hay p,q,r ∈ Q,
no todos cero, tales que pα2+ qα + r = 0. El polinomio mı´nimo de α sobre Q tiene grado
mayor que 2, ası´ que ese grado debe ser 4. Ahora α4 = (5+2
√
6)2 = 49+20
√
6= 10α2−1,
se ve que ese polinomio mı´nimo es p(X) := X4−10X2+1.
El criterio de Eisenstein no es u´til para verificar que X4−10X2+1 es irreducible sobreQ.
Pero podemos ensayar una factorizacio´n directa. La fo´rmula cuadra´tica muestra que
X4−10X2+1= 0 =⇒ X2 = 5±2
√
6= (
√
2±
√
3)2,
de donde se obtiene la factorizacio´n completa en Q(
√
2,
√
3):
X4−10X2+1= (X−
√
2−
√
3)(X−
√
2+
√
3)(X+
√
2−
√
3)(X+
√
2+
√
3).
Se concluye que Q(
√
2,
√
3) =Q(
√
2+
√
3).
2.2 Cuerpos de escisio´n
Lema 2.16. Sea p(X) un polinomio irreducible en F [X ], y sea J := (p(X)) el ideal principal
de F [X ] generado por p(X). Entonces el anillo cociente F [X ]/J = { f (X)+J : f (X)∈ F [X ]}
es un cuerpo.
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Demostracio´n. Los elementos del anillo cociente son ‘coclases’ de la forma f (X)+ J. Por
divisio´n, como en la demostracio´n del Lema 2.8, se puede escribir f (X) = q(X) p(X)+ r(X),
con grr(X) < gr p(X) o bien r(X) = 0. Entonces f (X) + J = r(X) + J: cada coclase se
representa por el residuo bajo divisio´n por p(X).
Si r(X) 6= 0, entonces mcd(p(X),r(X)) = 1, ası´ que hay polinomios a(X),b(X) ∈ F [X ]
tales que
a(X) p(X)+b(X)r(X) = 1.
Es claro que b(X) 6= 0, porque q(X) p(X) = 1 es imposible por conteo de grados. Puede
suponerse que grb(X)< gr p(X), porque de lo contrario habrı´a q1(X), b1(X) con grb1(X)<
gr p(X) tales que b(X) = q1(X) p(X)+b1(X); y entonces
(a(X)+q1(X)r(X)) p(X)+b1(X)r(X) = 1.
Pasando al anillo cociente, se obtiene
(b(X)+ J)(r(X)+ J) = 1−a(X) p(X)+ J = 1+ J.
Ahora 1+ J es la identidad en el anillo conmutativo F [X ]/J; el cero de este anillo es la
coclase J. Se concluye que cada coclase no nula r(X) + J tiene un inverso multiplicativo
b(X)+ J; en otras palabras, F [X ]/J es un cuerpo.
Teorema 2.17 (Kronecker). Sea F un cuerpo cualquiera y sea f (X) ∈ F [X ] un polinomio no
constante. Entonces hay una extensio´n E |F tal que f (X) posee una raı´z en E.
Demostracio´n. Sea p(X) un factor irreducible de f (X), y sea J = (p(X)) el ideal principal
de F [X ] generado por p(X). Por el lema anterior, sabemos que L := F [X ]/J es un cuerpo.
La aplicacio´n σ : F → L dado por σ(a) := a+ J es un homomorfismo inyectivo, porque
si a 6= 0 en F , entonces a /∈ J ası´ que a+ J 6= J en L. Entonces el (u´nico) homomorfismo
η : F [X ]→ L que extiende σ y cumple η(X) := X + J es la aplicacio´n cociente, definido
como η : F [X ]→ F [X ]/J : h(X) 7→ h(X)+ J.
Ahora, si p(X) = a0+a1X+ · · ·+anXn, entonces
p(X+ J) = a0+a1X+ · · ·+anXn+ J = p(X)+ J = J,
ası´ que X+ J es una raı´z de p(X) en L= F [X ]/J.
Por la demostracio´n del Lema 2.16, se sabe que L= {r(X)+J : r(X) = 0 o´ grr(X)< n}.
Sea S un conjunto de la misma cardinalidad que {r(X) : 1 ≤ grr(X) < n} y defı´nase E :=
F unionmulti S (unio´n disjunta); entonces la inyeccio´n σ : F ↪→ L puede extenderse a una biyeccio´n
σ : E → L. La estructura de cuerpo de L se transfiere a E mediante esta biyeccio´n:
α+β := σ−1(σ(α)+σ(β )), αβ := σ−1(σ(α)σ(β )).
Entonces E |F es una extensio´n (finita) de cuerpos. Sea ξ := σ−1(X + J) ∈ E. Entonces
σ(p(ξ )) = p(X + J) = J en L implica que p(ξ ) = 0 en E. Luego ξ ∈ E es una raı´z de p(X)
y tambie´n de f (X).
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Corolario 2.18. Sea F un cuerpo cualquiera y sea f (X)∈F [X ] un polinomio de grado n≥ 1.
Entonces hay una extensio´n K |F tal que f (X) posee n raı´ces (no necesariamente distintas)
en K.
Demostracio´n. Por induccio´n sobre n= gr f (X). No hace falta extender F si n= 1.
Por el teorema anterior, hay una extensio´n E |F y un elemento α1 ∈ E tal que f (α1) = 0
en E. Entonces f (X) = (X −α1) f1(X) con f1(X) ∈ E[X ], de grado (n−1). Por la hipo´tesis
inductiva, hay una extensio´n K |E y hay elementos α2, . . . ,αn tales que f (α j) = 0 para j =
2, . . . ,n. Luego f1(X) = an(X−α2) . . .(X−αn) para algu´n an 6= 0 en E. Por tanto, K extiende
F , es an ∈ F y vale
f (X) = an(X−α1)(X−α2) . . .(X−αn).
Es decir, f (X) posee una factorizacio´n completa en K[X ].
Definicio´n 2.19. Sea F un cuerpo cualquiera y sea f (X)∈ F [X ] un polinomio de grado n≥ 1.
Un cuerpo K se llama un cuerpo de escisio´n para f (X) sobre F si:
(a) K es una extensio´n de F y f (X) escinde en K[X ], es decir, hay n raı´ces α1, . . . ,αn ∈ K
tales que
f (X) = an(X−α1)(X−α2) . . .(X−αn) en K[X ]. (2.4)
(b) K = F(α1, . . . ,αn); esto es, las raı´ces generan la extensio´n K |F .
Definicio´n 2.20. Un homomorfismo7 biyectivo ϕ : F → F ′ entre dos cuerpos se llama un
isomorfismo entre F y F ′; si hay al menos un isomorfismo entre ellos, se escribe F ' F ′ y se
dice que F y F ′ son isomorfos. El homomorfismo inverso ϕ−1 : F ′→F establece que F ′'F ;
y si hay un isomorfismo ψ : F ′→ F ′′, entonces ψ ◦ϕ : F → F ′′ es tambie´n un isomorfismo.
De esta forma, se ve que el isomorfismo entre cuerpos es una relacio´n de equivalencia.
Ejemplo 2.21. Si F es un cuerpo cualquiera y si p(X)∈ F [X ] es irreducible, el Teorema 2.17
muestra que hay una extensio´n E | F y un elemento α ∈ E tales que p(α) = 0 en E. Si
J = (p(X)), el homomorfismo ϕα : F [X ]→ F(α) que deja fijo F y cumple ϕα(X) = α da
lugar a un homomorfismo ψα : F [X ]/J→ F(α) por
ψα(h(X)+ J) := ϕα(h(X)) = h(α).
Claramente, ψα es sobreyectivo; es tambie´n inyectivo porque
h(X)+ J ∈ kerψα ⇐⇒ h(α) = 0 en E ⇐⇒ p(X)\h(X) en F [X ]
⇐⇒ h(X) ∈ (p(X)) = J ⇐⇒ h(X)+ J = J.
Por lo tanto, F(α)' F [X ]/J.
7Hay que recordar el convenio de que, entre dos anillos con identidad, cada homomorfismo ϕ : A→ B debe
cumplir ϕ(1A) = 1B.
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Proposicio´n 2.22. Si ϕ : F → F ′ es un isomorfismo y si p(X) = a0+ a1X + · · ·+ anXn es
irreducible en F [X ], escrı´base pϕ(X) := ϕ(a0) + ϕ(a1)X + · · ·+ ϕ(an)Xn ∈ F ′[X ]. Sean
K |F y K′ |F ′ dos extensiones que contienen α ∈ K con p(α) = 0 y β ∈ K′ con pϕ(β ) = 0.
Entonces hay un (u´nico) isomorfismo ψ : F(α)→ F ′(β ) que extiende ϕ tal que ψ(α) = β .
Demostracio´n. El polinomio pϕ(X) es irreducible en F ′[X ], porque cualquier factorizacio´n
en F ′[X ] es de la forma pϕ(X) = hϕ(X)kϕ(X) para una factorizacio´n correspondiente p(X) =
h(X)k(X) en F [X ].
Del ejemplo anterior, sabemos que hay dos isomorfismos ψα : F [X ]/(p(X))→ F(α) y
ψ ′β : F
′[X ]/(pϕ(X))→ F ′(β ) tales que ψα : X+(p(X)) 7→ α y ψ ′β : X+(pϕ(X)) 7→ β .
Sean η : F [X ]→ F [X ]/(p(X)) y η ′ : F ′[X ]→ F ′[X ]/(pϕ(X)) los mapas cocientes.
La aplicacio´n h(X) 7→ hϕ(X) es un homomorfismo biyectivo ϕˆ : F [X ] → F ′[X ] (entre
anillos). La composicio´n η ′ ◦ ϕˆ : F [X ]→ F ′[X ]/(pϕ(X)) es un homomorfismo cuyo nu´cleo
es ker(η ′ ◦ ϕˆ) = {h(X) : pϕ(X)\hϕ(X)}= {h(X) : p(X)\h(X)}. Por tanto, hay un isomor-
fismo ϕ˜ : F [X ]/(p(X))→ F ′[X ]/(pϕ(X)) que hace conmutar al siguiente diagrama:
F [X ]
η

ϕˆ // F ′[X ]
η ′

F [X ]/(p(X))
ϕ˜ //___ F ′[X ]/(pϕ(X))
y en particular, ϕ˜ : X +(p(X)) 7→ X +(pϕ(X)). El isomorfismo deseado es entonces la apli-
cacio´n que hace conmutar al diagrama
F [X ]/(p(X))
ψα

ϕ˜ // F ′[X ]/(pϕ(X))
ψ ′β

F(α)
ψ //_______ F ′(β )
que es evidentemente ψ := ψ ′β ◦ ϕ˜ ◦ψ−1α . Se ve que ψ(a) = ϕ(a) si a ∈ F y ψ(α) = β .
Corolario 2.23. Si K |F es una extensio´n de cuerpos, si p(X)∈F [X ] es irreducible y α,β ∈K
son dos raı´ces de p(X), entonces la correspondencia h(α) 7→ h(β ) define un isomorfismo
entre F(α) y F(β ) que deja fijo el cuerpo F. 
Proposicio´n 2.24. Si ϕ : F→ F ′ es un isomorfismo de cuerpos, si K es un cuerpo de escisio´n
para un polinomio f (X)∈F [X ] y si K′ es un cuerpo de escisio´n para f ϕ(X)∈F ′[X ], entonces
hay un isomorfismo ψ : K→ K′ que extiende ϕ .
Demostracio´n. Por induccio´n sobre el grado [K : F ]. El caso [K : F ] = 1 ocurre cuando
f (X) ya escinde en F , es decir, la factorizacio´n (2.4) puede realizarse con α1, . . . ,αn ∈ F .
Ahora K′ = F(β1, . . . ,βn) donde β1, . . . ,βn ∈ K son raı´ces de f ϕ(X) en K′[X ]: por tanto,
{β1, . . . ,βn} ⊇ {ϕ(α1, . . . ,ϕ(αn)} y por conteo estos dos juegos de raı´ces son iguales. Luego
K′ = F ′(β1, . . . ,βn) = F ′, es [K′ : F ′] = 1 y se puede tomar ψ := ϕ .
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Supo´ngase ahora que la Proposicio´n vale para extensiones de grado menor que [K : F ].
Sea p(X) un factor irreducible de f (X); entonces pϕ(X) es un factor irreducible de f ϕ(X) en
F ′[X ]. Sea α1 ∈ K \F , β1 ∈ K′ \F ′ dos elementos tales que p(α1) = 0 en K y pϕ(β1) = 0
en K′. Por la Proposicio´n 2.22 hay un isomorfismo ψ1 : F(α1)→ F ′(β1) que extiende ϕ , tal
que ψ1(α1) = β1.
Ahora K = F(α1, . . . ,αn) = F(α1)(α2, . . . ,αn) y de igual manera K′ = F(β1, . . . ,βn) =
F(β1)(β2, . . . ,βn), ası´ que K es un cuerpo de escisio´n para f (X) en F(α1)[X ] y K′ es un
cuerpo de escisio´n para f ϕ(X) en F(β1)[X ]. Como
[K : F(α1)] =
[K : F ]
[F(α1) : F ]
< [K : F ],
la hipo´tesis inductiva produce un isomorfismo ψ : K→ K′ que extiende ψ1.
Corolario 2.25. Si K y K′ son dos cuerpos de escisio´n para un polinomio f (X) ∈ F [X ],
entonces hay un isomorfismo ψ : K→ K′ que deja fijo F.
Obse´rvese que en la Proposicio´n y el Corolario anteriores, el isomorfismo ψ no es u´nico:
su construccio´n depende de la eleccio´n de una biyeccio´n entre las raı´ces de los polinomios
que se escinden; en el caso del Corolario, e´ste es una permutacio´n de las raı´ces del poli-
nomio f (X). Para contar las posibilidades, hay que tomar en cuenta la posibilidad de raı´ces
mu´ltiples.
Definicio´n 2.26. Sea f (X) ∈ F [X ] un polinomio que posee una factorizacio´n completa (2.4)
en K[X ], para alguna extensio´n K |F . La multiplicidad de una raı´z β ∈ {α1, . . . ,αn} es el
nu´mero de factores (X−α j) en (2.4) que coinciden con (X−β ).
En otros te´rminos: sean β1, . . . ,βr los elementos distintos de entre α1, . . . ,αn, ası´ que
(X−α1)(X−α2) . . .(X−αn) = (X−β1)k1 (X−β2)k2 . . .(X−βr)kr
con k1+ · · ·+ kr = n; en donde k j es la multiplicidad de la raı´z β j.
Definicio´n 2.27. Sea F un subcuerpo8 deC y sea α ∈C algebraico sobre F . Sea p(X)∈F [X ]
el polinomio mı´nimo de α sobre F . Cualquier raı´z β de p(X) se llama un conjugado de α
sobre F .
Ejemplo 2.28. (a) Si a+ bi ∈ bC con a,b ∈ R, b 6= 0, entonces a− bi es un conjugado de
a+ bi sobre R. En efecto, estos dos nu´meros complejos son las dos raı´ces del polinomio
X2−2aX +a2+b2, que es irreducible en R[X ]. De este modo, el “conjugado complejo” es
un conjugado en el sentido de la Definicio´n 2.27, asociado con la extensio´n C |R.
(b) Si ω := 12(−1+ i
√
3) = e2pii/3, una raı´z cu´bica de 1, entonces los conjugados de
3
√
2 sobre Q son { 3√2,ω 3√2,ω2 3√2}, pues e´stas son las tres raı´ces del polinomio irreducible
X3−2.
(c) En vista del Ejemplo 2.15, los conjugados de
√
2+
√
3 sobreQ son los cuatro nu´meros
±√2±√3, por ser e´stos las raı´ces de X4−10X2+1.
8La inclusio´n F ⊆C so´lo es necesario para garantizar la existencia de α . Eventualmente se podra´ reemplazar
C por una clausura algebraica de F .
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Definicio´n 2.29. Una extensio´n K |F se llama una extensio´n normal si es algebraica y si
todo polinomio irreducible p(X) ∈ F [X ] que posee una raı´z en K tiene todas sus raı´ces en K.
Ejemplo 2.30. La extensio´n Q( 3
√
2) |Q no es normal, porque Q( 3√2)⊂R pero el polinomio
mı´nimo X3−2 de 3√2 sobre Q posee dos raı´ces no reales. De hecho,
X3−2= (X− 3
√
2)(X−ω 3
√
2)(X−ω2 3
√
2) = (X− 3
√
2)(X2+ 3
√
2X+ 3
√
4)
donde el lado derecho es la factorizacio´n de X3−2 en el cuerpo Q( 3√2). En este cuerpo, el
polinomio X3−2 tiene una raı´z pero no escinde en factores de primer grado.
Obse´rvese que {1, 3√2, 3√4} es una base de Q( 3√2) como espacio vectorial sobre Q. So´lo
es necesario comprobar su independencia lineal. Ahora, si hubiera a,b,c ∈Q, no todos cero,
tales que a+b 3
√
2+ c 3
√
4= 0, entonces g(X) := a+bX+ cX2 serı´a un polinomio no cero en
Q[X ] con g( 3
√
2) = 0; como tal, serı´a un factor propio de X3−2, lo cual es imposible.
Lema 2.31. Sea K un cuerpo de escisio´n de f [X ] ∈ F [X ] y sea L |K una extensio´n. Si
σ : K→ L es un homomorfismo inyectivo que deja fijo F, entonces σ(K) = K (es decir, σ es
tambie´n sobreyectivo).
Demostracio´n. Sean α1, . . . ,αn las raı´ces de f (X) en K, de modo que K = F(α1, . . . ,αn).
Ahora f σ (X) = f (X) porque f (X) tiene coeficientes en F y σ los deja fijos. Por lo tanto,
cada σ(αi) ∈ L es una raı´z de f (X) y en consecuencia σ(αi) = α j para algu´n j. Como σ es
inyectivo, lo que hace es permutar las raı´ces de f (X). En particular,
σ(K) = F(σ(α1), . . . ,σ(αn)) = F(α1, . . . ,αn) = K.
Proposicio´n 2.32. Si K es un cuerpo de escisio´n de un polinomio en F [X ], entonces la ex-
tensio´n K |F es una extensio´n normal.
Demostracio´n. Sea K = F(α1, . . . ,αn) donde α1, . . . ,αn son todas las raı´ces de f (X) ∈ F [X ].
Sea g(X) ∈ F [X ] algu´n polinomio irreducible que contenga una raı´z β en K. Hay un cuerpo
de escisio´n L para g(X) sobre K; sea β ′ ∈ L otra raı´z de g(X). Para garantizar que K |F es
normal, debemos comprobar que β ′ ∈ K.
Por la Proposicio´n 2.22, hay un homomorfismo ϕ : F(β )→ F(β ′) que deja fijo F tal
que ϕ(β ) = β ′. Ahora, el cuerpo de escisio´n de f (X) sobre F(β ) es F(β ,α1, . . . ,αn) =
F(α1, . . . ,αn) = K en vista de que β ∈ K. Por otra parte, el cuerpo de escisio´n de f (X) =
f σ (X) sobre F(β ′) es F(β ′,α1, . . . ,αn) = K(β ′).
La Proposicio´n 2.24 ahora garantiza que hay un isomorfismo ψ : K → K(β ′) que ex-
tiende ϕ; entre otras cosas, ψ deja fijo F . El Lema anterior muestra que ψ(K) = K, ası´ que
K(β ′) = K, lo que dice que β ′ ∈ K.
2.3 F-morfismos
Definicio´n 2.33. Sean K |F y L |F dos extensiones del mismo cuerpo F . Un F-morfismo de
K en L es un homomorfismo ϕ : K → L que deja F fijo, es decir, ϕ(a) = a para todo a ∈ F .
La totalidad de F-morfismos de K en L se denota por HomF(K,L).
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Estos F-morfismos tienen las siguientes propiedades:
1. Cada F-morfismo es inyectivo, porque ϕ(1) = 1 ya que 1 ∈ F y el ideal kerϕ de K
es necesariamente nulo. Por tanto, ϕ es un isomorfismo entre K y L si y so´lo si ϕ es
sobreyectivo. Si L= K y si ϕ(K) = K, se dice que ϕ es un F-automorfismo de K.
2. De todos modos, la imagen ϕ(K) es un subcuerpo de L que es isomorfo a K.
3. Cada ϕ ∈ HomF(K,L) es en particular una transformacio´n F-lineal entre los espacios
F-vectoriales K y L.
4. Si [K : F ] es finito, cada ϕ ∈HomF(K,K) es F-lineal e inyectivo y por tanto es tambie´n
sobreyectivo, ası´ que ϕ es un F-automorfismo de K.
5. Si K = F(α1, . . . ,αn), entonces cada ϕ ∈ HomF(K,L) queda determinado por sus va-
lores ϕ(α1), . . . ,ϕ(αn) ∈ L.
Lema 2.34. Si F ⊆ K ⊆ C y si ϕ ∈ HomF(K,C), entonces ϕ(α) es un conjugado de α
sobre F, para cada α ∈ K. Inversamente, si α,β ∈ K son conjugados sobre F, entonces hay
un u´nico F-morfismo ϕ : F(α)→ C tal que ϕ(α) = β .
Demostracio´n. Sea p(X) = a0+ a1X + · · ·+ an−1Xn−1+Xn el polinomio mı´nimo en F [X ]
de α ∈ K. Entonces
p(ϕ(α)) = a0+a1ϕ(α)+ · · ·+an−1ϕ(α)n−1+ϕ(α)n
= ϕ(a0+a1α+ · · ·+an−1αn−1+αn)
= ϕ(p(α)) = ϕ(0) = 0. (2.5)
Luego ϕ(α) es una raı´z (en C) de p(X), es decir, es un conjugado de α sobre F .
Para la parte inversa, dadas dos raı´ces α,β ∈C de un polinomio irreducible p(X)∈ F [X ],
el Corolario 2.23 proporciona un F-isomorfismo ϕ : F(α)→ F(β ), el cual es tambie´n un F-
morfismo de F(α) en C, que cumple ϕ(α) = β . Este ϕ ∈ HomF(F(α),C) es u´nico porque
queda determinado por el valor ϕ(α).
Ejemplo 2.35. (a) Si a+ bi ∈ C con a,b ∈ R, sus u´nicos conjugados sobre R son a+ bi
mismo y su “conjugado complejo” a− bi (ve´ase el Ejemplo 2.28); estos coinciden si y so´lo
si b = 0. Entonces so´lo hay dos R-automorfismos de C: la aplicacio´n identidad idC y la
conjugacio´n compleja a+bi 7→ a−bi.
(b) Como X3−2 es irreducible sobre Q[X ] y tiene tres raı´ces distintas en C, hay exacta-
mente 3 Q-morfismos {ϕ0,ϕ1,ϕ2} de Q( 3
√
2) en C. Aquı´ ϕ0 es la inclusio´n Q( 3
√
2) ↪→ C y
los otros son dados explı´citamente por
ϕ1(a+b
3
√
2+ c 3
√
4) = a+bω 3
√
2+ cω2 3
√
4, (2.6a)
ϕ2(a+b
3
√
2+ c 3
√
4) = a+bω2 3
√
2+ cω 3
√
4, (2.6b)
para a,b,c ∈Q; recue´rdese que {1, 3√2, 3√4} es una base vectorial de Q( 3√2) sobre Q.
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Proposicio´n 2.36. Si F ⊆ K ⊆ C con [K : F ] = n finito y si ϕ ∈ HomF(K,C), entonces hay
exactamente n homomorfismos ψ : K→ C que extienden ϕ .
Demostracio´n. Por induccio´n sobre n. En el caso n = 1, es K = F y entonces ψ := ϕ es la
u´nica posibilidad.
Sea n > 1 y supo´ngase que el teorema es va´lido para extensiones de grado menor que n.
To´mese α ∈ K \F . Por ser K |F una extensio´n finita, se sabe que α es algebraica sobre F y
que F ⊂ F(α) ⊆ K. Sea p(X) ∈ F [X ] el polinomio mı´nimo de α sobre F , de grado m con
1< m≤ n.
Sea E := ϕ(F), un subcuerpo de C. El isomorfismo de cuerpos ϕ : F → E determina un
isomorfismo de anillos F [X ]→ E[X ] que lleva p(X) en pϕ(X). Luego pϕ(X) es irreducible
en E(X), de grado m; como tal, tiene m raı´ces distintas en C.
En el caso de que m = n, entonces [F(α) : F ] = n = [K : F ], ası´ que K = F(α). Para
extender ϕ , es necesario y suficiente encontrar el elemento ψ(α)∈C. Una leve modificacio´n
del ca´lculo (2.5) muestra que
pϕ(ψ(α)) = ϕ(a0)+ϕ(a1)ψ(α)+ · · ·+ϕ(am−1)ψ(α)m−1+ψ(α)m
= ψ(a0+a1α+ · · ·+am−1αm−1+αm)
= ψ(p(α)) = ψ(0) = 0,
por tanto ψ(α) es una raı´z de pϕ(X) en E[X ]. La eleccio´n de esta raı´z da lugar a exactamente
m= n posibilidades para ψ .
En el caso de que m < n, entonces F ⊂ F(α) ⊂ K con inclusiones estrictas; si r :=
[K : F(α)], entonces
n= [K : F ] = [K : F(α)] [F(α) : F ] = rm.
Por la hipo´tesis inductiva, hay r posibles homomorfismos ϕ1, . . . ,ϕr : F(α)→ C que extien-
den ϕ , y adema´s cada una de ellas tiene m posibles extensiones de K en C. Luego hay un
total de rm= n posibles extensiones de ϕ hasta K.
Corolario 2.37. Si F ⊆ K ⊆ C con [K : F ] = n finito, hay exactamente n F-morfismos en la
coleccio´n HomF(K,C). 
El teorema que sigue dice que una extensio´n finita que queda dentro del cuerpo C es
necesariamente simple. Para mostrarlo, se puede usar el siguiente lema de a´lgebra lineal, que
tiene cierto intere´s propio.
Lema 2.38. Si V es un espacio vectorial sobre un cuerpo infinito F, entonces V no es la
unio´n de un nu´mero finito de subespacios propios.
Demostracio´n. SiH1, . . . ,Hr son subespacios deV conH j 6=V en cada caso, hay que mostrar
que H1∪·· ·∪Hr 6=V .
Esto se hace por induccio´n sobre el nu´mero r de subespacios dados. En el caso r = 1,
queda claro que H1 6=V por ser H1 un subespacio propio.
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Sea r > 1 y supo´ngase que el lema es va´lido para el caso (r− 1). Para obtener una
contradiccio´n, tomemos una coleccio´n de r subespacios propios H j con H1 ∪ ·· · ∪Hr = V .
Ahora H1 ∪ ·· · ∪Hr−1 6= V por la hipo´tesis inductiva, ası´ que debe haber un vector x ∈ Hr
tal que x /∈ H1∪ ·· ·∪Hr−1. Por otro lado, como Hr es un subespacio, debe haber otro vector
y ∈V \Hr, de modo que y ∈ H1∪·· ·∪Hr−1. Esta´ claro que y 6= x.
La recta que pasa por los dos puntos x,y es {(1− t)x+ ty : t ∈ F } que se parametriza
biyectivamente por los escalares t ∈ F . Como F tiene infinitos elementos, el principio de los
palomares9 indica que debe haber al menos un subespacio Hk de la lista que contenga dos
puntos distintos de la recta. Es decir, hay t0, t1 ∈ F con t0 6= t1 tales que (1− t0)x+ t0y ∈ Hk,
(1− t1)x+ t1y ∈ Hk. La diferencia es (t1− t0)(y− x) ∈ Hk; al dividir por (t1− t0), se obtiene
(y− x) ∈ Hk.
Ahora, si k = r, entonces (y− x) ∈ Hr, x ∈ Hr implica y ∈ Hr, lo cual es falso. Pero si
k < r, entonces (x− y) ∈ Hk, y ∈ Hk implica x ∈ Hk, igualmente falso. La suposicio´n de que
H1∪·· ·∪Hr =V entonces resulta contradictoria.
El siguiente resultado se conoce como el Teorema del Elemento Primitivo. La hipo´tesis de
que la extensio´n sea un subcuerpo de C no es esencial: ma´s adelante, veremos otras hipo´tesis
en donde se puede obtener la misma conclusio´n.
Teorema 2.39. Sea K |F una extensio´n finita en donde K ⊆ C. Entonces hay un elemento
α ∈ K tal que K = F(α).
Demostracio´n. Del Corolario 2.37, se sabe que HomF(K,C) consta de exactamente n F-mor-
fismos {ψ1, . . . ,ψn}, donde ψ1 es la inclusio´n K ↪→ C. Para cada par ordenado (i, j) con
1≤ i< j ≤ n, la diferencia ψi−ψ j es una aplicacio´n F-lineal no nula de K en C; su nu´cleo
Hi j := ker(ψi−ψ j) es un subespacio propio de K.
Por ser F ⊆C, tenemos {0,1} ⊂ F , de donde Z⊂ F e inclusiveQ⊆ F . Entre otras cosas,
esto dice que F tiene infinitos elementos. Ahora el Lema 2.38 garantiza que la unio´n de los
subespacios Hi j no es todo K. Por ende, hay un elemento α ∈ K tal que α /∈ ker(ψi−ψ j)
cada vez que i < j en {1,2, . . . ,n}. En otras palabras, ψi(α) 6= ψ j(α) para i < j. Dicho de
modo ma´s sencillo, los elementos ψ1(α), . . . ,ψn(α) ∈ C son distintos.
Ahoraψ1(α) =α y el Lema 2.34 dice que cadaψ j(α) es un conjugado de α . Por lo tanto,
el elemento α ∈ K tiene n conjugados distintos, ası´ que el grado de su polinomio mı´nimo es
al menos n. Por otro lado, como [K : F ] = n, este grado no puede exceder n, y se concluye
que F ⊆ F(α)⊆ K con [F(α) : F ] = n. En consecuencia, es F(α) = K.
2.4 Nu´meros constructibles
Una de las consecuencias ma´s llamativas de la teorı´a de extensiones de cuerpos es la imposi-
bilidad de resolver, en forma positiva, los tres problemas ma´s famosas de la e´poca griega
antigua: la duplicacio´n del cubo, la triseccio´n del a´ngulo y la cuadratura del cı´rculo, con el
uso de la regla y el compa´s.
9Este es el Schubfachsprinzip, formulado por Dirichlet: al meter (n+1) palomas en n palomares, debe haber
al menos un palomar que contenga al menos dos palomas.
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Los primeros dos problemas fueron parcialmente resueltos, usando otros instrumentos
que exceden el a´mbito de la regla y el compa´s, por diversos sabios, desde Eudoxos hasta
Apolonio, entre 350 y 200 a.C.10 La cuadratura del cı´rculo (construir un cuadrado que tenga
la misma a´rea que un cı´rculo dado) resistio´ a sus esfuerzos. Su imposibilidad fue finalmente
comprobado en 1881, cuando Ferdinand Lindemann demostro´ que pi es trascendente sobreQ.
Los otros dos problemas involucran la construccio´n, en el sentido explicado ma´s adelante,
de ciertos nu´meros algebraicos. La duplicacio´n del cubo (hallar el lado de un cubo cuyo
volumen es el doble de un cubo dado) pide la construccio´n de 3
√
2, mientras la triseccio´n de
un a´ngulo de 60◦ (digamos) pide la construccio´n de cos20◦ y sen20◦.
Cualquier cuerpo tiene al menos dos elementos, 0 y 1. Consideremos el plano R2, identi-
ficado con el cuerpo C, junto con las posiciones marcados de 0 y 1. La distancia entre estos
dos puntos proporciona una unidad de medicio´n que puede compararse con otras distancias
en el plano. La regla es un instrumento que permite trazar la recta que une dos puntos dis-
tintos en el plano. El compa´s es un instrumento que permite trazar el cı´rculo cuyo centro es
un punto dado y que pasa por otro punto dado. Las primeras proposiciones del Libro I de
Euclides11 muestran que, con instrumentos de esta naturaleza, puede trazarse un cı´rculo con
centro dado, cuyo radio es la distancia entre cualquier par de puntos conocidos: es decir, que
se puede asumir que el compa´s es rı´gido, de modo que puede trazarse un cı´rculo “con centro
dado y radio dado”. Finalmente, se agregan los puntos de interseccio´n de las curvas trazadas
con e´stos instrumentos al cata´logo de puntos ya construidos, partiendo de {0,1}, para ası´
formar el conjunto de todos los “puntos constructibles” del plano euclidiano.
•
1

2
•
0
◦ ◦
Figura 2: Construccio´n de 2 a partir de {0,1} con compa´s solamente
Algunas construcciones pueden efectuarse con so´lo el compa´s. Por ejemplo, a partir de 0
y 1, mediante la ubicacio´n intermedia de los dos puntos 12(1+
√
3 i) y 12(3+
√
3 i), se puede
encontar 2 como una interseccio´n de dos cı´rculos: Ve´ase la Figura 2. Es evidente que al
repetir esta construccio´n, se puede ubicar los puntos 3,4,5, . . . y tambie´n −1,−2,−3, . . . , de
10Para una descripcio´n detallada de e´stas y otras investigaciones en el tercer siglo a.C., ve´ase: Wilbur R.
Knorr, The Ancient Tradition of Geometric Problems, Dover, New York, 1986.
11El tratado de Euclides, titulado Στoιχειˆα (que significa Elementos) se divide en 13 “libros” sobre temas
afines, desde la geometrı´a de tria´ngulos (Libro I), pasando por la teorı´a de proporciones (Libro V), la teorı´a de
nu´meros (Libro VII), construcciones de irracionales (Libro X), hasta la contruccio´n de los cinco poliedros regu-
lares convexos (Libro XIII). Entre las traducciones modernos, se recomienda: Thomas L. Heath, The Thirteen
Books of Euclid’s Elements, en 3 tomos, Dover, New York, 1956.
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modo que todo n ∈ Z es constructible con compa´s solamente.12
•
0
•
1
◦−ω
2
◦ω
◦
√
3 i
 i
Figura 3: Construccio´n de i a partir de {0,1} con regla y compa´s
Una construccio´n de i exige cinco cı´rculos y una recta, con la ubicacio´n de tres puntos
intermedios −ω2 = 12(1+
√
3 i), ω ,
√
3 i: ve´ase la Figura 3.
Con regla y compa´s, se puede construir:
• una recta paralela a una recta dada, a trave´s de un punto dado;
• un trı´angulo semejante a un tria´ngulo dado, cuyo lado sea un segmento dado;
• el lado de un cuadrado cuya a´rea es igual a la de un recta´ngulo dado.13
De esta forma, si p,q ∈ R son puntos ya ubicados, puede ubicarse tambie´n la suma p+ q,
el negativo −p, el producto pq, el cociente p/q si q 6= 0 y la raı´z cuadrada √q si q > 0.
Se concluye que los puntos constructibles de R forman un subcuerpo de R que extiende Q.
Al agregar los correspondientes de i (fı´jese que {0, p, pi} son los ve´rtices de un tria´ngulo
iso´sceles), se ve que todos los puntos constructibles del plano forman un cuerpo Kcons tal que
Q(i)⊂ Kcons ⊂ C.
Definicio´n 2.40. Sea F un subcuerpo de C. Entonces F = {a+ bi ∈ C : a,b ∈ F ∩R} se
identifica con la totalidad de puntos (a,b) ∈R2 con coordenadas en F ∩R. Un nu´mero z ∈C
es constructible en un paso a partir de los elementos de F , si z queda en al menos uno de
e´stos tres casos:
(i) el punto de interseccio´n de dos rectas:
a1x+b1y+ c1 = 0
a2x+b2y+ c2 = 0
con a1,b1,c1,a2,b2,c2 ∈ F ∩R; (2.7)
12Se sabe que cualquier construccio´n por regla y compa´s puede efectuarse con compa´s solamente. Esto fue
demostrado por Lorenzo Mascheroni, Geometria del Compasso, Pavia, 1797.
13Para los procedimientos explı´citos que efectu´an estas construcciones, ve´ase el Capı´tulo 1 de: Joseph C.
Va´rilly, Elementos de Geometrı´a Plana, Editorial de la UCR, San Jose´, 1988.
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(ii) un punto de interseccio´n de una recta y un cı´rculo:
ax+by+ c= 0
x2+ y2+2gx+2 f y+ e= 0
con a,b,c,e, f ,g ∈ F ∩R; (2.8)
(iii) un punto de interseccio´n de dos cı´rculos:
x2+ y2+2g1x+2 f1y+ e1 = 0
x2+ y2+2g2x+2 f2y+ e2 = 0
con e1, f1,g1,e2, f2,g2 ∈ F ∩R.
◦
◦
◦
Figura 4: Las intersecciones de dos cı´rculos determinan una recta
Obse´rvese que en el tercer caso, los dos puntos de interseccio´n de los cı´rculos coinciden
con la interseccio´n del primer cı´rculo con la recta
2(g1−g2)x+2( f1− f2)y+(e1− e2) = 0,
obtenida al restar las ecuaciones de los cı´rculos:14 ve´ase la Figura 4. Por tanto, el caso (iii)
es redundante.
Proposicio´n 2.41. Si un nu´mero z = x+ y i ∈ C es constructible en un paso a partir de
elementos de un subcuerpo F de C, entonces z es algebraico sobre F con [F(z) : F ] = 1 o´ 2.
Demostracio´n. En el caso (i), se obtiene, la interseccio´n de las dos rectas (2.7) por la regla
de Cramer:
x=
b1c2−b2c1
a1b2−a2b1 ∈ F ∩R, y=
c1a2− c2a1
a1b2−a2b1 ∈ F ∩R.
(Obse´rvese que a1b2−a2b1 = 0 si y so´lo si las dos rectas son iguales o paralelos.) Por tanto,
z= x+ y i pertenece tambie´n a F y F(z) = F .
14Esta recta se llama el eje radical de los dos cı´rculos.
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Conside´rese ahora la interseccio´n (2.8) de una recta y un cı´rculo. Al eliminar x por x =
−(by+ c)/a si a 6= 0, se obtiene de la ecuacio´n del cı´rculo:
(b2+1)y2+2(bc−abg+a2 f )y+(c2−2acg+a2e) = 0.
Entonces se ve que x,y,z ∈ F(√∆), donde ∆ es el discriminante del lado izquierdo de esta
ecuacio´n cuadra´tica para y. Hay dos posibilidades: si ∆ es un cuadrado en F , entonces
F(z)=F(
√
∆)=F ; en cambio, si ∆ no es un cuadrado en F , entonces y y tambie´n x son raı´ces
de polinomios cuadra´ticos irreducibles sobre F y por ende [F(z) : F ] = [F(
√
∆) : F ] = 2.
Si fuera a= 0, entonces y=−c/b y se obtiene una ecuacio´n cuadra´tica para x, susceptible
al mismo ana´lisis.
Corolario 2.42. Si z ∈ C es un nu´mero constructible en una cadena finita de pasos a partir
de 0 y 1, entonces z es algebraico sobre Q con [Q(z) : Q] = 2m para algu´n m ∈ N.
Demostracio´n. Cada elemento de Q—o bien de Q(i)— es constructible en un nu´mero finito
de pasos. Si z /∈Q, su construccio´n pasa por una torre finita de extensiones
Q= F0 ⊆ F1 ⊆ ·· · ⊆ Fk,
con Fk = Q(z), donde [Fi : Fi−1] = 1 o´ 2 para i = 1,2, . . . ,k. Al multiplicar estos grados, se
obtiene [Q(z) : Q] = 2m para algu´n m ∈ {0,1, . . . ,k}.
Corolario 2.43. Si z ∈ C es tal que [Q(z) : Q] es divisible por un nu´mero primo impar,
entonces z no es constructible por regla y compa´s. 
Corolario 2.44. La duplicacio´n del cubo por regla y compa´s es imposible.
Demostracio´n. Para duplicar el cubo cuyo lado es el segmento [0,1], hay que obtener un
segmento de la misma longitud que el segmento [0, 3
√
2]; es decir, hay que construir el nu´mero
3
√
2. Pero el polinomio mı´nimo de 3
√
2 sobre Q es X3− 2, ası´ que [Q( 3√2) : Q] = 3. El
Corolario anterior muestra que 3
√
2 no es constructible por regla y compa´s.15
Proposicio´n 2.45. La triseccio´n del a´ngulo pi3 = 60
◦ no es posible por regla y compa´s.16
Demostracio´n. Se tarea de verificar que el nu´mero epii/9 = cos pi9 + isen
pi
9 no es constructible,
para lo cual basta comprobar que cos pi9 = cos20
◦ no es constructible.
Hay que recordar la fo´rmula para el coseno del a´ngulo triple:
cos3θ = cos2θ cosθ − sen2θ senθ
= (2cos2θ −1)cosθ −2sen2θ cosθ
= 2cos3θ − cosθ −2(1− cos2θ)cosθ
= 4cos3θ −3cosθ .
15Para una discusio´n de su construccio´n por otros instrumentos, ve´ase el libro de Knorr antes citado.
16Este resultado no ha percolado todavı´a a la cultura popular, que ya ha tomado conciencia de que la
cuadratura del cı´rculo es imposible. Un recuento de las actividades de “los trisectores” y la psicologı´a de
sus labores se encuentra en: Underwood Dudley, A Budget of Trisections, Springer, New York, 1987.
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Ahora cos60◦ = 12 , por lo tanto cos20
◦ es una raı´z del polinomio cu´bico 8X3−6X−1= 0.
Hace falta comprobar que este polinomio es irreducible en Q[X ]. Por el Lema de Gauss,
basta verificar que no tiene una factorizacio´n propia en Z[X ]. Consideremos cuatro posibili-
dades:
8X3−6X−1=

(X±1)(8X2+aX∓1) =⇒ a±8= 0, ±a∓1=−6;
(2X±1)(4X2+bX∓1) =⇒ 2b±4= 0, ±b∓2=−6;
(4X±1)(2X2+ cX∓1) =⇒ 4c±2= 0, ±c∓4=−6;
(8X±1)(X2+dX∓1) =⇒ 8d±1= 0, ±d∓8=−6.
Las ecuaciones a la derecha corresponden a los coeficientes de X2 y X en el producto de
los posibles factores. Se ve que no hay solucio´n alguna con a,b,c,d ∈ Z. Por tanto, este
polinomio cu´bico es irreducible en Z[X ]. En consecuencia, [Q(cos20◦) : Q] = 3, lo cual
conlleva que cos20◦ no es constructible.
2.5 Ejercicios sobre extensiones de cuerpos
Ejercicio 2.1. Determinar los grados de las extensiones K |Q para los casos
(a) K =Q(ω); (b) K =Q(i); (c) K =Q( 3
√
2);
donde ω = e2pii/3 es una raı´z cu´bica compleja de 1. En cada caso, exhibir una base para K
como espacio vectorial sobre Q.
Ejercicio 2.2. Determinar el grado [Q(
√
3, i) : Q] y encontrar tres cuerpos intermedios E con
Q( E (Q(
√
3, i). ¿Sera´ posible encontrar otro cuerpo intermedio, distinto de e´stos tres?
Ejercicio 2.3. (a) Demostrar que Xn− 2 es irreducible en Z[X ], para n = 1,2,3, . . . . Sea
Fn :=Q(21/n) para n ∈ N\{0}; mostrar que [Fn : Q] = n.
(b) Si m ∈ N\{0} con m\n, mostrar que Fm ⊆ Fn y calcular el grado [Fn : Fm].
(c) En cambio, si mcd(m,n) = 1, mostrar que Fmn =Q(21/m,21/n).
Ejercicio 2.4. Calcular el grado de extensio´n [Q(
√
2,
√
3,
√
5) : Q].
Ejercicio 2.5. Factorizar X6− 1 en Z[X ]. Usar esta factorizacio´n para encontrar el cuerpo
de escisio´n de X6− 1 sobre Q como una extensio´n simple Q(α), para un nu´mero α ∈ C
apropiado.
Ejercicio 2.6. Sea p(X) un polinomio irreducible en Q[X ] y sea K ⊂C el cuerpo de escisio´n
para p(X) sobre Q. Mostrar que todas las raı´ces de p(X) en K son distintas.
[[ Indicacio´n: ¿Que´ pasarı´a si p(X) tuviera una raı´z doble en K? ]]
Ejercicio 2.7. Encontrar un elemento α ∈ Q(√3, i) tal que Q(√3, i) = Q(α). Calcular el
polinomio mı´nimo de este elemento α sobre Q. Exhibir todos los elementos conjugados de
α sobre Q.
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Ejercicio 2.8. Hallar un cuerpo de escisio´n K para (X2−2)(X2+X+1) sobreQ y encontrar
β ∈ K tal que Q(β ) = K.
Ejercicio 2.9. (a) Si hay un homomorfismo ϕ : K → L entre dos extensiones K |Q y L |Q,
mostrar que ϕ(a) = a para todo a ∈Q.
(b) Explicar por que´ los cuerpos Q(
√
2) y Q(
√
3) no son isomorfos.
Ejercicio 2.10. Si K |F es una extensio´n cuadra´tica — es decir, [K : F ] = 2 — mostrar que
esta extensio´n es normal.
Ejercicio 2.11. Si p ∈N es primo y si K es el cuerpo de escisio´n de f (X) := X p−1 sobreQ,
mostrar que [K : Q] = p− 1. Adema´s, encontrar elementos α1, . . . ,αp−1 ∈ C tales que K =
Q(α1, . . . ,αp−1).
Ejercicio 2.12. (a) Demostrar que un polinomio f (X)∈Z[X ] cuyo discriminante se anula —
es decir, D( f (X)) = 0 — debe ser reducible.
(b) En el caso f (X) = X4−4X3−4X2+16X+16, verificar que D( f (X)) = 0.
(c) Concluir que este polinomio o bien tiene un factor de la forma (X −a)2 con a ∈ Z, o
bien f (X) = (X2+bX+ c)2 con b,c ∈ Z.
(d) Decidir entre las dos alternativas en (c), para obtener la factorizacio´n completa de
X4−4X3−4X2+16X+16 en Z[X ].
Ejercicio 2.13. (a) Factorizar el polinomio h(X) = 16X4+16X3−4X2−4X+1 en Z[X ].
(b) Verificar la identidad trigonome´trica:
cos5θ = 16cos5θ −20cos3θ +5cosθ .
(c) Concluir que h(cos 2pi5 ) = 0 y obtener el polinomio mı´nimo de cos
2pi
5 sobre Q.
(d) Deducir que [Q(cos 2pi5 ) : Q] = 2.
Ejercicio 2.14. (a) Sea ζ5 := e2pii/5 = cos 2pi5 + isen
2pi
5 . Encontrar el polinomio mı´nimo de
ζ5 sobre Q y concluir que [Q(ζ5) : Q] = 4.
(b) Mostrar que cos 2pi5 ∈Q(ζ5). Deducir que [Q(ζ5) : Q(cos 2pi5 )] = 2.
(c) Encontrar el polinomio mı´nimo de ζ5 sobre Q(cos 2pi5 ).
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3 Grupos de Galois
El tema central de la teorı´a de Galois es la relacio´n entre extensiones de cuerpos y ciertos
grupos de automorfismos de cuerpos. A cada extensio´n K |F se puede asociar el grupo de au-
tomorfismos de K que deja fijo el subcuerpo F ; en cambio, a cada grupo G de automorfismos
de un cuerpo K se puede asociar el subcuerpo de elementos fijos de K bajo la accio´n de los
automorfismos en G. En este capı´tulo exploramos hasta donde estas aplicaciones definen una
correspondencia recı´proca y las consecuencias que tiene dicha reciprocidad para la estructura
de los cuerpos.
3.1 La correspondencia de Galois
Definicio´n 3.1. Sea K |F una extensio´n de cuerpos. La totalidad de F-automorfismos de K
(es decir, los automorfismos σ : K → K tales que σ(a) = a para todo a ∈ F) es un grupo
Gal(K |F), llamado el grupo de Galois de la extensio´n.
La identidad de este grupo es la aplicacio´n identidad id : K→ K y la operacio´n del grupo
es la composicio´n funcional de los automorfismos.
Notacio´n. Si G es un grupo finito, |G| denota el nu´mero de elementos en G.
Proposicio´n 3.2. Sea F ⊆ K ⊆ C con [K : F ] finito. Entonces∣∣Gal(K |F)∣∣≤ [K : F ]. (3.1)
Demostracio´n. Del Teorema 2.39, la hipo´tesis de que F ⊆ K ⊆ C y la finitud de n= [K : F ]
implican que hay un elemento “primitivo” α ∈ K tal que K = F(α). El polinomio mı´nimo
p(X) de α sobre F tiene grado n.
Si σ ∈ Gal(K |F), entonces pσ (X) = p(X) porque σ deja fijo cada coeficiente de p(X).
Luego
p(σ(α)) = pσ (σ(α)) = σ(p(α)) = σ(0) = 0,
ası´ que σ(α) ∈ K es un conjugado de α sobre F . Ahora α tiene exactamente n conjugados
en C, a saber, las n raı´ces distintas de p(X).
Deno´tese por ι : K → C la inclusio´n de K en C. Entonces ισ ∈ HomF(K,C) para todo
σ ∈ Gal(K |F) y σ queda determinado por σ(α) = ι(σ(α)). Por otro lado, sabemos por el
Corolario 2.37 que cada conjugado β ∈C de α determina un elemento ϕ ∈HomF(K,C) que
cumple ϕ(α) = β . De ahı´ se concluye que1
Gal(K |F)↔{ϕ ∈ HomF(K,C) : ϕ(α) ∈ K } (3.2)
y el orden de este grupo es el nu´mero de conjugados de α que pertenecen a K. Por lo tanto,
|Gal(K |F)| ≤ n.
El caso ma´s interesante ocurre cuando |Gal(K |F)| coincide con [K : F ]. Resulta que
la condicio´n necesaria (y suficiente, si K ⊆ C) es la normalidad de la extensio´n. Antes de
comprobarlo, es u´til notar que las extensiones normales finitos son cuerpos de escisio´n.
1La notacio´n ‘A↔ B’ significa que hay una biyeccio´n entre los conjuntos A y B.
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Proposicio´n 3.3. Si F ⊆ K ⊆ C con [K : F ] finito, entonces las siguientes condiciones son
equivalentes:
(a) la extensio´n K |F es normal;
(b) K es el cuerpo de escisio´n de un polinomio f (X) ∈ F [X ];
(c) K es el cuerpo de escisio´n de un polinomio irreducible p(X) ∈ F [X ].
Demostracio´n. La implicacio´n (c)=⇒ (b) es trivial, y la implicacio´n (b)=⇒ (a) es la Propo-
sicio´n 2.32. So´lo hace falta comprobar (a)=⇒ (c).
Del Teorema 2.39, se sabe que hay β ∈ K tal que K = F(β ). Sea q(X) el polinomio
mı´nimo de β sobre F y sea n= [K : F ] = grq(X). Supo´ngase que K |F es normal. Como q(X)
es irreducible y β es una de sus raı´ces, todos sus conjugados β = β1,β2, . . . ,βn pertenecen
a K. Luego
q(X) = (X−β1)(X−β2) . . .(X−βn) en K[X ].
Por tanto, K = F(β ) = F(β1) ⊆ F(β1, . . . ,βn) ⊆ K, ası´ que K = F(β1, . . . ,βn). En otras
palabras, K es el cuerpo de escisio´n del polinomio irreducible q(X) ∈ F [X ].
Corolario 3.4. Si F ⊆ K ⊆ C con [K : F ] finito, entonces∣∣Gal(K |F)∣∣= [K : F ] si y so´lo si K |F es normal.
I Ahora conside´rese la situacio´n donde se presenta un cuerpo K con un juego de automor-
fismos dados. Nada se pierde al agregar el automorfismo trivial (la identidad sobre K) y los
inversos y compuestos de los automorfismos dados inicialmente. Entonces, podemos suponer
que los automorfismos dados forman un grupo.
Definicio´n 3.5. Si K es un cuerpo y si G es un grupo de automorfismos de K, sea
KG := {a ∈ K : σ(a) = a para todo σ ∈ G},
el cual se llama el cuerpo fijo de K bajo la accio´n de G.
Es fa´cil comprobar que KG es un subcuerpo de K. Fı´jese que 0,1 ∈ KG porque σ(0) = 0
y σ(1) = 1 para todo automorfismo de K. Adema´s, si a,b ∈ KG, se verifica
σ(a+b) = σ(a)+σ(b) = a+b,
σ(−a) =−σ(a) =−a,
σ(ab) = σ(a)σ(b) = ab,
σ(a/b) = σ(a)/σ(b) = a/b si b 6= 0,
para todo σ ∈ G, de modo que a+b, −a, ab, y a/b (si b 6= 0) esta´n tambie´n en KG.
Si K ⊆ C y si σ es un automorfismo de K, entonces σ(1) = 1 conlleva σ(n) = n para
n ∈ Z ya que σ es aditivo; en seguida, σ(m/n) = σ(m)/σ(n) =m/n para m,n ∈ Z con n 6= 0
ya que σ es multiplicativo. Si G es un grupo de automorfismos de K, el cuerpo fijo KG
incluye al menos el subcuerpo mı´nimo Q.
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Ejemplo 3.6. La conjugacio´n compleja κ : z 7→ z¯ es un automorfismo de C tal que κ2 = id.
Luego {id,κ} es un grupo de automorfismos de C cuyo cuerpo fijo es R= {z ∈ C : z¯= z}.
Ejemplo 3.7. ¿Cua´les son los automorfismos de Q( 3
√
2)? Cada elemento α ∈ Q( 3√2) es de
la forma α = p+q 3
√
2+ r 3
√
4 con p,q,r ∈Q. Si σ es un automorfismo de Q( 3√2), entonces
σ(p+q 3
√
2+ r 3
√
4) = p+qσ( 3
√
2)+ rσ( 3
√
2)2
porque σ deja fijo cada elemento de Q. De este modo, se ve que σ queda determinado por
σ( 3
√
2). Adema´s, el cubo de este elemento es σ( 3
√
2)3 = σ(( 3
√
2)3) = σ(2) = 2, ası´ que
σ( 3
√
2) es una raı´z del polinomio X3− 2. De entre las tres raı´ces 3√2, ω 3√2, ω2 3√2 de este
polinomio, so´lo la primera pertenece a Q( 3
√
2). Por tanto σ( 3
√
2) = 3
√
2, ası´ que σ = id: el
u´nico automorfismo de Q( 3
√
2) es la identidad.
Ejemplo 3.8. Sea ζ5 := e2pii/5, una raı´z quinta de 1. Se sabe que [Q(ζ5) : Q] = 4 porque el
polinomio mı´nimo de ζ5 sobre Q es p(X) = X4+X3+X2+X + 1. Cada automorfismo σ
de Q(ζ5) deja fijo Q y por tanto queda determinado por σ(ζ5). Ahora, (ζ k5 )
5 = ζ 5k5 = 1
k = 1
para k = 0,1,2,3,4, ası´ que
X5−1= (X−1)(X−ζ5)(X−ζ 25 )(X−ζ 35 )(X−ζ 45 ).
Entonces el polinomio p(X) escinde en Q(ζ5):
X4+X3+X2+X+1=
X5−1
X−1 = (X−ζ5)(X−ζ
2
5 )(X−ζ 35 )(X−ζ 45 ).
Como Q(ζ5) =Q(ζ5,ζ 25 ,ζ
3
5 ,ζ
4
5 ) de manera trivial, se ve que Q(ζ5) es el cuerpo de escisio´n
de p(X) sobre Q y por ende la extensio´n Q(ζ5) |Q es normal.
Sea σk el automorfismo de Q(ζ5) determinado por σk(ζ5) := ζ k5 , para k = 1,2,3,4. En-
tonces σ1 = id y G= {σ1,σ2,σ3,σ4} es un grupo de orden 4. De hecho,
σ22 (ζ5) = σ2(σ2(ζ5)) = σ2(ζ
2
5 ) = ζ
4
5 ,
σ32 (ζ5) = σ2(ζ
4
5 ) = ζ
8
5 = ζ
3
5 ,
σ42 (ζ5) = σ2(ζ
3
5 ) = ζ
6
5 = ζ5.
Se concluye que σ22 = σ4, σ
3
2 = σ3, σ
4
2 = id. Por lo tanto, G es un grupo cı´clico, generado
por σ2.
Fı´jese que ζ 45 = e
8pii/5 = e−2pii/5 = ζ¯5 y ζ 35 = e
6pii/5 = e−4pii/5 = ζ¯ 25 . Luego σ4 coincide
con la conjugacio´n compleja κ sobre Q(ζ5).
Un elemento α = p+ qζ5+ rζ 25 + sζ
3
5 + tζ
4
5 en Q(ζ5) queda en el cuerpo fijo Q(ζ5)
G
si y so´lo si σ2(α) = α . Pero σ2(α) = p+ sζ5 + qζ 25 + tζ
3
5 + rζ
4
5 y {1,ζ5,ζ 25 ,ζ 35 ,ζ 45 } es
una base de Q(ζ5) sobre Q, luego σ2(α) = α si y so´lo si q = s = t = r, si y so´lo si α =
p+q(ζ5+ζ 25 +ζ
3
5 +ζ
4
5 ) = p−q ∈Q. Por lo tanto, Q(ζ5)G =Q.
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I Los siguientes dos teoremas forman el corazo´n de la teorı´a de Galois. En sus enunciados
se mantiene la condicio´n de que todos los cuerpos en discusio´n son subcuerpos de C. Ma´s
adelante, se ampliara´ el a´mbito de estos teoremas al reemplazar esta hipo´tesis por la condicio´n
de “separabilidad”.
Teorema 3.9 (Artin). Sea K ⊆ C y sea H un grupo finito de automorfismos de H. Entonces
la extensio´n K |KH es normal y Gal(K |KH) = H.
Demostracio´n. Sea α ∈ K y sea n := |H|. Entonces S := {σ(α) : σ ∈ H } es un parta finita
de K y su cardinalidad m cumple m ≤ n. Sean σ1, . . . ,σm ∈ H unos automorfismos, con
σ1 = id, tales que σ1(α), . . . ,σm(α) sean distintos, en cuyo caso S= {σ1(α), . . . ,σm(α)}. Si
τ ∈ H, entonces S= {τσ1(α), . . . ,τσm(α)} tambie´n, porque
τσi(α) = τσ j(α) =⇒ τ−1(τσi(α)) = τ−1(τσ j(α)) =⇒ σi(α) = σ j(α) =⇒ i= j.
Defı´nase un polinomio q(X) ∈ K[X ], de grado m, por
q(X) := (X−σ1(α)) . . .(X−σm(α)) =
m
∏
i=1
(X−σi(α)).
Entonces qτ(X)=∏mi=1(X−τσi(α))= q(X) para cada τ ∈H, ası´ que los coeficientes de q(X)
quedan fijos bajo cada τ , es decir, q(X) ∈ KH [X ]. Como σ1 = id, se ve que (X −α)\q(X),
de modo que q(α) = 0. Se concluye que α es algebraico sobre el subcuerpo KH , de grado
no mayor que n. En fin, la extensio´n K |KH es algebraica.
Sea E un cuerpo con KH ⊆ E ⊆ K y [E : KH ] finito. Entonces E = KH(β ) para algu´n
β ∈ K, por el Teorema 2.39. Luego [E : KH ], que es el grado de β sobre KH , cumple
[E : KH ] ≤ n. Entre todos estos cuerpos intermedios E, elı´jase una tal que [E : KH ] tenga
el mayor valor posible. Si γ ∈ K, entonces E(γ) = KH(β ,γ) es una extensio´n finita de
KH , porque [E(γ) : KH ] = [E(γ) : E] [E : KH ] y γ es algebraica sobre KH y por ende so-
bre E. La maximalidad de [E : KH ] implica que [E(γ) : KH ] = [E : KH ] y en consecuencia
[E(γ) : E] = 1, es decir, E(γ) = E o ma´s simplemente, γ ∈ E. Se concluye que E = K y por
ende [K : KH ] es finito.
Se puede entonces suponer que α es un elemento primitivo de la extensio´n K |KH , con
K = KH(α). Los distintos automorfismos σ ∈ H esta´n determinados por sus valores σ(α),
que deben ser distintos. En este caso, pues, m= n y las n raı´ces de q(X) son los conjugados
de α sobre KH . Por tanto, q(X) es el polinomio mı´nimo de α sobre KH y K es el cuerpo de
escisio´n de q(X) ∈ KH(X), con [K : KH ] = n. Por la Proposicio´n 3.3, la extensio´n K |KH es
normal.
El Corolario 3.4 entonces muestra que |Gal(K |KH)| = [K : KH ] = n = |H|. Pero cada
elemento de H es un KH-automorfismo de K, ası´ que H es un subgrupo de Gal(K |KH). El
conteo de los o´rdenes de los grupos muestra que Gal(K |KH) = H.
Corolario 3.10. Si F ⊆ K ⊆ C con [K : F ] finito, y si G = Gal(K |F), entonces la extensio´n
K |F es normal si y so´lo si KG = F.
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Demostracio´n. Del Corolario 3.4 se obtiene |G| ≤ [K : F ] con igualdad si y so´lo si K |F es
normal. Del Teorema anterior, es |G|= [K : KG] y K |KG es normal. Cada σ ∈G deja F fijo,
ası´ que F ⊆ KG y por ende [K : KG] ≤ [K : F ], con igualdad si y so´lo si |G| = [K : F ], si y
so´lo si K |F es normal.
Lema 3.11. Si F ⊆ E ⊆ K ⊆ C y si K | F es una extensio´n normal y finita, entonces la
extensio´n K |E es tambie´n normal y finita.
Demostracio´n. El grado [K : E] es finito porque [K : E] [E : F ] = [K : F ] es finito.
Como K | F es normal, hay un polinomio f (X) ∈ F [X ] con raı´ces α1, . . . ,αn ∈ K tal
que K = F(α1, . . . ,αn). Pero f (X) es tambie´n un polinomio en E[X ] porque F ⊆ E y K =
E(α1, . . . ,αn) tambie´n. Luego K es el cuerpo de escisio´n de un polinomio en E[X ], ası´ que
K |E es normal.
I Hay que recordar algunos conceptos ba´sicos de la teorı´a de grupos. Si G es un grupo y si
H es un subgrupo de G, se escribe H ≤ G. El menor subgrupo posible es 1 = {1} ≤ G, que
consta de la identidad 1 ∈ G y nada ma´s; el mayor subgrupo es G mismo. Dado un subgrupo
H ≤ G se puede formar “coclases” de H a la izquierda o bien a la derecha:
gH := {gh : h ∈ G}, Hg := {hg : h ∈ G},
para cada g ∈ G. Conside´rese el conjunto G/H := {gH : g ∈ G} de coclases a la izquierda.
Este es el cociente del conjunto G bajo la relacio´n de equivalencia R = {(g,g′) ∈ G×G :
g−1g′ ∈ H } porque las coclases gH son las clases de equivalencia para R y por eso son
disjuntos. El nu´mero de estas coclases se llama el ı´ndice [G : H]. Si G es un grupo finito, es
evidente que [G : H] = |G|/|H|.
Definicio´n 3.12. Un subgrupo H ≤ G es un subgrupo normal de G, escrito H E G, si vale
gH = Hg para cada g ∈ G, o equivalentemente, si g−1Hg= H para todo g ∈ G.
Aquı´ g−1Hg := {g−1hg : h ∈ H } es un subgrupo de G, llamado subgrupo conjugado
de H. Entonces H E G si y so´lo si el u´nico subgrupo conjugado de H es H mismo. Fı´jese
que gH = Hg si y so´lo si cada producto hg con h ∈ H es de la forma gh′ para algu´n h′ ∈ H.
Evidentemente,
hg= gh′ ⇐⇒ h′ = g−1hg,
ası´ que gH = Hg si y so´lo si g−1Hg= H.
Si G es un grupo abeliano (es decir, conmutativo), cualquier subgrupo de G es normal.
Si H E G, entonces el conjunto G/H tiene una estructura de grupo, llamado el grupo
cociente de G por H, al definir el producto (g1H)(g2H) := g1g2H. Para que este producto
este´ bien definido, se requiere que para cada h1,h2 ∈ H haya un elemento h3 ∈ H tal que
(g1h1)(g2h2) = g1(h1g2)h2 = g1(g2h3)h2 = g1g2(h3h2) ∈ g1g2H,
dado necesariamente por h3 = g−12 h1g2 ∈ g−12 Hg2. El orden del grupo cociente es el ı´ndice
del subgrupo, es decir, |G/H|= [G : H].
Con estos preparativos, podemos abordar el resultado central del curso.
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Teorema 3.13 (Teorema Principal de la Teorı´a de Galois). Sea K |F una extensio´n normal y
finita (con K ⊆ C, por ahora). Entonces hay una biyeccio´n ΦK|F entre los cuerpos interme-
dios E con F ⊆ E ⊆ K y los subgrupos H ≤ Gal(K |F), dado por ΦK|F : E 7→ Gal(K |E) y
en el sentido inverso por Φ−1K|F =ΨK|F : H 7→ KH , con las siguientes propiedades:
(a) E = KGal(K|E);
(b) H = Gal(K |KH);
(c) [K : E] =
∣∣Gal(K |E)∣∣;
(d) [E : F ] = [Gal(K |F) : Gal(K |E)];
(e) E |F es normal si y so´lo si Gal(K |E)E Gal(K |F);
(f) Gal(E |F)' Gal(K |F)/Gal(K |E) si E |F es normal.
Demostracio´n. Primero, debe notarse que (a) es equivalente a la relacio´n ΨK|F ◦ΦK|F = id
sobre la familia de cuerpos intermedios de la extensio´n K |F ; y que (b) es equivalente a la
relacio´n ΦK|F ◦ΨK|F = id sobre la familia de subgrupos de Gal(K |F). Por lo tanto, la com-
probacio´n de (a) y (b) establecera´ que ΦK|F y ΨK|F son biyecciones mutuamente inversos.
Esta correspondencia entre cuerpos intermedios y subgrupos puede ilustrarse con el si-
guiente esquema, en donde G := Gal(K |F).
K 1
~~
~~
~~
~~

E
__??????? Φ // H
@
@@
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@@Ψ
oo
F
OO
??
G
(3.3)
Ad(a): Fı´jese que Gal(K |E) es un subgrupo de Gal(K |F), porque consta de automorfis-
mos de K que dejan E fijo y luego dejan F fijo tambie´n. Como K |F es normal, el Lema 3.11
muestra que K |E es normal, y entonces el Corolario 3.10 asegura que KGal(K|E) = E.
Ad(b): Este es el Teorema 3.9.
Obse´rvese queΦK|F es sobreyectivo, porque siH ≤G, entonces F ⊆KH ⊆K y la parte (b)
muestra que ΦK|F(KH) = Gal(K |KH) = H.
Tambie´n,ΦK|F es inyectivo, porque si E y E ′ son cuerpos intermedios de K |F , la parte (a)
muestra que
ΦK|F(E) =ΦK|F(E ′) =⇒ Gal(K |E) =Gal(K |E ′) =⇒ KGal(K|E) =KGal(K|E
′) =⇒ E = E ′.
Ad(c): Sigue del Corolario 3.4 porque K |E es normal, por el Lema 3.11.
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Ad(d): De la Proposicio´n 2.3 y la parte (c) se obtiene
[E : F ] =
[K : F ]
[K : E]
=
|Gal(K |F)|
|Gal(K |E)| = [Gal(K |F) : Gal(K |E)].
Ad(e): La extensio´n E | F es finita, porque [E : F ] ≤ [K : F ]. Si es tambie´n normal,
entonces hay un elemento α ∈ E tal que E = F(α) y todos los conjugados de α (sobre F)
esta´n en E.
Sea σ ∈Gal(K |F). Entonces la restriccio´n σ |E es un homomorfismo de E en K que deja
F fijo, es decir, σ |E ∈ HomF(E,K). Adema´s, σ queda determinado por σ(α), que es un
conjugado de α . Por tanto, σ |E lleva E en E.
Ahora, si τ ∈ Gal(K |E), entonces σ−1τσ : K→ K es un F-automorfismo de K tal que
σ−1τσ(α) = σ−1(τ(σ(α))) = σ−1(σ(α)) = α
ya que τ deja E fijo y σ(α) ∈ E. Entonces σ−1τσ deja fijo a todo F(α) = E y por ende
σ−1τσ ∈ Gal(K |E). La implicacio´n
τ ∈ Gal(K |E) =⇒ σ−1τσ ∈ Gal(K |E) para todo σ ∈ Gal(K |F)
dice precisamente que Gal(K |E)E Gal(K |F).
Ad(f): Si la extensio´n E |F es normal, la aplicacio´n de restriccio´n θ(σ) := σ |E es un
homomorfismo de grupos θ : Gal(K |F)→ Gal(E |F). Ahora,
σ ∈ kerθ ⇐⇒ σ |E = idE ⇐⇒ σ deja E fijo ⇐⇒ σ ∈ Gal(K |E).
Hay un isomorfismo2 de grupos Gal(K |F)/kerθ ' imθ . Por conteo de o´rdenes de grupos
y grados de extensiones, se obtiene
| imθ |= |Gal(K |F)||kerθ | =
|Gal(K |F)|
|Gal(K |E)| =
[K : F ]
[K : E]
= [E : F ] = |Gal(E |F)|,
donde la u´ltima igualdad sigue de la normalidad de E |F . Por lo tanto, θ es sobreyectivo y el
isomorfismo cano´nico produce Gal(K |F)/Gal(K |E)' Gal(E |F).
Corolario 3.14. Sea K |F una extensio´n normal y finita, con K ⊆ C. Entonces la cantidad
de cuerpos intermedios distintos es finita.
Demostracio´n. Por el Teorema anterior, basta observar que la cantidad de subgrupos del
grupo finito Gal(K |F) es finita.
Lema 3.15. Sea K |F una extensio´n normal y finita, con K ⊆ C. Las correspondencias de
GaloisΦK|F yΦK|F son decrecientes: si F ⊆ E ⊆ E ′ ⊆K, entonces Gal(K |E ′)≤Gal(K |E);
y si H ≤ H ′ ≤ Gal(K |F), entonces KH ′ ⊆ KH . 
2Si θ : G→ G′ es un homomorfismo de grupos, hay un isomorfismo cano´nico imθ ' G/kerθ . Este es el
llamado “primer teorema de isomorfismo de grupos”.
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3.2 Grupo de Galois de un polinomio
Definicio´n 3.16. Sea f (X) ∈ F [X ], donde F es un subcuerpo de C, tal que f (X) tenga raı´ces
distintas en C. Sea K f el cuerpo de escisio´n de f (X) sobre F . Entonces Gal(K f |F) se llama
el grupo de Galois del polinomio f (X) sobre F .
Lema 3.17. Si G= Gal(K f |F) y si gr f (X) = m, entonces |G| ≤ m!.
Demostracio´n. Sea f (X) = am(X −α1)(X −α2) . . .(X −αm) la descomposicio´n en K f [X ]
de f (X) en factores de primer grado. Entonces α1, . . . ,αm ∈ K f son distintas y es K f =
F(α1, . . . ,αm). Cada elemento σ ∈ G queda determinado por los valores σ(α1), . . . ,σ(αm).
Se sabe que cada σ(α j) es un conjugado de α j sobre F , ası´ que σ(α j) ∈ {α1, . . . ,αm} para
cada j = 1, . . . ,m.
Deno´tese por Sm el grupo de permutaciones dem cosas distintas: concretamente, se puede
identificar Sm con las biyecciones del conjunto de m elementos {α1, . . . ,αm} en sı´ mismo.
Defı´nase una aplicacio´n θ : G→ Sm por
θ(σ) := σ
∣∣{α1,...,αm}.
La operacio´n de restriccio´n preserva la composicio´n de funciones: en particular, θ(στ) =
θ(σ)◦θ(τ) para σ ,τ ∈G. Por tanto, θ : G→ Sm es un homomorfismo de grupos. Como σ es
determinado por σ(α1), . . . ,σ(αm), se ve que θ es inyectivo. Por ende, θ es un isomorfismo
del grupo G en el subgrupo θ(G) de Sm. Se concluye que
|G|= |θ(G)| ≤ |Sm|= m! .
Ejemplo 3.18. ¿Cua´l es el grupo de Galois de f (X) = X3−2 sobre Q?
Ya se sabe que K f =Q( 3
√
2,ω) donde ω = 12(−1+
√
3 i) = e2pii/3 es una raı´z cu´bica de 1.
El Lema anterior dice que |G| ≤ 3!= 6; por otro lado, sabemos que
|G|= [Q( 3
√
2,ω) : Q] = [Q( 3
√
2,ω) : Q( 3
√
2)] [Q( 3
√
2) : Q] = 2 ·3= 6.
(Si E =Q( 3
√
2), es [E(ω) : E] = 2 ya que X2+X+1 es el polinomio mı´nimo de ω sobre E.)
Cada σ ∈ G esta´ determinado por sus valores σ( 3√2), σ(ω) en los generadores de K f
sobre Q. Adema´s, como σ(α) es un conjugado de α sobre Q para los dos casos α = 3
√
2 y
α = ω , se obtiene:
σ( 3
√
2) ∈ { 3
√
2,ω 3
√
2,ω2 3
√
2}, σ(ω) ∈ {ω,ω2}.
Hay exactamente 6 maneras de elegir σ( 3
√
2) y σ(ω) en estos conjuntos, que determinan los
6 elementos de G. Denotando σ0 = id, podemos exhibirlos en la Tabla 1.
Para calcular el isomorfismo θ : G→ S3, se observa el efecto de cada σ j sobre las tres
raı´ces α1 = 3
√
2, α2 = ω 3
√
2, α3 = ω2 3
√
2 de X3−2. Por ejemplo,
σ4(
3
√
2) = ω2 3
√
2,
σ4(ω
3
√
2) = σ4(ω)σ4(
3
√
2) = ω ·ω2 3
√
2= 3
√
2,
σ4(ω2
3
√
2) = σ4(ω2)σ4(
3
√
2) = ω2 ·ω2 3
√
2= ω 3
√
2,
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Tabla 1: Grupo de Galois de X3−2
σ ∈ G σ0 σ1 σ2 σ3 σ4 σ5
σ( 3
√
2) 3
√
2 3
√
2 ω 3
√
2 ω 3
√
2 ω2 3
√
2 ω2 3
√
2
σ(ω) ω ω2 ω ω2 ω ω2
θ(σ) ∈ S3 id (23) (123) (12) (132) (13)
o bien σ4(α1) = α3, σ4(α3) = α2, σ4(α2) = α1. Es decir, la permutacio´n θ(σ4) es el ciclo
(132). Las dema´s entradas de la u´ltima fila de la Tabla 1 se calculan de manera similar.
I Antes de seguir, es oportuno hacer un pequen˜o cata´logo de los grupos finitos finitos ma´s
conocidos. Cualquier grupo finito tiene una presentacio´n por generadores y relaciones, en la
forma
G= 〈x1, . . . ,xm : R1, . . . ,Rp〉,
donde los generadores x1, . . . ,xm son elementos de G y cada R j es una relacio´n entre estos
generadores.
Definicio´n 3.19. Si n es un nu´mero entero positivo, el grupo cı´clico de n elementos, con
generador g, es
Cn = {1,g,g2, . . . ,gn−1}= 〈g : gn = 1〉.
En este caso, so´lo se requiere un generador y una relacio´n gn = 1. Fı´jese que si mcd(k,n) = 1
con k ∈ {1, . . . ,n−1}, entonces las n potencias de gk son distintas, y se puede escribir Cn =
{1,gk,g2k, . . . ,g(n−1)k} tambie´n: luego, gk es otro generador deCn.
Un ejemplo concreto de este grupo abstracto es el grupo de las n raı´ces n-e´simas de 1,
que tambie´n3 se denota porCn:
Cn = {1,ζn,ζ 2n , . . . ,ζ n−1n }= {e2kpii/n : k = 0,1, . . . ,n−1}. (3.4)
Otra instancia de este grupo abstracto es el grupo aditivo Z/nZ = {0,1, . . . ,n−1} de los
residuos de divisio´n por n.
Definicio´n 3.20. El grupo de permutaciones Sn del conjunto {1,2, . . . ,n} cumple |Sn|= n!
por definicio´n del factorial.
Una transposicio´n es una permutacio´n que cambia dos objetos entre sı´, dejando fijos a los
dema´s: la transposicio´n j↔ k se denota ( jk). Cualquier permutacio´n en Sn es un producto
de transposiciones (de varias maneras). Una permutacio´n se llama par si es el producto de
3Este es un tı´pico “abuso de notacio´n”, en donde la etiqueta Cn se usa para denotar un objeto abstracto y
tambie´n una de sus manifestaciones concretas.
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un nu´mero par de transposiciones. Para ver que el concepto de paridad esta´ bien definido,
conside´rese el polinomio
h(X1, . . . ,Xn) := ∏
1≤i< j≤n
(Xi−X j).
Si σ ∈ Sn, entonces, al aplicar ϕσ de (1.18):
ϕσ (h(X1, . . . ,Xn)) = h(Xσ(1), . . . ,Xσ(n)) =∏
i< j
(Xσ(i)−Xσ( j))
=±∏
r<s
(Xr−Xs) =±h(X1, . . . ,Xn),
en donde el signo ± es + si y so´lo si la permutacio´n σ es par; deno´tese este signo ± por
(−1)σ . Como ϕστ = ϕσ ◦ϕτ , se obtiene de esta manera un homomorfismo σ 7→ (−1)σ de
Sn en el grupo {+1,−1} = C2. El nu´cleo de este homomorfismo es el subgrupo An de las
permutaciones pares, llamado el grupo alternante de n objetos. En cuanto nu´cleo de un
homomorfismo, es un subgrupo normal: An C Sn.
Como Sn/An 'C2 por el isomorfismo cano´nico, se ve que |An|= 12 |Sn|= 12 n!.
A
B C
AB
C D
A
B
C
D
E
Figura 5: Ejes de reflexio´n de polı´gonos regulares
Definicio´n 3.21. El grupo die´drico Dn es el grupo de isometrı´as de un polı´gono regular de
n ve´rtices. El centro del polı´gono es un punto fijo de cualquier isometrı´a. Las isometrı´as son
de dos tipos: rotaciones y reflexiones. Si los ve´rtices son A,B,C, . . . ,K en un orden contrario
a reloj alrededor del centro, sea r la rotacio´n por un a´ngulo 2pi/n que lleva A a B, B a C,
etc. Sea s la reflexio´n que deja fija el ve´rtice A (ve´ase la Figura 3.21). Entonces rsr−1 es una
reflexio´n que deja fijo el ve´rtice B. Se puede ver que el grupo Dn es generado por los dos
elementos r y s y que no es abeliano.
Las reflexiones en Dn son los elementos s,rs,r2s, . . . ,rn−1s. Para ver que esta lista es
completa, fı´jese que el elemento srs es la rotacio´n que lleva B en A, porque srs(B) = sr(K) =
s(A) = A y srs(A) = sr(A) = s(B) = K; por ende, srs= r−1 = rn−1. Luego, sr = (srs)s−1 =
(srs)s= rn−1s. En resumen,
Dn = 〈r,s : rn = 1, s2 = 1, sr = rn−1s〉. (3.5)
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En consecuencia, Dn = {1,r,r2, . . . ,rn−1,s,rs,r2s, . . . ,rn−1s}, porque la tercera relacio´n per-
mite escribir cualquier producto de los generadores en la forma rksl y las otras relaciones
obligan k < n y l < 2. En fin, |Dn|= 2n.
Definicio´n 3.22. Si G y H son dos grupos, el producto directo G×H es el producto carte-
siano de los conjuntos G y H, con la operacio´n de grupo (g1,h1) · (g2,h2) := (g1g2,h1h2).
Definicio´n 3.23. Hay 5 grupos no isomorfos de orden 8. Uno de ellos es C8 y el grupo
die´drico D4 es otro. Los productos directos C2×C4 y C2×C2×C2 son otros dos grupos,
ambos abelianos, de orden 8. Para completar la lista, se introduce el grupo de cuaterniones
Q := {1,−1, i,−i, j,− j,k,−k}, con i2 = j2 = k2 = i jk =−1.
De estas igualdades se obtiene i j = k = − ji, jk = i = −k j, ki = j = −ik. Este Q es un
grupo no abeliano, que no es isomorfo a D4 porque Q posee seis elementos de orden 4 y uno
de orden 2, mientras D4 posee dos elementos de orden 4 y cinco de orden 2. Una posible
presentacio´n de Q es
Q= 〈i, j : i4 = 1, j4 = 1, ji= i3 j〉.
I Continuamos con otro ejemplo de la identificacio´n de un grupo de Galois de un polinomio.
Ejemplo 3.24. ¿Cua´l es el grupo de Galois de f (X) = X4+2 sobre Q?
Sea ζ := ζ8 = epii/4, una raı´z octava de 1, Obse´rvese que ζ 2 = i y que ζ = (1+ i)/
√
2,
por la trigonometrı´a del cı´rculo de radio 1. La factorizacio´n de X4+2 en C[X ] es
X4+2= (X2− i
√
2)(X2+ i
√
2) = (X−ζ 4
√
2)(X+ζ 4
√
2)(X− iζ 4
√
2)(X+ iζ 4
√
2). (3.6)
Fı´jese que Q( 4
√
2,ζ ) = Q( 4
√
2, i) porque i = ζ ( 4
√
2)2− 1 mientras ζ = 12(1+ i)( 4
√
2)2. Es
evidente que K f ⊆Q( 4
√
2,ζ ). No es difı´cil expresar 4
√
2 y tambie´n i como polinomios en las
raı´ces α1,α2,α3,α4 que aparecen al lado derecho de (3.6). Se concluye que K f =Q( 4
√
2, i).
Cada σ ∈G=Gal(K f |Q) queda determinado por sus valores en los generadores, σ( 4
√
2)
y σ(i). Los polinomios mı´nimos de los generadores sobre Q son X4− 2 y X2+ 1, respecti-
vamente. De ahı´ se obtiene sus conjugados, para concluir que
σ( 4
√
2) ∈ { 4
√
2, i 4
√
2,− 4
√
2,−i 4
√
2}, σ(i) ∈ {i,−i}.
Hay exactamente 8 maneras de elegir σ( 4
√
2) y σ(i) en estos conjuntos, que determinan los
8 elementos de G. Defı´nase σ ,τ ∈ G por
σ( 4
√
2) := i 4
√
2, σ(i) := i,
τ( 4
√
2) := 4
√
2, τ(i) :=−i.
Es evidente que σ4 = id y que τ2 = id, mientras σ2 6= id: el elemento σ es de orden 4 en G
y τ es de orden 2. Adema´s,
τσ( 4
√
2) =−i 4
√
2, τσ(i) =−i,
σ3τ( 4
√
2) = i3 4
√
2, σ3τ(i) =−i.
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Luego τσ = σ3τ en G.
Por lo tanto, los elementos σ y τ cumplen las relaciones (3.5) que definen el grupoD4. En
consecuencia, hay un homomorfismo η : D4 → G determinado por η(r) := σ , η(s) := τ . Es
evidente que G= {id,σ ,σ2,σ3,τ,στ,σ2τ,σ3τ}, ası´ que η es sobreyectivo. La inyectividad
de η sigue del isomorfismo cano´nico D4/kerη ' imη = G, porque |D4|= 8= |G| conlleva
|kerη |= 1. Por tanto, η es un isomorfismo de grupos yG es una copia del grupo die´dricoD4.
3.3 Extensiones cicloto´micas
Definicio´n 3.25. Sea n ∈ N con n ≥ 2. Un residuo k ∈ Z/nZ es una unidad si posee un
inverso multiplicativo l tal que k l = 1. Si k ∈ N, es evidente que k es una unidad en Z/nZ si
y so´lo si mcd(k,n) = 1. Las unidades forman un grupo bajo multiplicacio´n:
Un := {k ∈ Z/nZ : mcd(k,n) = 1}. (3.7)
Obse´rvese queUn es un grupo abeliano, ya que Z/nZ es un anillo conmutativo.
La llamada funcio´n tociente de Euler4 es la funcio´n ϕ : N∗→N∗ definido5 por ϕ(1) := 1
y ϕ(n) := |Un| si n≥ 2.
Lema 3.26. La funcio´n tociente tiene las siguientes propiedades:
(a) Si p es primo y si r ∈ N∗, entonces ϕ(pr) = pr− pr−1.
(b) Si m,n ∈ N∗ con mcd(m,n) = 1, entonces ϕ(mn) = ϕ(m)ϕ(n).
Demostracio´n. Ad(a): Si k ∈ {0,1, . . . , pr− 1}, entonces mcd(k, pr) = 1 si y so´lo si p \/ k.
Fı´jese que hay pr−1 mu´ltiplos de p en {0,1, . . . , pr−1}.
Ad(b): Sea k ∈ {1, . . . ,mn− 1}. To´mese a,b ∈ Z tales que am+ bn = 1. Entonces
k = amk+bnk. Por divisio´n, hay r ∈ {0,1, . . . ,m−1} y s ∈ {0,1, . . . ,n−1} u´nicos tales que
bnk ≡ r mod m, amk ≡ s mod n. Entonces k ≡ r mod m, k ≡ s mod n, y la correspondencia
k↔ (r,s) es un isomorfismo de anillos entre Z/mnZ y (Z/mZ)⊕ (Z/nZ).
Ahora, si mcd(k,mn) = 1, entonces mcd(k,m) = 1 y mcd(k,n) = 1. Adema´s,
mcd(r,m) =mcd(bnk,m) =mcd(k,m) = 1,
y de modo similar mcd(s,n) = mcd(amk,n) = mcd(k,n) = 1. Por restriccio´n, la correspon-
dencia k↔ (r,s) tambie´n define un isomorfismo de grupos entre Umn y Um×Un. Por ende,
ϕ(mn) = |Umn|= |Um| |Un|= ϕ(m)ϕ(n).
Si n ∈ N con n ≥ 2 tiene la factorizacio´n prima n = pr11 pr22 . . . prkk , entonces el valor ϕ(n)
de la funcio´n tociente es
ϕ(n) =
k
∏
j=1
pr j−1j (p j−1) = n
k
∏
j=1
(
1− 1
p j
)
.
4La palabra “tociente” (ma´s bien, totient en ingle´s) fue inventada por James Joseph Sylvester en 1883 para
designar la funcio´n de Euler.
5Aquı´ se sigue el convenio france´s para los nu´meros naturales: N= {0,1,2, . . .} yN∗= {1,2, . . .}=N\{0}.
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Definicio´n 3.27. Sea n ∈ N∗. Un nu´mero complejo ζ ∈ C es una raı´z n-e´sima primitiva
de 1 si ζ n = 1 y si ζm 6= 1 cuando m\n con 1< m< n.
Escrı´base ζn := e2pii/n. Entonces ζ es una raı´z n-e´sima primitiva de 1 si y so´lo si ζ = ζ kn
con mcd(k,n) = 1, si y so´lo si ζ es un generador del grupo Cn de todas las raı´ces n-e´simas
de 1.
Definicio´n 3.28. Sea n ∈ N∗. El polinomio cicloto´mico Φn(X) ∈ C[X ] se define como6
Φn(X) := ∏
ζ n=1
ζ primitiva
(X−ζ ) = ∏
k∈Un
(X−ζ kn ).
Es evidente que grΦn = ϕ(n).
Ejemplo 3.29. Como ζ1 = 1, ζ2 =−1, ζ3 = ω , ζ4 = i y ζ6 = 12(1+
√
3 i), se obtiene
Φ1(X) = X−1,
Φ2(X) = X+1,
Φ3(X) = (X−ω)(X−ω2) = X2+X+1,
Φ4(X) = (X− i)(X+ i) = X2+1,
Φ5(X) = (X−ζ5)(X−ζ 25 )(X−ζ 35 )(X−ζ 45 ) = X4+X3+X2+X+1,
Φ6(X) = (X−ζ6)(X−ζ 56 ) = X2−2(ℜζ6)X+1= X2−X+1.
Lema 3.30. Sea n ∈ N∗. En C[X ], se cumple la identidad
Xn−1=∏
d\n
Φd(X). (3.8)
Demostracio´n. Si k ∈ {0,1, . . . ,n− 1}, el orden de ζ kn como elemento del grupo Cn es d si
ζ dkn = 1 pero ζ ckn 6= 1 para c = 1, . . . ,d− 1. Se escribe o(ζ kn ) = d para denotar este hecho:
es evidente que d es un divisor de n, por el teorema de Lagrange. De igual manera pero con
la notacio´n aditiva, se escribe o(k) = d para k ∈ Z/nZ si dk ≡ 0 mod n pero ck 6≡ 0 mod n
cuando c= 1, . . . ,d−1.
Ahora se puede descomponer el polinomio Xn−1 ası´:
Xn−1=
n−1
∏
k=0
(X−ζ kn ) =∏
d\n
(
∏
o(k)=d
(X−ζ kn )
)
. (3.9)
Si o(k) = d, entonces (ζ kn )d = 1, ası´ que ζ kn es una potencia de ζd . Hay una igualdad de
conjuntos
{1,ζ kn ,ζ 2kn , . . . ,ζ (d−1)kn }= {1,ζd,ζ 2d , . . . ,ζ d−1d }
y los elementos de orden exactamente d del lado izquierdo son los elementos primitivos del
lado derecho. Luego, el te´rmino entre pare´ntesis en (3.9) es igual a Φd(X).
6La palabra cicloto´mico viene del verbo griego κυκλoτ o´µειν , que significa “cortar el cı´rculo”: guarda
relacio´n, como luego se vera´, con el proceso de dividir la circunferencia del cı´rculo en n arcos iguales.
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Corolario 3.31. Para todo n ∈ N∗, el polinomio Φn(X) pertenece a Z[X ].
Demostracio´n. La fo´rmula (3.8) permite un ca´lculo recursivo de Φn(X), porque
Φn(X) = (Xn−1)
/
∏
d\n, d<n
Φd(X)
y el destino de la recursio´n es Φ1(X) = X−1 ∈ Z[X ].
De esta u´ltima fo´rmula, se ve por induccio´n sobre n que Φn(X) ∈ Q[X ]: el lado dere-
cho es (por la hipo´tesis inductiva) un cociente de polinomios en Q[X ], que coincide con un
polinomio Φn(X). Denotando el denominador a la derecha por g(X), se obtiene Xn− 1 =
Φn(X)g(X). Esta es una divisio´n en el anillo Q[X ], sin residuo: el divisor es g(X), el co-
ciente es Φn(X).
Ahora, tanto el dividendo Xn−1 como el divisor g(X) son polinomiosmo´nicos enZ[X ]—
la hipo´tesis inductiva permite afirmar que g(X) ∈ Z[X ]— ası´ que el cociente Φn(X) tambie´n
tiene coeficientes enteros.
Como ejemplos de esta recursio´n, se puede calcular ahora:
Φ2(X) =
X2−1
X−1 = X+1,
Φ3(X) =
X3−1
X−1 = X
2+X+1,
Φ4(X) =
X4−1
Φ1(X)Φ2(X)
=
X4−1
(X−1)(X+1) = X
2+1,
Φ5(X) =
X5−1
X−1 = X
4+X3+X2+X+1,
Φ6(X) =
X6−1
Φ1(X)Φ2(X)Φ3(X)
=
X6−1
(X−1)(X+1)(X2+X+1) = X
2−X+1.
Proposicio´n 3.32. El polinomio Φn(X) es irreducible en Z[X ], para todo n.
Demostracio´n. Sea ζ ∈ C una raı´z n-e´sima primitiva de 1. Entonces Φn(ζ ) = 0 porque
(X−ζ ) es un factor de Φn(X), por definicio´n.
Sea p un primo tal que p \/ n. Entonces ζ p es otra raı´z n-e´sima de 1, la cual tambie´n es
primitiva, porque mcd(k,n) = 1 implica mcd(pk,n) = 1. Por tanto, Φn(ζ p) = 0.
Sea q(X) el polinomio mı´nimo de ζ sobre Q, ası´ que q(X) \Φn(X). Si q(ζ p) 6= 0, en-
tonces q(X) es un factor propio de Φn(X), y por eso hay un polinomio h(X) ∈ Z[X ] (por ser
cociente de dos polinomios mo´nicos) con grh(X)≥ 1, tal que Φn(X) = h(X)q(X).
Puesto que q(ζ p) 6= 0, se obtiene h(ζ p) = 0, de modo que ζ es una raı´z del polinomio
X 7→ h(X p). En consecuencia, hay k(X) ∈ Z[X ] tal que h(X p) = k(X)q(X).
El siguiente paso es la reduccio´n de los coeficientes de estos polinomios a sus residuos
mo´dulo p. Sea θ : Z→ Fp = Z/pZ el homomorfismo cociente (de anillos): concretamente,
θ(k) = k ∈ Fp. A cada polinomio f (X) ∈ Z[X ] le corresponde un polinomio f θ (X) ∈ Fp[X ],
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y la correspondencia f (X) 7→ f θ (X) es un homomorfismo de anillos de Z[X ] en Fp[X ]. Por
ejemplo, vale hθ (X p) = kθ (X)qθ (X) en el anillo Fp[X ]. Si h(X) = a0+ a1X + · · ·+ amXm,
entonces
h(X)p ≡ (a0+a1X+a2X2+ · · ·+amXm)p
≡ ap0 +ap1X p+ap2X2p+ · · ·+apmXmp
≡ a0+a1X p+a2X2p+ · · ·+amXmp ≡ h(X p) mod p,
donde el segundo renglo´n sigue porque
(p
k
) ≡ 0 mod p para k = 1, . . . , p− 1, mientras el
tercer renglo´n es consecuencia de la conocida7 relacio´n: ap ≡ a mod p para a ∈ Z. En otras
palabras, vale hθ (X)p = hθ (X p) en Fp[X ].
Ahora, la relacio´n hθ (X)p = kθ (X)qθ (X) dice que mcd(hθ (X),qθ (X)) 6= 1 en el anillo
entero Fp[X ]. Si gθ (X) es un factor comu´n de hθ (X) y qθ (X) con grgθ (X)≥ 1, entonces
gθ (X)2 \Φθn (X)\ (Xn−1) en Fp[X ].
Por tanto, gθ (X) divide la derivada nXn−1 de (Xn− 1). Pero n 6= 0 en Fp, porque p \/ n por
hipo´tesis. Sin embargo, esto implicarı´a que gθ (X) divide mcd(Xn−1,Xn−1) = 1, lo cual es
imposible porque gθ (X) no es constante.
Esta contradiccio´n muestra que q(ζ p) = 0 toda vez que p es primo con p\/n. Cada k con
mcd(k,n) = 1 es un producto k = p1p2 . . . ps, donde p j \/ n para j = 1, . . . ,s. El argumento
anterior muestra que q(ζ p1) = 0. Al reemplazar ζ por ζ p1 , tambie´n primitivo, y ζ p1 por
su potencia ζ p1p2 , se obtiene q(ζ p1p2) = 0. Repitiendo este proceso s veces, se llega a que
q(ζ k) = 0. En fin, cada raı´z primitiva n-e´sima de 1 es una raı´z de q(X). Se concluye que
q(X) =Φn(X) y, en particular, que Φn(X) es irreducible.
Corolario 3.33. Si ζ es una raı´z n-e´sima primitiva de 1, entonces Φn(X) es el polinomio
mı´nimo de ζ sobre Q.
Corolario 3.34. Si ζ es una raı´z n-e´sima primitiva de 1, entonces Q(ζ ) es el cuerpo de
escisio´n de Φn(X) sobre Q. La extensio´n Q(ζ ) |Q es normal, con [Q(ζ ) : Q] = ϕ(n).
Definicio´n 3.35. Si ζ es una raı´z n-e´sima primitiva de 1, la extensio´n Q(ζ ) |Q se llama una
extensio´n cicloto´mica de Q.
Proposicio´n 3.36. Si ζ es una raı´z n-e´sima primitiva de 1, entonces Gal(Q(ζ ) |Q)'Un.
Demostracio´n. Sea σ ∈G=Gal(Q(ζ ) |Q); obse´rvese que σ queda determinado por el valor
σ(ζ ). Este valor es un conjugado de ζ sobre Q y como tal, es tambie´n un generador del
grupoCn de raı´ces n-e´simas de 1. Por tanto, σ(ζ ) = ζ k donde k ∈ N con mcd(k,n) = 1.
Defı´nase un homomorfismo de grupos θ : G→Un por θ(σ) := k. En efecto, si τ ∈G con
θ(τ) = l, entonces στ(ζ ) = σ(ζ l) = ζ kl , ası´ que θ(στ) = kl = k l = θ(σ)θ(τ).
Ahora, si σ ∈ kerθ , entonces k = 1, ası´ que ζ k = ζ y por tanto σ = id. Luego, θ es
inyectivo. Como |G|= [Q(ζ ) : Q] = ϕ(n) = |Un|, la aplicacio´n θ es adema´s biyectivo. Luego
θ es el isomorfismo deseado entre G yUn.
7La relacio´n ap ≡ a mod p fue observado por Fermat. En su forma equivalente: ap−1 ≡ 1 mod p si
mcd(a, p) = 1, es una consecuencia del Teorema de Lagrange porque el grupoUp cumple |Up|= p−1.
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Proposicio´n 3.37. Sea ζ ∈ C una raı´z n-e´sima primitiva de 1. Entonces ζ es constructible
(por regla y compa´s) so´lo si n= 2m p1p2 . . . pk donde los p j son primos impares distintos, de
la forma p= 22
l
+1: por ejemplo, p= 3,5,17,257 o´ 65537.
Demostracio´n. Por el Corolario 2.42, la condicio´n necesaria para constructibilidad de ζ es
que [Q(ζ ) : Q] = 2s para algu´n s∈N. El Corolario 3.34 transforma este criterio en la ecuacio´n
nume´rica ϕ(n) = 2s.
Ahora, sea n = 2m pr11 p
r2
2 . . . p
rk
k la factorizacio´n prima de n, donde p1, . . . , pk son los pri-
mos impares distintos que dividen n. Del Lema 3.26 se obtiene
ϕ(n) = ϕ(2m)ϕ(pr11 ) . . .ϕ(p
rk
k ) = 2
m−1 pr1−11 (p1−1) . . . prk−1k (pk−1).
Se requiere que este producto no contenga factores impares. Para eso, es necesario y sufi-
ciente que cada r j = 1 (cada factor primo impar de n aparece una sola vez) y que cada p j sea
de la forma 2t +1.
Ahora, si t = uv donde u 6= 1 es impar, 2t +1 no es primo, porque
2t +1= (2v)u+1= (2v+1)(2v(u−1)−2v(u−2)+ · · ·+22v−2v+1),
en donde los u te´rminos del segundo factor a la derecha tienen signos alternantes. Luego
2t + 1 puede ser primo so´lo si t mismo es de la forma t = 2l para algu´n l ∈ N. Los casos
l = 0,1,2,3,4 dan 22
l
+1= 3,5,17,257,65537, los cuales son nu´meros primos.
Fermat especulo´ que 22
5
+ 1 = 232 + 1 = 4294967297 serı´a primo, pero no pudo de-
mostrarlo. Euler logro´ demostrar lo contrario: este nu´mero es divisible por 641= 10 ·26+1;
de hecho, 232+1= 641 ·6700417 es un producto de dos primos.8 Se sabe que 22l +1 no es
primo para l = 5,6, . . . ,32; en cada caso, tiene un factor de la forma k2l+1+1.
El inverso de la Proposicio´n 3.37 tambie´n es cierto: dado n de la forma permitida, hay una
construccio´n por regla y compa´s de un n-gono regular. En primer lugar, es fa´cil bisecar un
arco de cı´rculo dado, lo cual permite fabricar un 2n-gono regular a partir de un n-gono regular;
por tanto, basta examinar el caso en donde n es impar. En segundo lugar, si mcd(m,n) = 1
y si am+bn = 1, entonces 2pi/mn = a(2pi/n)+b(2pi/m); de ahı´, los ve´rtices del m-gono y
del n-gono regulares determinan los ve´rtices del mn-gono regular. Basta, entonces, examinar
el caso n= 22
l
+1 sea un primo de Fermat. En este caso, como G= Gal(Q(ζp) |Q)'U22l ,
hay una cadena de subgrupos G = G0 ≥ G1 ≥ ·· · ≥ Gr = 1 donde cada [Gi : Gi−1] = 2. Por
tanto, hay una torre de subcuerpos Q= E0 ⊂ E1 ⊂ ·· · ⊂ Er =Q(ζn) tal que cada Ei |Ei−1 es
una extensio´n de grado 2: se puede construir elementos de Ei a partir de elementos de Ei−1
por regla y compa´s.
Las construcciones para los casos n= 3 y n= 5 (tria´ngulo y penta´gono regulares) apare-
cen en los Elementos de Euclides (Proposiciones I.1 y IV.11, respectivamente.) El caso n= 17
fue resuelto por Gauss (Disquisitiones Arithmeticae, arts. 354 y 363).9
8Los nu´meros 3,5,17,257,65537 se llaman primos de Fermat; fueron mencionados en una carta de Pierre de
Fermat a Marin Mersenne, escrito el 25 de diciembre de 1640. No se sabe au´n (en el 2006) si 22
33
+1 es primo o
compuesto. Para el estado actual de la cuestio´n, ve´ase el sitio http://www.prothsearch.net/fermat.html.
9Ve´ase tambie´n: Felix Klein, Famous Problems of Elementary Geometry (1895); Dover, New York, 1956.
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3.4 Extensiones cı´clicas
Definicio´n 3.38. Sea K |F una extensio´n normal y finita con K ⊆C. Se dice que K |F es una
extensio´n abeliana si Gal(K |F) es un grupo abeliano. Se dice que K |F es una extensio´n
cı´clica si Gal(K |F) es un grupo cı´clico.
Cada extensio´n cicloto´mica Q(ζ ) |Q es abeliana. De hecho, si ζ es una raı´z n-e´sima
primitiva de 1, el grupo Gal(Q(ζ ) |Q) 'Un es abeliano. Adema´s, si E |Q es normal, con
Q⊆ E ⊆Q(ζ ), el grupo Gal(E |Q)'Gal(Q(ζ ) |Q) /Gal(Q(ζ ) |E) es abeliano. Un famoso
teorema de Kronecker y Weber, que no se demuestra aquı´, dice que toda extensio´n abeliana
de Q es un cuerpo intermedio de alguna extensio´n cicloto´mica.
El grupo Un es cı´clico para algunos n, pero no para todos. Por ejemplo, si n = 2k con
k ≥ 2, se sabe queUn 'C2k−1×C2 6'C2k . Para n primo, el grupoUn sı´ es cı´clico, en vista de
la Proposicio´n siguiente.
Lema 3.39. Si mcd(m,n) = 1, entonces Cm×Cn 'Cmn.
Demostracio´n. Sea h un generador deCm y sea k un generador deCn. Entonces hr = 1 enCm
si y so´lo si m\ r; tambie´n, ks = 1 enCn si y so´lo si n\ s.
En el producto directo Cm×Cn, la potencia (h,k)t = (ht ,kt) es igual a la identidad (1,1)
si y so´lo si ht = 1 y kt = 1, si y so´lo si m\ t y n\ t. Esta condicio´n es equivalente a que mn\ t,
porque mcd(m,n) = 1. Entonces Cm×Cn es un grupo abeliano de orden mn que posee un
elemento (h,k) de orden mn. Por tanto, este grupo es cı´clico, con generador (h,k).
Por otro lado, en el grupo cı´clicoCmn, sea z un generador y conside´rese los subgrupos
H := {x ∈Cmn : xm = 1}= {1,zn,z2n, . . . ,z(m−1)n} 'Cm,
K := {y ∈Cmn : yn = 1}= {1,zm,z2m, . . . ,zm(n−1)} 'Cn.
Al escribir 1 = am+bn con a,b ∈ Z, se ve que zk = zkbnzkam para todo k = 0,1, . . . ,mn−1.
Es fa´cil comprobar que la aplicacio´n zk 7→ (zkbn,zkam) es un isomorfismo de grupos que lleva
Cmn en H×K 'Cm×Cn.
Proposicio´n 3.40. Sea F un cuerpo finito y sea F× := F \{0} su grupo multiplicativo. En-
tonces F× es un grupo cı´clico.
Demostracio´n. El grupo multiplicativo F× es abeliano porque F es un anillo conmutativo.
Si |F×|= pr11 pr22 . . . prkk , sea H j := {a ∈ F : ap
r j
j = 1} para j = 1, . . . ,k. Entonces cada H j es
un subgrupo de F× y no es difı´cil comprobar que F× ' H1×H2×·· ·×Hk.
Ahora sea H un subgrupo de F× de orden pr, para algu´n primo p que divide |F×|. El
orden de cada elemento de H es un divisor de pr: sea b ∈ H de orden ma´ximo ps, con s≤ r.
Entonces ap
s
= 1 para todo a ∈H. Esto dice que el polinomio X ps−1 ∈ F [X ] tiene al menos
pr raı´ces, las cuales son todos los elementos de H. Por tanto s = r, y el grupo H es cı´clico
con generador b.
Se concluye que cada H j es un subgrupo cı´clico de F×, con o´rdenes relativamente primos
entre sı´. El Lema anterior muestra que F× ' H1×H2×·· ·×Hk tambie´n es cı´clico.
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Corolario 3.41. Si p es primo, entonces Up = F×p 'Cp−1.
Proposicio´n 3.42. Sea ζ una raı´z n-e´sima primitiva de 1. Sea F ⊆C un cuerpo tal que ζ ∈ F
y sea a ∈ F. Si β ∈ C es una raı´z del polinomio Xn−a, entonces F(β ) |F es una extensio´n
cı´clica. Si d = [F(β ) : F ], entonces β d ∈ F.
Demostracio´n. Por definicio´n, β es una raı´z n-e´sima de a. Todas las raı´ces n-e´simas de a son
{ζ kβ : k = 0,1, . . . ,n−1} ⊂ F(β ). Por lo tanto, F(β ) = F(β ,ζβ , . . . ,ζ n−1β ) es el cuerpo
de escisio´n de Xn−a sobre F . Por la Proposicio´n 3.3, la extensio´n F(β ) |F es normal.
Si G = Gal(F(β ) |F), cada σ ∈ G queda determinado por σ(β ) y adema´s σ(β ) = ζ kβ
para algu´n k ∈ {0,1, . . . ,n− 1}. Defı´nase una aplicacio´n θ : G→ Cn por θ(σ) := ζ k. Si
τ(β ) = ζ lβ , entonces
στ(β ) = σ(τ(β )) = σ(ζ lβ ) = ζ l σ(β ) = ζ lζ kβ = ζ k+lβ ,
ası´ que θ(στ) = θ(σ)θ(τ): entonces θ es un homomorfismo de grupos. Fı´jese que en este
ca´lculo σ(ζ l) = ζ l porque ζ l ∈ F .
Ahora θ es inyectivo, porque
σ ∈ kerθ =⇒ θ(σ) = 1 =⇒ σ(β ) = β =⇒ σ = id .
Luego G ' θ(G) ≤Cn. Como subgrupo de un grupo cı´clico, G tambie´n es un grupo cı´clico
y por ende la extensio´n F(β ) |F es cı´clica.
Si σ es un generador de G, sea d el orden de σ , de modo que ζ dk = 1 pero ζ ck 6= 1 para
c= 1, . . . ,d−1. Obse´rvese que d \n ya que dk \n. Ahora,
σ(β d) = σ(β )d = (ζ kβ )d = ζ dkβ d = β d,
por ende σ r(β d) = β d para todo σ r ∈ G. Esto dice que β d ∈ F(β )G = F .
Corolario 3.43. Si el polinomio Xn−a es irreducible en F [X ], entonces Gal(F(β ) |F)'Cn.
Demostracio´n. En este caso, Xn−a es el polinomio mı´nimo de β sobre F , ası´ que |G|= n y
el homomorfismo θ : G→Cn es biyectivo.
La Proposicio´n 3.42 dice que si Q(ζ ) ⊆ F , entonces una extensio´n de F por una raı´z
n-e´sima de a ∈ F es una extensio´n cı´clica. En seguida mostraremos un resultado inverso, que
una extensio´n cı´clica de F es generado por una raı´z n-e´sima de algu´n a∈ F , en el caso de que
n sea un nu´mero primo.
Proposicio´n 3.44. Sean p∈N un nu´mero primo, ζ una raı´z p-e´sima de 1, y F ⊆C un cuerpo
tal que ζ ∈ F. Si K |F es una extensio´n cı´clica con [K : F ] = p, entonces K = F(β ) donde
β p ∈ F.
Demostracio´n. Sea α ∈ K con α /∈ F . Si f (X) ∈ F [X ] es el polinomio mı´nimo de α sobre
F , entonces gr f (X)> 1 y gr f (X)\ p, ası´ que gr f (X) = p y por ende F(α) = K.
Sea σ un generador de Gal(K |F)'Cp. Para j= 1, . . . , p, defı´nase α j = σ j−1(α). Fı´jese
que σ(α j) = α j+1 para j = 1, . . . , p−1 y que σ(αp) = α = α1.
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Para cada k = 0,1, . . . , p−1, conside´rese el resolvente de Lagrange:
λk := α1+ζ kα2+ζ 2kα3+ · · ·+ζ (p−1)kαp. (3.10)
Al aplicar σ a este elemento de K, se obtiene
σ(λk) = σ(α1)+ζ kσ(α2)+ζ 2kσ(α2)+ · · ·+ζ (p−1)kσ(αp)
= α2+ζ kα3+ζ 2kα4+ · · ·+ζ (p−1)kα1 = ζ−k λk,
y en consecuencia, σ(λ pk ) = ζ
−kpλ pk = λ
p
k , lo cual implica que λ
p
k ∈ KG = F .
Las fo´rmulas (3.10), para k = 0,1, . . . , p− 1, definen un sistema de ecuaciones lineales
para las inco´gnitas α1, . . . ,αp. Al enumerar las raı´ces p-e´simas de 1 como {ζ1,ζ2, . . . ,ζp} :=
{1,ζ ,ζ 2, . . . ,ζ p−1}, este sistema tiene la siguiente forma:
α1+ζ1α2+ζ 21 α3+ · · ·+ζ p−11 αp = λ0,
α1+ζ2α2+ζ 22 α3+ · · ·+ζ p−12 αp = λ1,
α1+ζ3α2+ζ 23 α3+ · · ·+ζ p−13 αp = λ2,
...
...
α1+ζpα2+ζ 2p α3+ · · ·+ζ p−1p αp = λp−1.
El determinante de la matriz de coeficientes es un determinante de Vandermonde:10∣∣∣∣∣∣∣∣∣∣∣∣
1 ζ1 ζ 21 . . . ζ
p−1
1
1 ζ2 ζ 22 . . . ζ
p−1
2
1 ζ3 ζ 23 . . . ζ
p−1
3
...
...
... . . .
...
1 ζp ζ 2p . . . ζ
p−1
p
∣∣∣∣∣∣∣∣∣∣∣∣
=∏
i< j
(ζ j−ζi). (3.11)
Para el ca´lculo de este determinante, obse´rvese que:
(a) se puede reemplazar la fila j por la diferencia (fila j − fila i) sin afectar el valor del
determinante;
(b) (ζ j−ζi) es un factor de esta nueva fila y por ende es un factor del determinante;
(c) entonces el producto al lado derecho es un divisor del determinante;
(d) por la expansio´n en la fila j, el determinante es un polinomio de grado p− 1 en cada
variable ζ j, ası´ que es un mu´ltiplo constante del lado derecho;
(e) el coeficiente del te´rmino diagonal ζ2ζ 23 . . .ζ
p−1
p en la expansio´n del lado derecho
es +1, ası´ que dicha constante tambie´n es +1.
10Este determinante fue usado por Alexandre Vandermonde en 1770, precisamente para invertir las expre-
siones (3.10) que Lagrange en su monografı´a de 1771 llamo´ “resolventes”.
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Como ζ1, . . . ,ζn son distintos, se ve que∏i< j(ζ j−ζi) 6= 0. Por tanto, el sistema de ecuaciones
(3.10) tiene solucio´n u´nica, de la forma
α j = c j0λ0+ c j1λ1+ · · ·+ c j,p−1λp−1 con cada c jk ∈ F.
Ahora, α1 = α /∈ F , ası´ que al menos un ı´ndice k con λk /∈ F ; colo´quese β := λk. Entonces
F(β ) = K, por el argumento al inicio de esta demostracio´n, y tambie´n β p = λ pk ∈ F .
I Podemos aplicar esta teorı´a de extensiones cı´clicas a la solucio´n de la ecuacio´n cu´bica
X3+ pX+q= 0, con p,q ∈ F ⊆C. Supo´ngase que este polinomio es irreducible en F [X ], lo
cual implica que sus raı´ces α1,α2,α3 ∈ C son distintas. Obse´rvese que α1+α2+α3 = 0. El
discriminante de este polinomio mo´nico es
D= (α1−α2)2(α2−α3)2(α3−α1)2 =−4p3−27q2 ∈ F,
por la fo´rmula (1.27) y el Ejemplo 1.33.
Lema 3.45. Si X3+ pX+q es irreducible en F [X ], con raı´ces α1,α2,α3 ∈ C, y si
δ := (α1−α2)(α2−α3)(α3−α1),
entonces el cuerpo de escisio´n de X3+ pX+q sobre F es F(α1,δ ), con [F(α1,δ ) : F ] = 3 si
δ ∈ F, mientras [F(α1,δ ) : F ] = 6 si δ /∈ F.
Demostracio´n. El cuerpo de escisio´n de X3+ pX + q sobre F es K = F(α1,α2,α3). Fı´jese
que δ 2 = D. Adema´s, α1 /∈ F porque X3+ pX + q es irreducible en F [X ]; en particular, es
α1 6= 0. Ahora bien,
(α1−α2)(α3−α1) = α1(α2+α3)−α21 −α2α3 =−2α21 +
q
α1
∈ F(α1),
luego α2−α3 = δ/(α1−α2)(α3−α1) ∈ F(α1,δ ). Tambie´n, α2+α3 = −α1 ∈ F(α1): se
concluye que α2,α3 ∈ F(α1,δ ) y por ende K = F(α1,δ ).
Como X3+ pX + q es el polinomio mı´nimo de α1, se ve que [F(α1) : F ] = 3. Si δ ∈
F , entonces K = F(α1) es de grado 3 sobre F . Si δ /∈ F , entonces [F(δ ) : F ] = 2 porque
δ 2 =D ∈ F . Luego [K : F ] es divisible por 2, δ /∈ F(α1) y [K : F(α1)] = 2 tambie´n, por ende
[K : F ] = 6.
Como δ 2 = D, de modo que δ = ±√D, el grado es 6 si y so´lo si D no es un cuadrado
en F . En este caso, la extensio´n K |F es normal y finita, el grupo G=Gal(K |F) permuta las
raı´ces α1,α2,α3 y es de orden 6: es evidente que G' S3. El subgrupo A3 de permutaciones
pares es un grupo cı´clico de orden 3 generado por el automorfismo σ determinado por
σ(α1) = α2, σ(α2) = α3, σ(α3) = α1.
Se ve que σ(δ ) = δ , ası´ que E := F(δ ) es el cuerpo fijo del subgrupo H := {id,σ ,σ2} ' A3.
Entonces [E : F ] = [G : H] = 2. En consonancia con la Proposicio´n 3.44 para p = 2, se ve
que E = F(δ ) y δ 2 ∈ F .
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Supo´ngase ahora que ω = e2pii/3 ∈ F . Como la extensio´n K |E es normal, se obtiene
Gal(K |E) = Gal(K |KH) = H, el cual es un grupo cı´clico de orden 3. La Proposicio´n 3.44
garantiza que hay β ∈K tal que K = E(β ) y β 3 ∈ E. Adema´s, se puede elegir β entre los tres
resolventes de Lagrange para el polinomio cu´bico X3+ pX+q. En el caso presente, es λ0 =
α1+α2+α3 = 0, de modo que debe tomarse β := λ1 = α1+ωα2+ω2α3 (alternativamente,
se puede tomar β ′ = λ2 = α1+ω2α2+ωα3).
Para calcular β 3 ∈ E, se usa la tecnologı´a de los polinomios sime´tricos. En efecto, usando
la relacio´n δ = α1α22 +α2α
2
3 +α3α
2
1 −α21α2−α22α3−α23α1 se obtiene
β 3 = (α1+ωα2+ω2α3)3
= α31 +α
3
2 +α
3
3 +3ω(α
2
1α2+α
2
2α3+α
2
3α1)+3ω
2(α1α22 +α2α
2
3 +α3α
2
1 )+6α1α2α3
= α31 +α
3
2 +α
3
3 −
3
2
(α21α2+α
2
2α3+α
2
3α1+α1α
2
2 +α2α
2
3 +α3α
2
1 )−
3
√
3 i
2
δ +6α1α2α3
=−27
2
q− 3
2
(ω−ω2)δ ∈ E.
La alternativa β ′ = λ2 conduce a β ′3 =−272 q+ 32 (ω−ω2)δ .
Las raı´ces cu´bicas de β 3 son β , ωβ y ω2β . Al tomar α1 = 12(λ1+λ2), etc., se obtienen
α1,α2,α3 en te´rminos de q y δ . Finalmente, como iδ =±
√−D=±
√
4p3+27q2, se recu-
peran las fo´rmulas de Cardano para α1,α2,α3.
3.5 Resolucio´n de ecuaciones por radicales
El trabajo principal de E´variste Galois, escrito entre los an˜os 1829 y 1831 y publicado
po´stumamente en 1846, contiene un criterio para decidir si una ecuacio´n polinomial es o
no es resoluble por radicales. Brevemente, una “resolucio´n por radicales” quiere decir la
exhibicio´n de una fo´rmula para las raı´ces, similar a la fo´rmula cuadra´tica y las fo´rmulas de
Cardano y Ferrari, en te´rminos de los coeficientes del polinomio, mediante las cuatro ope-
raciones aritme´ticas ba´sicas y la extraccio´n de un nu´mero finito de raı´ces. Desde Ferrari a
Galois, se buscaba una fo´rmula para resolver la ecuacio´n general de quinto grado, hasta que
los trabajos de Paolo Ruffini (1799) y Niels Henrik Abel (1824) sen˜alaron que esa fo´rmula
general no existı´a. Galois logro´ confirmar sus resultados, pero a la vez sen˜alo´ un me´todo para
obtener resoluciones de algunas clases particulares de ecuaciones de alto grado.
Galois uso´ un resolvente ma´s general de los resolventes de Lagrange. En lenguaje mo-
derno, su resolvente es una funcio´n racional (eventualmente, un polinomio) β = g(α1, . . . ,αn)
de las raı´ces α j de la ecuacio´n, que es un elemento primitivo del cuerpo de escisio´n, es de-
cir, que F(β ) = F(α1, . . . ,αn). Para hallar un resolvente de este tipo, e´l estudio el efecto de
someter β a un juego de permutaciones o “sustituciones” de las raı´ces que e´l llamaba grupo
de sustituciones. Reconocio´ que, dependiendo de la ecuacio´n polinomial dada, no hace falta
usar todas las sustituciones posibles, siempre que sea posible combinar e invertir las sustitu-
ciones del grupo elegido. En breve, identifico´ lo que hoy en dı´a se llama el “grupo de Galois”
del polinomio dado. En seguida, la estructura de este grupo fue la clave para descifrar la
ecuacio´n.
MA–660: Teorı´a de Galois 64
I Antes de seguir, conviene repasar algunos conceptos de la teorı´a de grupos finitos.
Definicio´n 3.46. Un grupo G es un grupo resoluble si hay una cadena decreciente finita de
subgrupos
G= G0 D G1 D G2 D · · ·D Gr = 1, (3.12)
tal que Gi E Gi−1 para i= 1,2, . . . ,r, y cada grupo cociente Gi−1/Gi es un grupo abeliano.
Ejemplo 3.47. (a) Cualquier grupo abeliano es resoluble. La cadena trivial GD 1 sirve para
el caso abeliano.
(b) El grupo S3 es resoluble, con cadena S3 B A3 B 1, ya que los cocientes S3/A3 'C2 y
A3/1= A3 'C3 son abelianos.
(c) El grupo S4 es resoluble, con cadena S4 B A4 B V B 1, donde el tercer subgrupo es
V = {id,(12)(34),(13)(24),(14)(23)}. Los cocientes son S4/A4 ' C2, A4/V ' C3 y V '
C2×C2.
(d) El grupo die´drico Dn es resoluble, con cadena Dn BCn B 1. Los cocientes abelianos
son Dn/Cn 'C2 yCn.
Si H E G, entonces G/H es abeliano si y so´lo si (gH)(hH) = (hH)(gH) o bien ghH =
hgH para todo g,h∈G, si y so´lo si ghg−1h−1H =H o bien ghg−1h−1 ∈H para todo g,h∈G.
Definicio´n 3.48. Para cualquier grupo G, el subgrupo derivado G′ es el subgrupo generado
por todos los elementos de la forma ghg−1h−1, para g,h ∈G. Obse´rvese que G′ = 1 si y so´lo
si G es abeliano; y que
k(ghg−1h−1)k−1 = kgk−1 khk−1 kg−1k−1 kh−1k−1 = (kgk−1)(khk−1)(kgk−1)−1(khk−1)−1,
para todo k ∈ G, ası´ que G′ E G. Se escribe G(2) = G′′ := (G′)′, G(3) = G′′′ := (G′′)′ y en
general G(r+1) := (G(r))′.
Fı´jese que el grupo G/G′ es abeliano, por la observacio´n anterior. Adema´s, si H EG con
cociente abeliano G/H, entonces G′ ≤ H.
Por otro lado, si G′ ≤H EG, entonces G′ EH y G/H ' (G/G′)/(H/G′) por un isomor-
fismo cano´nico, ası´ que G/H es abeliano, por ser isomorfo a un cociente del grupo abeliano
G/G′. En resumen, G′ es el menor subgrupo normal de G con cociente abeliano.
Proposicio´n 3.49. Un grupo G es resoluble si y so´lo si hay s ∈ N∗ tal que G(s) = 1.
Demostracio´n. Si G(s) = 1, hay una cadena decreciente finita con inclusiones normales y
cocientes abelianos:
GD G′ D G′′ D · · ·D G(s) = 1,
lo que muestra que G es resoluble.
Por otro lado, si G es resoluble, entonces en la cadena (3.12) es G′ ≤ G1 por ser G/G1
abeliano. Afirmacio´n: G(i) ≤ Gi para todo i; esto puede comprobarse por induccio´n sobre i.
En efecto, si G(i−1) ≤ Gi−1, entonces por ser Gi−1/Gi abeliano, se obtiene
G(i) = (G(i−1))′ ≤ (Gi−1)′ ≤ Gi.
En particular, G(r) ≤ Gr = 1, como era requerido.
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Si θ : G→K es un homomorfismo de grupos, es θ(ghg−1h−1) = θ(g)θ(h)θ(g)−1θ(h)−1
para todo g,h ∈ G. Luego θ(G′)≤ K′, con igualdad si θ es sobreyectivo.
Proposicio´n 3.50. Sea G un grupo y H ≤ G. Si G es resoluble, entonces H tambie´n es
resoluble. Si H E G, entonces G es resoluble si y so´lo si H y G/H son resolubles.
Demostracio´n. Si G es resoluble con G(s) = 1, entonces H(i) ≤ G(i) para todo i, ası´ que
H(s) = 1 tambie´n, lo que muestra que H es resoluble.
En el caso de queH EG, sea η : G→G/H el homomorfismo cociente; entonces η(G′) =
(G/H)′. Por induccio´n, se ve que η(G(i)) = (G/H)(i) para todo i. Si G es resoluble con
G(s) = 1, entonces (G/H)(s) = η(1) =H, el subgrupo trivial de G/H. Se concluye que G/H
es resoluble.
Por otro lado, si H EG y si H y G/H son resolubles, entonces hay r,s ∈N∗ con H(s) = 1
y η(G(r)) = (G/H)(r) = H. Por tanto, G(r) ≤ H y en consecuencia G(r+s) = 1. Se concluye
que G tambie´n es resoluble.
SiH EG, y siM≤G/H, defı´nase K := η−1(M), de modo queH ≤K ≤G. SiMEG/H,
entonces K E G, porque η(gkg−1) = η(g)η(k)η(g)−1 ∈ M para k ∈ K, g ∈ G. Si adema´s
G/H es abeliano, entonces G/K y K/H son tambie´n abelianos.
Un grupo es simple si no tiene subgrupo normal propio. Los u´nicos grupos finitos que
sean simples y abelianos son los grupos cı´clicosCp de orden primo. Si un grupo finito simple
G no es abeliano, entonces G′ = G (porque G′ E G y G′ 6= 1). Por tanto, G(i) = G para todo
i ∈ N∗ y por ende G no es resoluble. Veremos ma´s adelante que si n ≥ 5, entonces el grupo
alternante An es simple.11
Si en la cadena (3.12) el cociente Gi−1/Gi no es simple, entonces se puede intercalar un
subgrupo H tal que Gi−1 B H B Gi y los cocientes Gi/H y H/Gi−1 son tambie´n abelianos.
Entonces cada grupo finito G posee una cadena de ma´xima longitud, en donde cada cociente
es un grupo cı´clico de orden primo.
[[Aun si el grupo G no fuera resoluble, siempre puede formarse una cadena de ma´xima
longitud con cocientes simples. El teorema de Jordan y Ho¨lder asegura que cada cadena
ma´xima, llamada “serie de composicio´n” de G, tiene la misma longitud y el mismo juego de
grupos cocientes, aunque la cadena no sea u´nica por cuanto estos cocientes pueden aparecer
en posiciones permutadas. En este lenguaje, un grupo finito es resoluble si y so´lo si sus series
de composicio´n tiene cocientesCpi para ciertos nu´meros primos pi. ]]
I El ana´lisis de la ecuacio´n cu´bica irreducible, al final de la u´ltima subseccio´n, pone en evi-
dencia que la generacio´n de fo´rmulas ana´logas a las de Cardano consiste, en u´ltima instancia,
en ampliar el cuerpo F por una torre de extensiones cı´clicas, que permite expresar las raı´ces
del polinomio dado en te´rminos de un juego de raı´ces cuadradas, cu´bicas, etc., encajadas,
aplicadas a los coeficientes del polinomio. Esta intuicio´n se formaliza en las siguientes dos
definiciones.
11Los grupos finitos simples fueron clasificados alrededor de 1980. Aparte de las dos familias men-
cionadas {Cp : p primo} y {An : n = 5,6, . . .}, hay 16 familias infinitas de “grupos de tipo Lie” (consti-
tuidos por matrices sobre cuerpos finitos) y hay otros 26 “grupos espora´dicos”. Para la lista completa, ve´ase
http://en.wikipedia.org/wiki/List of finite simple groups.
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Definicio´n 3.51. Sea F ⊆ L⊆C. Entonces L |F es una extensio´n radical si hay una torre de
cuerpos intermedios F = F0 ⊆ F1 ⊆ ·· · ⊆ Fr = L tal que
Fi = Fi−1(αi) con αnii ∈ Fi−1, para algunos n1, . . . ,nr ∈ N∗. (3.13)
Definicio´n 3.52. Sea F ⊆ C. Sea K f el cuerpo de escisio´n de un polinomio f (X) ∈ F [X ]. Se
dice que f (X) es resoluble por radicales si hay una extensio´n radical L |F tal que K f ⊆ L.
Fı´jese que una extensio´n radical es finita pero no es necesariamente normal, ası´ que el
teorema fundamental no es directamente aplicable a este caso. En seguida se vera´ que esta
situacio´n puede remendarse, porque siempre sera´ posible reemplazar L |F para una extensio´n
radical mayor que sı´ es normal.
Lema 3.53. Si L | F es una extensio´n radical y si n es el mı´nimo comu´n mu´ltiplo de los
exponentes n1, . . . ,nr de (3.13), sea ζ una raı´z n-e´sima primitiva de 1. Si ζ /∈ F, entonces
L(ζ ) |F es tambie´n una extensio´n radical de F, en donde cada extensio´n intermedia es una
extensio´n abeliana.
Demostracio´n. Por la definicio´n de mı´nimo comu´n mu´ltiplo, se sabe que ni \ n para todo i
y que cualquier m ∈ N∗ tal que ni \m para todo i cumple n \m. En particular, n = kini para
algunos k1, . . . ,kr ∈ N∗. En cada caso, ζ ki es una raı´z primitiva ni-e´sima de 1.
Conside´rese la torre de cuerpos
F ⊆ F(ζ )⊆ F1(ζ )⊆ ·· · ⊆ Fr(ζ ) = L(ζ ).
Para i = 1, . . . ,r, es Fi(ζ ) = Fi−1(αi,ζ ) = Fi−1(ζ )(αi). Sea ci−1 := αnii ∈ Fi−1. Entonces la
extensio´n Fi(ζ ) |Fi−1(ζ ), generada por una raı´z del polinomio Xni − ci−1, es una extensio´n
cı´clica por la Proposicio´n 3.42, ya que ζ ki ∈Fi−1(ζ ). En particular, esta extensio´n es abeliana.
El primer piso de esta torre es excepcional: la extensio´n F(ζ ) |F no es necesariamente
cı´clica. Pero sı´ es una extensio´n cicloto´mica, por ende es normal y finita con grupo de Galois
Gal(F(ζ ) |F)≤Un, que es un grupo abeliano.
Lema 3.54. Si L |F es una extensio´n radical, entonces hay una extensio´n K |L tal que K |F
sea una extensio´n radical normal, en donde cada extensio´n intermedia es abeliana.
Demostracio´n. En la notacio´n del lema anterior, sea ζ una raı´z n-e´sima primitiva de 1 y
sean α1, . . . ,αr los elementos que generan la torre de extensiones intermedias de L |F , como
en (3.13). Para i= 1, . . . ,r, sea {βi1,βi2, . . . ,βimi} el juego de conjugados de αi sobre F , con
βi1 = αi. Defı´nase
Ei := F(ζ ,β11, . . . ,β1m1,β21, . . . ,β2m2, . . . ,βi1, . . . ,βimi).
Sea pi(X) el polinomio mı´nimo de αi sobre F . La extensio´n Ei |F es normal y finita, por ser
el cuerpo de escisio´n del polinomio (Xn−1)p1(X)p2(X) . . . pi(X). Esta´ claro que Fi(ζ )⊆ Ei
para cada i. Sea K := Er; entonces L(ζ )⊆ K y la extensio´n K |F es normal y finita.
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Para ver que K |F es una extensio´n radical, es suficiente mostrar que β nii j ∈ Ei−1 en cada
caso. Por el Lema 2.34, hay un F-morfismo ϕi j : F(αi) → C con ϕi j(αi) = βi j. Como
[Ei : F(αi)] es finita, e´ste se puede extender a un F-morfismo ϕ˜i j : Ei → C.
Ahora β nii j = ϕ˜i j(α
ni
i ) = ϕ˜i j(ci−1) es un conjugado de ci−1, por el Lema 2.34 de nuevo.
Pero Ei−1 es normal sobre F y por tanto contiene todos los conjugados de ci−1. Luego, es
β nii j ∈ Ei−1.
Sea F˜0 := F , F˜1 := F(ζ ), F˜k := Ei−1(βi1, . . . ,βi j) para k = 1+m1+ · · ·+mi−1+ j. En-
tonces F˜k = F˜k−1(βi j) y β nii j ∈ F˜k−1, por ende la torre
F = F˜0 ⊆ F˜1 ⊆ ·· · ⊆ F˜k ⊆ ·· · ⊆ K
muestra que K |F es una extensio´n radical. El primer piso de esta torre es una extensio´n
cicloto´mica y los dema´s pisos son extensiones cı´clicas, por la demostracio´n del lema anterior.
Por tanto, todas las extensiones intermedias son abelianas.
Teorema 3.55. Sea F ⊆C. Sea f (X) ∈ F [X ] y sea K su cuerpo de escisio´n sobre F. Si f (X)
es resoluble por radicales, entonces Gal(K |F) es un grupo resoluble.
Demostracio´n. Por hipo´tesis, hay una extensio´n radical L |F tal que K ⊆ L, con una torre
de cuerpos intermedios que cumplen relaciones de tipo (3.13). En vista del Lema 3.54, se
puede suponer, sin perder generalidad, que la extensio´n L |F es normal y que las extensiones
intermedias son abelianas.
Sea H :=Gal(L |F) y sea Hi :=Gal(L |Fi) para i= 0,1, . . . ,r. En vista del Teorema 3.13,
la torre de cuerpos intermedios de L |F induce una cadena de subgrupos de H, ası´:
F = F0 ⊆ F1 ⊆ ·· · ⊆ Fr = L~w
H = H0 D H1 D · · ·D Hr = 1 (3.14)
En particular, Hi E Hi−1 porque Fi |Fi−1 es una extensio´n normal, para i = 1, . . . ,r. El Teo-
rema 3.13(f) permite concluir que
Gal(Fi |Fi−1)' Gal(L |Fi−1)
/
Gal(L |Fi) = Hi−1/Hi,
y el cociente Hi−1/Hi es un grupo abeliano porque la extensio´n Fi | Fi−1 es abeliana. La
cadena de subgrupos (3.14) entonces muestra que H es resoluble.
Ahora F ⊆ K ⊆ L y la extensio´n K | F es normal porque K es un cuerpo de escisio´n
sobre F . Si G= Gal(K |F), el Teorema 3.13(e,f) implica que Gal(L |K)E Gal(L |F) = H y
que G'H/Gal(L |K). La Proposicio´n 3.50 muestra que G es resoluble, por ser cociente del
grupo resoluble H.
Teorema 3.56. Sea f (X) ∈ F [X ] y sea K su cuerpo de escisio´n sobre F, con F ⊆ C. Si
Gal(K | F) es un grupo resoluble, entonces el polinomio f (X) es resoluble por radicales
sobre F.
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Demostracio´n. Escrı´base G = Gal(K |F). Entonces hay una cadena de subgrupos (3.12) en
donde cada cociente Gi−1/Gi es un grupo cı´clico de orden primo pi.
Supo´ngase primero que F contiene ζ , una raı´z n-e´sima primitiva de 1, donde n= [K : F ].
Sea Fi :=KGi . Por el Teorema 3.13, esta cadena de subgrupos induce una torre de cuerpos
intermedios de K |F , ası´:
G= G0 D G1 D · · ·D Gr = 1~w
F = F0 ⊆ F1 ⊆ ·· · ⊆ Fr = K
Para cada i = 1, . . . ,r, es Gal(K |Fi) = Gi E Gi−1 = Gal(K |Fi−1), y por ende la extensio´n
Fi |Fi−1 es normal.
Adema´s, Gal(Fi |Fi−1)'Cpi . Fı´jese que
p1p2 . . . pr = [F1 : F ] [F2 : F1] . . . [K : Fr−1] = [K : F ] = n,
ası´ que pi \n para cada i. El cuerpo Fi−1 contiene una raı´z pi-e´sima de 1, de la forma ζ ki con
ki = p1p2 . . . pi−1. Ahora la Proposicio´n 3.44 muestra que Fi = Fi−1(αi) para algu´n αi ∈ Fi
que cumple α pii ∈ Fi−1. Se concluye que K |F es una extensio´n radical.
En el caso contrario, de que ζ /∈ F , la extensio´n K(ζ ) |F es normal porque K(ζ ) es el
cuerpo de escisio´n de (Xn−1) f (X) sobre F . Ahora Gal(K(ζ ) |K) es abeliano, en particular
es resoluble, y Gal(K |F) es resoluble. En vista de que
Gal(K |F)' Gal(K(ζ ) |F)/Gal(K(ζ ) |K),
se concluye de la Proposicio´n 3.50 que Gal(K(ζ ) |F) es tambie´n un grupo resoluble.
El caso anterior muestra que la extensio´n K(ζ ) |F es radical, y K ⊆ K(ζ ) obviamente.
Por tanto, f (X) es resoluble por radicales sobre F tambie´n en este caso.
Los dos teoremas anteriores se pueden combinar en el Teorema de Galois: un polinomio
f (X) es resoluble por radicales si y so´lo si el grupo de Galois de su cuerpo de escisio´n es un
grupo resoluble.
Para explicar la imposibilidad de resolver por radicales la ecuacio´n general de quinto
grado, Galois demostro´ adema´s que el grupo correspondiente, que es S5, no es resoluble. En
efecto, la serie de composicio´n de S5 es S5 B A5 B 1, en donde el segundo cociente no es
abeliano: eso es una consecuencia inmediata del teorema siguiente.
Teorema 3.57. El grupo alternante An es simple, para n≥ 5.
Demostracio´n. To´mese n ∈ N con n≥ 5. Sea H E An un subgrupo normal, con H 6= 1. Hay
que mostrar que H = An.
Elı´jase un elemento τ ∈ H que, como permutacio´n de {1,2, . . . ,n}, desplaza la menor
cantidad posible de cifras. Se puede escribir τ = τ1τ2 . . .τr como producto de ciclos disjuntos.
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Caso 1 Supo´ngase que dos de estos ciclos, digamos τ1 y τ2, son transposiciones (hay
que notar que dos ciclos disjuntos conmutan). Se puede asumir, sin perder generalidad, que
τ1 = (12) y τ2 = (34). Sea σ = τ3 . . .τr, de modo que τ = (12)(34)σ .
El 3-ciclo (123) queda en An. Entonces H contiene
(123)τ(123)−1 = (123)(12)(34)σ(132) = (123)(12)(34)(132)σ = (14)(23)σ ,
y luego
τ
(
(14)(23)σ
)−1 = (12)(34)σσ−1(23)(14) = (13)(24) ∈ H.
Ahora (13)(24) desplaza cuatro cifras solamente. Luego σ = id y H 3 (12)(34).
Como n≥ 5, es (125) ∈ An. Luego
(125)(12)(34)(125)−1 = (125)(12)(34)(152) = (25)(34) ∈ H,
ası´ que (12)(34)(25)(34) = (125) ∈ H. Se concluye que H contiene un 3-ciclo.
Caso 2 Si en el producto τ = τ1τ2 . . .τr aparece exactamente una transposicio´n τ j, en-
tonces r > 1 porque τ j es una permutacio´n impar: τ j /∈ An. Debe haber otro ciclo impar de
longitud al menos 4. Sin perder generalidad, puede asumirse que τ1 = (1234 . . .k) con k≥ 4.
Ahora H 3 (123)τ(123)−1 = (2314 . . .k)τ2 . . .τr y por ende
H 3 τ((2314 . . .k)τ2 . . .τr)−1 = (1234 . . .k)(k . . .4132) = (142). (3.15)
Tambie´n en este caso, H contiene un 3-ciclo.
Caso 3 Si en el producto τ = τ1τ2 . . .τr no aparecen transposiciones, sea k la longitud
del ciclo ma´s largo τ j. Si k ≥ 4, entonces el ca´lculo (3.15) muestra que hay un 3-ciclo en H.
Si k = 3 y r ≥ 2, se puede suponer que τ = (123)(456)τ3 . . .τr; por tanto, H contiene el
elemento (124)τ(124)−1 = (156)(243)τ3 . . .τr y por ende
H 3 τ((156)(243)τ3 . . .τr)−1 = (123)(456)(234)(165) = (14352),
lo cual contradice k = 3. Finalmente, si k = 3 y r = 1, entonces τ ya es un 3-ciclo.
En todos los casos, hay un 3-ciclo en H. Al reenumerar si fuera necesario, se puede
asumir que (123) ∈ H. Entonces
a /∈ {1,2,3} =⇒ (12a)(123)(12a)−1 = (2a3) ∈ H,
c /∈ {2,3,a} =⇒ (2ac)(2a3)(2ac)−1 = (3ac) ∈ H,
b /∈ {3,a,c} =⇒ (3ab)(3ac)(3ab)−1 = (abc) ∈ H.
Se concluye que H contiene todos los 3-ciclos en An.
Cada elemento de An es un producto de pares de transposiciones (ab)(cd). Si a= c, b= d,
o bien si a = d, b = c, entonces (ab)(cd) = id ∈ H. Si a = c, b 6= d, entonces (ab)(cd) =
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(ab)(ad) = (adb) ∈ H. Si a 6= c, b = d, entonces (ab)(cd) = (ab)(bc) = (abc) ∈ H. Final-
mente, si a,b, c, d son distintos, entonces
(ab)(cd) = (ab)(ac)(ac)(cd) = (acb)(acd) ∈ H.
En resumen, (ab)(cd) ∈ H en todos los casos. Por tanto, An = H.
Corolario 3.58. El grupo de permutaciones Sn no es resoluble, para n≥ 5.
Demostracio´n. Como Sn/An ' C2 es abeliano, la Proposicio´n 3.50 muestra que Sn es re-
soluble si y so´lo si An es resoluble. Del teorema anterior, An es resoluble si y so´lo si
n= 1,2,3,4.
Lema 3.59. Si p es primo, p ≥ 3, el grupo Sp es generado por una transposicio´n y un ciclo
de longitud p.
Demostracio´n. Conside´rese Sp como el grupo de permutaciones del conjunto {1,2, . . . , p}.
Se puede suponer que la transposicio´n es (12). Si σ es el p-ciclo, entonces alguna potencia
σ k cumple σ k(1) = 2; basta entonces comprobar el lema para el caso en donde σ(1) = 2. Sin
perder generalidad, se puede suponer que σ = (123 . . . p).
Ahora, en el subgrupo H generado por (12) y σ , se encuentran
σ(12)σ−1 = (123 . . . p)(12)(p . . .321) = (23),
σ(23)σ−1 = (23 . . . p1)(23)(1p . . .32) = (34), etc.
Al repetir este ca´lculo, se obtiene σ k−1(12)σ1−k = (k, k+1) ∈ H para k = 1, . . . , p−1. Por
tanto, H contiene las transposiciones (12), (23),. . . , (p−1, p). Pero toda transposicio´n es un
producto de e´stas; por ejemplo, es (25) = (34)(23)(34)(23)(45)(34)(23). Como cualquier
permutacio´n es un producto de transposiciones, se concluye que H = Sp.
Ejemplo 3.60. El polinomio f (X) = X5−80X+5 no es resoluble por radicales sobre Q.
En efecto, f (X) es irreducible en Z[X ] y por ende en Q[X ], por el criterio de Eisenstein
con p= 5. Su derivada es f ′(X) = 5(X4−16) = 5(X2+4)(X −2)(X +2) que tiene exacta-
mente dos raı´ces reales, −2 y 2. De la tabla de valores:
a −4 −2 2 4
f (a) −699 133 −123 709
se ve que f (X) tiene tres raı´ces reales α1,α2,α3, con−4< α1 <−2< α2 < 2< α3 < 4. Por
el teorema de Rolle, no puede haber ma´s raı´ces reales: las otras dos raı´ces forman un par de
conjugados complejos, α5 = α4.
Si K = Q(α1,α2,α3,α4,α5) es el cuerpo de escisio´n de f (X) sobre Q, entonces la con-
jugacio´n compleja κ define un elemento de G = Gal(K |Q), de orden 2, que transpone α4
con α5 y deja fijas las raı´ces reales. Al considerar G como subgrupo del grupo S5 de per-
mutaciones de las raı´ces, se obtiene κ|K = (45) ∈ G. Por otro lado, como Q(α1) ⊆ K, con
[Q(α1) : Q] = 5 por la irreducibilidad de f (X), se ve que 5\ |G|= [K : Q]. Por tanto, G con-
tiene un elemento de orden 5, que es necesariamente un 5-ciclo en S5. El Lema 3.59 entonces
muestra que G= S5, que es un grupo no resoluble.
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Ejemplo 3.61. Sean α1, . . . ,αn ∈ C nu´meros complejos algebraicamente independientes:
es decir, α1 es trascendente sobre Q y α j es trascendente sobre Q(α1, . . . ,α j−1) para j =
2, . . . ,n. Si h(X) := (X−α1)(X−α2) . . .(X−αn), la ecuacio´n h(X) = 0 se llama la ecuacio´n
general de n-e´simo grado sobre Q. Por la Proposicio´n 1.24, si an−k := (−1)k sk(α1, . . . ,αn)
son los polinomios sime´tricos en estas raı´ces (con un ajuste de signos), se obtiene de la
fo´rmula (1.19):
h(X) = Xn+an−1Xn−1+an−2Xn−2+ · · ·+a1X+a0, (3.16)
el polinomio mo´nico “general” con coeficientes en C.
Decir que los α1, . . . ,αn son algebraicamente independientes es afirmar que no cumplen
relacio´n polinomial alguna, o bien que el homomorfismo f 7→ f (α1, . . . ,αn) de Q[X1, . . . ,Xn]
en Q[α1, . . . ,αn] es inyectivo. Pasando a los cuerpos de fracciones, se obtiene un homomor-
fismo inyectivo de θ :Q(X1, . . . ,Xn)→Q(α1, . . . ,αn).
El cuerpo K := Q(α1, . . . ,αn) es el cuerpo de escisio´n de h(X) sobre Q. Sea F :=
Q(a1, . . . ,an) el cuerpo generado por los coeficientes de (3.16). Entonces f (X) ∈ F [X ] y la
extensio´n K |F es normal y finita. Sea G :=Gal(K |F). Cada permutacio´n σ de {α1, . . . ,αn}
se extiende a un Q-automorfismo (tambie´n llamado σ ) de K que deja fijos los polinomios
sime´tricos en los α j. Por tanto, σ(ai) = ai para cada i, ası´ que σ es un F-automorfismo de K.
De esta forma, hay una de inclusio´n Sn como subgrupo de G.
El grupo Sn tambie´n actu´a sobre el cuerpo Q(X1, . . . ,Xn) por permutacio´n de los inde-
terminados X1, . . . ,Xn. La Proposicio´n 1.25 muestra que el cuerpo fijo para esta accio´n es
exactamente el cuerpo de funciones racionales Q(s1, . . . ,sn). Al aplicar el homomorfismo
inyectivo θ que entrelaza las dos acciones de Sn, se obtiene
KSn = θ
(
Q(s1, . . . ,sn)
)
=Q(a1, . . . ,an) = F.
Por tanto, [K : F ] = |Sn|= n!.
Por otro lado, el Lema 3.17 muestra que |G|= |Gal(K |F)| ≤ n! porque grh(X) = n. Se
concluye que el subgrupo Sn es todo G, es decir, que G= Sn.
Finalmente, la no resolubilidad de Sn permite concluir que la ecuacio´n general de n-
e´simo grado, h(X) = 0, no es resoluble por radicales, si n≥ 5. Esta es la forma moderna de
demostrar el teorema de Ruffini y Abel, y es una consecuencia directa del trabajo de Galois.
3.6 Ejercicios sobre grupos de Galois y extensiones cicloto´micas y radicales
En los problemas que siguen, cuando f (X) es un polinomio en Q[X ], K f denotara´ el cuerpo
de escisio´n de f (X) sobre Q.
Ejercicio 3.1. Sean F = Q, E = Q(
√
2), K = Q( 4
√
2). Mostrar que las extensiones K |E
y E |F son normales, pero que K |F no es normal. (Esto dice que la normalidad de una
extensio´n no es una propiedad transitiva.)
Ejercicio 3.2. Si f (X) = X5−2, hallar K f y calcular el grado [K f : Q].
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Ejercicio 3.3. Mostrar que X6 +X3 + 1 es irreducible en Q[X ]. Usar este resultado para
comprobar que la extensio´n Q(e2pii/9) |Q es normal y que [Q(e2pii/9) : Q] = 6.
Ejercicio 3.4. En cada uno de los casos siguientes: hallar el cuerpo K f , calcular [K f : Q],
determinar el grupo Gal(K f |Q) y encontrar los cuerpos intermedios E con Q⊂ E ⊂ K f , si:
(a) f (X) = X2−2, (b) f (X) = X4−1, (c) f (X) = X4+1.
Ejercicio 3.5. Si f (X) = X4− 2X2− 1, mostrar que [K f : Q] = 8 y que Gal(K f |Q) es iso-
morfo al grupo die´drico D4.
Ejercicio 3.6. Si F = Q(
√
3) y K = Q(
√
3+ 4
√
3), hallar el grupo de Galois Gal(K | F),
identificando cada uno de sus elementos como F-automorfismo de K.
Ejercicio 3.7. (a) Sea α =
√
2+
√
2+
√
2. Encontrar el polinomio mı´nimo p(X) de α
sobre Q, usando el criterio de Eisenstein para verificar su irreducibilidad. ¿Cua´les son los
conjugados de α sobre Q?
(b) Verificar que el cuerpo de escisio´n Kp es Q(α). Si τ ∈ Gal(Q(α) |Q) es determinado
por τ(α) :=
√
2+
√
2−√2, describir el efecto de τ como permutacio´n de las raı´ces de p(X).
(c) Hallar el grupo Gal(Q(α) |Q).
Ejercicio 3.8. Hallar una extensio´n normal de Q de grado 3 (con una verificacio´n de su
normalidad). [[ Indicacio´n: Buscar un polinomio cuyas raı´ces sean cos 2pi7 , cos
4pi
7 , cos
6pi
7 . ]]
Ejercicio 3.9. Si f (X) = (X3−2)(X3−3), determinar el grupo Gal(K f |Q) y hallar el sub-
grupo cuyo cuerpo fijo es Q(ω), donde ω = 12(−1+ i
√
3) = e2pii/3.
Ejercicio 3.10. Un retı´culo es un conjunto parcialmente ordenado L, en donde cada par de
elementos x,y posee un ı´nfimo x∧ y y un supremo x∨ y, y adema´s L posee un elemento
mı´nimo 0 y un elemento ma´ximo 1. Si K |F es una extensio´n normal y finita con K ⊆ C,
sea EK|F := {E : F ⊆ E ⊆ K } el conjunto de cuerpos intermedios de esta extensio´n; y si
G= Gal(K |F), seaHK|F := {H : H ≤ G} el conjunto de subgrupos de G.
(a) Comprobar que EK|F yHK|F son retı´culos, describiendo sus operaciones ∧ y ∨.
(b) Si Φ : EK|F →HK|F es la correspondencia de Galois, y si E,E ′ ∈ EK|F , demostrar en
detalle que Φ(E ∧E ′) =Φ(E)∨Φ(E ′) y Φ(E ∨E ′) =Φ(E)∧Φ(E ′).
Ejercicio 3.11 (Artin). (a) Si F(t) es el cuerpo de funciones racionales sobre F , sean σ , τ las
aplicaciones de F(t) en F(t) definidas por12
σ( f (t)) := f
(
1
1− t
)
, τ( f (t)) := f
(
1
t
)
.
Mostrar que σ y τ son F-automorfismos de F(t) y que generan un grupo H de 6 elementos,
isomorfo a S3.
12Este ejercicio esta´ tomado del libro de Artin, pp. 38–39.
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(b) Verificar que s :=
(t2− t+1)3
t2(t−1)2 ∈ F(t) queda fijo bajo los automorfismos en H.
(c) Demostrar que el cuerpo fijo F(t)H es precisamente F(s).
Ejercicio 3.12. Un teorema de Kaplansky dice que si f (X) = X4+ aX2+ b ∈ Z[X ] es irre-
ducible, entonces el grupo Gal(K f |Q) es uno de los siguientes tres grupos: el Vierergruppe
V =C2×C2, el grupo cı´clico C4, o bien el grupo die´drico D4 (de 8 elementos). Hallar este
grupo de Galois en los tres casos:
(a) f (X) = X4+1, (b) f (X) = X4+4X2+2, (c) f (X) = X4+2X2+2,
para comprobar que los tres grupos admisibles se realizan.13
Ejercicio 3.13. (a) Sean E = Q(
√
2,
√
3) y K = E
(√
(2+
√
2)(3+
√
3)
)
. Verificar que
[K : E] = 2.
(b) Demostrar que E |Q es normal y que Gal(E |Q)'C2×C2.
(c) Demostrar que K |Q es normal y que Gal(K |Q)' Q, donde
Q := {1,−1, i,−i, j,− j,k,−k} con i2 = j2 = k2 = i jk =−1
es el grupo de cuaterniones de 8 elementos.14
Ejercicio 3.14. Sea Φn(X) el polinomio cicloto´mico tal que Φn(e2pii/n) = 0.
(a) Si p es un nu´mero primo tal que p\/n, mostrar que Φpn(X) =Φn(X p)/Φn(X). [[ Indi-
cacio´n: induccio´n sobre n. ]]
(b) Si p es un nu´mero primo tal que p\n, mostrar que Φpn(X) =Φn(X p).
Ejercicio 3.15. Si n ∈ N es impar con n> 1, demostrar que Φ2n(X) =Φn(−X).
Ejercicio 3.16. Calcular los polinomios cicloto´micos Φ8(X), Φ12(X), Φ24(X), Φ30(X) y
Φ81(X).
Ejercicio 3.17. (a) Sea n = 2k con k ≥ 2. Mostrar que 52r ≡ 1+2r+2 mod 2r+3 para r ∈ N.
[[ Indicacio´n: El teorema binomial. ]] Concluir que el orden del elemento 5 ∈Un es 2k−2.
(b) Demostrar que 5m 6≡ −1 mod 2k para todo m ∈ N. Concluir que Un es isomorfo al
grupoC2k−2×C2.
Ejercicio 3.18. Sean ζ := e2pii/17, K :=Q(ζ ) y G :=Gal(K |Q). Se sabe que G'U17 'C16.
Sea σk ∈ G el automorfismo de Q(ζ ) que corresponde a k ∈U17.
(a) Mostrar que 28 ≡ 1 mod 17 y que 38 6≡ 1 mod 17 (ası´ que σ3 es un generador del
grupo cı´clico G pero σ2 no es un generador). Escribir la lista de las potencias de 3 enU17.
13Ejercicio tomado de los apuntes de Baker: ver la bibliografı´a.
14Ejercicio tomado de los apuntes de Milne: ver la bibliografı´a.
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(b) Verificar que el retı´culo HK|Q es una cadena, isomorfa a C16 D C8 D C4 D C2 D 1.
Comprobar que el retı´culo EK|Q viene dado por
Q= K〈σ3〉 ⊂ K〈σ9〉 ⊂ K〈σ13〉 ⊂ K〈σ16〉 ⊂ K =Q(ζ ).
(c) Sea α := ζ +ζ 2+ζ 4+ζ 8+ζ 9+ζ 13+ζ 15+ζ 16. Encontrar σ ∈G tal que σ(α) 6= α
pero σ(σ(α)) = α . Mostrar que [Q(α) : Q] = 2 y obtener el polinomio mı´nimo de α sobre
Q. Concluir que {α,σ(α)}= 12(−1±
√
17).
(d) Verificar que cos(2pi/17) > cos(4pi/17) >
√
2/2 y cos(8pi/17) > 0. Concluir que
α ∈ R con α > 0, ası´ que α = 12(−1+
√
17). Explicar co´mo construir α , a partir de 0 y 1,
por regla y compa´s.
[Nota: De la misma forma, se puede hallar β ,γ ∈ C tales que Q ⊂ Q(α) ⊂ Q(α,β ) ⊂
Q(α,β ,γ) ⊂ Q(ζ ) es una torre de extensiones de grado 2 cada una. Se puede construir
α,β ,γ,ζ sucesivamente por regla y compa´s. Los ca´lculos omitidos son largos y tediosos.]15
Los tres ejercicios siguientes culminan con una “fo´rmula cerrada” para el polinomio
Φn(X).
Ejercicio 3.19 (Gian-Carlo Rota, 1964). Sea N un conjunto parcialmente ordenado con un
elemento mı´nimo t, tal que cada “intervalo” {z ∈ N : x ≤ z ≤ y} sea finito. Sea A un grupo
abeliano con una operacio´n aditiva, y sea F el conjunto de funciones F : N×N→ A tales que
f (x,y) = 0 cuando x 6≤ y. La convolucio´n F ∗G de F,G ∈ F se define por
F ∗G(x,y) := ∑
x≤z≤y
F(x,z)G(z,y).
(a) Verificar que (F,+,∗) es un anillo con identidad D, donde D(x,x) := 1, D(x,y) := 0 si
x 6= y.
(b) Defı´nase la funcio´n zeta en F por Z(x,y) := 1 toda vez que x ≤ y. Defı´nase otro
elemento M ∈ F por induccio´n, ası´: M(x,x) := 1; y si M(x,z) esta´ definida para x ≤ z < y,
entonces
M(x,y) :=− ∑
x≤z<y
M(x,z).
Verificar esta funcio´n de Mo¨bius16 M invierte Z, es decir, que M ∗Z = D= Z ∗M.
(c) Si f ,g : N→ A son dos funciones, mostrar que
g(x) = ∑
t≤w≤x
f (w) si y so´lo si f (y) = ∑
t≤x≤y
g(x)M(x,y).
15Ejercicio tomado del libro de Escofier, que incluye esos ca´lculos tediosos.
16Esta generalizacio´n de la funcio´n de Mo¨bius para N es una pieza clave de la teorı´a general de la combi-
natoria, esbozada en el artı´culo de Gian-Carlo Rota, “On the foundations of combinatorial theory I. Theory of
Mo¨bius functions”, Zeitschrift fu¨r Wahrscheinlichkeitstheorie 2 (1964), 340–368.
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Ejercicio 3.20. To´mese N := N∗ = {1,2,3, . . .}, parcialmente ordenado por divisibilidad, al
emplear el orden parcial “k \m” en lugar de “k ≤ m”. Sea F′ ⊂ F el subanillo de funciones
que cumplen F(k,m) = F(1,m/k) =: f (m/k) cuando k \m.
(a) Comprobar que F′ queda cerrada bajo convolucio´n y que la relacio´n F ∗G = H es
equivalente a relacio´n
h(m) = ∑
k\m
f (k)g(m/k).
(b) Sea µ(n) :=M(1,n) la funcio´n de Mo¨bius paraN. Comprobar la fo´rmula de inversio´n:
g(n) = ∑
m\n
f (m) si y so´lo si f (m) = ∑
k\m
g(k)µ(m/k).
Nota: si se reemplaza el grupo aditivo A por un grupo multiplicativo en la definicio´n de F y
F′, esta fo´rmula debe ser reemplazado por su versio´n multiplicativa:
g(n) =∏
m\n
f (m) si y so´lo si f (m) =∏
k\m
g(k)µ(m/k).
(c) Verificar la siguiente fo´rmula para la funcio´n de Mo¨bius µ . Sea n = pr11 p
r2
2 . . . p
rk
k la
factorizacio´n prima de n, donde p1, . . . , pk son primos distintos. Entonces
µ(n) =
{
(−1)k, si cada ri = 1,
0, si algu´n ri > 1.
[[ Indicacio´n: Considerar la expansio´n binomial de (1−1)k = 0. ]]
Ejercicio 3.21. Sea A el grupo multiplicativoC(X)\{0} de funciones racionales no nulos con
coeficientes complejos. Usar la fo´rmula de inversio´n de Mo´bius para comprobar la fo´rmula
Φn(X) =∏
d\n
(Xd−1)µ(n/d).
Usar esta fo´rmula para calcular los polinomios cicloto´micosΦ8(X),Φ12(X),Φ24(X),Φ30(X)
y Φ81(X).
Ejercicio 3.22. Sea ζ una raı´z n-e´sima primitiva de 1 y sea F un subcuerpo de C.
(a) Mostrar que F(ζ ) es una extensio´n normal de F .
(b) Sea G = Gal(F(ζ ) |F) su grupo de Galois. Si Un = Gal(Q(ζ ) |Q), mostrar que la
restriccio´n θ(σ) := σ
∣∣
Q(ζ ) define un homomorfismo inyectivo θ : G→Un.
(c) Concluir que la extensio´n F(ζ ) |F es abeliana.
Ejercicio 3.23. Mostrar que la extensio´n Q
(√
2,
√
3
√
3+ 3
√
5
) |Q es una extensio´n radical,
al exhibir una torre de extensio´nes intermedias cuyos grupos de Galois son cı´clicos de orden
primo.
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Ejercicio 3.24. Sea f (X) ∈ Z[X ] un polinomio y sea D = D( f (X)) su discriminante. Si
n = gr f (X), conside´rese Gal(K f |Q) como subgrupo del grupo Sn de permutaciones de las
raı´ces (en K f ). Mostrar que Gal(K f |Q)≤ An si y so´lo si D es un cuadrado en Q.
Ejercicio 3.25. Mostrar que el polinomio X3−3X+1 es irreducible en Z[X ] y que su grupo
de Galois sobre Q es isomorfo aC3.
Ejercicio 3.26. (a) Mostrar que el polinomio f (X) = X3−5 es irreducible en Z[X ] y que su
grupo de Galois sobre Q es isomorfo a S3.
(b) Encontrar un cuerpo intermedio E con Q⊂ E ⊂ K f tal que Gal(E |Q)'C3.
Ejercicio 3.27. Comprobar que el discriminante del polinomio X3+aX2+bX+ c es
D= a2b2+18abc−4b3−4a3c−27c2.
Concluir que el grupo de Galois (sobreQ) del polinomio X3+10X2−24X−256 es isomorfo
aC3.
Ejercicio 3.28. (a) Mostrar que f (X) = X4−10X2−4X+6 es irreducible en Z[X ].17
(b) Si sus raı´ces son α1,α2,α3,α4 ∈ C, sean
β1 := α1α2+α3α4, β2 := α1α3+α2α4, β3 := α1α4+α2α3.
Usar el me´todo de Ferrari para obtener el polinomio mı´nimo de β1. En seguida, verificar que
Gal(Q(β1) |Q)'C3.
(c) Comprobar que el grupo de Galois G= Gal(K f |Q) permuta β1,β2,β3 cı´clicamente y
por ende no contiene transposiciones. Concluir que G' A4.
Ejercicio 3.29. (a) Verificar que el grupo A4 no incluye un subgrupo de orden 6.
(b) Usar el resultado del Ejercicio anterior para mostrar que las raı´ces del polinomio
f (X) = X4−10X2−4X+6 no son nu´meros constructibles con regla y compa´s.
Ejercicio 3.30. Un teorema de la teorı´a de grupos finitos asegura que cualquier grupo finito
G de orden pr, con p primo, tiene un subgrupo normal H C G tal que [G : H] = p.
Si K |Q es una extensio´n normal finita de grado pr, mostrar que K |Q es una extensio´n
radical, con una torre de extensiones Q = F0 ⊆ F1 ⊆ ·· · ⊆ Fr = K tal que cada extensio´n
intermedia Fi |Fi−1 es cı´clica de orden p.
Ejercicio 3.31. Sea f (X) ∈ Z[X ] un polinomio de grado 4, que tenga exactamente 2 raı´ces
reales. Mostrar que su grupo de Galois sobre Q es S4 o´ D4.
Ejercicio 3.32. (a) Mostrar que el polinomio f (X) = X5−5X+1 es irreducible en Z[X ].
(b) Verificar que f (X) tiene exactamente tres raı´ces reales. Concluir que su grupo de
Galois sobre Q es S5.
17Ejercicio tomado de los apuntes de Chamizo: ver la bibliografı´a.
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Ejercicio 3.33. La notacio´n F20 denota el grupo de Frobenius de orden 20. Este es el grupo
abstracto
F20 := 〈a,b : a5 = 1, b4 = 1, ba= a2b〉.
(a) Verificar que los ciclos a= (12345), b= (2354) realizan F20 como subgrupo de S5 y
mostrar que F20 es un grupo resoluble.
(b) Encontrar el cuerpo de escisio´n K f para el polinomio f (X) = X5−2 sobre Q.
(c) Mostrar que Gal(K f |Q)' F20.
(d) Expresar la extensio´n K f |Q como extensio´n radical, al exhibir una torre de exten-
siones cı´clicas intermedias.18
18Ejercicio tomado de los apuntes de Milne.
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4 Cuerpos Finitos
Hasta ahora, se ha estudiado la teorı´a de Galois mayormente para cuerpos incluidos en C.
Buena parte de los resultados ya vistos son va´lidos en otros cuerpos, como por ejemplo el
cuerpo de funciones racionales Q(X). En este capı´tulo se considera el caso general, con
atencio´n a los cuerpos con un nu´mero finito de elementos. Aparece un feno´meno nuevo, de
inseparabilidad: la existencia de polinomios irreducibles con raı´ces repetidas.
4.1 Cuerpos de caracterı´stica prima
Sea F un cuerpo cualquiera. Si a ∈ F y n ∈ Z con n > 0, escrı´base n · a := a+ a+ · · ·+ a
(n sumandos). Tambie´n sean (−n) · a := n · (−a) y 0 · a := 0 ∈ F . Entonces la expresio´n
ι(n) := n ·1 define un homomorfismo de anillos ι : Z→ F .
Supo´ngase que ι : Z→ F es inyectivo. Este es el caso cuando n · 1 6= 0 en F para n 6= 0
en Z. Entonces ι se extiende a un homomorfismo inyectivo ι˜ : Q→ F por
ι˜
(m
n
)
:=
m ·1
n ·1 ∈ F,
cuando m,n ∈ Z con n 6= 0. Es inmediata que Q' ι˜(Q)⊆ F .
Ahora conside´rese el caso contrario, cuando ι : Z→ F no es inyectivo. En este caso, hay
n> 0 con n ·1= 0 en F . Si n= rs con r > 1, s> 1 en N, entonces
0= n ·1= 1+ · · ·+1︸ ︷︷ ︸
n veces
= (1+ · · ·+1︸ ︷︷ ︸
r veces
)(1+ · · ·+1︸ ︷︷ ︸
s veces
) = (r ·1)(s ·1),
ası´ que r ·1= 0 o bien s ·1= 0 en F . Sea p el menor entero positivo tal que p ·1= 0; entonces
p es un nu´mero primo. Luego Fp ' ι(Z)⊆ F .
Definicio´n 4.1. El cuerpo F es de caracterı´stica 0 si ι : Z→ F es inyectivo. El subcuerpo
primo de F es el subcuerpo generado por 1, que es ι˜(Q)'Q.
Sea p un nu´mero primo. Un cuerpo F es de caracterı´stica p si ι : Z→ F no es inyectivo
y si p es el menor entero positivo tal que p ·1= 0. El subcuerpo primo de F es el subcuerpo
generado por 1, que es ι(Z)' Fp.
Lema 4.2. Si F es un cuerpo finito con q elementos, entonces q= pr para algu´n nu´mero
primo p y algu´n r ∈ N∗.
Demostracio´n. Por ser F finito, no puede incluir un subcuerpo infinito y por tanto no puede
tener caracterı´stica 0. Si su caracterı´stica es p, su cuerpo primo es (isomorfo a) Fp.
Sea r := [F : Fp]. Sea x1, . . . ,xr una base de F como espacio vectorial sobre Fp. Los
distintos elementos de F son combinaciones lineales c1x1 + · · ·+ crxr con c1, . . . ,cr ∈ Fp.
Hay exactamente pr formas de elegir estos coeficientes, por lo tanto q= pr.
Proposicio´n 4.3. Si F es un cuerpo finito con pr elementos, entonces F es un cuerpo de
escisio´n del polinomio X p
r −X sobre su cuerpo primo.
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Demostracio´n. Sea F× := F \{0}. Entonces F× es un grupo finito multiplicativo (de hecho,
un grupo cı´clico, por la Proposicio´n 3.40) con pr− 1 elementos. Por lo tanto, es apr−1 = 1
para a ∈ F× con a 6= 0. Luego todo a ∈ F , inclusive el caso a = 0, cumple la ecuacio´n
ap
r
= a. En otras palabras, cada a ∈ F es una raı´z del polinomio X pr −X . Este polinomio
tiene coeficientes 1, −1 y 0, los cuales pertenecen al cuerpo primo.
Ahora X p
r −X tiene grado pr, luego tiene a lo sumo pr raı´ces distintas en un cuerpo
cualquiera. Los elementos del cuerpo F son pr raı´ces de este polinomio y son distintas. En
sı´ntesis, este polinomio escinde en F [X ]:
X p
r −X =∏
a∈F
(X−a). (4.1)
Es evidente y trivial que F es generado, sobre su cuerpo primo, por el conjunto de raı´ces
{a : a ∈ F }, ası´ que F es un cuerpo de escisio´n de X pr −X .
Teorema 4.4. Si q = pr es una potencia de un primo, existe un cuerpo finito, u´nico hasta
isomorfismo, con q elementos.
Demostracio´n. Conside´rese el polinomio f (X) := X p
r−X ∈ Fp[X ]. Por el Corolario 2.18 al
teorema de Kronecker, hay una extensio´n K |Fp tal que f (X) escinde en K. Se puede suponer,
sin perder generalidad, que K esta´ generado sobre Fp por las raı´ces de f (X), de modo que K
es un cuerpo de escisio´n para f (X) sobre Fp. El Corolario 2.25 dice que K es u´nico, hasta un
Fp-isomorfismo.
La derivada de f (X) es f ′(X) = prX pr−1− 1 = −1 en Fp[X ]. El discriminante de f (X)
es entonces D( f (X)) = (−1)pr−1Res( f (X),−1) = ±1 6= 0. Por el Lema 1.32, las raı´ces de
f (X) son distintas.
(Fı´jese que ese Lema, y las propiedades de resultantes que lo demuestran, fueron enun-
ciados para subcuerpos de C, pero son igualmente va´lidos en un cuerpo como Fp que admite
una extensio´n que contenga todas las raı´ces de f (X) y de f ′(X).)
Sea E ⊆K el conjunto de las pr raı´ces (distintas) de f (X). Si α,β ∈E, entonces (αβ )pr =
α prβ pr =αβ , ası´ que αβ ∈ E; tambie´n, (−α)pr =−α pr =−α , ası´ que−α ∈ E. (Obse´rvese
que −α =+α si p= 2.) Adema´s, por el teorema binomial, es
(α+β )p
r
=α p
r
+
(
pr
1
)
α p
r−1β+ · · ·+
(
pr
pr−1
)
αβ p
r−1+β p
r
=α p
r
+β p
r
=α+β , (4.2)
porque p\ (prk ) si k = 1, . . . , pr−1. Por tanto, α+β ∈ E tambie´n. Se concluye que E es un
subcuerpo de K con pr elementos. La Proposicio´n 4.3 implica que E = K.
Definicio´n 4.5. Si q = pr es una potencia de un primo, sea Fq el cuerpo finito (u´nico) con
q elementos.
Si q = p es primo, este Fp es el cuerpo Z/pZ de antes. Si σ es un automorfismo de Fp,
entonces σ(1) = 1 necesariamente, luego σ(k) = k para k = 0,1, . . . , p−1 por la aditividad
de σ . Se concluye que el u´nico automorfismo de Fp es σ = id.
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Definicio´n 4.6. Sea F un cuerpo de caracterı´stica p 6= 0. El endomorfismo de Frobenius1
ϕ : F → F es la aplicacio´n definida por ϕ(a) := ap.
La fo´rmula (4.2), para r = 1, muestra que ϕ es aditivo; es obviamente multiplicativo y
por ende es un homomorfismo, necesariamente inyectivo, que deja fijo el cuerpo primo Fp.
Si F es un cuerpo finito de caracterı´stica p, entonces ϕ es biyectivo. En tal caso, ϕ se
llama el automorfismo de Frobenius de F .
Proposicio´n 4.7. Si q= pr es una potencia de un primo, el grupo de automorfismos Aut(Fq)
del cuerpo Fq es un grupo cı´clico de orden r, generado por el automorfismo de Frobenius.
Demostracio´n. Sea ϕ el automorfismo de Frobenius de Fq. Entonces ϕr(a) = ap
r
= a para
todo a ∈ Fq, lo cual dice que ϕr = id en Aut(Fq). Si ϕ fuera de orden s con s < r, entonces
ap
s
= a para todo a∈Fq, de modo que Fq contendrı´a pr raı´ces distintas del polinomio X ps−X ,
lo cual es imposible. Por lo tanto, el subgrupo cı´clico de Aut(Fq) generado por ϕ tiene r
elementos.
Ahora el grupo multiplicativo F×q es cı´clico, por la Proposicio´n 3.40. Si α ∈ F×q es un
generador de este grupo, entonces las potencias {α pk : k = 0,1, . . . ,r−1} son distintas. Sea
g(X) ∈ Fp[X ] el polinomio mı´nimo de α , cuyo grado divide [Fq : Fp] = r. Entonces para
k = 0,1, . . . ,r−1, es
g(α p
k
) = g(ϕk(α)) = ϕk(g(α)) = ϕk(0) = 0,
de modo que los α pk son r raı´ces distintas de g(X). Luego grg(X) = r y adema´s Fq = Fp(α).
Cada σ ∈ Aut(Fq) deja fijo el cuerpo primo Fp, ası´ que Aut(Fq) = Gal(Fq | Fp). En
particular, σ queda determinado por σ(α). Pero g(σ(α)) = σ(g(α)) = σ(0) = 0, ası´ que
σ(α) es una raı´z de g(X). Luego σ(α) = α pk = ϕk(α) para algu´n k. Se concluye que el
grupo cı´clico generado por ϕ es todo Aut(Fq).
Corolario 4.8. Si q= pr es una potencia de un primo, la extensio´n Fq |Fp es cı´clica y posee
un elemento primitivo.
Demostracio´n. La extensio´n Fq |Fp es obviamente finita, de grado r, y la Proposicio´n anterior
muestra que Gal(Fq |Fp) 'Cr. Cualquier generador α del grupo cı´clico F×q es un elemento
primitivo de la extensio´n, pues Fq = Fp(α).
Para ver que la extensio´n es normal, es cuestio´n de notar que Fq es el cuerpo de es-
cisio´n sobre Fp del polinomio mı´nimo de α , cuyas raı´ces son α,α p,α p
2
, . . . ,α pr−1 . La
Proposicio´n 2.32 garantiza la normalidad de Fq |Fp.
Corolario 4.9. Si K |Fq es una extensio´n finita del cuerpo finito Fq, entonces K |Fq es cı´clica
y posee un elemento primitivo.
Demostracio´n. Si [K : Fq] = s, entonces K ' Fqs y las demostraciones de la Proposicio´n 4.7
y el Corolario 4.8 ofrecen el resultado, al cambiar q 7→ qs, p 7→ q y ϕ 7→ ϕq donde ϕq(a) := aq
para a ∈ K.
1Un endomorfismo de un anillo A es un homomorfismo de A en sı´ mismo. No es necesariamente inyectivo
(cuando A no es un cuerpo) ni sobreyectivo.
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4.2 Extensiones separables y de Galois
En cuerpos de caracterı´stica prima, se presenta un feno´meno curioso, de la existencia de
polinomios irreducibles con raı´ces repetidas.
Ejemplo 4.10. Sea K := Fp(t) el cuerpo de funciones racionales en una variable t con co-
eficientes en Fp. En este caso, por ser t trascendente sobre Fp, el cuerpo K es infinito y su
endomorfismo de Frobenius ϕ : α 7→α p no es sobreyectivo. Sea F :=ϕ(K) la imagen de este
endomorfismo, que es un subcuerpo de K. Si h(t) ∈ Fp(t), es fa´cil ver que ϕ(h(t)) = h(t p),
porque ϕ deja fijo el cuerpo primo Fp.
Sea β := ϕ(t) = t p ∈ F . Entonces t ∈ K es un elemento algebraico sobre F , porque
es una raı´z del polinomio X p− β ∈ F [X ]. Luego K es una extensio´n algebraica de F . Si
ϕ˜ : K[X ]→ F [X ] : f (X) 7→ f ϕ(X) es el isomorfismo de anillos que extiende el isomorfismo
de cuerpos ϕ : K→ F , entonces X p−β =X p−t p = ϕ˜(X p−t), ası´ que los factores de X p−β
en F [X ] son ima´genes bajo ϕ˜ de los factores de X p− t en K[X ].
Pero el polinomio X p− t es irreducible en K[X ]. Una manera de verificar esto es aplicar
el criterio de Eisenstein: t es un elemento irreducible en el anillo entero Fp[t], cuyo cuerpo de
fracciones es Fp(t); ahora el Lema de Gauss y el criterio de Eisenstein extienden al presente
caso, al reemplazarZ por Fp[t],Q porK=Fp(t) y el primo p por el irreducible t. Se concluye
que X p−β es irreducible en F [X ].
Luego, t ∈ K es algebraico de grado p sobre F , con polinomio mı´nimo X p−β . Ahora
X p−β = X p− t p = (X− t)p en K[X ].
Luego t es la u´nica raı´z en K, p veces repetida, del polinomio irreducible X p−β en F [X ].
Definicio´n 4.11. Sea F un cuerpo cualquiera. Un polinomio irreducible h(X)∈F [X ] se llama
separable sus raı´ces son distintas. En cambio, se dice que h(X) es puramente inseparable si
sus raı´ces son todas iguales.
Sea K | F una extensio´n. Un elemento algebraico α ∈ K es separable sobre F si su
polinomio mı´nimo es separable en K[X ], es decir, no tiene raı´ces mu´ltiples. Adema´s, K |F es
una extensio´n separable si cada elemento de K es separable sobre F .
En cambio, la extensio´n K |F es puramente inseparable si cada elemento de K es pura-
mente inseparable sobre F .
Proposicio´n 4.12. Una extensio´n algebraica K |F es separable en los siguientes casos:
(a) si F es de caracterı´stica 0;
(b) si F es de caracterı´stica p y el endomorfismo de Frobenius de F es sobreyectivo; en
particular, si F es un cuerpo finito.
Demostracio´n. Sea α ∈ K y sea h(X) ∈ F [X ] su polinomio mı´nimo.
Ad(a): Si h(X) = (X−α)m f (X) en K[X ] con m> 1, f (α) 6= 0, entonces su derivada es
h′(X) = m(X−α)m−1 f (X)+(X−α)m f ′(X),
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y por tanto h′(α) = 0. Pero grh′(X) = grh(X)−1 y h′(X) no es el polinomio nulo en F [X ]:
la ecuacio´n h′(α) = 0 contradice la minimalidad del polinomio h(X). Se concluye que todo
α ∈ K es una raı´z simple de su polinomio mı´nimo.
Ad(b): Si α no es separable sobre F , sea h(X) = (X−α) l(X) en K[X ], donde l(α) = 0.
Entonces h′(X) = l(X)+ (X −α) l′(X) cumple h′(α) = 0. La minimalidad de h(X) en este
caso muestra que h′(X) = 0 en F [X ].
Obse´rvese que la derivada del monomio X p es pX p−1 = 0 en F [X ] por ser F de carac-
terı´stica p. En general, un polinomio en F [X ] tiene derivada nula si y so´lo si es de la forma
h(X) = g(X p) = c0+ cpX p+ c2pX2p+ · · ·+ ckpXkp.
Como ϕ es sobreyectivo, hay a j ∈ F tal que c jp = ϕ(a j) = apj para j = 0,1, . . . ,k. Luego,
h(X) = ap0 +a
p
1X
p+ap2X
2p+ · · ·+apkXkp = (a0+a1X+a2X2+ · · ·+akXk)p =: (q(X))p.
Pero entonces h(X) tiene q(X) como factor propio, lo cual contradice su irreducibilidad en
F [X ]. Se concluye que cada α ∈ K es separable sobre F .
Definicio´n 4.13. Una extensio´n algebraica K |F es una extensio´n de Galois si es normal y
separable.
I Antes de completar la discusio´n de las extensiones de Galois, es necesario revisar los
argumentos y demostraciones anteriores en los lugares en donde se adujo la hipo´tesis de
que un cuerpo K fuera un subcuerpo de C. En todos esos casos, el papel del cuerpo C,
que es algebraicamente cerrado, es el de garantizar la existencia de raı´ces de un polinomio
dado. Pero esta formulacio´n es inadecuada para cuerpos de caracterı´stica prima, que no esta´n
incluidos en C, y para cuerpos como Q(X) que son de caracterı´stica 0 pero tampoco caben
dentro de C.
Definicio´n 4.14. Un cuerpo L es algebraicamente cerrado si todo polinomio en L[X ] escinde
en L. Por el algoritmo de divisio´n, es suficiente que todo polinomio en L[X ] tenga al menos
una raı´z en L. Por el “teorema fundamental del a´lgebra”, el cuerpo C es algebraicamente
cerrado.
Si F es un cuerpo cualquiera, se dice que un cuerpo F es una clausura algebraica de F
si (a) F ⊆ F y la extensio´n F |F es algebraica; y (b) F es algebraicamente cerrado.
La existencia de una clausura algebraica requiere una induccio´n transfinita. Sea F la
familia de extensiones algebraicas de F .2 Esta familia esta´ parcialmente ordenado por in-
clusio´n, y la unio´n de una cadena creciente de extensiones algebraicas es una extensio´n alge-
braica. El Lema de Zorn garantiza que F contenga un elemento maximal F y su maximalidad
asegura que F sea algebraicamente cerrado.
2Para guardar los protocolos de la teorı´a de conjuntos, se requiere que F sea parte de un universo no demasi-
ado grande, para que sea un conjunto. Esto se puede garantizar de varias formas. Ve´ase, por ejemplo, el libro
de Serge Lang: Algebra, 3a edicio´n, Addison-Wesley, 1993, seccio´n V.2.
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Si ι : F→F es la inclusio´n y siK |F es una extensio´n algebraica, entonces se puede exten-
der ι a un homomorfismo inyectivo ι˜ : K→F , mediante otra Zornicacio´n. Si K tambie´n es al-
gebraicamente cerrada, entonces este homomorfismo es biyectivo, porque F es una extensio´n
algebraica de ι˜(K). Por lo tanto, dos clausuras algebraicas de F son isomorfas (aunque no de
manera cano´nica) y es permisible hablar de “la” clausura algebraica de F .
Repasemos brevemente los lugares en donde se ha usado la hipo´tesis F ⊆C o bien K ⊆C.
En la Definicio´n 2.27 de elemento conjugado de α como raı´z del polinomio mı´nimo de α ,
dicha raı´z puede tomarse en F : los conjugados de α son elementos de F , en general.
El Lema 2.34 debe decir que ϕ(α) es un conjugado de α para todo ϕ ∈ HomF(K,F); y
que, para un conjugado dado β ∈ F de α , existe un u´nico F-morfismo ϕ : F(α)→ F con
ϕ(α) = β .
En la Proposicio´n 2.36, el enunciado modificado es el siguiente: Si K |F es una extensio´n
separable de grado finito n y si ϕ ∈ HomF(K,F), entonces hay exactamente n homomorfis-
mos ψ : K → F que extienden ϕ . La separabilidad es esencial porque en la demostracio´n
se uso´ la propiedad de que las raı´ces de un polinomio irreducible son distintas. Para carac-
terı´stica prima, esta propiedad no es automa´tica: hace falta obligar que dicho polinomio sea
separable.
El Teorema del Elemento Primitivo merece un nuevo tratamiento.
Teorema 4.15. Sea K |F una extensio´n finita y separable. Entonces hay un elemento α ∈ K
tal que K = F(α).
Demostracio´n. Si el cuerpo F es infinito, la demostracio´n del Teorema 2.39 es aplicable,
mutatis mutandis.3 Concretamente: se reemplaza HomF(K,C) por HomF(K,F) y se omite
el argumento de queQ⊆F : por ser F infinito por hipo´tesis, el Lema 2.38 se usa directamente.
La separabilidad es esencial porque se arguye que los conjugados del elemento primitivo α
deben ser distintos.
En cambio, si el cuerpo F es finito, con |F | = q = pr y |K| = qs, basta tomar α como
cualquier generador del grupo cı´clico K×. Entonces K = {0}∪{αk : k = 1, . . . ,qs−1}, ası´
que K = Fp(α) = F(α).
En la Proposicio´n 3.2, la desigualdad
∣∣Gal(K |F)∣∣≤ [K : F ] vale para cualquier extensio´n
K |F que sea finita y separable. (En su demostracio´n, se exige que los conjugados de un
elemento de K sean distintas, aunque no todas pertenezcan a K.)
En el Corolario 3.4, se obtiene la igualdad
∣∣Gal(K |F)∣∣= [K : F ] cuando la extensio´n K |F
es finita, separable y normal.
En el Teorema 3.9 de Artin, no se necesita que K ⊆ C. En su desarrollo, se llega a
demostrar que el polinomio q(X) que define K como cuerpo de escisio´n sobre KH tiene
raı´ces distintas. Luego la extensio´n K |KH no es so´lo normal sino tambie´n separable. El
enunciado general es el siguiente.
Teorema 4.16 (Artin). Sea K un cuerpo cualquiera y sea H un grupo finito de automorfismos
de H. Entonces la extensio´n K |KH es de Galois y Gal(K |KH) = H. 
3Este latinajo significa: cambiando lo que haya que cambiar.
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El Corolario 3.10 merece una nueva mirada.
Corolario 4.17. Si K |F es una extensio´n finita, con grupo de Galois G=Gal(K |F), entonces
la extensio´n K |F es de Galois si y so´lo si KG = F.
Demostracio´n. Si K |F es de Galois, es decir, normal y separable, entonces |G| = [K : F ];
en particular, G es un grupo finito. Por el teorema anterior, es |G| = [K : KG] por la misma
razo´n. La definicio´n de G implica que F ⊆ KG. Luego [KG : F ] = [K : F ]/[K : KG] = 1 y por
ende KG = F .
Por otro lado, si KG = F , entonces K |F es de Galois como consecuencia inmediata del
Teorema de Artin.
Algunos autores toman la condicio´n de que KG = F como la definicio´n de “extensio´n de
Galois” y luego demuestran que tales extensiones son normales y separables. En todo caso, la
correspondencia de Galois, fruto del Teorema Principal, sigue va´lida para estas extensiones.
En definitiva, se puede modificar el enunciado del Teorema 3.13 como sigue.
Si K |F es una extensio´n finita de Galois, las correspondencias ΦK|F : E 7→ Gal(K |E) y
ΨK|F : H 7→KH entre cuerpos intermedios de K |F y subgrupos deGal(K |F) son biyecciones
inversas que cumplen las propiedades (a) – (f) del Teorema 3.13.
4.3 Ejercicios sobre cuerpos finitos
En los problemas que siguen, p es un nu´mero primo. Si q = pr con r ∈ N∗, Fq denotara´ el
cuerpo finito con q elementos.
Ejercicio 4.1. (a) Mostrar que Fpr es isomorfo a un subcuerpo de Fps si y so´lo si r \ s.
(b) Exhibir el retı´culo de cuerpos intermedios de la extensio´n Fp24 |Fp.
(c) ¿Cua´l es el grupo de Galois Gal(Fp24 |Fp)? cua´les son todos sus subgrupos?
Ejercicio 4.2. (a) Si p≡ 3 mod 4, mostrar que X2+1 es irreducible en Fp[X ].
(b) Si p≡ 1 mod 4, mostrar que X2+1 escinde en Fp[X ].4
Ejercicio 4.3. Si q= pr con r > 1, y si s> 1, mostrar que Gal(Fqs |Fq) es un grupo cı´clico.
Ejercicio 4.4. (a) Si F es un cuerpo finito de caracterı´stica p, sea f (X) :=X p−X−1∈F [X ].
Si α ∈ F es una raı´z de este f (X), comprobar que (α+k) es una raı´z de f (X) para todo k en
el cuerpo primo Fp.
(b) Concluir que f (X) es irreducible en F [X ], o bien f (X) escinde en F [X ].
(c) Mostrar que el polinomio X p−X−1 es irreducible en Fp[X ].
Ejercicio 4.5. (a) Si f (X) es un polinomio mo´nico en Z[X ], sea f (X) ∈ Fp[X ] su reduccio´n
mo´dulo p, obtenida al reemplazar cada coeficiente ak de f (X) por su residuo ak ∈ Fp. Si f [X ]
es irreducible en Fp[X ], mostrar que f (X) es irreducible en Z[X ].
(b) Concluir que X p−X−1 es irreducible en Z[X ] para todo primo p.
(c) Sea h(X) := X5−5X4−6X−1. ¿Es h(X) reducible o irreducible en Z[X ]?
4Ejercicio tomado de los apuntes de Baker.
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Ejercicio 4.6. (a) Si h(X) ∈ Fp[X ] es un factor irreducible de X pr −X con grh(X) = m,
mostrar que m\ r.
[[ Indicacio´n: Considerar el cuerpo de escisio´n de h(X) sobre Fp. ]]
(b) Factorizar X9−X en F3[X ].
Ejercicio 4.7. Mostrar que el polinomio f (X) = X4−10X2+1 es irreducible en Z[X ], pero
es reducible en Fp[X ] para todo primo p.
Para la reduccio´n en Fp[X ], conside´rese las siguientes factorizaciones en R[X ]:5
X4−10X2+1= (X2−2
√
2X−1)(X2+2
√
2X−1)
= (X2−2
√
3X+1)(X2+2
√
3X+1)
= (X2− (5+2
√
6))(X2− (5−2
√
6)).
Mostrar que si k y l no son cuadrados en Fp, entonces su producto kl sı´ es un cuadrado en Fp.
[[ Indicacio´n: El grupo F×p es cı´clico. ]] Concluir que al menos uno de entre 2, 3, 6 es un
cuadrado en Fp para todo primo p.
5Ejercicio tomado de los apuntes de Milne.
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5 Extensiones de Hopf–Galois
El teorema principal de la teorı´a de Galois establece una correspondencia entre los cuerpos
intermedios de una extensio´n K |F y los subgrupos de su grupo de Galois Gal(K |F). Su
validez depende fuertemente de que esta extensio´n sea de Galois, es decir, separable y nor-
mal. Si la extensio´n no es normal, el grupo de Galois suele ser demasiado pequen˜o: no hay
suficientes F-automorfismos de K para obtener la correspondencia. Sin embargo, en algunos
casos se puede emplear “automorfismos generalizados” de K |F que son aditivos pero no
multiplicativos. Estos casos sugieren que serı´a provechosa reemplazar el grupo de Galois por
una estructura algebraica ma´s flexible.
Otra motivacio´n para ampliar el concepto de extensio´n de Galois es la de clasificar exten-
siones de a´lgebras o anillos que no necesariamente son cuerpos. La teorı´a general de estas
extensiones para a´lgebras conmutativas fue desarrollada a partir de 1965.1 Hoy en dı´a hay
una intensa actividad de investigacio´n en la clasificacio´n de extensiones de a´lgebras y anillos
no necesariamente conmutativos.
5.1 Endomorfismos de una extensio´n
Definicio´n 5.1. Sea K |F una extensio´n de cuerpos. Si una aplicacio´n σ : K→ K cumple{
ϕ(α+β ) = ϕ(α)+ϕ(β )
ϕ(cα) = cϕ(α)
}
si α,β ∈ K, c ∈ F,
(es decir, σ es F-lineal) se dice que σ es un F-endomorfismo de K. La totalidad EndF(K)
de tales F-endomorfismos es un a´lgebra sobre F , de dimensio´n [K : F ]2.
Es importante sen˜alar que un F-endomorfismo no es necesariamente multiplicativo, es
decir, que ϕ(αβ ) 6=ϕ(α)ϕ(β ) en general.2 Para cada α ∈K, el “operador de multiplicacio´n”
µ(α) : β 7→ αβ es evidentemente F-lineal. Esto define una inyeccio´n µ : K→ EndF(K).
Ejemplo 5.2. La extensio´n Q( 3
√
2) |Q es separable pero no es normal, y su grupo de Galois
es trivial. Escrı´base ξ := 3
√
2 para mayor comodidad; entonces {1,ξ ,ξ 2} es una base de
K =Q(ξ ) como espacio vectorial sobre Q. Defı´nase dos Q-endomorfismos c, s de Q(ξ ) por
su accio´n sobre esta base:
c(1) := 1, c(ξ ) :=−12ξ , c(ξ 2) :=−12ξ 2,
s(1) := 0, s(ξ ) :=+12ξ , s(ξ
2) :=−12ξ 2.
1Las fuentes primarias son el artı´culo de Stephen U. Chase, David K. Harrison y Alex Rosenberg, “Galois
theory and Galois cohomology of commutative rings”, Memoirs of the AMS 52 (1965), 15–33; y la monografı´a
de Stephen U. Chase y Moss E. Sweedler, Hopf Algebras and Galois Theory, Lecture Notes in Mathematics 97,
Springer, New York, 1969.
2Anteriormente, se llamo´ “F-morfismo” a una aplicacio´n entre dos extensiones de F que fuera F-lineal y
tambie´n multiplicativa. Esta usanza es inconsistente con el actual uso de la palabra “endomorfismo”, por lo
que se ruega disculpas del lector. En la literatura del a´lgebra superior, esta palabra se usa en ambos sentidos, a
menudo sin previo aviso. Caveat lector.
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Obse´rvese que para α ∈ K, es α ∈Q si y so´lo si c(α) = α y s(α) = 0.
Sea H :=Q(c,s)⊂ EndQ(K). Fı´jese que
cs= sc, c2+3s2 = id, (2c+ id)s= 0, (2c+ id)(c− id) = 0.
LuegoH 'Q[X ,Y ]/(X2+3Y 2−1, (2X+1)Y, (2X+1)(X−1)) es una suba´lgebra conmuta-
tiva de EndQ(K), de dimensio´n 3. En efecto, como cs, c2, s2 pueden expresarse como combi-
naciones lineales de {id,c,s} y e´stos son linealmente independientes entre sı´, es dimQH = 3.
Es fa´cil comprobar que µ(K)H = EndQ(K) como espacio Q-vectorial.3
Es evidente que las aplicaciones lineales c y s no son automorfismos de Q( 3
√
2); la s ni
siquiera es sobreyectiva. Sin embargo, como pareja cumplen las siguientes fo´rmulas, pareci-
das a las reglas de adicio´n para las funciones trigonome´tricas coseno y seno:
c(αβ ) = c(α)c(β )−3s(α)s(β ),
s(αβ ) = s(α)c(β )+ c(α)s(β ). (5.1)
Estas igualdades son evidentes si α = 1 o bien β = 1, y es fa´cil comprobarlos para α,β ∈
{ξ ,ξ 2}. Por ejemplo, para el caso α = β = ξ es inmediato que
c(ξ )2−3s(ξ )2 = 14ξ 2− 34ξ 2 =−12ξ 2 = c(ξ 2), 2s(ξ )c(ξ ) =−12ξ 2 = s(ξ 2).
Por linealidad, (5.1) se verifica para todo α,β ∈ Q(ξ ). En la pro´xima subseccio´n, se intro-
duce un formalismo que permite deducir estas relaciones a partir de un “coproducto” en H,
de modo que (5.1) se presenta ası´:
∆(c) = c⊗ c−3s⊗ s, ∆(s) = s⊗ c+ c⊗ s. (5.2)
En ese formalismo, un automorfismo ϕ , que obedece ϕ(αβ )=ϕ(α)ϕ(β ), cumple la relacio´n
∆(ϕ) = ϕ⊗ϕ . Los endomorfismos id, c y s generan una coa´lgebra que reemplaza el grupo
de Galois.
5.2 Algebras de Hopf
Definicio´n 5.3. Sean U y V dos espacios vectoriales sobre un cuerpo F . Sea B(U,V ) la
totalidad de aplicaciones bilineales s : U×V →F . Si u∈U , v∈V , entonces u⊗v : s 7→ s(u,v)
es F-lineal, ası´ que pertenece al espacio dual B(U,V )∗. El subespacio de B(U,V )∗ generado
por estos elementos se denota U⊗V y se llama el producto tensorial de U y V sobre F .
Cualquier elemento de U ⊗V es una suma finita ∑ j u j⊗ v j de estos “tensores simples”, que
cumplen las siguientes propiedades de combinacio´n:
(u1+u2)⊗ v= u1⊗ v+u2⊗ v,
u⊗ (v1+ v2) = u⊗ v1+u⊗ v2,
a(u⊗ v) = au⊗ v= u⊗av,
si u,u1,u2 ∈U , v,v1,v2 ∈V y a ∈ F .
3Este ejemplo esta´ tomado del artı´culo: Cornelius Greither y Bodo Pareigis, “Hopf Galois theory for separa-
ble field extensions”, J. Algebra 106 (1987), 239–258. Este trabajo es una pieza clave de la teorı´a aquı´ esbozado.
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La expresio´n ∑rj=1 u j⊗ v j para un elemento deU⊗V no es u´nica, pero se puede suponer
que los u1, . . . ,ur son linealmente independientes en U y que los v1, . . . ,vr son linealmente
independientes en V . En consecuencia, se ve que dimF(U⊗V ) = (dimFU)(dimFV ) cuando
estas dimensiones son finitas.
El producto tensorial posee una propiedad universal: si W es otro espacio vectorial so-
bre F , entonces cualquier aplicacio´n bilineal s : U ×V →W determina una u´nica aplicacio´n
lineal s˜ : U⊗V →W por s˜(u⊗ v) := s(u,v). En un diagrama:
U⊗V s˜
((P
PP
W
U×V
OO
s
66nnnnnn
(5.3)
Dados tres espacios vectoriales U,V,W sobre F , es fa´cil comprobar que hay un isomor-
fismo F-lineal u´nico de (U ⊗V )⊗W en U ⊗ (V ⊗W ) tal que (u⊗ v)⊗w 7→ u⊗ (v⊗w)
para u ∈U , v ∈ V , w ∈W . Por lo tanto, se escribe U ⊗V ⊗W sin pare´ntesis, con elementos
u⊗ v⊗w. De igual modo, hay un isomorfismo F-lineal u´nico
τ : U⊗V →V ⊗U dado por τ(u⊗ v) := v⊗u. (5.4)
Tambie´n se identifica, F ⊗U 'U 'U ⊗F , porque dimF F = 1, mediante las isomorfismos
naturales 1⊗u↔ u↔ u⊗1.
Definicio´n 5.4. Sea F un cuerpo. Un a´lgebra sobre F es un anillo A (con identidad 1A) que
es a la vez un espacio vectorial sobre F , tal que el producto asociativo A×A→ A sea bilineal.
En vista de (5.3), el producto puede considerarse alternativamente como una aplicacio´n lineal
m : A⊗A→ A. La presencia de 1A ∈ A determina una inclusio´n η : F → A por η(c) := c1A,
que es trivialmente lineal. De este modo, un a´lgebra sobre F puede definirse como un triplete
(A,m,η), en donde A es un espacio F-vectorial, m y η son aplicaciones F-lineales, y se
exigen las siguientes dos propiedades:
1. Asociatividad: m(m⊗ id) = m(id⊗m) : A⊗A⊗A→ A;
2. Unidad: m(η⊗ id) = m(id⊗η) = id : A→ A.
Estas propiedades pueden ilustrarse mediante dos diagramas conmutativas:
A⊗A⊗A m⊗id //
id⊗m

A⊗A
m

A⊗A m // A
A⊗A
m

F⊗A
η⊗id 66nnnnnn
hh
= ((PP
PPP
PPP
A⊗F
id⊗ηhhPPPPPP
66
=vvnnn
nnn
nn
A
(5.5)
El concepto dual de un a´lgebra, en el sentido catego´rico, es una “coa´lgebra”, obtenido
formalmente por reversio´n de las flechas en los diagramas (5.5).
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Definicio´n 5.5. Una coa´lgebra sobre un cuerpo F es triplete (C,∆,ε), en donde C es un
espacio F-vectorial y ∆ : C→C⊗C y ε : C→ F son aplicaciones F-lineales que cumplen las
siguientes dos propiedades:
1. Coasociatividad: (∆⊗ id)∆= (id⊗∆)∆ :C→C⊗C⊗C;
2. Counidad: (ε⊗ id)∆= (id⊗ε)∆= id :C→C.
Se dice que ∆ es un coproducto sobre C y que ε es una counidad para C. Fı´jese que ∆
es necesariamente inyectivo porque posee un inverso a la izquierda. Estas propiedades se
exhiben en dos diagramas conmutativas:
C⊗C⊗C C⊗C∆⊗idoo
C⊗C
id⊗∆
OO
C∆oo
∆
OO
C⊗C
ε⊗id
vvnnn
nnn id⊗ε
((PP
PPP
P
F⊗C hh
= ((PP
PPP
PPP
C⊗F66
=vvnnn
nnn
nn
C
∆
OO
(5.6)
Ejemplo 5.6. Un producto agrega dos objetos en un uno; un coproducto reparte un objeto
en dos. Para comprender su significado, conside´rese el a´lgebra de polinomios F [X ]. Posee
un producto bilineal, que so´lo necesita definirse sobre la base vectorial de los monomios:
m(Xk⊗X l) := Xk+l , como ya se sabe. Pero resulta que F [X ] tambie´n es una coa´lgebra, bajo
el coproducto definido por
∆(Xn) :=
n
∑
k=0
(
n
k
)
Xk⊗Xn−k. (5.7)
La counidad es ε(Xn) := 0, ε(1) := 1, extendido por linealidad. Esta estructura se llama la
coa´lgebra binomial, con diversas aplicaciones combinatoriales.4
Obse´rvese que las dos estructuras de F [X ] son compatibles, porque tanto ∆ como ε re-
spetan el producto, es decir, son homomorfismos sobre el a´lgebra F [X ]. En efecto,
∆(Xm)∆(Xn) =
m
∑
j=0
n
∑
k=0
(
m
j
)(
n
k
)
X jXk⊗Xm− jXn−k
=
m+n
∑
r=0
∑
j+k=r
(
m
j
)(
n
k
)
X j+k⊗Xm+n− j−k
=
m+n
∑
r=0
(
m+n
r
)
X r⊗Xm+n−r = ∆(Xm+n),
al usar la identidad de Vandermonde. En otras palabras, F [X ] es una bia´lgebra.
4La reformulacio´n de problemas combinatoriales en el lenguaje de las coa´lgebras fue uno de los grandes
temas del trabajo de Gian-Carlo Rota. Ve´ase: Saj-Nicole Joni y Gian-Carlo Rota, “Coalgebras and bialgebras
in combinatorics”, en el libro Umbral Calculus and Hopf Algebras, AMS, Providence, RI, 1979, pp. 1–47.
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Definicio´n 5.7. Una bia´lgebra sobre F es un quinteto (A,m,η ,∆,ε), tal que (A,m,η) es un
a´lgebra, (A,∆,ε) es una coa´lgebra, y tanto ∆ : A→A⊗A como ε : A→F son homomorfismos
de a´lgebras.
La manera de denotar un producto es conocido: se escribe ab := m(a⊗ b), por yuxta-
posicio´n. Hay una notacio´n generalmente aceptada, introducido por Sweedler, para denotar
un coproducto. Se escribe
∆(a) =: ∑a(1)⊗a(2). (5.8)
El sı´mbolo ∑ toma cuenta de que el lado derecho generalmente no es un tensor simple, sino
una suma finita de tensores simples; ve´ase (5.7), por ejemplo. Sin embargo, se suele omitir
el ı´ndice de esta sumatoria. La coasociatividad de ∆ se expresa por la relacio´n
∑a(1)(1)⊗a(1)(2)⊗a(2) = ∑a(1)⊗a(2)(1)⊗a(2)(2),
la cual puede reescribirse, sin ambigu¨edad, como
(∆⊗ id)(∆(a)) = (id⊗∆)(∆(a)) =: ∑a(1)⊗a(2)⊗a(3). (5.9)
La propiedad de counidad se expresa en notacio´n de Sweedler mediante
∑ε(a(1))a(2) = ∑a(1) ε(a(2)) = a ∈ A. (5.10)
Ejemplo 5.8. Sea G un grupo finito, F un cuerpo. El a´lgebra de grupo F [G] es la totalidad
de sumas ∑g∈G ag ·g con cada ag ∈ F . En otras palabras, F [G] es un espacio vectorial sobre
F , de dimensio´n |G|, con una base etiquetada por los elementos de G. El producto en F [G]
se define ası´: (
∑
g∈G
ag ·g
)(
∑
h∈G
bh ·h
)
:= ∑
g,h∈G
agbh ·gh= ∑
k∈G
(
∑
gh=k
agbh
)
· k.
En otras palabras, se extiende bilinealmente la multiplicacio´n del grupo G; serı´a equivalente
definir m(g⊗h) := gh sobre los elementos de la base vectorial de F [G]⊗F [G].
El coproducto ∆ y la counidad sobre F [G] se definen sobre los elementos de la base por
∆(g) := g⊗g, ε(g) := 1, para todo g ∈ G. (5.11)
Como ∆(gh) = gh⊗ gh = (g⊗ g)(h⊗ h) = ∆(g)∆(h) y ε(gh) = 1 = ε(g)ε(h), es evidente
que F [G] es una bia´lgebra.
Si G es un grupo no abeliano, entonces el a´lgebra F [G] no es conmutativa. Abstracta-
mente, un a´lgebra (A,m,η) es conmutativa si ab= ba o bien m(a⊗b) = m(b⊗a) para todo
a,b ∈ A. En te´rminos de la aplicacio´n de trueque τ de (5.4), la conmutatividad se expresa por
la relacio´n m◦ τ = m.
Dualmente, se dice que una coa´lgebra C es coconmutativo si τ ◦∆= ∆ :C→C⊗C. En
notacio´n de Sweedler, esta condicio´n es
∑a(1)⊗a(2) = ∑a(2)⊗a(1) para todo a ∈C.
Es evidente de (5.11) que F [G] es coconmutativo.
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Ejemplo 5.9. Sea G un grupo finito, F un cuerpo. La bia´lgebra de funciones O(G), a veces
denotado por FG, es la totalidad de funciones f : G→ F con la suma y producto usuales, es
decir,
( f + l)(g) := f (g)+ l(g), ( f l)(g) := f (g) l(g).
Es un espacio vectorial sobre F , de dimensio´n |G|, con una base {eg : g ∈G} donde eg(h) :=
δg,h con la delta de Kronecker. El producto obedece m(eg⊗ eh) = δg,h eg.
Si g ∈G, la evaluacio´n f 7→ f (g)∈ F es una funcio´n lineal sobre O(G). Si f , l ∈O(G), la
Definicio´n 5.3 permite identificar f⊗ l con la funcio´n de dos variables (g,h) 7→ f (g) l(h). Esta
identificacio´n lleva el producto tensorial O(G)⊗O(G) en el a´lgebra de funciones O(G×G)
sobre el producto directo G×G de dos copias de G.
El coproducto ∆ : O(G)→O(G×G) se define por transponer la multiplicacio´n en G, ası´:
∆( f )(g,h) := f (gh), para todo g,h ∈ G. (5.12)
La coasociatividad de O(G) es consecuencia de la asociatividad de G:
(∆⊗ id)(∆( f ))(g,h,k) = ∆( f )(gh,k) = f ((gh)k) = f (g(hk))
= ∆( f )(g,hk) = (id⊗∆)(∆( f ))(g,h,k).
La counidad en O(G) es dado por ε( f ) := f (1G). Luego O(G) es una bia´lgebra. Si G es un
grupo no abeliano, esta bia´lgebra es conmutativa pero no es coconmutativa.
Ejemplo 5.10. Sea H el a´lgebra tridimensional sobre Q generado por id, c, s, introducida
en el Ejemplo 5.2. Defı´nase ∆ : H → H⊗H por ∆(id) := id⊗ id y ∆(c), ∆(s) dados por la
fo´rmula (5.2), extendiendo por linealidad sobre Q. Defı´nase ε(id) = ε(c) := 1 y ε(s) := 0.
Es fa´cil verificar que H es una bia´lgebra con estas operaciones.
Definicio´n 5.11. Sea (A,m,η) un a´lgebra y (C,∆,ε) una coa´lgebra sobre F . Deno´tese por
Hom(C,A) el espacio F-vectorial de aplicaciones lineales f : C→ A. La convolucio´n de dos
elementos f ,h de este espacio es el elemento f ∗h ∈ Hom(C,A) dado por
f ∗g := m( f ⊗g)∆ :C→ A. (5.13)
En la notacio´n de Sweedler, esta fo´rmula es
( f ∗g)(c) := ∑ f (c(1))h(c(2)) ∈ A, para todo c ∈C.
La convolucio´n es una operacio´n asociativa:
(( f ∗h)∗ k)(c) = ∑( f ∗h)(c(1))k(c(2)) = ∑ f (c(1))h(c(2))k(c(3))
= ∑ f (c(1))(h∗ k)(c(2)) = ( f ∗ (h∗ k))(c),
donde la coasociatividad deC ha sido usado, mediante (5.9), en la enumeracio´n de las “patas”
de c; y la asociatividad de A ha sido usado de una forma igualmente implı´cita.
La convolucio´n hace de Hom(C,A) un a´lgebra sobre F . Su elemento identidad es la
aplicacio´n ηε : C→ F → A. En efecto, se ve que para todo c ∈C,
( f ∗ηε)(c) = ∑ f (c(1))ε(c(2)) = f
(
∑c(1) ε(c(2))
)
= f (c),
(ηε ∗ f )(c) = ∑ε(c(1)) f (c(2)) = f
(
∑ε(c(1))c(2)
)
= f (c).
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Si A es una bia´lgebra, entonces los endomorfismos (lineales, no necesariamente multi-
plicativas) forman un a´lgebra End(A) = Hom(A,A) bajo convolucio´n. En este caso, la apli-
cacio´n identidad id : A→ A pertenece a End(A) pero no es la identidad de este a´lgebra (la
composicio´n de aplicaciones lineales y la convolucio´n son operaciones diferentes). Se plantea
la inversibilidad de id bajo convolucio´n.
Definicio´n 5.12. Un a´lgebra de Hopf es una bia´lgebra (H,m,η ,∆,ε) sobre un cuerpo F tal
que End(H) contiene un elemento S, necesariamente u´nico, que es un inverso de convolucio´n
para el elemento id:
id∗S= m(id⊗S)∆= ηε, S∗ id= m(S⊗ id)∆= ηε. (5.14)
Esta aplicacio´n lineal S : H→ H se llama el antı´poda de H. En la notacio´n de Sweedler, sus
propiedades son:
∑a(1) S(a(2)) = ∑S(a(1))a(2) = ε(a)1H para todo a ∈ H. (5.15)
Ejemplo 5.13. En el a´lgebra de grupo F [G], el antı´poda se define por
S(g) := g−1 para todo g ∈ G,
extendido por linealidad. La fo´rmula (5.15) se reduce a gg−1 = g−1 g= 1 en el grupo G.
Ejemplo 5.14. En la bia´lgebra de funciones O(G), el antı´poda transpone la inversio´n en el
grupo:
S( f )(g) := f (g−1), para todo g ∈ G, f ∈ O(G).
La fo´rmula (5.14) se reduce a la relacio´n f (gg−1) = f (g−1 g) = f (1) en O(G).
Ejemplo 5.15. Para el ejemplo H = lin〈id,c,s〉, se comprueba que la aplicacio´n S : H → H
determinado por S(id) := id, S(c) := c, S(s) :=−s, cumple (5.15) y por ende es una antı´poda
para H.
Los Ejemplos 5.13 y 5.14 ponen en evidencia un concepto importante, el de la dualidad
entre a´lgebras de Hopf. Ya se sabe que cada espacio vectorial V sobre F de dimensio´n finita
posee un espacio dual V ∗ :=Hom(V,F), que es la totalidad de aplicaciones F-lineales5 de V
en F . Resulta que dimFV ∗ = dimFV , ası´ que los espacios V y V ∗ son linealmente isomor-
fos, aunque no de modo natural (se requiere elegir una base en cada espacio para definir un
isomorfismo entre ellos). Por otro lado, el dual doble V ∗∗ :=Hom(V ∗,F) es isomorfo a V de
modo cano´nico: si v ∈V , la evaluacio´n vˆ( f ) := f (v) es un elemento vˆ ∈V ∗∗, cuya definicio´n
no requiere una eleccio´n de bases, y (por conteo de dimensiones)6 la correspondencia v 7→ vˆ
es un isomorfismo lineal entre V y V ∗∗.
Cuando H es una bia´lgebra finitodimensional sobre F , el espacio dual H∗ tambie´n es una
bia´lgebra, mediante la siguiente definicio´n.
5Los elementos de V ∗ tambie´n se conocen como formas lineales sobre V .
6Si dimFV = ∞, la correspondencia v 7→ vˆ es inyectiva pero no es sobreyectiva.
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Definicio´n 5.16. SeaV un espacio vectorial finitodimensional sobre F ; seaV ∗ :=Hom(V,F)
su espacio dual. Conviene usar la notacio´n
〈u,v〉 := u(v) ∈ F, para todo u ∈V ∗, v ∈V. (5.16)
SiW es otro espacio F-vectorial de dimensio´n finita, cada aplicacio´n lineal R : V →W posee
una transpuesta Rt : W ∗→V ∗ dada por
〈Rt(x),v〉 := 〈x,R(v)〉, para x ∈W ∗, v ∈V.
Los espacios vectoriales V ∗⊗V ∗ y (V ⊗V )∗, ambos de dimensio´n (dimFV )2, se identifican
mediante la dualidad7
〈u⊗u′,v⊗ v′〉 := 〈u,v〉〈u′,v′〉= u(v)u′(v′)
si v⊗ v′ ∈V ⊗V y si u⊗u′ ∈V ∗⊗V ∗.
Definicio´n 5.17. Sea (H,m,η ,∆,ε) una bia´lgebra sobre F de dimensio´n finita. Entonces
m′ := ∆t : H∗⊗H∗ → H∗ es asociativa y η ′ := ε t : F → H∗ es una counidad, de modo que
(H∗,m′,η ′) es un a´lgebra dual a la coa´lgebra (H,∆,ε). Tambie´n, ∆′ := mt : H∗→ H∗⊗H∗
es coasociativa8 y ε ′ := η t : H∗ → F es una aplicacio´n unidad, de modo que (H∗,∆′,ε ′) es
una coa´lgebra dual al a´lgebra (H,m,η).
En la notacio´n de Sweedler, todas estas relaciones se resumen ası´:
〈uv,a〉= ∑〈u⊗ v,a(1)⊗a(2)〉, ε(a) = 〈1H∗,a〉,
〈u,ab〉= ∑〈u(1)⊗u(2),a⊗b〉, ε ′(u) = 〈u,1H〉. (5.17)
Si H es un a´lgebra de Hopf con antı´poda S, entonces H∗ es tambie´n un a´lgebra de Hopf con
antı´poda S′ := St : H∗→ H∗, ası´:
〈S′(u),a〉 := 〈u,S(a)〉 para todo a ∈ H, u ∈ H∗. (5.18)
Proposicio´n 5.18. Sea F un cuerpo, G un grupo finito. Entonces las a´lgebras de Hopf F [G]
y O(G) son mutuamente duales.
Demostracio´n. Si |G| = n, tanto F [G] como O(G) son espacios vectoriales n-dimensionales
sobre F . Sus bases respectivas, {g : g ∈ G} para F [G] y {ek : k ∈ G} para O(G), son bases
duales, ya que
〈ek,g〉 := ek(g) = δk,g para todo g,k ∈ G.
7En el caso infinitodimensional, la dualidad define una inyeccio´n de V ∗⊗V ∗ en el espacio (V ⊗V )∗, la cual
no es sobreyectiva.
8En el caso infinitodimensional, dado que H∗⊗H∗ ⊂ (H⊗H)∗ sin igualdad, la imagen mt(H∗) no es parte
de H∗⊗H∗ en general: el dual de una coa´lgebra es un a´lgebra, pero el dual de un a´lgebra no siempre es una
coa´lgebra. Para recuperar la simetrı´a entre ambas situaciones, es necesario reemplazar H∗ por el subespacio
H◦ := {u ∈ H∗ : mt(u) ∈ H∗⊗H∗ }, conocido como el “dual de Sweedler” de H. Estas complicaciones no
aparecen cuando la dimensio´n de H es finita.
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De ahı´, el espacio dual F [G]∗ se identifica con O(G).
Para ver que son duales como a´lgebras de Hopf, basta comprobar las relaciones (5.17)
y (5.18) en este caso. Como todos los operadores de estructura son lineales, es suficiente
comprobarlas para elementos ba´sicos. En efecto,
〈ekel,g〉= (ekel)(g) = ek(g)el(g) = 〈ek⊗ el,g⊗g〉= 〈ek⊗ el,∆(g)〉,
〈ek,gh〉= ek(gh) = ∆(ek)(g,h) = 〈∆(ek),g⊗h〉,
ε(g) = 1= 1(g) = 〈1,g〉,
ε(ek) = ek(1G) = 〈ek,1G〉,
〈S(ek),g〉= S(ek)(g) = ek(g−1) = ek(S(g)) = 〈ek,S(g)〉,
donde 1= ∑k∈G ek es la funcio´n constante de valor 1, que es la identidad de O(G), mientras
1G es el elemento identidad de G que es tambie´n la identidad del a´lgebra F [G].
¿Por que´ las a´lgebras de Hopf se llaman por ese nombre? Una de sus fuentes originales fue
las investigaciones de Heinz Hopf sobre la topologı´a de los grupos topolo´gicos compactos:
resulta que la cohomologı´a (sobre R) de un tal grupo es una bia´lgebra con antı´poda. Hoy en
dı´a es un amplio subtema del a´lgebra abstracta.9
5.3 Acciones y coacciones
Uno de los resultados ma´s sencillos de la teorı´a de grupos finitos es la observacio´n, por
Arthur Cayley, de que cualquier grupo finito G es un subgrupo de un grupo de permutaciones
Sn para algu´n n. En efecto, si n = |G| con G = {g1, . . . ,gn}, la multiplicacio´n a la izquierda
Λ(g) : g j 7→ gg j es una permutacio´n del conjunto G para cada g ∈ G, y ası´ se define un
homomorfismo inyectivo Λ : G→ Sn.
Ma´s generalmente, un homomorfismo desde un grupo G al grupo de permutaciones de un
conjunto X se llama una accio´n de G sobre X . Es conveniente formalizar este concepto en
te´rminos de una aplicacio´n del producto cartesiano G×X en X .
Definicio´n 5.19. Sea X un conjunto y G un grupo. Una accio´n a la izquierda de G sobre X
es una funcio´n λ : G×X → X , que cumple:
(a) λ (g,λ (h,x)) = λ (gh,x) para todo g,h ∈ G, x ∈ X .
(b) λ (1G,x) = x para todo x ∈ X .
Obse´rvese que la aplicacio´n Λ(g) : x 7→ λ (g,x) es una biyeccio´n sobre X para cada g ∈ G,
cuya biyeccio´n inversa es Λ(g−1). Las propiedades (a) y (b) dicen que Λ(g)◦Λ(h) = Λ(gh)
y Λ(1G) = idX , de modo que Λ es un homomorfismo desde G al grupo de permutaciones del
conjunto X .10
9Un buen resumen de esa teorı´a es la primera parte del artı´culo: He´ctor Figueroa y Jose´ M. Gracia-Bondı´a,
“Combinatorial Hopf algebras in quantum field theory I”, Reviews in Mathematical Physics 17 (2005), 881–976;
tambie´n disponible en http://arxiv.org/abs/hep-th/0408145/.
10Si G y X son conjuntos infinitos, es apropiado dotarlos de topologı´as. En este caso, se suele requerir que la
aplicacio´n λ : G×X → X sea continua, en cuyo caso se dice que “la accio´n es continua”.
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Escrı´base g. x := λ (g,x). Entonces las propiedades de una accio´n se expresan mediante
las fo´rmulas:
g. (h. x) = gh. x, 1G . x= x, para g,h ∈ G, x ∈ X . (5.19)
En particular, si X = G y λ (g,h) = g . h := gh, de modo que Λ(g) es la “traslacio´n a la
izquierda” h 7→ gh, esta es una accio´n porque el grupo G es asociativo.
De modo similar, puede definirse una accio´n a la derecha de un grupo G sobre un con-
junto Y , como una funcio´n ρ : Y ×G→ Y , que cumple
ρ(ρ(y,h),g) = ρ(y,hg), ρ(y,1G) = y, para g,h ∈ G, y ∈ Y.
Con la abreviatura y/g := ρ(y,g), estas propiedades son (y/h)/g = y/hg, y/1G = y. Por
ejemplo, las traslaciones a la derecha h 7→ hg determinan una accio´n a la derecha de G sobre
sı´ mismo.
Definicio´n 5.20. Una accio´n (a la izquierda) λ : G×X → X es libre si g. x= x u´nicamente
cuando g = 1G. En este caso, para cada o´rbita G. x := {g . x : g ∈ G} ⊆ X la aplicacio´n
g 7→ g. x es una biyeccio´n entre G. x y X .
Una accio´n λ : G×X → X es transitiva si hay una sola o´rbita, es decir, si G.x= X para
todo x ∈ X . Fı´jese que λ es transitiva si y so´lo si para cada dos elementos x,y ∈ X , hay al
menos un elemento g ∈ G tal que g. x= y.
Definicio´n 5.21. Sea λ : G× X → X una accio´n de G sobre X . La aplicacio´n cano´nica
asociada a λ es la funcio´n
γ : G×X → X×X : (g,x) 7→ (x,g. x). (5.20)
Lema 5.22. Sea λ : G×X → X una accio´n de G sobre X. Entonces su aplicacio´n cano´nica
γ es inyectiva si y so´lo si λ es libre; adema´s, γ es sobreyectiva si y so´lo si λ es transitiva.
Demostracio´n. Es evidente de (5.20) que γ es inyectiva si y so´lo si g.x= h.x implica g= h,
para cada x ∈ X ; si y so´lo si h−1g. x = x implica h−1g= 1G, para cada x ∈ X ; si y so´lo si la
accio´n λ es libre.
Tambie´n es evidente de (5.20) que γ es sobreyectiva si y so´lo si cada (x,y) ∈ X×X es de
la forma (x,g. x) para algu´n g ∈ G; si y so´lo si la accio´n λ es transitiva.
Ejemplo 5.23. (a) La accio´n de G sobre sı´ mismo por traslacio´n es una accio´n libre y tran-
sitiva. Aquı´ g.h := gh y por ende γ(g,h) = (g,gh) ∈ G×G, la cual es biyectiva.
(b) Hay otra accio´n de G sobre sı´ mismo, dado por conjugacio´n, donde g . h := ghg−1.
Esta accio´n no es libre porque g . 1G = 1G para todo g ∈ G. Tampoco es transitiva, porque
G.1G = {1G}: la identidad 1G es un punto fijo de esta accio´n. (Las o´rbitas, en este caso, son
las clases de conjugacio´n del grupo G.)
(c) SiH ≤G es un subgrupo (no necesariamente normal), G actu´a sobre el conjuntoG/H
de las coclases por g.g′H := gg′H. Esta accio´n es transitiva pero no es libre si H 6= 1, porque
g.H = H si y so´lo si g ∈ H.
(d) Si H ≤G es un subgrupo, entonces H actu´a sobre G por h.g := gh−1. Esta accio´n es
libre, pero no es transitiva si H 6= G: las o´rbitas son precisamente las coclases H .g := gH.
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Hay un concepto ma´s amplio de accio´n, en donde se reemplaza el conjunto X por una
a´lgebra A sobre un cuerpo F , se reemplaza el grupo G por una bia´lgebra H, se promueve
el producto cartesiano G×X a un producto tensorial H⊗A y todas las operaciones son F-
lineales. Cuando H = F [G] es el a´lgebra del grupo G y A = FX es el a´lgebra de funciones
f : X → F , se recupera una versio´n “linealizado” de la accio´n G×X → X .
Definicio´n 5.24. Si (A,m,η) es un a´lgebra y V es un espacio vectorial sobre un cuerpo F ,
una accio´n (a la izquierda) de A sobre V es una aplicacio´n lineal θ : A⊗V →V tal que
θ(idA⊗θ) = θ(m⊗ idV ) : A⊗A⊗V →V ;
θ(η⊗ idV ) = idV :V →V. (5.21)
Escrı´base θ(a⊗ v) := a. v ∈V para a ∈ A, v ∈V . La fo´rmula (5.19) se mantiene:
a. (b. v) = ab. v, 1A . v= v, para a,b ∈ A, v ∈V.
pero ahora θ , idA⊗θ , etc., son operaciones F-lineales entre espacios vectoriales. Si adema´s
se escribe Θ(a) : v 7→ θ(a⊗v), entonces las condiciones (5.21) dicen que Θ : A→ End(V ) es
un homomorfismo de a´lgebras sobre F .
Definicio´n 5.25. Si H es una bia´lgebra y A es un a´lgebra sobre un cuerpo F , una accio´n
de Hopf (a la izquierda) de H sobre A es una accio´n del a´lgebra (H,m,η) sobre el espacio
vectorial A, que cumple las siguientes propiedades:{
h. (ab) = ∑(h(1) .a)(h(2) .b)
h.1A = ε(h)1A
}
si a,b ∈ A, h ∈ H. (5.22)
Para comprender el significado de las reglas (5.22), conside´rese dos casos especiales.
Primero, si ∆(h) = h⊗h y ε(h) = 1, como ocurre con las generadores de la bia´lgebra F [G],
entonces estas reglas se reducen a
h. (ab) = (h.a)(h.b), h.1A = 1A,
de modo que el elemento Θ(h) ∈ End(A) es un homomorfismo de a´lgebras.
En segundo lugar, si ∆(h) = h⊗ 1+ 1⊗ h y ε(h) = 0 (un tal elemento de H se llama
“primitivo”), entonces (5.22) dice que
h. (ab) = (h.a)b+a(h.b), h.1A = 0,
la cual es una regla de Leibniz: la aplicacio´n Θ(h) ∈ End(A) es una derivacio´n del a´lgebra A.
Por lo tanto, una accio´n de Hopf de una bia´lgebra H sobre un a´lgebra A representa H
como “homomorfismos generalizados” de A.
I Por dualidad, una accio´n de un a´lgebra sobre un espacio vectorial da lugar a la nocio´n
sime´trica de “una coaccio´n de una coa´lgebra sobre un espacio vectorial”. Como las coa´lgebras
son quiza´s menos rutinarias que las a´lgebras, vale la pena mirar ese concepto con detalle.
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Definicio´n 5.26. Si (C,∆,ε) es una coa´lgebra y V es un espacio vectorial sobre un cuerpo F ,
una coaccio´n (a la derecha) de C sobre V es una aplicacio´n lineal δ : V →V ⊗C tal que
(δ ⊗ idC)δ = (idV ⊗∆)δ :V →V ⊗C⊗C;
(idV ⊗ε)δ = idV :V →V. (5.23)
Para calcular el efecto de una coaccio´n, es conveniente introducir una variante de la notacio´n
de Sweedler:
δ (v) =: ∑v(0)⊗ v(1) ∈V ⊗C. (5.24)
Aquı´, por convenio, v(0) denota un elemento del espacio vectorial V , mientras v(1), v(2), etc.,
sera´n elementos de la coa´lgebra C. Por ejemplo, la primera propiedad de (5.23) se puede
expresar ası´:
∑v(0)(0)⊗ v(0)(1)⊗ v(1) = ∑v(0)⊗ v(1)(1)⊗ v(1)(2),
la cual puede reescribirse, sin ambigu¨edad, por analogı´a con (5.9), como
(δ ⊗ idC)(δ (v)) = (idV ⊗∆)(δ (v)) =: ∑v(0)⊗ v(1)⊗ v(2).
La segunda propiedad de (5.23) dice que ∑v(0) ε(v(1)) = v ∈V .
Lema 5.27. Si δ : V → V ⊗C es una coaccio´n a la derecha de una coa´lgebra C sobre un
espacio F-vectorial V , entonces hay una accio´n a la izquierda del a´lgebra dual C∗ sobre V .
Demostracio´n. El dual de la coa´lgebra (C,∆,ε) es el a´lgebra (C∗,∆t ,ε t), donde C∗ es el
espacio F-vectorial dual de C y sus operaciones son las aplicaciones transpuestas de ∆, ε
respectivamente.
La accio´n θ : C∗⊗V →V se define por la fo´rmula
f . v := ∑v(0) 〈 f ,v(1)〉= ∑〈 f ,v(1)〉v(0),
en donde 〈 f ,c〉 := f (c) para f ∈C∗, c ∈C, y la coaccio´n δ se expresa mediante la fo´rmula
(5.24). Alternativamente, la definicio´n de la accio´n es θ( f ⊗ v) := (idV ⊗ f )(δ (v)) o bien
Θ( f ) := (idV ⊗ f )δ .
Si f ,h ∈C∗, entonces ∆t( f ⊗h) = ( f ⊗h)◦∆ es la convolucio´n f ∗h — fı´jese que C∗ =
Hom(C,F) donde se puede considerar F como un a´lgebra unidimensional. Ahora
( f ∗h). v= ∑v(0) ( f ∗h)(v(1)) = ∑v(0) f (v(1)(1))h(v(1)(2))
= ∑v(0)(0) f (v(0)(1))h(v(1)) = ∑ f . v(0) h(v(1)) = f . (h. v),
y adema´s 1C∗ . v = ∑v(0) ε(v(1)) = v para v ∈ V . Por tanto v 7→ f . v es una accio´n a la
izquierda del a´lgebraC∗.
Lema 5.28. Si θ : A⊗V → V es una accio´n a la izquierda de un a´lgebra finitodimensional
A sobre un espacio vectorial V con dimFV finita, entonces hay una coaccio´n a la derecha de
la coa´lgebra dual A∗ sobre V .
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Demostracio´n. Sea {h1, . . . ,hn} una base de A como espacio F-vectorial y sea { f1, . . . , fn} la
base dual de A∗. Fı´jese que cualquier elemento g ∈ A se expresa en te´rminos de estas bases
como
g=
n
∑
k=1
〈 fk,g〉hk.
Defı´nase una aplicacio´n lineal δ : V →V ⊗A∗ por
δ (v) :=
n
∑
j=1
(h j . v)⊗ f j. (5.25)
Obse´rvese que esta definicio´n es independiente de la base de A: si {h′1, . . . ,h′n} es otra base
de A, con base dual correspondiente { f ′1, . . . , f ′n} de A∗, entonces es fa´cil ver que el lado
derecho de (5.25) es igual a ∑ni=1(h′i . v)⊗ f ′i .
Resulta que la aplicacio´n (5.25) es una coaccio´n. En efecto, si v ∈V , entonces
(id⊗ε)(δ (v)) =
n
∑
j=1
(h j . v)ε( f j) =
( n
∑
j=1
〈 f j,1〉h j
)
. v= 1. v= v.
Adema´s,
(id⊗∆)(δ (v)) =
n
∑
k=1
(hk . v)⊗∆( fk) =
n
∑
i, j,k=1
(hk . v)⊗ fi⊗ f j 〈∆( fk),hi⊗h j〉
=
n
∑
i, j,k=1
〈 fk,hi h j〉(hk . v)⊗ fi⊗ f j =
n
∑
i, j=1
(hi h j . v)⊗ fi⊗ f j
=
n
∑
j=1
( n
∑
i=1
(hi . (h j . v))⊗ fi
)
⊗ f j =
n
∑
j=1
δ (h j . v)⊗ f j
= (δ ⊗ id)
n
∑
j=1
(h j . v)⊗ f j = (δ ⊗ id)(δ (v)).
En vista de la Definicio´n 5.26, δ es una coaccio´n de A∗ sobre V .
Proposicio´n 5.29. Si θ : H⊗A→ A es una accio´n de una bia´lgebra H sobre A y si δ : A→
A⊗H∗ es la coaccio´n dual dada por (5.25), entonces θ es una accio´n de Hopf si y so´lo si δ
es un homomorfismo de a´lgebras.
Demostracio´n. Si la accio´n θ cumple la propiedad (5.22) de acciones de Hopf, entonces la
coaccio´n dual δ obedece
δ (1A) =
n
∑
k=1
(hk .1A)⊗ fk =
n
∑
k=1
ε(hk)1A⊗ fk =
n
∑
k=1
1A⊗〈1H∗,hk〉 fk = 1A⊗1H∗.
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Tambie´n, para todo a,b ∈ A, se verifica
δ (ab) =
n
∑
k=1
(hk .ab)⊗ fk =
n
∑
k=1
∑(hk(1) .a)(hk(2) .b)⊗ fk
=
n
∑
i, j,k=1
(〈 fi,hk(1)〉hi .a)(〈 f j,hk(2)〉h j .b)⊗ fk
=
n
∑
i, j,k=1
〈 fi⊗ f j,hk(1)⊗hk(2)〉(hi .a)(h j .b)⊗ fk
=
n
∑
i, j,k=1
(hi .a)(h j .b)⊗ fk 〈 fi f j,hk〉=
n
∑
i, j=1
(hi .a)(h j .b)⊗ fi f j
=
( n
∑
i,=1
(hi .a)⊗ fi
)( n
∑
j=1
(h j .b)⊗ f j
)
= δ (a)δ (b).
Luego, δ es un homomorfismo de a´lgebras.
Inversamente, si δ es un homomorfismo, entonces la accio´n dual θ cumple h . 1A =
1A〈1H∗,h〉= ε(h)1A porque δ (1A) = 1A⊗1H∗ . Adema´s, para a,b ∈ A se verifica
h.ab= ∑(ab)(0) 〈(ab)(1),h〉= ∑a(0)b(0) 〈a(1)b(1),h〉
= ∑a(0)b(0) 〈a(1),h(1)〉〈b(1),h(2)〉=
(
∑a(0) 〈a(1),h(1)〉
)(
∑b(0) 〈b(1),h(2)〉
)
= ∑(h(1) .a)(h(2) .b).
Aquı´ las identidades (ab)(0) = a(0)b(0) y (ab)(1) = a(1)b(1) expresan la propiedad multiplica-
tiva de la coaccio´n, δ (ab) = δ (a)δ (b).
Para una accio´n de Hopf θ : H⊗A→ A, el subespacio vectorial
AH := {a ∈ A : h.a= ε(h)a, para todo h ∈ H }
es una suba´lgebra, porque h . ab = ∑ε(h(1))ε(h(2))ab = ε
(
∑h(1)ε(h(2))
)
ab = ε(h)ab para
a,b ∈ AH . Esta AH se llama la suba´lgebra invariante de A bajo la accio´n de H. En el caso
H = F [G], en donde ε(g) = 1 para todo g ∈ G, AF [G] =: AG consta de los a ∈ A que son fijos
bajo la accio´n del grupo G. En particular, si K es una extensio´n del cuerpo F y el grupo
G actu´a por automorfismos de K, entonces KG es precisamente el cuerpo fijo de K bajo la
accio´n de G.
Hay una nocio´n dual de suba´lgebra coinvariante bajo una coaccio´n, cuya definicio´n es, de
hecho, ma´s sencilla que la de suba´lgebra invariante.
Definicio´n 5.30. Sea δ : A→ A⊗H una coaccio´n de a´lgebras, es decir, una coaccio´n de una
bia´lgebraH sobre un a´lgebra A que es a la vez un homomorfismo de a´lgebras. La suba´lgebra
coinvariante de A bajo δ es11
AcoH := {a ∈ A : δ (a) = a⊗1H }.
11La notacio´n AcoH es inelegante, pero universalmente aceptado.
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Definicio´n 5.31. Sea A un a´lgebra sobre un cuerpo F y sea B una suba´lgebra de A, Sea J
el ideal de A⊗A generado por los elementos ab⊗ a′− a⊗ ba′, para a,a′ ∈ A y b ∈ B. Sea
A⊗BA el a´lgebra cociente (A⊗A)/J. La notacio´n a⊗B a′ denota la coclase de a⊗a′ en este
cociente. Es evidente que ab⊗B a′ = a⊗B ba′ si b ∈ B.
Definicio´n 5.32. Sea δ : A→ A⊗H una coaccio´n de F-a´lgebras, de una bia´lgebra H sobre
un a´lgebra A. Sea B= AcoH la suba´lgebra coinvariante. La aplicacio´n cano´nica asociada a δ
es la aplicacio´n F-lineal
β : A⊗BA→ A⊗H : c⊗B a 7→ ∑ca(0)⊗a(1). (5.26)
Alternativamente, se puede definir β := (mA⊗ idH)(idA⊗δ ).
Esta aplicacio´n esta´ bien definida, porque si b ∈ B, entonces ∑b(0)⊗b(1) = δ (b) = b⊗1
y por ende
∑c(ba)(0)⊗ (ba)(1) = ∑cb(0)a(0)⊗b(1)a(1) = ∑cba(0)⊗a(1),
de modo que la aplicacio´n β˜ : c⊗ a 7→ ∑ca(0) ⊗ a(1), definida inicialmente sobre A⊗ A,
cumple β˜ (c⊗ ba) = β˜ (cb⊗ a) si b ∈ B. Esto dice que β˜ se anula sobre el ideal J y luego
determina una aplicacio´n β , definida en A⊗BA.
5.4 La aplicacio´n cano´nica en la teorı´a de Galois
El formalismo desarrollado en la subseccio´n anterior fue concebido histo´ricamente para poder
extender la correspondencia de Galois ma´s alla´ del a´mbito de las extensiones de cuerpos. En
esta u´ltima subseccio´n, se estudia la aplicacio´n del formalismo al contexto original, para
poder entender el por que´ de dicha generalizacio´n.
Ejemplo 5.33. Sea K |F una extensio´n finita de cuerpos, no necesariamente normal. Sea G
un grupo finito isomorfo a Gal(K |F), para poder escribir Gal(K |F) = {σg : g ∈ G}. Para
α ∈ K, sea g.α := σg(α). De este modo, se obtiene una accio´n de grupo (a la izquierda) de
G sobre K. Si h= ∑g∈G ag ·g ∈ F [G], defı´nase
h.α := ∑
g∈G
ag(g.α) = ∑
g∈G
agσg(α) ∈ K.
Esta es una accio´n del a´lgebra de Hopf F [G] sobre K, obtenida como extensio´n F-lineal
de la accio´n de G. Como ∆(g) = g⊗ g para g ∈ G, esta es una accio´n de Hopf, porque
g.αβ = σg(αβ ) = σg(α)σg(β ) = (g.α)(g.β ) para α,β ∈ K.
La coaccio´n dual es un homomorfismo δ : K→ K⊗O(G), dado por
δ (α) = ∑
g∈G
σg(α)⊗ eg,
en vista de (5.25). La suba´lgebra coinvariante en este caso es un subcuerpo de K. En efecto,
es α ∈ KcoO(G) si y so´lo si ∑g∈Gσg(α)⊗ eg = α⊗1; pero la funcio´n constante 1 es igual a
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la suma ∑g∈G eg, de modo que α⊗1 = ∑g∈Gα⊗ eg. Como los eg son linealmente indepen-
dientes en O(G), se concluye que α ∈ KcoO(G) si y so´lo si σg(α) = α para todo g ∈ G. En
otras palabras, KcoO(G) = KG es el cuerpo fijo de K bajo la accio´n de G.
Sea E := KG. Entonces K ⊗E K puede identificarse con el producto tensorial de dos
copias de K como espacio vectorial sobre E, al poner c(ω ⊗E α) := cω ⊗E α = ω ⊗E cα
para c∈ E, ω,α ∈K. Sin embargo, al considerarlo como espacio vectorial sobre el cuerpo F ,
su dimensio´n es
dimF(K⊗E K) = [E : F ] dimE(K⊗E K) = [E : F ] [K : E]2 = [K : F ] [K : E]. (5.27a)
Por otro lado, el teorema de Artin garantiza que |G|= [K : KG] = [K : E], y por tanto
dimF(K⊗O(G)) = dimF(K)dimF(O(G)) = [K : F ] |G|= [K : F ] [K : E]. (5.27b)
En este caso, la aplicacio´n cano´nica
β : K⊗E K→ K⊗O(G) : ω⊗E α 7→ ∑
g∈G
ω σg(α)⊗ eg (5.28)
es una aplicacio´n F-lineal entre dos espacios vectoriales de la misma dimensio´n.
Para una accio´n de un grupo finito G sobre un conjunto finito X , la aplicacio´n cano´nica
γ de (5.20) es inyectiva si y so´lo si la accio´n es libre.12 Dualmente, para las aplicaciones
cano´nicas (5.26) y (5.28) asociados con coacciones de bia´lgebras, lo que interesa saber es si
β es sobreyectiva. En el caso de una extensio´n de cuerpos, la inyectividad de β sigue como
consecuencia de la igualdad de dimensiones (5.27).
Resulta que la accio´n cano´nica (5.28) es efectivamente biyectiva, en virtud de un famoso
resultado de Dedekind, ampliado y mejorado por Artin, acerca de la independencia lineal de
caracteres.
Definicio´n 5.34. Sea G un grupo, K un cuerpo. Un cara´cter de G en K es un homomorfismo
de grupos χ : G→ K×.
Proposicio´n 5.35 (Artin). Si G es un grupo y si χ1, . . . ,χn son caracteres distintos de G en
un cuerpo K, ellos son linealmente independientes sobre K, en el sentido de que la relacio´n
α1χ1+α2χ2+ · · ·+αnχn = 0, con α1, . . . ,αn ∈K, so´lo se verifica si α1 = α2 = · · ·= αn = 0.
Demostracio´n. Un solo cara´cter χ cumple αχ = 0 (como funcio´n de G en K) si y so´lo si
α = αχ(1) = 0 en K.
Si χ1, . . . ,χn no son linealmente independientes, hay α1, . . . ,αn ∈ K, no todos cero, con
α1χ1+α2χ2+ · · ·+αnχn = 0.
12La sobreyectividad de γ es menos importante: si la accio´n de G sobre X no es transitiva, entonces X es la
unio´n de varias o´rbitas. Si Z es la coleccio´n de o´rbitas y pi : X → Z : x 7→ G . x es la aplicacio´n cociente, la
notacio´n X ×Z X denota {(x,y) ∈ X ×X : pi(x) = pi(y)} ⊆ X ×X . Si se considera γ como aplicacio´n de G×X
en X×Z X , entonces γ es automa´ticamente sobreyectiva.
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Se puede suponer, reenumerando los χi si fuera necesario, que el nu´mero n de sumandos es
el menor posible: en particular, que αi 6= 0 para i = 1, . . . ,n. Como χ1 6= χ2 por hipo´tesis,
hay un elemento g ∈ G tal que χ1(g) 6= χ2(g).
Para todo h ∈ G, se verifica
α1χ1(h)+α2χ2(h)+ · · ·+αnχn(h) = 0 en F . (5.29a)
Adema´s,
α1χ1(gh)+ · · ·+αnχn(gh) = α1χ1(g)χ1(h)+ · · ·+αnχn(g)χn(h) = 0. (5.29b)
Al multiplicar (5.29a) por χ1(g) y al restar (5.29b), se obtiene
α2
(
χ1(g)−χ2(g)
)
χ2+ · · ·+αn
(
χ1(g)−χn(g)
)
χn = 0.
Esta es una relacio´n lineal entre χ2, . . . ,χn. Por la minimalidad de n, se concluye que
α2
(
χ1(g)−χ2(g)
)
= · · ·= αn
(
χ1(g)−χn(g)
)
= 0.
Pero α2 6= 0, χ1(g) 6= χ2(g) desde antes: se ha llegado a una contradiccio´n.
Corolario 5.36. En el caso de que G = K×, donde K |F es una extensio´n, los elementos de
Gal(K |F) son linealmente independientes sobre K. 
Proposicio´n 5.37 (Dedekind). Sea G= {σ1, . . . ,σn} un grupo finito de automorfismos de un
cuerpo K, y sea {c1, . . . ,cn} una base vectorial de K sobre el cuerpo fijo KG. Entonces la
matriz [σi(c j)] ∈Mn(K) es inversible.13
Demostracio´n. Fı´jese que [K : KG] = |G| = n, por el Teorema 3.9 de Artin, ası´ que [σi(c j)]
es una matriz cuadrada n×n. Bastarı´a, entonces, comprobar que det[σi(c j)] 6= 0.
Si esta matriz no es inversible, es decir, si det[σi(c j)] = 0, entonces hay α1, . . . ,αn ∈ K,
no todos cero, tal que[
α1 α2 . . . αn
]
σ1(c1) σ1(c2) . . . σ1(cn)
σ2(c1) σ2(c2) . . . σ2(cn)
...
... . . .
...
σn(c1) σn(c2) . . . σn(cn)
=
[
0 0 . . . 0
]
o bien ∑ni=1αiσi(c j) = 0 para j = 1, . . . ,n. Como {c1, . . . ,cn} es una base de K sobre KG,
estas relaciones dicen que ∑ni=1αiσi = 0 como aplicacio´n lineal de K en K. Ahora, la
Proposicio´n 5.35 implica que α1 = α2 = · · · = αn = 0, contrario a hipo´tesis. Se concluye
que [σi(c j)] es inversible.
Teorema 5.38. Sea K |F una extensio´n finita de cuerpos, G=Gal(K |F) y E =KG. Entonces
la aplicacio´n cano´nica β : K⊗E K→ K⊗O(G) es biyectiva.
13Aquı´ Mn(K) denota la totalidad de matrices n×n con entradas en K.
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Demostracio´n. Por la igualdad de dimensiones (5.27), basta comprobar que β es inyectiva.
Como |G|= [K : E] = n, se puede escribir G= {σ1, . . . ,σn} y a la vez encontrar una base
vectorial {α1, . . . ,αn} de K sobre E. Cualquier elemento de kerβ ⊆ K⊗E K es de la forma
∑nj=1ω j⊗E α j, para ciertos elementos ω1, . . . ,ωn ∈ K. Entonces
β
( n
∑
j=1
ω j⊗E α j
)
=
n
∑
j=1
n
∑
i=1
ω jσi(α j)⊗ eσi = 0 en K⊗O(G).
Ahora {eσ1, . . . ,eσn} es linealmente independiente en el espacio F-vectorial O(G); por tanto,
es ∑nj=1ω jσi(α j) = 0 en K para cada i= 1, . . . ,n.
Pero la matriz [σi(α j)] es inversible por la Proposicio´n 5.37 de Dedekind. Se concluye
que ω1 = · · ·= ωn = 0, y por ende ∑nj=1ω j⊗E α j = 0. Esto muestra que kerβ = {0}.
Corolario 5.39. La extensio´n finita K |F es una extensio´n de Galois si y so´lo si la aplicacio´n
β˜ : K⊗K→ K⊗O(G) es biyectiva.
Demostracio´n. Por el Corolario 4.17, la extensio´n finita K |F es de Galois (esto es, normal
y separable) si y so´lo si KG = F . En ese caso, y so´lo en eso caso, la suba´lgebra coinvariante
E = KG coincide con F , y el producto tensorial K ⊗E K se reduce al producto tensorial
ordinario K⊗K sobre F .
I Vale la pena reformular esta aplicacio´n cano´nica en te´rminos de accio´n del F [G] (o de
cualquier otra a´lgebra de Hopf) sobre K. Resulta bastante complicado hacerlo en el caso
general E 6= F , es decir, cuando la extensio´n no es de Galois —esto es una de las razones
para preferir la versio´n dual de una coaccio´n de O(G). Ahora bien: si la extensio´n K |F es de
Galois, de modo que el dominio de β es el espacio K⊗K de dimensio´n [K : F ]2, la situacio´n
es ma´s sencilla. Antes de abordarla, se requiere un lema de dualidad en a´lgebra lineal.
Lema 5.40. SeanU,V dos espacios vectoriales sobre F, de dimensio´n finita. SeanU∗, V ∗ sus
respectivos espacios duales. Hay una correspondencia lineal natural14 entre las aplicaciones
lineales P : U ⊗U →U ⊗V ∗ y las aplicaciones lineales Q : U ⊗V →U∗⊗U = End(U). Si
dimFU = dimFV, esta correspondencia preserva las aplicaciones biyectivas.
Demostracio´n. Sean {u1, . . . ,um}, {g1, . . . ,gm} bases duales paraU yU∗, y sean {v1, . . . ,vn},
{ f1, . . . , fn} bases duales para V y V ∗. Para P y Q del enunciado, defı´nase
P] :U⊗V →U∗⊗U : u⊗ v 7−→
m
∑
i=1
gi⊗ (id⊗vˆ)(P(u⊗ui)),
Q[ :U⊗U →U⊗V ∗ : x⊗ y 7−→
n
∑
j=1
(yˆ⊗ id)(Q(x⊗ v j))⊗ f j.
donde vˆ : V ∗→ F : f 7→ 〈 f ,v〉 y yˆ : U∗→ F : g 7→ 〈g,u〉 son evaluaciones.
14La biyeccio´n es “natural” porque su definicio´n no depende de la eleccio´n de bases enU y en V .
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Las correspondencias lineales P 7→ P] y Q 7→Q[ son inversas. (Obse´rvese que el dominio
y el rango en ambos casos son espacios vectoriales de dimensio´n m3n.) Por ejemplo,
(P])[(x⊗ y) =
n
∑
j=1
(yˆ⊗ id)(P](x⊗ v j))⊗ f j
=
m
∑
i=1
n
∑
j=1
〈gi,y〉(id⊗vˆ j)(P(x⊗ui))⊗ f j
=
m
∑
i=1
〈gi,y〉P(x⊗ui) = P
( m
∑
i=1
x⊗〈gi,y〉ui
)
= P(x⊗ y).
En este ca´lculo, se ha empleado la fo´rmula
n
∑
j=1
(id⊗vˆ j)(u⊗ f )⊗ f j = u⊗
n
∑
j=1
〈 f ,v j〉 f j = u⊗ f
cuando u⊗ f ∈U⊗V ∗, para obtener la tercera igualdad. De igual manera, se comprueba que
(Q[)](u⊗ v) =
m
∑
i=1
gi⊗ (id⊗vˆ)(Q[(u⊗ui))
=
m
∑
i=1
n
∑
j=1
〈 f j,v〉gi⊗ (uˆi⊗ id)(Q(u⊗ v j))
=
n
∑
j=1
〈 f j,v〉Q(u⊗ v j) = Q(u⊗ v),
en vista de la fo´rmula
m
∑
i=1
gi⊗ (uˆi⊗ id)(g⊗u) =
m
∑
i=1
〈g,ui〉gi⊗u= g⊗u ∈U∗⊗U.
Con respecto a las bases elegidas, la matrices de P y Q se obtienen de las identidades
P(uk⊗ ul) =: ∑i, j pi jkl ui⊗ f j y tambie´n Q(ut ⊗ vz) =: ∑r,s qrstz gr⊗ us. Se ve que P = Q[ si y
so´lo si qlik j = p
i j
kl . Cuando m= n, estas son matrices cuadradas n
2×n2, y puede comprobarse
que det[qlik j] = det[q
i j
kl]. En particular, Q es bijectiva si y so´lo si este determinante no es cero,
si y so´lo si Q[ es biyectiva.
Corolario 5.41. Si θ : H⊗A→ A es una accio´n de Hopf de una bia´lgebra finitodimensional
H sobre una a´lgebra finitodimensional A, si δ : A→ A⊗H∗ es su coaccio´n de a´lgebras dual,
si AcoH
∗
= F y si la aplicacio´n cano´nica β es una biyeccio´n de A⊗A en A⊗H∗, entonces
hay una biyeccio´n correspondiente β ] : A⊗H → End(A), dado por
β ](c⊗h)[a] := c(h.a). (5.30)
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Demostracio´n. La biyectividad de β ] es consecuencia del lema anterior. Para verificar la
fo´rmula para β ], elı´jase bases duales {u1, . . . ,um} para A y {g1, . . . ,gm} para A∗. Entonces
β ](c⊗h)[a] =
m
∑
i=1
〈gi,a〉(id⊗hˆ)(β (c⊗ui)) = (id⊗hˆ)(β (c⊗a))
= ∑ca(0) 〈a(1),h〉= c(h.a),
a partir de la definicio´n de la accio´n de H (ve´ase la demostracio´n del Lema 5.27).
En el contexto de las extensiones finitas de cuerpos, esta reformulacio´n conduce a la
definicio´n siguiente.
Definicio´n 5.42. Sea K | F una extensio´n finita de cuerpos. Sea H un a´lgebra de Hopf,
finitodimensional sobre F , que posee una accio´n de Hopf sobre K. Entonces K |F es una
extensio´n H–Galois, o bien una extensio´n de Hopf–Galois mediante H, si la aplicacio´n
β ] : K⊗H → End(K) dada por (5.30) es biyectiva.15
En esta definicio´n, H es un a´lgebra de Hopf, es decir, una bia´lgebra con antı´poda. La
existencia de la antı´poda es automa´tica cuando la aplicacio´n cano´nica es biyectiva. Ve´ase el
Ape´ndice, a continuacio´n, para la razo´n de este feno´meno.
Ejemplo 5.43. En el Ejemplo 5.2, se introdujo un a´lgebra de Hopf H = lin〈id,c,s〉 ac-
tuando sobre K = Q( 3
√
2) por multiplicacio´n de matrices 3× 3, pues H es un subespa-
cio 3-dimensional de End(K): en este caso, es F = Q. Los operadores de multiplicacio´n
µ(c) : α 7→ cα forman otro subespacio 3-dimensional de End(K). Es fa´cil comprobar que
µ(K)∩H =Q id, que µ(K)H = End(K) y que la aplicacio´n lineal
c⊗h 7→ µ(c)h
es una biyeccio´n deK⊗H en End(K), al contar dimensiones. Esta aplicacio´n es precisamente
la β ] de (5.30). Por lo tanto, Q( 3
√
2) |Q es una extensio´n de Hopf–Galois mediante H.
En fin, las acciones o coacciones de Hopf con aplicacio´n cano´nica biyectiva dilatan el
concepto de grupo de Galois al caso de extensiones de cuerpos no necesariamente normales
(ni separables). ¿Sera´ siempre posible encontrar un talH para una extensio´n finita cualquiera?
Resulta que no: para Q(α) donde α posee un polinomio mı´nimo f (X) de grado 5, cuyo
cuerpo de escisio´n K f cumple Gal(K f |Q) ' S5, como ocurre en el Ejemplo 3.60, no hay
a´lgebra de Hopf H alguna para la cual la extensio´n Q(α) |Q sea H–Galois.16
La motivacio´n original para reformular la teorı´a de Galois en te´rminos de coacciones
de a´lgebras de Hopf fue la bu´squeda de una correspondencia de Galois para extensiones de
a´lgebras que no fueran cuerpos. Una versio´n del Teorema Principal en ese contexto fue dada
por Chase y Sweedler.17 Dada una coaccio´n de H sobre una F-a´lgebra conmutativa A con
15Debido al mayor alcance de la aplicacio´n cano´nica β en contraste con su versio´n transpuesta β ], algunos
autores dirı´an que K |F es una extensio´n H∗–Galois. Es cuestio´n de gustos.
16Para los detalles sobre este contraejemplo, ve´ase el artı´culo de Greither y Pareigis, op. cit., inciso 2.4.
17Este es esencialmente el Teorema 7.6 en la monografı´a de Chase y Sweedler, op. cit.
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coinvariantes AcoH =F y con aplicacio´n cano´nica biyectiva, a cada suba´lgebra de Hopf J≤H
le corresponde una u´nica F-suba´lgebra B⊆ A tal que AcoJ = B. (Esta correspondencia no es
biunı´voca en todos los casos.) La demostracio´n de este teorema esta´ fuera del a´mbito de este
curso.
5.5 Ape´ndice: el papel de la antı´poda
Cualquier bia´lgebraH tiene una coaccio´n sobre sı´ mismo: el coproducto ∆ : H→H⊗H es un
ejemplo especial de una coaccio´n. Adema´s, por ser H una bia´lgebra, ∆ es un homomorfismo
de a´lgebras. ¿Que´ puede decirse acerca de la aplicacio´n cano´nica asociada?
La suba´lgebra coinvariante HcoH consta de los elementos h ∈ H tales que ∆(h) = h⊗ 1.
Pero tales elementos obedecen
h= (ε⊗ id)(∆(h)) = (ε⊗ id)(h⊗1) = ε(h)1,
ası´ que HcoH = F , el cuerpo de escalares. La aplicacio´n cano´nica para ∆ es entonces
βH : H⊗H → H⊗H : g⊗h 7→ ∑gh(1)⊗h(2). (5.31)
Lema 5.44. Si H es un a´lgebra de Hopf, la aplicacio´n cano´nica βH es biyectiva.
Demostracio´n. Si S : H→H es la antı´poda deH, conside´rese la aplicacio´n αH ∈End(H⊗H)
definida por
αH(g⊗h) := ∑gS(h(1))⊗h(2). (5.32)
La fo´rmula (5.15) de la definicio´n de antı´poda y la coasociatividad de ∆ muestran que
βH(αH(g⊗h)) = ∑gS(h(1))h(2)(1)⊗h(2)(2) = ∑gS(h(1)(1))h(1)(2)⊗h(2)
= ∑gε(h(1))⊗h(2) = ∑g⊗ ε(h(1))h(2) = g⊗h,
αH(βH(g⊗h)) = ∑gh(1) S(h(2)(1))⊗h(2)(2) = ∑gh(1)(1) S(h(1)(2))⊗h(2)
= ∑gε(h(1))⊗h(2) = ∑g⊗ ε(h(1))h(2) = g⊗h,
para todo g,h ∈ H. Por lo tanto, βH es biyectiva y αH es su aplicacio´n inversa.
El resultado inverso, de que la biyectividad de βH conlleva la existencia de una antı´poda,
requiere un resultado previo que tiene su propio intere´s.18
Lema 5.45 (Koppinen). Sea A un a´lgebra y C una coa´lgebra sobre un cuerpo F. Sea
EndCA(A⊗C) la suba´lgebra de End(A⊗C) cuyos elementos Λ conmutan con el producto
de A a la izquierda y con el coproducto de C a la derecha:
(m⊗ idC)(idA⊗Λ) = Λ(m⊗ idC) : A⊗A⊗C→ A⊗C
(Λ⊗ idC)(idA⊗∆) = (idA⊗∆)Λ : A⊗C→ A⊗C⊗C. (5.33)
Entonces EndCA(A⊗C) es antiisomorfo19 al a´lgebra Hom(C,A) con convolucio´n.
18El lema aparecio´ originalmente en el artı´culo de Markku Koppinen, “A Skolem–Noether theorem for coal-
gebra measurings”, Archiv der Mathematik 57 (1991), 34–40.
19Un antihomomorfismo entre dos a´lgebras es una aplicacio´n lineal que revierte el orden de los productos.
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Demostracio´n. Las propiedades de conmutacio´n de Λ se expresan ma´s concretamente ası´:
a′Λ(a⊗ c) = Λ(a′a⊗ c) para todo a′,a ∈ A, c ∈C;
∑Λ(a⊗ c(1))⊗ c(2) = (idA⊗∆)(Λ(a⊗ c)) para todo a ∈ A, c ∈C. (5.34)
Fı´jese que Λ queda determinado por sus valores Λ(1⊗ c) porque Λ(a⊗ c) = aΛ(1⊗ c).
Para cada T ∈ Hom(C,A), defı´nase T˜ ∈ End(A⊗C) por
T˜ (a⊗ c) := ∑aT (c(1))⊗ c(2).
Es evidente que T˜ cumple las dos propiedades (5.34); el valor de la segunda igualdad es
∑aT (c(1))⊗ c(2)⊗ c(3). Adema´s, para todo c ∈ H, se verifica
(idA⊗ε)(T˜ (1⊗ c)) = ∑T (c(1))ε(c(2)) = T
(
∑c(1) ε(c(2))
)
= T (c).
Sea TΛ := (idA⊗ε)Λ(η⊗ idC) ∈ Hom(C,A) para Λ ∈ EndCA(A⊗C). Entonces
T˜Λ(A⊗ c) = ∑aTΛ(c(1))⊗ c(2) = ∑(idA⊗ε)
(
Λ(a⊗ c(1))
)⊗ c(2)
= (idA⊗ε⊗ idC)(idA⊗∆)(Λ(a⊗ c)) = Λ(a⊗ c),
porque (ε ⊗ idC)∆ = idC. Esto muestra que la correspondencia T 7→ T˜ de Hom(C,A) en
EndCA(A⊗C) es biyectiva: la correspondencia inversa es Λ 7→ TΛ.
Ahora, si R,T ∈ Hom(C,A), entonces
R˜(T˜ (a⊗ c)) = ∑ R˜
(
aT (c(1))⊗ c(2)
)
= ∑aT (c(1))R(c(2)(1))⊗ c(2)(2) = ∑aT (c(1)(1))R(c(1)(2))⊗ c(2)
= ∑a(T ∗R)(c(1))⊗ c(2) = (T ∗R)˜ (a⊗ c).
Esto es R˜◦ T˜ = (T ∗R)˜ ası´ que la biyeccio´n lineal T 7→ T˜ es un antihomomorfismo.
Proposicio´n 5.46. Una bia´lgebra H para la cual la aplicacio´n cano´nica βH es biyectiva es
un a´lgebra de Hopf.
Demostracio´n. En la terminologı´a del lema anterior, las a´lgebras End(H), con convolucio´n,
y EndHH(H⊗H), con composicio´n, son antiisomorfos. Es evidente de (5.31) que βH queda
en EndHH(H⊗H), con βH = i˜d. Si βH es biyectiva, sea αH := β−1H ∈ End(H⊗H). Este αH
tambie´n cumple las relaciones (5.33); en efecto,
βH
[
(m⊗ id)(id⊗αH)−αH(m⊗ id)
]
(id⊗βH) = βH(m⊗ id)− (m⊗ id)(id⊗βH) = 0,
(βH⊗ id)
[
(αH⊗ id)(id⊗∆)− (id⊗∆)αH
]
βH = (id⊗∆)βH− (βH⊗ id)(id⊗∆) = 0,
y se obtiene (5.33) para Λ= αH puesto que βH , (id⊗βH) y (βH⊗ id) son biyectivos.
Se deduce que hay un u´nico S ∈ End(H) tal que αH = S˜. Las relaciones αH ◦ βH =
βH ◦αH = idH⊗H entonces implican que id∗S= S∗ id= ηε en End(H), lo cual significa que
S es una antı´poda para H.
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Obse´rvese que esta demostracio´n proporciona una fo´rmula para β−1H . De hecho, es
β−1H (g⊗h) = ∑gS(h(1))⊗h(2) para todo g,h ∈ H.
Tambie´n, se ve que S(h) = (id⊗ε)(β−1H (1⊗h)) para todo h ∈ H.
I Despue´s de la Definicio´n 5.42, se observo´ que una accio´n de Hopf de una bia´lgebra fini-
todimensional, cuya aplicacio´n cano´nica es biyectiva, so´lo puede existir si la bia´lgebra es de
Hopf, es decir, posee una antı´poda. Es hora de justificar esta afirmacio´n.
En primer lugar, si H es un a´lgebra de Hopf con antı´poda S ∈ End(H), entonces su
transpuesta S′ ∈ End(H∗) de (5.18) es una antı´poda para la bia´lgebra dual H∗ y viceversa.
Basta entonces considerar el caso de una coaccio´n de a´lgebras δ : A→ A⊗H, cuya apli-
cacio´n cano´nica viene dada por (5.26). En este caso, el a´lgebra de coinvariantes B= AcoH no
tiene que ser igual a F .
El siguiente resultado generaliza la Proposicio´n 5.46 a otras coacciones con β biyectiva.20
Proposicio´n 5.47 (Schauenburg). Sea H una bia´lgebra finitodimensional sobre un cuerpo F y
supo´ngase que hay una coaccio´n de a´lgebras δ : A→A⊗H, con A finitodimensional sobre F,
cuya aplicacio´n cano´nica β es biyectiva. Entonces H es un a´lgebra de Hopf.
Demostracio´n. Hay que mostrar que H posee una antı´poda. En virtud del Lema 5.44 y la
Proposicio´n 5.46, basta comprobar que la aplicacio´n βH es inversible en End(H⊗H).
Conside´rese la aplicacio´n ampliada
(idA⊗βH) : A⊗H⊗H → A⊗H⊗H.
Obviamente, esta aplicacio´n es biyectiva si βH es biyectiva. Inversamente, si idA⊗βH es
biyectiva, se puede eliminar21 el factor tensorial A por medio del espacio dual A∗. En efecto,
si ∑ j g j⊗h j ∈ kerβH , entonces
(idA⊗βH)
(
∑ j a⊗g j⊗h j
)
= 0, para todo a ∈ A
=⇒ ∑ j a⊗g j⊗h j = 0, para todo a ∈ A
=⇒ 〈 f ,a〉∑ j g j⊗h j = 0, para todo a ∈ A, f ∈ A∗
=⇒ ∑ j g j⊗h j = 0,
ası´ que βH es inyectiva. Un argumento similar muestra que βH es sobreyectiva.
20Ve´ase el artı´culo de Peter Schauenburg, “A bialgebra that admits a Hopf–Galois extension is a Hopf alge-
bra”, Proceedings of the AMS 125 (1997), 83–85. La demostracio´n simplificada, debido a Mitsuhiro Takeuchi,
se encuentra en: Peter Schauenburg, “Hopf–Galois and bi-Galois extensions”, en Galois Theory, Hopf Algebras
and Semiabelian Categories, AMS, 2004, pp. 469–515.
21Todas estas construcciones tienen sentido en el contexto ma´s amplio de a´lgebras y coa´lgebras sobre un
anillo conmutativo R en vez de un cuerpo F : en lugar de espacios F-vectoriales, se habla de R-mo´dulos. En
ese contexto, hay que prevenir feno´menos de torsio´n en los productos tensoriales. Para poder cancelar el factor
tensorial A en este argumento, hay que postular que A sea un R-mo´dulo fielmente plano. Ve´ase el libro de Lang,
op. cit., capı´tulo XVI.
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Conside´rese ahora el diagrama “pentagonal” siguiente:
A⊗B⊗H
β⊗idH
$$JJ
JJJ
JJJ
JJJ
JJJ
A⊗BA⊗BA
idA⊗β
99ssssssssssssss
β⊗idA

A⊗H⊗H
(A⊗H)⊗BA β13 // A⊗H⊗H
idA⊗βH
OO
donde β13(c⊗ h⊗B a) := ∑ca(0)⊗ h⊗ a(1) es el producto tensorial de β con idH “de en
medio”. Este diagrama conmuta, porque
(β ⊗ idH)(idA⊗β )(a⊗B b⊗B c) = (β ⊗ idH)
(
∑a⊗B bc(0)⊗ c(1)
)
= ∑ab(0)c(0)(0)⊗b(1)c(0)(1)⊗ c(1)
= ∑ab(0)c(0)⊗b(1)c(1)(1)⊗ c(1)(2),
a la vez que
(idA⊗βH)β13(β ⊗ idA)(a⊗B b⊗B c) = (idA⊗βH)β13
(
∑ab(0)⊗b(1)⊗B c
)
= (idA⊗βH)
(
∑ab(0)c(0)⊗b(1)⊗ c(1)
)
= ∑ab(0)c(0)⊗b(1)c(1)(1)⊗ c(1)(2).
Ahora la hipo´tesis de la biyectividad de β : A⊗B A→ A⊗H implica que cada flecha del
diagrama es una biyeccio´n, con la posible excepcio´n de la flecha idA⊗βH . La conmutatividad
del diagrama obliga a que idA⊗βH sea tambie´n una biyeccio´n. Luego, por los argumentos
iniciales, βH es biyectiva y H posee una antı´poda.
Corolario 5.48. Si H una bia´lgebra finitodimensional que posee una accio´n de Hopf sobre
un a´lgebra finitodimensional A, y si la aplicacio´n lineal c⊗h 7→ (a 7→ c(h.a)) de A⊗H en
End(H) es biyectiva, entonces H es un a´lgebra de Hopf.
Demostracio´n. La coaccio´n dual δ : A→ A⊗H∗ tiene aplicacio´n cano´nica biyectiva, de-
bido al Lema 5.40. La Proposicio´n anterior garantiza que H∗ tiene una antı´poda S′, cuya
transpuesta S es una antı´poda para H.
5.6 Ejercicios sobre a´lgebras de Hopf
Ejercicio 5.1. (a) Sea K =Q( 4
√
2). Mostrar que G=Gal(K |Q) es isomorfo aC2 y determi-
nar el cuerpo fijo KG.
(b) Si ξ := 4
√
2, to´mese {1,ξ ,ξ 2,ξ 3} como base de K sobre Q. Si µ(α) : β 7→ αβ para
α,β ∈ K, comprobar que µ(K) y Q[G] generan un subespacio de dimensio´n 8 de EndQ(K).
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Ejercicio 5.2. Sean K = Q( 4
√
2), ξ := 4
√
2 de nuevo. Defı´nase dos aplicaciones Q-lineales
c,s ∈ EndQ(K) por
c(1) := 1, c(ξ ) := 0, c(ξ 2) :=−ξ 2, c(ξ 3) := 0,
s(1) := 0, s(ξ ) :=−ξ , s(ξ 2) := 0, s(ξ 3) := ξ 3.
(a) Verificar que c2+ s2 = id y cs= 0. Si H es la suba´lgebra de EndQ(K) generada por c, s y
sus potencias, mostrar que dimQH = 4.
(b) Comprobar que µ(K)H = EndQ(K) en este caso.
(c) Expresar c(αβ ) y s(αβ ) en te´rminos de c(α), c(β ), s(α) y s(β ) para todo α,β ∈ K.
Usar las reglas ∆( f )(αβ ) = ∑ f(1)(α) f(2)(β ) y ε( f ) := f (1) para justificar las fo´rmulas
∆(c) = c⊗ c− s⊗ s, ∆(s) = s⊗ c+ c⊗ s, ε(c) = 1, ε(s) = 0.
(d) Comprobar que la bia´lgebra H posee una antı´poda S tal que S(c) = c y S(s) =−s, al
resolver el sistema de ecuaciones
∑a(1) S(a(2)) = ∑S(a(1))a(2) = ε(a)1H para todo a ∈ H.
¿Cuanto vale S(c2)?
Ejercicio 5.3. Sea C un espacio vectorial sobre un cuerpo F de dimensio´n n2, con base
{xi j : i, j = 1,2, . . . ,n}. Defı´nase las aplicaciones lineales ∆ : C→C⊗C y ε : C→ F por
∆(xi j) :=
n
∑
k=1
xik⊗ xk j, ε(xi j) := δi, j,
donde δi, j es la delta de Kronecker. Verificar que (C,∆,ε) es una coa´lgebra sobre F , es decir,
comprobar las propiedades de coasociatividad y counidad. ¿Cua´l es el a´lgebra dualC∗?
Ejercicio 5.4. Sea λ : G× X → X : (g,x) 7→ g . x una accio´n a la izquierda de un grupo
finito G sobre un conjunto finito X . Deno´tese por O(X) la totalidad de funciones f : X → F ,
que es un a´lgebra sobre F con la suma y producto usuales de funciones.
(a) Mostrar que la aplicacio´n lineal δ : O(X)→ O(X)⊗O(G) = O(X ×G), definida por
δ ( f )(x,g) := f (g−1 . x), es una coaccio´n de a´lgebras de O(G) sobre O(X).
(b) Si 1 es la funcio´n constante de valor 1 sobre G, mostrar que δ ( f ) = f ⊗1 si y so´lo si
la funcio´n f es constante sobre cada o´rbita G. x.
(b) Si la accio´n λ es transitiva, mostrar que la aplicacio´n cano´nica asociada a δ es
β (`)(x,g) = `(x,g−1 . x), para ` ∈ O(X×X).
Concluir que β es inyectiva si y so´lo si la accio´n λ es libre.
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Nota bibliogra´fica
Hay pocos libros en espan˜ol dedicados al tema de este curso, aunque buena parte de la ma-
teria se encuentra en los libros generales sobre a´lgebra abstracta. En las lecciones se ha
mencionado, de paso, algunos libros y artı´culos de revistas, dignos de considerar. Tambie´n se
encuentran en la red varios cursos sobre la teorı´a de Galois, desde diversos puntos de vista.
De entre los libros dedicados exclusivamente a la teorı´a de Galois, los siguientes son
dignos de mencionar.
1. Emil Artin y Arthur N. Milgram,Galois Theory, University of Notre Dame Press, 1942.
Una joya de exposicio´n matema´tica, breve y concisa.
2. Richard Brauer, Galois Theory, Harvard University Lecture Notes, Cambridge, MA,
1964.
Una edicio´n ru´stica de un curso de Brauer en Harvard.
3. Harold M. Edwards, Galois Theory, Graduate Texts in Mathematics 101, Springer,
New York, 1984.
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