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Abstract
Winograd-based convolution has quickly gained traction
as a preferred approach to implement convolutional neural
networks (ConvNet) on various hardware platforms because
it requires fewer floating point operations than FFT-based
or direct convolutions.
This paper compares three highly optimized implemen-
tations (regular FFT–, Gauss–FFT–, and Winograd–based
convolutions) on modern multi– and many–core CPUs.
Although all three implementations employed the same
optimizations for modern CPUs, our experimental results
with two popular ConvNets (VGG and AlexNet) show that
the FFT–based implementations generally outperform the
Winograd–based approach, contrary to the popular belief.
To understand the results, we use a Roofline performance
model to analyze the three implementations in detail, by
looking at each of their computation phases and by consid-
ering not only the number of floating point operations, but
also the memory bandwidth and the cache sizes. The perfor-
mance analysis explains why, and under what conditions,
the FFT–based implementations outperform the Winograd–
based one, on modern CPUs.
1 Introduction
Convolutional neural networks (ConvNets) have emerged
as a widespread machine learning method for many applica-
tion domains, soon after the demonstration of its superior
performance for classification and localization tasks in the
ImageNet[12] competition in 2012 [20]. Since convolutional
layers are computationally intensive and dominate the total
execution time of modern deep ConvNets [20, 25, 28, 29],
many efforts have been made to improve the performance
of the convolutional primitives for CPUs [1, 10, 30, 36, 38],
GPUs [5, 11, 24, 31] or both [37].
An important class of optimization is to reduce the num-
ber of calculations required for a convolution. Initially, sev-
eral efforts used FFT–based convolutions to reduce the re-
quired computations for GPUs [24, 31] and CPUs [36, 37]. Re-
cently Lavin et al. [21] proposed a Winograd–based method
for performing convolutions, and demonstrated that it can
save more floating point operations than FFT, especially for
small 2D kernels (e.g. 3 × 3). This prompted a large number
∗Both authors contributed equally to the paper
of implementations to employ Winograd–based convolu-
tions. For example, Nervana [5] and Nvidia’s cuDNN [11]
implemented Winograd–based convolution for GPUs. FAL-
CON [1], LIBXSMM[6] and Intel MKL-DNN [2] provided
CPU implementations ofWinograd-based convolutions. Bud-
den et al. [10] extended the 2D Winograd-based convolution
to arbitrary dimensions and kernel sizes. A highly optimized
implementation for modern many–core CPUs was presented
by [18]. However, the community has not put in similar
optimizing efforts into FFT–based implementations.
This paper presents results of comparingWinograd–based
with FFT–based convolutions on modern CPUs. We have
extended the highly optimized Winograd–based implemen-
tation for Intel Xeon Phi processors [18], to support arbitrary
modern multi– and many–core CPUs (that support the AVX2
or the AVX512 instruction set). Using the same optimization
techniques, we additionally implemented two FFT–based
algorithms for modern CPUs. One is based on the regular
FFT algorithm (Regular–FFT). Another is also FFT–based but
uses Gauss’ multiplication method (Gauss-FFT). All imple-
mentations are open–sourced at [8].
We have compared all three implementations with two
popular ConvNets (VGG and AlexNet) on 10 different sys-
tems with modern CPUs. Our results show that, contrary to
the popular belief, the regular–FFT or Gauss–FFT implemen-
tations are generally faster than the Winograd implementa-
tion. And in some cases, they are substantially faster.
To understand the experimental results, we have used the
Roofline performance model [33] to analyze each algorithm
and its implementation in detail by carefully analyzing its
computational phases. Such analysis provided two key ex-
planations. First, Winograd–based approach, in most cases,
requires fewer floating point operations than FFT–based
approach because it works with real numbers instead of
complex numbers. However, due to its numerical instability,
the Winograd method can use only very small transform
sizes [10, 21, 32]. The FFT–based convolutions do not suffer
from such instabilities, allowing for arbitrary large tile sizes.
Large tile sizes allow the FFT–based approach to reduce a
large number of redundant or unnecessary computations.
Thus, in certain scenarios, the FFT–based method requires
fewer operations than the Winograd–based one.
Second, our analysis considers not only the number of
floating point operations, but also the total amount of data
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movements (to and from memory) and their costs, the arith-
metic intensity (operations per moved byte), the processor’s
speed, as well as the memory bandwidth. We also analyze
the effects of cache sizes, which determine the arithmetic
intensity of both methods, and indirectly affect the running
times.
Large arithmetic intensity allows for better utilization of
hardware systems whose compute–to–memory ratios are
increasing over time, because of the imbalance of the evo-
lution between processor speeds and memory bandwidths.
The speeds for computations typically improve much faster
than memory bandwidths [35] 1. This benefits the FFT–based
method more, as its arithmetic intensity is generally higher
due to computing with complex numbers.
Our analysis suggests that whether the Winograd–based
or a FFT–based approach is faster depend on the specific
convolutional layer and the particular system it is executed
on. However, on average, the FFT–based approaches outper-
form the Winograd–based one with commonly used neu-
ral networks, with the margin increasing as the system’s
compute–to–memory ratio increases.
The findings in this paper challenge the current belief
that Winograd–based convolutions are better in nearly all
practical cases.
2 Background
2.1 Winograd– and FFT– Based Convolutions
Winograd – Based Convolution
As recently illustrated by Lavin et al. [21], “valid” convo-
lution of discrete signals, the main operation used in mod-
ern convolutional neural networks, can be performed using
Winograd’s minimal filtering algorithm [34] via
f ∗
Valid
д = AT [(Gд) ⊙ (BT f )] (1)
Where f and д are 1D signals; ⊙ represents element–wise
multiplication; and AT , BT and G are special matrices, de-
rived from Vandermonde matrices for Homogeneous Coor-
dinate polynomials [32]. By convention, Winograd convolu-
tions have thematricesAT ,BT andG in real–space. In “valid”
convolution the filter slides across every “valid” location in
the filtered images – such that the filter is fully contained
inside the image. When the size of the filter is |д | = r , f ∗
Valid
д
will have a length of | f | − |д | + 1 = m, and we refer to the
method above as Winograd convolution F(m, r ).
FFT – Based Convolution
The convolution theorem states that a convolution can be
performed using Fourier transforms via
f ∗
Circ
д = F −1 (F (f ) · F (д)) (2)
1For instance, the 4.5 TFLOPS Intel Knights Landing processor [17] has
a compute–to–memory ratio of 11, whereas the latest Skylake Xeon and
SkylakeX family of processors have reached the ratio in the range between
20 to almost 40.
Here, F and F −1 are Fourier and inverse Fourier trans-
forms. In the discrete case, f and д need to have the same
number of elements, which can be accomplished by padding
zeros to the shorter signal.
Discrete Fourier transform (DFT) results in a circular (also
known as cyclic) convolution. The result of the “valid” con-
volution can be extracted from the last | f | − |д | + 1 = m
elements of the circular convolution.
“Valid” convolution using discrete FFTs can also be re-
garded as a special case of the Eq 1, where the matrices AT ,
BT and G are in complex space and are derived from Van-
dermonde matrices with polynomial points being the roots
of unity [32]. BT and G perform, implicitly zero–padded (to
size ofm + r − 1 = | f |), DFT transforms of f and д, and AT
computes the lastm elements of the inverse DFT transform.
Using the FFT algorithm allows for efficient computation
of matrix–vector products with matrices AT , BT and G. We
refer to this special case as Regular–FFT F(m, r ).
Multi–Dimensional Convolution
Both Winograd and FFT convolutions can easily be extended
to an arbitrary number of dimensions [10]. N–dimensional
convolution is performed via
f ∗
Valid
д =
[
(д×Nn=1G) ⊙ (f ×Nn=1B)
]
×Nn=1ATn (3)
Here, the operation x ×Nn Y is short for x ×1 ×2 · · · ×n Y,
where ×n represents tensor–matrix mode–n multiplication
as defined in [10, 19]. For the 2D case, x×1M = Mx , and
x×2M = xMT . The formula above reduces to
f ∗
Valid
д = AT
[
(GдGT ) ⊙ (Bf BT )
]
A (4)
Which is consistent with Lavin et al. [21].
2.2 Winograd– and FFT– Based Convolution Layers
A convolutional layer transforms an input tuple of C images
into an output tuple ofC ′ images. A batch ofB inputs yielding
a batch of B outputs is processed at the time via
I ′b,c ′ =
C∑
c=1
Ib,c ∗Wc ′c (5)
WhereC andC ′ denote the number of input/output images
(also called channels or feature–maps). Ib,c and I ′b,c ′ are the
(arbitrary dimensional) input and output images of the b–th
batch. In total, B ·C ·C ′ convolutions are performed.
Using Winograd or Regular FFT convolution, the output
images are computed via
I ′b,c ′ =
C∑
c=1
[
(Wc,c ′×Nn=1Gn ) ⊙ (Ib,c×Nn=1Bn )
]
×Nn=1ATn
=
[ C∑
c=1
(Wc,c ′×Nn=1Gn ) ⊙ (Ib,c×Nn=1Bn )
]
×Nn=1ATn
(6)
Note that we can have different sizes for matrices An , Bn
and Gn for each dimension.
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Fn(mn , rn) and Fn(mn , rn) assume a particular size of I
(mn + rn − 1) and I ′ (mn) along the n–th dimension. For
larger image sizes, the convolution is performed using the
overlap–addmethod (OLA) [27].With OLA, the input images
are divided into tiles with sizes ofmn +rn −1, and an overlap
of rn − 1 along the n–th dimension. Considering tiles at the
same location from all the input images, tiles of sizemn of
the output images are computed using the formula above.
The main savings in computation in both the Winograd
and FFT methods comes from the fact that both the ker-
nel transforms (Wc,c ′ ×Nn=1 Gn), and image (tiles) transforms
(Ib,c ×Nn=1 Bn) can be precomputed and reused many times.
The computation is dominated by computing the dot prod-
ucts – accumulation of element–wise product inside the
square brackets in Eqn. 6. Computing all the dot products
in Eqn. 6 is an equivalent problem to matrix multiplications,
with real matrices for the case of Winograd and complex
matrices for the case of Regular FFT convolution.
2.3 Gauss’ Multiplication of Complex Numbers
In the Regular FFT convolution, the computation is domi-
nated by complex matrix multiplications, where each com-
plex number pair multiplication requires 4 real multiplica-
tions, when computed directly, and 3 real multiplications
when using Gauss’ multiplication algorithm [21, 23].
Using Gauss’ multiplication algorithm, the product of two
complex numbers ur + uii and vr +vii is computed by first
computing tmp1 = vr (ur + ui ), tmp2 = ur (vi − vr ) and
tmp3 = ui (vr +vi ). The real part of the result is then equal to
tmp1−tmp3 and the imaginary part to tmp1+tmp2. Similarly,
an element–wise product of two complex tensors U ⊙ V
(U = Ur +Uii andV = Vr +Vii) can be performed using three
element–wise products of real–valued tensors.
For the Regular–FFT convolutional layer, element–wise
product of complex tensors representing the image (tile)
transforms and kernel transforms are performed, and each
tensor is reused many times (Eqn. 6). After performing a
transform of an image tile, which yields a complex tensor
U = Ur +Uii , a real–valued tensorUr +Ui can be computed
and stored alongsideUr andUi . Similarly, tensorsVi −Vr and
Vr +Vi can be computed during kernel transforms and stored
alongside Vr (Vi does not have to be stored). Each element–
wise products of complex tensors can then be replaced with
three independent element–wise products of real–valued
tensors.
The resulting three real tensors are implicitly converted
back to a single complex tensor during the computation of
inverse transform (×Nn=1ATn ).
Computing all the dot products in Eqn. 6 is then performed
using three real–valued matrix multiplications instead of a
single complex matrix multiplication, reducing the number
of required operations by 25%.
We refer to the FFT method using Gauss’ multiplication
as Gauss–FFT (G(m, r ))
3 Implementations
Both Winograd and FFT approaches perform computations
in four distinct stages: input transform, kernel transform,
element–wise computation, and inverse transform. The first
two stages convert the images/kernels from a spatial domain
into Winograd or FFT domain. The third stage is equiva-
lent to matrix multiplications. The inverse transform stage
converts the results back to the spatial domain.
We extended the publicly available Winograd implementa-
tion from [3, 18], which was highly optimized for many–core
CPUs, to support arbitrary AVX2 and AVX512 multi–core
CPUs. We used it as a base for our FFT implementations. We
reused most of the code (90%) in order to leverage the same
optimization methods.
Optimizations In order to achieve high utilization of the
hardware, both Winograd and FFT methods use the iden-
tical optimizations as proposed in [18], including software
prefetching, memory and cache blocking, using aligned vec-
tor data access and interleaving memory access with com-
putation.
We adopted the data layout proposed in [17, 18, 38] for
input images, kernels and output, where 16 images are inter-
leaved in memory for easy vectorization. In [18] 16 was used
due to the size of the AVX512 vector register, we keep it to 16
regardless of the vector register size, as 16 is the cache–line
width (16 32–bit floats), to facilitate efficient utilization of
the memory subsystem.
For data hand–off between the four stages of the algorithm,
streaming stores to main memory were used, since the data
will not be used in near future. This savesmemory bandwidth
and avoids cache pollution.
Overall, all three implementations achieved high utiliza-
tion of the available hardware, as discussed in the following
sections.
Transforms To perform transforms of the input images and
kernels, as well as the output images, the implementation
of [18] provides C++ codelets that perform transforms of 16
tiles at the same time. The codelets are created by generating
Winograd transforms using Wincnn [7], after which a com-
putation graph is created and optimized, yielding codelets
that utilize AVX512 instructions to transform 16 tiles at the
time.
For the FFT–based implementations, the codelets were
replaced by C++ codelets generated using “genfft” supplied
with FFTW [13]. “Genfft” wasmodified so that it can generate
codelets that perform implicitly zero–padded FFT transforms,
as well as computing only a subset of elements of the inverse
transform. Multidimensional (forward) transforms were im-
plemented by combining codelets performing implicitly zero–
padded real–to–complex transforms along one dimension,
and ones performing complex–to–complex transforms along
other dimensions. Backward transforms combined complex–
to–complex transform codelets and complex–to–real ones.
Different from existing FFT–based convolutions, which limit
transform size to small prime factors [37] or only numbers
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Table 1. Machine configurations used for benchmarking. The MB
represents the theoretical peak memory bandwidth, and CMR rep-
resents the ratio between the available FLOPS and the memory
bandwidth.
CPU Cores GFLOPS AVX Cache MB(GB/s) CMR
Xeon Phi 7210 64 4506 512 512 KB 409.6 11
i7-6950X 10 960 2 1 MB 68.3 14.06
i9-7900X 10 2122 512 1 MB 96 22
Xeon Gold 6148 20 3072 512 1 MB 128 24
E7-8890v3 18 1440 2 256 KB 51.2 28.13
Xeon Platinum 8124M 18 3456 512 1MB 115.2 30
i9-7900X 10 2122 512 1 MB 68.3 31
Xeon Phi 7210 48 4506 512 512 KB 102.4 33
Xeon Phi 7210 64 4506 512 512 KB 102.4 39.11
i9-7900X 10 2122 512 1 MB 51.2 41.25
that are powers of two [9, 24], our implementations support
arbitrary sizes.
Element–Wise Multiplications For the element–wise
stage, where matrix–matrix multiplications are performed,
the implementation of [18] provides JIT routines for real–
matrix multiplications optimized for AVX512 instruction set.
Following the same principles of [18] we implemented JIT
real–matrix multiplication routines optimized for the AVX2
instruction set, as well as complex–number multiplication
routines for both AVX512 and AVX2 instruction sets, which
are required for the Regular–FFT method.
Parallelization Through Static Scheduling Each of the
stages of our algorithm is parallelized using static scheduling
originally proposed in [38], using the generalized implemen-
tation provided by [18]. To achieve optimal performance,
each core is assigned roughly the same amount of compu-
tation. The work is then executed using a single fork–join
routine.
4 Performance Comparisons
To compare running times of the FFT and Winograd meth-
ods, we benchmarked our FFT–based implementations and
the improved Winograd implementation of Jia et al. [18] by
using the two most popular ConvNets, AlexNet [20] and
VGG [28], which are frequently used for benchmarking [4].
We benchmarked the time required for the forward propaga-
tion of each distinct layers of the two networks.
Additional, publicly available, implementations were in-
cluded for reference – The Winograd implementations pro-
vided by LIBXSMM [6] and MKL-DNN [2], and the direct
convolution provided by MKL-DNN [2]. To the best of our
knowledge, no other implementation of FFT–based methods
for CPUs, beside our own, is currently available.
Both Winograd and FFT methods can work with arbitrary
transform sizes. Generally, larger transform size decrease the
number of required operations. However, the numerical in-
accuracy of Winograd convolutions increases exponentially
with transform (tile) sizes [18, 21, 26]. In practice, there is
an upper bound on the transform size for which the Wino-
grad produces satisfactory results. All major vendors, such
as FALCON, MKL-DNN, LIBXSMM, and cuDNN [1, 2, 6, 9]
implement theWinograd algorithm with transform sizes less
than or equal to 6× 6 2. For these tile sizes, the numerical er-
ror of computation is comparable to the one that implements
convolution directly.
We follow the same convention, and consider Winograd
convolutions only with tile sizes of at most 6 × 6. However,
we allow the FFT methods to have an arbitrary large tile size,
as they don’t suffer from such numerical instability.
Running Time Experiments The benchmarks were per-
formed on a total of 10 systems showed in Tbl. 1.
In Fig. 1 we show detailed results on one of the systems.
Note that both LIBXSMM’s and MKL-DNN’s Winograd im-
plementation support only kernel sizes of 3×3, and thus
can not use the Winograd method for the second layer of
AlexNet.
The Winograd–based method outperformed in only 3 out
of 12 layers, whereas the a FFT–based method outperformed
on 6 layers; and on 3 layers, they had roughly the same per-
formances. More importantly, in the cases when the FFT
methods outperformed, they did it with a larger margin,
and on the layers that require more computation time. This
suggests that the FFT methods can allow for significant sav-
ings in the overall computation time, when compared to the
Winograd. For instance, the time spent on all convolutional
layers in AlexNet using the Winograd method would con-
sume 58.79 milliseconds, whereas the Regural–FFT method
requires only 31.96 milliseconds; that is a speedup of 1.84x.
Additionally, in Fig. 2 we show the normalized running
time on all other AVX512 systems (neither LIBXSMM, nor
MKL-DNN support the AVX2 instruction set). The results
for each individual layer are scaled based on the slowest
implementation, as we are only interesting in the relative
performances. Detailed results are available in Appendix. In
all cases, our two FFT–based implementations as well as the
modified Winograd implementation of [18] outperformed
other publicly available implementations. Thus, for the rest
of the paper, we will only focus on these three implementa-
tions.
FFT transform sizes An important observation was that
the optimal transform sizes for the FFT method were not al-
ways powers of two; they were 27 for VGG1.2, 25 for VGG2.1
and VGG2.2, 21 for VGG 3.1 and VGG3.2, 16 for VGG4.1 and
VGG4.2, and 9 for VGG5.1/5.2. For AlexNet, the optimal sizes
were 31 for the second layer, and 15 for all other layers. This
is counter intuitive, as the common belief is that optimal FFT
transforms should use sizes that only contain factors that
are small primes [13, 37] or transforms with sizes equal to
the powers of two, which is suggested by the two GPU FFT–
based implementations, i.e., fbfft [24, 31] and CuDNN [11].
2With the transform sizes of 6× 6, the average numerical error of the Wino-
grad method on benchmarked layers was 7.03 · 10−6, which is similar to the
error of direct–convolution 1.11 ·10−6 When the transform size is increased
to 8 × 8, the error is increased to 1.24 · 10−3, which was expected [18]. The
numerical error of the FFT–based method was no larger than 2.88 · 10−7,
regardless of the tile size.
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Figure 1. Convolution layers’ running time on Xeon Gold CPU.
72
10 (11
)
i9
−7
90
0X
(22
)
i9
−7
90
0X
(31
)
72
10 (33
)
72
10
(39
.11
)
Ale
xN
et 
2
Ale
xN
et 
3
Ale
xN
et 
4
Ale
xN
et 
5
VG
G 1
.2
VG
G 2
.1
VG
G 2
.2
VG
G 3
.1
VG
G 3
.2
VG
G 4
.1
VG
G 4
.2
VG
G 5
.1/
5.2
i9
−7
90
0x
(41
.25
)
Regular−FFT
Gauss−FFT
Winograd (Jia et al.)
MKL−DNN Win
MKL−DNN Direct
LIBXSMM Win
Figure 2. Normalized running time of different convolution imple-
mentations. (The systems with the same CPUs are distinguished
by their CMR ).
Relative performances While an FFT–method outper-
formed the Winograd more often than not, the relative per-
formances varied among different layers and systems. In the
rest of the paper we focus on the theoretical analysis of all
the methods. We would like to understand why our findings
are not aligned with the popular belief that the Winograd
method should be strictly faster.
5 Performance Analysis
Our experimental observations suggested that some of the
stages in both Winograd– and FFT–based approach have
relatively low utilization of the system’s available FLOPS.
In most, but not all, cases, these were the transform stages,
which have relatively small amount of compute, but access
relatively large amount of data, suggesting that their run-
ning time is bound by the memory bandwidth, and not the
computational capabilities of the CPU.
For this reason, we used the Roofline [33] performance
model to analyze Winograd– and FFT– based convolutions.
RooflinePerformanceModel is an ISA oblivious, through-
put oriented, performance model used to estimate perfor-
mance of an application running on processing units, and is
often used to predict performances on CPUs, GPUs, TPUs
(Tensor Processing Units), etc.
It is suitable for analyzing particular methods on systems
where the memory bandwidth often becomes the constrain-
ing resource. It estimates the performance bound of an algo-
rithm as a function of its arithmetic intensity (AI), which is
defined as the ratio of total floating–point operations (FPO)
and the total data movement (DM) in bytes (AI= FPO/DM)
between different levels of the memory hierarchy. For each
level of memory hierarchy, the performance ceiling (attain-
able FLOPS) is determined by:
Attainable FLOPS = min(Peak FLOPS, MB ×AI ) (7)
Where Peak FLOPS is defined as the maximal number
of floating operations per second of a given system, and
MB as system’s peak memory bandwidth. When plotted, the
performance ceiling line resembles a roofline.
Here, we are interesting in the DM between the highest
level of on–chip, core–exclusive cache (typically L2 for CPUs)
and off–chip, shared memory 3. In a systems where the L2 is
shared among a small number of cores (e.g. Intel Xeon Phi
series share L2 cache between two cores.), the L2 is assumed
to be equally divided for exclusive usage among the cores.
DM then accounts for all of regular and streaming stores
to main memory, regular loads from main memory, and pre–
fetches from main memory to either L1 or L2.
Our analysis does not consider the presence of higher
level, shared caches, as on modern processors, the sizes of
3The term off–chip refers to the main memory of the system, typically large,
but much lower throughput and higher latency than the on–chip caches.
The HBWMCDRAM of the Knights Landing processor would be considered
off–chip.
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such caches are very limited, and can not fit the working set
of a typical convolutional layers.
Additional performance ceilings for lower levels of cache,
are not necessary, since in both Winograd–based and FFT–
based convolutional algorithms the computation is either
bounded by transfers to and from main memory, or the pro-
cessor peak FLOPS, as shown in the following sections.
As the performance ceiling is set by algorithm’s arithmetic
intensity (Eqn. 7), its running time can be estimated by:
runninд t ime =
F PO
Attainable FLOPS
=
F PO
min(Peak FLOPS, MB × AI ) =
F PO/MB
min(CMR, AI )
=

FPO
Peak FLOPS , CMR <= AI
DM
MB , CMR > AI
(8)
Here, CMR is the system’s compute–to–memory ratio, de-
fined as the ratio of it’s Peak FLOPS and MB – the mem-
ory bandwidth. FPO represents the total number of floating
point operations required, and DM (the total amount of data
movements in bytes), as defined above. The running time
is compute bound when CMR <= AI , in which case it can
be computed as F POPeak FLOPS ; otherwise, the running time is
memory bound, and can be computed as DMMB .
Estimating running time For the Wingorad– and FFT–
based convolutional layers, where the computation is com-
posed of several sequential stages (S), each with a unique
arithmetic intensity (AI), the running time is calculated by
accumulating the running times of each stage s ∈ S :
runninд timeTotal =
S∑
runninд times =
S∑ FPOs/MB
min(CMR,AIs )
(9)
5.1 Relative Performances
We are interested in the relative performance betweenWino-
grad and FFTmethods. We define Speedup(A,B) as the ratio
of the running times of an algorithm B and an algorithm A.
Speedup(A,B) =
runninд timeBTotal
runninд timeATotal
(10)
A speedup greater than one indicates that the algorithm A
is faster, and smaller than one means that the algorithm B
is faster.
While Eqn. 9 estimates the running time of an algorithm
assuming perfect utilization of the hardware, which is rarely
possible in practice. However, the Eqn. 10 is also valid when
the compared algorithms are equally optimized, meaning
that they utilize the same percentage of the hardware capa-
bilities.
In the Eqn. 10 the value of AI will differ between Wino-
grad and FFT based approaches, and will also depend on the
amount of available cache size [18]. Therefore, when compar-
ing performance of two algorithms, the relative performance
on a given system will depend on the CMR ratio and the
amount of available cache, but not on the absolute values of
the system’s compute speed or memory throughput.
Detailed analysis on obtaining the values of AI, DM,
and FPO are presented in the Appendix A.
Using Eqn. 10 and the values of AI, DM, and FPO calculated
in the Appendix A (Tbl. 2), we estimate the speedup between
the FFT–based methods and the Winograd–based one. For
all three methods, the tile sizes are chosen, in a way that
minimizes the total running time (Eqn. 9).
5.2 The Accuracy of the Theoretical Estimates
In Fig. 3, we plot the estimated theoretical speedup of the
two FFT–based methods over the Winograd–based one. The
solid lines represent the theoretical estimates of the rela-
tive performances as a function of the system’s CMR. The
color of the line represents the amount of available L2 cache.
The lines are drawn in a semi–translucent fashion, as they
overlap in many places.
The empirical results from the benchmarks described in
Section 4 are overlaid; each cross–hair represents the mea-
surement of the relative performances on a single system.
The x coordinate of the cross-hairs represents the system’s
compute–to–memory (CMR) ratio (see Tbl. 1), and the color
represents the L2 cache sizes.
Our empirical results are consistent with our theoreti-
cal estimates. The overall relative root mean square error
(rRMSE) was 0.079 for Regular–FFT vs Winograd and 0.1
for Gauss–FFT vs Winograd. The fitness 4 was 92.68% for
Regular–FFT vs Winograd and 90% for Gauss–FFT vs Wino-
grad.
5.3 Discussions
Hardware utilization We have also measured the system
utilization of each stage of the three methods. While the
utilization varied across benchmarked layers and systems,
on average, during the compute bound stages, 75% of theo-
retical peak FLOPS were attained; in memory bound stages
slightly more than 85% of the theoretical memory bandwidth
was achieved. This resulted in a somehow lower effective
CMR, which is consistent with the results shown in Fig. 3.
The empirical results are slightly shifted to the left (towards
lower values of CMR), when compared to the theoretical pre-
dictions, which assume equal utilization of both the FLOPS
and the memory bandwidth.
Optimality of Tile Transforms Both “wincnn” [7] and
“genfft” [13] use heuristics to minimize the number of opera-
tions for performing transforms, and might not be optimal.
However, as their AIs are much smaller than the CMRs of
modern systems, the computation is memory bound, and
the running time of the transform stages will depend solely
on the amount of data movement. The largest AI of the FFT
transforms is 5.55, and for Winograd 2.38, much lower than
CMRs of the modern CPUs. The Xeon Phi Knights Landing
processor has the CMR of 11 (due to on–chip fast MCDRAM),
4fitness = 1001+rRMSE
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Figure 3. Theoretical estimates and empirical measurements for the speedup of Regular– and Gauss–FFT methods over the Winograd
method on VGG and AlexNet. The x axis represent the system’s CMR.
and the Xeon Server processor family has CMRs in the range
of 20–40. Hence, our theoretical analysis yield identical esti-
mates as if the optimal number of operations were provided.
This is consistent with our experimental findings, where in
some cases, tile sizes that were large primes, such as 31, were
optimal. Using such sizes, the images could be divided into
overlapping tiles with minimal overhead (minimal padding
of the original image), which reduces both the number of
required operations, and the amount of required data move-
ments.
6 Conclusions
This paper presents experimental and analytical findings
that FFT–based convolutions are, on average, faster than
Winograd–based convolutions on modern CPUs.
In contrast to the popular belief that the Winograd–based
method is more efficient, our experimental results of a highly
optimized Winograd–based implementation and two simi-
larly optimized FFT-based implementations onmodern CPUs
show that the FFT convolutions are, more often than not,
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faster than Wingorad ones for most commonly used Con-
vNet layers.
Our analysis using the Roofline model shows that whether
the Winograd– or FFT–based approach is faster depends on
both the layer and target hardware. However, with the ten-
dency of increasing compute–to–memory ratio of systems
with modern CPUs, the FFT–based methods tend to be faster
than Winograd.
While, we primarily focused onmodern multi– and many–
core CPUs, which generally have larger caches, but smaller
memory bandwidths than modern GPUs, we believe that our
performance analysis can be applied to GPUs. Future work
might include implementing and benchmarking efficient
GPU–based implementations and validating performance
analysis based on the Roofline model.
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A Detailed Analysis
For simplicity, we assume 2D and isotropic images and ker-
nels, as well as computation being performed with 32–bit
floating point numbers (4 bytes per number). Extension to
non–isotropic and N–dimensional images and kernels, as
well as lower precision floats, is straightforward. The bench-
marked implementations, described in Section 3 support an
arbitrary number of dimensions, as well as non–isotropic
kernels.
We follow the same notation as in Section 2, and for
an arbitrary layer, use Winograd convolution F(m2, r 2),
Regular–FFT convolutionF(m2, r 2) and Gauss–FFT convolu-
tionG(m2, r 2). Here,m can take an arbitrary value, whereas
r 2 has to equal to the sizes of the kernels in the layer.
We proceed to present the details of all three methods and
estimate the total number of operations and data movement
required in each stage, from which we also calculate the
arithmetic intensity of each of the three method.
A.1 Input Transform Stage
In Winograd and both FFT approaches, each of the B · C
images (B batches, each with C input channels) is divided
into overlapping tiles, which are then transformed. Each tile
has the size of t2 with t = (m+ r − 1), and there is an overlap
of r − 1 pixels between adjacent tiles along both dimensions.
Each image of size x × x will thus be divided into N =
⌈(x−r+1)/m⌉2 tiles. If necessary, the image will be implicitly
zero–padded. This yields a total of BC ⌈(x−r+1)/m⌉2 = BCN
image tiles.
Number of required operations Each tile (Ib,c,n ) is trans-
formed via I˜b,c,n = BIb,c,nBT , which is a composition of two
matrix–matrix multiplications. Here Ib,c,n is the n–th tile of
the c–th channel in batchb, and I˜b,c,n is its transform. BothB
and Ib,c,n have the size t2, requiring a total of 4t3 operations
(2t3 per matrix–matrix multiplication). Operations are on
real numbers for the Winograd approach, and on complex
numbers for the FFT approaches.
The transforms can, however, be performed with much
fewer operations. In the Winograd method, the matrices B
are sparse, and contain pairs of columns with similar num-
bers, allowing for reuse of many intermediate results. In
the FFT methods, instead of matrix multiplications, 2D real–
to–complex DFT transforms are performed, which require
much fewer operations (µn2 logn instead of O(n3)). Here, the
constant µ can vary significantly based on the size of the
transform performed [13]. It takes small values, when the
size of the transform is a power of two, and larger values
when the transform size contains large prime factors.
Instead of using a closed–form expression that gives bounds
on the number of operations required, we counted the num-
ber of operations in real, optimized, implementations and
stored them in a lookup tables. For Winograd, we used the
Winograd matrix generator [7], as proposed in [10, 18] and
further reduced the number of operations using the simple
optimizer provided by [18]. For the FFTmethods, we used the
FFT codelet generator “genfft” from the FFTW library [13].
We denote the number of operations required for transform-
ing an image tile as FI (m2, r 2) for the Winograd, FI (m2, r 2)
for Regular–FFT, and GI (m2, r 2) for Gauss–FFT. The pre–
computed lookup tables are included in our open–sourced
repository.
The total number of operations required for performing
all the transforms for all three methods are given in Tbl. 2.
Data movement The tile sizes are relatively small, much
smaller than available cache; thus, once a tile is fetched from
main memory, all the computation is done in–cache. Addi-
tionally, the overlapping regions between tiles need to be
fetched from memory only once, as they can be stored in
cache and reused for adjacent tiles.
The total data that has to be moved from main memory to
cache is thus BCx2 ·4 bytes – reading each of the B ·C images
of size x2 only once. Each of the BCN transformed tiles is
stored back to main memory. The size for each transformed
tile will depend on the method.
In Winograd convolution, transformed tiles are real ten-
sors, and require a single 32–bit float per element, for a total
of 4t2 bytes.
The FFT methods perform 2D FFT transforms of each
tile. As the FFTs are performed on real tensors, the resulting
transformswill be complex, conjugate–symmetric (along one
of the dimensions). Only t ⌈(t + 1)/2⌉ complex numbers need
to be stored. The Regular–FFT requires two real numbers
per complex number, for a total of 8t ⌈(t +1)/2⌉ bytes per tile,
and the Gauss–FFT requires three reals per complex number,
a total of 12t ⌈(t + 1)/2⌉ bytes per tile.
The total amount of data movement for the three methods,
as well as their arithmetic intensities (AIs), is shown in Tbl. 2
A.2 Kernel Transform Stage
In all methods, each of the C×C ′ kernels (with size r×r ) is
transformed via W˜cc ′ = GWcc ′GT . The matrix G has size t×r .
Computing the transform of a kernel is an equivalent pro-
cedure to performing the input transform of a zero–padded
kernel, to match the size of the input tiles. In practice, the
transforms are computed with implicit zero–padding. As in
the input stage, we have pre–computed the number of opera-
tions required for transforming a kernel in all three methods:
FK (m2, r 2) for theWinograd,FK (m2, r 2) for Regular–FFT. For
the Gauss–FFT method,GK (m2, r 2) = FK (m2, r 2) + 2t ⌈(t +
1)/2⌉, as we need two extra operations per complex number
as described in Sec. 2.3.
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Table 2. FLOPS, DM and AI for different stages of the Winograd (F(m2, r2)), Regular–FFT (F(m2, r2)) and Gauss–FFT (G(m2, r2)) methods.
N is the number of tiles per single image, the tiles have size of t2 (t =m + r − 1). The values of c and c ′ depend on the amount of available
cache, and are obtained by solving the optimization problem given in Eqn. 13.
Stage Winograd Regular–FFT Gauss–FFT
FL
O
PS Input image transform BCNF
I (m2, r2) BCNFI (m2, r2) BCNGI (m2, r2)
Kernel transform CC ′FK (m2, r2) CC ′FK (m2, r2) CC ′GK (m2, r2)
Element–wise Product 2t2BNCC ′ 8t ⌈(t + 1)/2⌉BNCC ′ 6t ⌈(t + 1)/2⌉BNCC ′
Output transform BC ′NFO (m2, r2) BC ′NFO (m2, r2) BC ′NGO (m2, r2)
D
M
Input image transform 4BCx2 + 4BCNt2 4BCx2 + 8BCNt ⌈(t + 1)/2⌉ 4BCx2 + 12BCNt ⌈(t + 1)/2⌉
Kernel transform 4CC ′
(
r2 + t2
)
4CC ′
(
r2 + 2t ⌈(t + 1)/2⌉) 4CC ′ (r2 + 3t ⌈(t + 1)/2⌉)
Element–wise Product 4t2BN (c + αc ′)CC
′
cc ′ 8t ⌈(t + 1)/2⌉BN (c + αc
′)CC
′
cc ′ 12t ⌈(t + 1)/2⌉BN (c + αc
′)CC
′
cc ′
Output transform 4BC ′N
(
t2 +m2
)
4BC ′N
(
2t ⌈(t + 1)/2⌉ +m2) 4BC ′N (3t ⌈(t + 1)/2⌉ +m2)
A
I Input image transform
NFI (m2, r2)
4x2 + 4Nt2
NFI (m2, r2)
4x2 + 8Nt ⌈(t + 1)/2⌉
NGI (m2, r2)
4x2 + 12Nt ⌈(t + 1)/2⌉
Kernel transform F
K (m2, r2)
4r2 + 4t2
FK (m2, r2)
4r2 + 8t ⌈(t + 1)/2⌉
GK (m2, r2)
4r2 + 12t ⌈(t + 1)/2⌉
Element–wise Product cc
′
2(c + αc ′)
cc ′
c + αc ′
cc ′
2(c + αc ′)
Output transform F
O (m2, r2)
4t2 + 4m2
FO (m2, r2)
8t ⌈(t + 1)/2⌉ + 4m2
GO (m2, r2)
12t ⌈(t + 1)/2⌉ + 4m2
All three methods need to fetch all kernel data from mem-
ory; read a total of 4CC ′r 2 bytes, and store CC ′ transformed
kernels back to main memory. The transformed kernels have
size t × t , and are stored in the same fashion as the trans-
formed input tiles, requiring total of 4t2, 8t ⌈(t + 1)/2⌉, and
12t ⌈(t + 1)/2⌉ bytes for the Winograd, Regular–FFT and
Gauss–FFT methods respectively.
The total number of operations, data movements, and AIs
for transforming all kernels of a particular layer, using any
of the three methods, are given in Tbl. 2.
A.3 Element–wise Products
Having all transformed input and kernel tiles, the pre–
transformed output tiles I˜ ′b,c ′,n are computed via
I˜ ′b,c ′,n =
C∑
c=1
I˜b,c,n ⊙ W˜c,c ′ (11)
Here, all of the pre–transformed output tiles (I˜ ′b,c ′,n ), trans-
formed input tiles I˜b,c,n , and transformed kernels W˜c,c ′ have
the same size t × t . Computing an element of the pre–
transformed output tile at a location ®e depends only on ele-
ments of the transformed input tiles and transformed kernels
at the same location, and is computed via:
I˜ ′b,c ′,n (®e) =
C∑
c=1
I˜ (®e)b,c,n · W˜ (®e)c,c ′ (12)
Note that the equation above can be interpreted as multi-
plication of a matrix U®e of size BN × C with a matrix V®e
of size C ×C ′ resulting in a matrix X ®e of size BN ×C ′. For
layers of modern ConvNets, values of BN are much larger
than C , which results in multiplication of tall and skinny
matrices [18, 21]. Such matrix multiplications have to be
performed for each element location of I˜ ′b,c ′,n .
A.3.1 Operations Required
In the Winograd method, t2 real matrices are multiplied,
requiring a total of 2t2BNCC ′ operations for the whole layer,
where N is the number of tiles per image.
For the FFT based methods, complex matrices are mul-
tiplied. However, only t ⌈(t + 1)/2⌉ locations of the pre–
transformed output tiles need to be computed. As both the
transformed input tiles and transformed kernels are conju-
gate symmetric, the pre–transformed output tiles will also
be conjugate symmetric.
In the Regular–FFT method, 4 real multiply–adds are re-
quired for performing a complex multiply–add. This gives us
a total of 8t ⌈(t + 1)/2⌉BNCC ′ FLOPs required for the whole
layer. Gauss–FFT reduces complex matrix multiplications
to 3 real matrix multiplications of matrices of the same size,
totaling 6t ⌈(t + 1)/2⌉BNCC ′ FLOPs required for the whole
layer.
A.3.2 Data Movement
In the Winograd method, t2 real matrix multiplications X =
U ×V are performed (for the rest of the section we will omit
the subscript ®e , for clarity). In the Regular–FFTmethod, t ⌈(t+
1)/2⌉ complex matrix multiplications are performed, with
the same sizes. The Gauss–FFTmethod replaces one complex
matrix multiplication with three real matrix multiplications;
thus, a total of 3t ⌈(t + 1)/2⌉ real matrix multiplications are
performed.
For modern ConvNets, the matricesX ,U andV may not fit
in cache, in which case standard cache–blocking approaches
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are employed [14–16, 18, 22], and might require some data to
be moved to and/or from the main memory multiple times.
In the standard cache–blocking technique,V (of sizeC×C ′)
is subdivided into equally sized matrices of size c × c ′,
To minimize transfers to and from main memory, a sub–
matrix of V is kept in cache. A small sub–matrix of U , with
size of ρ×c , is fetched from memory, multiplied with the
sub–matrix of V stored in–cache, and accumulated to the
appropriate sub–matrix of X . Here ρ is a small number, re-
quired for efficient in–cache computation [14–16, 18, 22].
This requires transferring a total of ρc numbers frommain
memory, and ρc ′ numbers bytes of X from and then back
to the main memory. A total of ρ(c + 2c ′) numbers. In the
special case, when c = C , only ρ(c + c ′) numbers need to be
moved, as each sub–matrix multiplication produces the final
result (no accumulation is necessary).
Total of BNCC ′/ρcc ′ such sub–matrix multiplications are
performed, and require BNCC ′/cc ′(c + αc ′) numbers to be
moved. With α being 1 when c = C and 2 when c < C .
In the Winograd method t2 real matrix multiplications
(X = U × V ) are performed, thus transferring a total of
4t2BN (c + αc ′)CC ′/cc ′ bytes to be moved.
In the Regular–FFT method t ⌈(t + 1)/2⌉ complex matrix
multiplications are performed, requiring a total of 8t ⌈(t +
1)/2⌉BN (c + αc ′)CC ′/cc ′ bytes to be moved.
The Gauss–FFT replaces each of the t ⌈(t + 1)/2⌉ complex
matrix multiplications with 3 real matrix multiplications.
Total of 12t ⌈(t + 1)/2⌉BN (c + αc ′)CC ′/cc ′ bytes need to be
transferred.
The total number of operations is fixed. To minimize the
amount of data movements we need to choose optimal values
for c and c ′, while allowing for in–cache computation
As the values of t , B,C ,C ′ and N are constant, the optimal
values of c and c ′ can be chosen by solving the following
optimization problem:
minimize
c,c′
(c + αc ′)
cc ′
subject to c | C (C is divisible by c)
c′ | C ′ (C ′ is divisible by c′)
4βcc′ ≤ Cache Size2 (fits in half cache)
(13)
Where α equals 1 when c = C and 2 when c < C; β is 1 for
real valued matrices, and 2 for complex valued ones. Half
the cache is allowed for sub–matrices of V . This is typical
practice, to ensure enough space for sub–matrices of U and
X .
The arithmetic intensities can be then computed by di-
viding the number of required operations with the amount
of required data movements for optimal values of c and c ′.
This results in the AIs of cc ′/2(c + αc ′) for the Winograd
and Gauss–FFT methods, and cc ′/(c + αc ′) for the Regular–
FFT method, which are equal to the AIs of real matrix, and
complex matrix multiplications, respectively [14–16, 18].
In Fig. 4, we show the arithmetic intensities for layers with
different numbers of channels as a function of cache size. The
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Figure 4. Arithmetic intensities for the element–wise stage given
various amounts of cache. In the Winograd and Gauss–FFT method,
real matrix multiplications are performed, whereas, in the Regular–
FFT complex matrix multiplications are performed.
AIs of both complex (used in Regular–FFT method) and real
matrix multiplication (used in Winograd and Gauss–FFT)
increase with the cache size and the number of channels (C
and C’). For a fixed cache size, the complex matrix multipli-
cation allows for a higher arithmetic intensity. This indicates
that the element–wise stage of the Regular–FFT method may
achieve better hardware utilization than the ones of Wino-
grad or Gauss–FFT convolution, when the cache size is a
limiting resource.
A.4 Output Transform
In the output transform stage, each of the BNC ′ pre–
transformed output tiles I˜ ′b,c ′,n is transformed from the
Winograd/FFT domain back to the spatial domain via I ′b,c,n =
AT I˜ ′b,c,nA. The matrix A has size of t ×m (t = m + r − 1),
resulting in I ′b,c ′,n having a size ofm ×m. Here I ′b,c ′,n is the
n–th (non–overlapping) tile of the c ′-th image in batch b of
the final result of the convolutional layer.
Performing the inverse transforms is very similar to per-
forming the input transforms, except that: 1) Only a subset
of m×m elements need to be computed, and 2) Different,
(inverse transform) matrices (or inverse FFT transforms) are
used.
Given the analysis of the input and kernel transforms,
analyzing the output transforms is straight–forward. The
total number of operations, data movements, and AIs for
transforming output tiles of a particular layer, using any of
the three methods are given in Tbl. 2.
B Model Lookup Tables
In Tbl. 3 and Tbl. 4 we show the lookup tables used in our
model to determine the number of required operations, and
the arithmetic intensities for transforming a single input/out-
put tile, or a single kernel for the Winograd method.
In Tbl. 5 and Tbl. 6 we show the lookup tables used in our
model to determine the number of required operations, and
the arithmetic intensities for transforming a single input/out-
put tile, or a single kernel for the Regular–FFT method.
In Tbl. 7 and Tbl. 8 we show the lookup tables used in
our model to determine the number of required operations,
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Table 3. FLOPS required for performing Winograd transforms of a single tile or kernel.
r = 2 r = 3 r = 4 r = 5 r = 6 r = 7
Method In Ker Out In Ker Out In Ker Out In Ker Out In Ker Out In Ker Out
F(22, r2) 12 5 5 32 49 42 180 198 154 240 231 168 742 728 504 704 645 430
F(32, r2) 32 24 28 180 128 128 240 170 153 742 552 460 704 518 407 - - -
F(42, r2) 180 70 90 240 135 150 742 396 396 704 403 372 - - - - - -
F(52, r2) 240 72 99 742 260 312 704 300 325 - - - - - - - - -
F(62, r2) 742 144 208 704 242 308 - - - - - - - - - - - -
F(72, r2) 704 130 195 - - - - - - - - - - - - - - -
Table 4. AIs of Winograd transforms for a single tile or kernel.
r = 2 r = 3 r = 4 r = 5 r = 6 r = 7
Method In Ker Out In Ker Out In Ker Out In Ker Out In Ker Out In Ker Out
F(22, r2) 0.17 0.10 0.10 0.25 0.49 0.53 0.90 1.21 1.33 0.83 0.95 1.05 1.89 2.14 2.38 1.38 1.43 1.58
F(32, r2) 0.25 0.30 0.28 0.90 0.94 0.94 0.83 0.82 0.85 1.89 1.86 1.98 1.38 1.29 1.39 - - -
F(42, r2) 0.90 0.60 0.55 0.83 0.75 0.72 1.89 1.52 1.52 1.38 1.13 1.16 - - - - - -
F(52, r2) 0.83 0.45 0.41 1.89 1.12 1.05 1.38 0.94 0.91 - - - - - - - - -
F(62, r2) 1.89 0.68 0.61 1.38 0.83 0.77 - - - - - - - - - - - -
F(72, r2) 1.38 0.48 0.43 - - - - - - - - - - - - - - -
Table 5. FLOPS required for performing Regular–FFT transforms of a single tile or kernel.
r = 2 r = 3 r = 4 r = 5 r = 6 r = 7
Method In Ker Out In Ker Out In Ker Out In Ker Out In Ker Out In Ker Out
F(22, r2) 54 36 42 72 48 48 245 206 152 300 256 160 702 632 288 492 434 191
F(32, r2) 72 28 66 245 171 186 300 192 197 702 566 444 492 380 263 1292 1088 678
F(42, r2) 245 92 224 300 158 232 702 504 504 492 320 335 1292 992 758 1200 904 768
F(52, r2) 300 128 274 702 325 568 492 276 400 1292 805 850 1200 792 832 2710 2118 1820
F(62, r2) 702 172 636 492 206 453 1292 624 930 1200 722 912 2710 1980 1956 1416 924 1074
F(72, r2) 492 146 503 1292 491 1014 1200 656 996 2710 1523 2096 1416 896 1141 3681 2583 2646
F(82, r2) 1292 296 1102 1200 564 1084 2710 1108 2240 1416 823 1190 3681 2432 2808 3228 2082 2384
F(92, r2) 1200 340 1176 2710 735 2388 1416 672 1262 3681 2304 3066 3228 1960 2526 3405 2254 2499
F(102, r2) 2710 404 2540 1416 610 1336 3681 2052 3240 3228 1842 2672 3405 2082 2616 2904 1688 2292
F(112, r2) 1416 364 1412 3681 1663 3418 3228 1504 2822 3405 1865 2897 2904 1530 2428 7793 5153 6354
F(122, r2) 3681 724 3600 3228 1162 2976 3405 1628 3052 2904 1374 2562 7793 4716 6630 6068 3479 4228
F(132, r2) 3228 648 3134 3405 1324 3211 2904 1246 2707 7793 4341 6892 6068 3290 4434 14418 8629 11023
F(142, r2) 3405 764 3374 2904 936 2824 7793 4058 7167 6068 2660 4648 14418 8176 11410 5440 2876 4512
F(152, r2) 2904 634 2976 7793 3231 7446 6068 1944 4840 14418 7305 11775 5440 2580 4682 8658 5617 6841
F(162, r2) 7793 1616 7720 6068 1540 5036 14418 6668 12288 5440 2409 4878 8658 4880 7470 11852 5742 9976
F(172, r2) 6068 1132 5236 14418 6266 12699 5440 2204 5078 8658 4515 7733 11852 4920 10296 26954 15562 23206
F(182, r2) 14418 4516 13082 5440 1919 5282 8658 3630 8000 11852 4268 10620 26954 15072 23808 7524 3580 6622
F(192, r2) 5440 1196 5490 8658 2557 8271 11852 3432 10948 26954 11815 24414 7524 3440 6837 17260 7145 12714
F(202, r2) 8658 1448 8546 11852 2718 11280 26954 10880 25024 7524 3104 6988 17260 6432 13066 16128 8218 14180
F(212, r2) 11852 1552 11616 26954 9981 25638 7524 2612 7213 17260 5775 13422 16128 7944 14560 21050 8309 15183
F(222, r2) 26954 8396 26624 7524 2176 7363 17260 4746 13782 16128 7146 14944 21050 7586 15566 14184 6929 12426
F(232, r2) 7524 1442 7570 17260 3773 14146 16128 6544 15332 21050 6308 15953 14184 6552 12760 34745 18690 31062
F(242, r2) 17260 2076 14514 16128 6216 15724 21050 5100 16344 14184 6205 13098 34745 17994 31704 15480 7333 13912
F(252, r2) 16128 2596 16120 21050 4118 16739 14184 5624 13440 34745 17385 32350 15480 6704 14284 38400 19470 34934
F(262, r2) 21050 2516 17138 14184 4089 13786 34745 15508 33000 15480 6218 14610 38400 19142 35600 15804 7224 14352
F(272, r2) 14184 2356 14136 34745 14655 33654 15480 4856 14933 38400 18275 36270 15804 6574 14669 - - -
F(282, r2) 34745 11276 34544 15480 3842 15292 38400 17596 36944 15804 5924 14962 - - - - - -
F(292, r2) 15480 2840 15655 38400 14293 37622 15804 5302 15286 - - - - - - - - -
F(302, r2) 38400 10940 38394 15804 3856 15648 - - - - - - - - - - - -
F(312, r2) 15804 2570 16014 - - - - - - - - - - - - - - -
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Table 6. AIs of Regular–FFT transforms for a single tile or kernel.
r = 2 r = 3 r = 4 r = 5 r = 6 r = 7
Method In Ker Out In Ker Out In Ker Out In Ker Out In Ker Out In Ker Out
F(22, r2) 0.64 0.56 0.66 0.45 0.36 0.43 1.11 1.12 1.12 0.89 0.88 0.77 1.67 1.72 1.20 0.85 0.84 0.57
F(32, r2) 0.45 0.25 0.50 1.11 1.10 1.19 0.89 0.75 0.86 1.67 1.75 1.71 0.85 0.82 0.74 1.89 1.96 1.71
F(42, r2) 1.11 0.68 1.22 0.89 0.69 0.91 1.67 1.75 1.75 0.85 0.76 0.87 1.89 1.97 1.79 1.36 1.34 1.41
F(52, r2) 0.89 0.62 0.94 1.67 1.25 1.75 0.85 0.72 0.95 1.89 1.75 1.85 1.36 1.27 1.43 2.68 2.93 2.90
F(62, r2) 1.67 0.72 1.73 0.85 0.58 0.98 1.89 1.47 1.85 1.36 1.24 1.46 2.68 2.95 2.91 1.13 1.06 1.32
F(72, r2) 0.85 0.43 0.97 1.89 1.24 1.82 1.36 1.21 1.47 2.68 2.43 2.90 1.13 1.10 1.31 2.62 2.80 2.86
F(82, r2) 1.89 0.79 1.79 1.36 1.09 1.47 2.68 1.87 2.86 1.13 1.07 1.28 2.62 2.79 2.85 1.92 1.91 2.07
F(92, r2) 1.36 0.69 1.46 2.68 1.30 2.80 1.13 0.91 1.27 2.62 2.78 2.91 1.92 1.88 2.07 1.83 1.95 1.95
F(102, r2) 2.68 0.74 2.74 1.13 0.86 1.25 2.62 2.59 2.87 1.92 1.85 2.06 1.83 1.89 1.92 1.33 1.25 1.48
F(112, r2) 1.13 0.53 1.22 2.62 2.18 2.82 1.92 1.57 2.04 1.83 1.76 2.01 1.33 1.18 1.48 3.27 3.63 3.72
F(122, r2) 2.62 0.97 2.76 1.92 1.25 2.02 1.83 1.59 1.99 1.33 1.10 1.48 3.27 3.45 3.68 2.22 2.13 2.10
F(132, r2) 1.92 0.71 1.99 1.83 1.33 1.96 1.33 1.02 1.48 3.27 3.28 3.63 2.22 2.08 2.10 4.86 5.03 5.02
F(142, r2) 1.83 0.78 1.93 1.33 0.79 1.46 3.27 3.15 3.57 2.22 1.73 2.09 4.86 4.91 4.95 1.62 1.47 1.77
F(152, r2) 1.33 0.54 1.45 3.27 2.56 3.51 2.22 1.29 2.07 4.86 4.51 4.87 1.62 1.36 1.76 2.40 2.75 2.49
F(162, r2) 3.27 1.30 3.43 2.22 1.04 2.04 4.86 4.21 4.83 1.62 1.30 1.75 2.40 2.45 2.60 2.93 2.49 3.18
F(172, r2) 2.22 0.78 2.02 4.86 4.03 4.75 1.62 1.21 1.74 2.40 2.32 2.57 2.93 2.18 3.15 6.23 6.47 6.90
F(182, r2) 4.86 2.94 4.65 1.62 1.07 1.73 2.40 1.90 2.54 2.93 1.93 3.12 6.23 6.41 6.79 1.57 1.33 1.75
F(192, r2) 1.62 0.67 1.71 2.40 1.36 2.51 2.93 1.58 3.08 6.23 5.12 6.69 1.57 1.30 1.74 3.38 2.56 3.14
F(202, r2) 2.40 0.78 2.48 2.93 1.27 3.04 6.23 4.79 6.57 1.57 1.20 1.71 3.38 2.34 3.11 2.87 2.64 3.14
F(212, r2) 2.93 0.73 3.00 6.23 4.45 6.45 1.57 1.02 1.69 3.38 2.14 3.08 2.87 2.60 3.11 3.54 2.58 3.17
F(222, r2) 6.23 3.78 6.42 1.57 0.86 1.66 3.38 1.78 3.04 2.87 2.37 3.08 3.54 2.39 3.14 2.18 1.95 2.35
F(232, r2) 1.57 0.57 1.64 3.38 1.43 3.00 2.87 2.20 3.05 3.54 2.02 3.10 2.18 1.87 2.33 5.08 5.08 5.55
F(242, r2) 3.38 0.79 2.96 2.87 2.11 3.01 3.54 1.65 3.07 2.18 1.79 2.31 5.08 4.97 5.48 2.08 1.82 2.26
F(252, r2) 2.87 0.89 2.98 3.54 1.35 3.03 2.18 1.64 2.29 5.08 4.86 5.41 2.08 1.68 2.25 4.92 4.68 5.40
F(262, r2) 3.54 0.83 2.99 2.18 1.20 2.27 5.08 4.38 5.34 2.08 1.58 2.23 4.92 4.66 5.34 1.87 1.59 2.03
F(272, r2) 2.18 0.70 2.25 5.08 4.17 5.26 2.08 1.24 2.21 4.92 4.49 5.27 1.87 1.46 2.02 - - -
F(282, r2) 5.08 3.23 5.22 2.08 0.99 2.19 4.92 4.36 5.20 1.87 1.33 2.00 - - - - - -
F(292, r2) 2.08 0.74 2.17 4.92 3.57 5.13 1.87 1.20 1.98 - - - - - - - - -
F(302, r2) 4.92 2.75 5.07 1.87 0.88 1.97 - - - - - - - - - - - -
F(312, r2) 1.87 0.59 1.95 - - - - - - - - - - - - - - -
and the arithmetic intensities for transforming a single in-
put/output tile, or a single kernel for the Gauss–FFT method.
C Additional Model Verification
In Fig. 5 we show the theoretical predictions and the empiri-
cal results of the Gauss–FFT vs the Regular–FFT methods.
D Comparing to State–of–the–art
In Fig. 6 and Fig. 7 we show the results of the absolute time
required for processing unique layers of VGG and AlexNet
of our implementation and other, state–of–the–art libraries.
The benchmarks were performed on AVX512 capable sys-
tems, as the neither MKL-DNN nor LIBXSMM support AVX2.
Both MKL-DNN and LIBXSMM support only kernels of
size 3 × 3 for their Winograd implementation; thus, the mea-
surements for the layer 2 of AlexNet, which have kerenls of
size 5 × 5 are missing.
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Table 7. FLOPS required for performing Gauss–FFT transforms of a single tile or kernel.
r = 2 r = 3 r = 4 r = 5 r = 6 r = 7
Method In Ker Out In Ker Out In Ker Out In Ker Out In Ker Out In Ker Out
G(22, r2) 63 54 60 88 80 80 270 256 202 336 328 232 751 730 386 556 562 319
G(32, r2) 88 60 98 270 221 236 336 264 269 751 664 542 556 508 391 1373 1250 840
G(42, r2) 270 142 274 336 230 304 751 602 602 556 448 463 1373 1154 920 1300 1104 968
G(52, r2) 336 200 346 751 423 666 556 404 528 1373 967 1012 1300 992 1032 2831 2360 2062
G(62, r2) 751 270 734 556 334 581 1373 786 1092 1300 922 1112 2831 2222 2198 1560 1212 1362
G(72, r2) 556 274 631 1373 653 1176 1300 856 1196 2831 1765 2338 1560 1184 1429 3850 2921 2984
G(82, r2) 1373 458 1264 1300 764 1284 2831 1350 2482 1560 1111 1478 3850 2770 3146 3424 2474 2776
G(92, r2) 1300 540 1376 2831 977 2630 1560 960 1550 3850 2642 3404 3424 2352 2918 3630 2704 2949
G(102, r2) 2831 646 2782 1560 898 1624 3850 2390 3578 3424 2234 3064 3630 2532 3066 3160 2200 2804
G(112, r2) 1560 652 1700 3850 2001 3756 3424 1896 3214 3630 2315 3347 3160 2042 2940 8082 5731 6932
G(122, r2) 3850 1062 3938 3424 1554 3368 3630 2078 3502 3160 1886 3074 8082 5294 7208 6392 4127 4876
G(132, r2) 3424 1040 3526 3630 1774 3661 3160 1758 3219 8082 4919 7470 6392 3938 5082 14779 9351 11745
G(142, r2) 3630 1214 3824 3160 1448 3336 8082 4636 7745 6392 3308 5296 14779 8898 12132 5840 3676 5312
G(152, r2) 3160 1146 3488 8082 3809 8024 6392 2592 5488 14779 8027 12497 5840 3380 5482 9099 6499 7723
G(162, r2) 8082 2194 8298 6392 2188 5684 14779 7390 13010 5840 3209 5678 9099 5762 8352 12336 6710 10944
G(172, r2) 6392 1780 5884 14779 6988 13421 5840 3004 5878 9099 5397 8615 12336 5888 11264 27483 16620 24264
G(182, r2) 14779 5238 13804 5840 2719 6082 9099 4512 8882 12336 5236 11588 27483 16130 24866 8100 4732 7774
G(192, r2) 5840 1996 6290 9099 3439 9153 12336 4400 11916 27483 12873 25472 8100 4592 7989 17885 8395 13964
G(202, r2) 9099 2330 9428 12336 3686 12248 27483 11938 26082 8100 4256 8140 17885 7682 14316 16804 9570 15532
G(212, r2) 12336 2520 12584 27483 11039 26696 8100 3764 8365 17885 7025 14672 16804 9296 15912 21779 9767 16641
G(222, r2) 27483 9454 27682 8100 3328 8515 17885 5996 15032 16804 8498 16296 21779 9044 17024 14968 8497 13994
G(232, r2) 8100 2594 8722 17885 5023 15396 16804 7896 16684 21779 7766 17411 14968 8120 14328 35586 20372 32744
G(242, r2) 17885 3326 15764 16804 7568 17076 21779 6558 17802 14968 7773 14666 35586 19676 33386 16380 9133 15712
G(252, r2) 16804 3948 17472 21779 5576 18197 14968 7192 15008 35586 19067 34032 16380 8504 16084 39361 21392 36856
G(262, r2) 21779 3974 18596 14968 5657 15354 35586 17190 34682 16380 8018 16410 39361 21064 37522 16828 9272 16400
G(272, r2) 14968 3924 15704 35586 16337 35336 16380 6656 16733 39361 20197 38192 16828 8622 16717 - - -
G(282, r2) 35586 12958 36226 16380 5642 17092 39361 19518 38866 16828 7972 17010 - - - - - -
G(292, r2) 16380 4640 17455 39361 16215 39544 16828 7350 17334 - - - - - - - - -
G(302, r2) 39361 12862 40316 16828 5904 17696 - - - - - - - - - - - -
G(312, r2) 16828 4618 18062 - - - - - - - - - - - - - - -
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Figure 5. Theoretical estimates of our model, and empirical measurements for the speedup of the Regular– vs the Gauss–FFT method VGG
and AlexNet.
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Table 8. AIs of Gauss–FFT transforms for a single tile or kernel.
r = 2 r = 3 r = 4 r = 5 r = 6 r = 7
Method In Ker Out In Ker Out In Ker Out In Ker Out In Ker Out In Ker Out
G(22, r2) 0.58 0.61 0.68 0.42 0.44 0.50 0.96 1.05 1.03 0.78 0.85 0.76 1.41 1.52 1.10 0.76 0.83 0.64
G(32, r2) 0.42 0.38 0.54 0.96 1.02 1.09 0.78 0.75 0.83 1.41 1.52 1.46 0.76 0.81 0.76 1.59 1.70 1.46
G(42, r2) 0.96 0.72 1.12 0.78 0.71 0.86 1.41 1.50 1.50 0.76 0.77 0.85 1.59 1.69 1.52 1.16 1.21 1.23
G(52, r2) 0.78 0.66 0.89 1.41 1.14 1.53 0.76 0.74 0.91 1.59 1.51 1.58 1.16 1.15 1.26 2.22 2.39 2.31
G(62, r2) 1.41 0.77 1.53 0.76 0.65 0.93 1.59 1.30 1.60 1.16 1.12 1.29 2.22 2.37 2.35 0.98 1.01 1.18
G(72, r2) 0.76 0.55 0.93 1.59 1.13 1.60 1.16 1.09 1.31 2.22 1.98 2.37 0.98 1.03 1.19 2.18 2.27 2.32
G(82, r2) 1.59 0.82 1.59 1.16 1.01 1.32 2.22 1.58 2.37 0.98 1.00 1.17 2.18 2.24 2.33 1.61 1.61 1.74
G(92, r2) 1.16 0.73 1.32 2.22 1.18 2.36 0.98 0.90 1.16 2.18 2.22 2.40 1.61 1.58 1.75 1.55 1.65 1.67
G(102, r2) 2.22 0.80 2.33 0.98 0.86 1.15 2.18 2.07 2.40 1.61 1.55 1.76 1.55 1.60 1.67 1.15 1.14 1.32
G(112, r2) 0.98 0.64 1.14 2.18 1.77 2.38 1.61 1.35 1.76 1.55 1.50 1.74 1.15 1.09 1.33 2.70 2.82 2.99
G(122, r2) 2.18 0.96 2.36 1.61 1.13 1.75 1.55 1.38 1.74 1.15 1.03 1.33 2.70 2.67 2.99 1.85 1.75 1.78
G(132, r2) 1.61 0.76 1.75 1.55 1.20 1.73 1.15 0.98 1.34 2.70 2.54 2.97 1.85 1.71 1.79 3.97 3.78 3.97
G(142, r2) 1.55 0.83 1.72 1.15 0.82 1.33 2.70 2.44 2.96 1.85 1.46 1.80 3.97 3.67 3.96 1.38 1.30 1.55
G(152, r2) 1.15 0.66 1.33 2.70 2.03 2.93 1.85 1.17 1.79 3.97 3.37 3.93 1.38 1.21 1.55 2.01 2.19 2.10
G(162, r2) 2.70 1.18 2.90 1.85 1.00 1.79 3.97 3.15 3.94 1.38 1.17 1.55 2.01 1.98 2.20 2.42 1.99 2.61
G(172, r2) 1.85 0.82 1.77 3.97 3.02 3.91 1.38 1.11 1.55 2.01 1.88 2.19 2.42 1.78 2.60 5.06 4.74 5.43
G(182, r2) 3.97 2.28 3.86 1.38 1.02 1.55 2.01 1.59 2.18 2.42 1.60 2.60 5.06 4.67 5.40 1.34 1.20 1.54
G(192, r2) 1.38 0.75 1.54 2.01 1.22 2.17 2.42 1.36 2.58 5.06 3.77 5.36 1.34 1.18 1.54 2.79 2.05 2.61
G(202, r2) 2.01 0.84 2.16 2.42 1.15 2.57 5.06 3.54 5.31 1.34 1.11 1.52 2.79 1.90 2.60 2.38 2.10 2.60
G(212, r2) 2.42 0.79 2.55 5.06 3.30 5.26 1.34 0.99 1.52 2.79 1.76 2.59 2.38 2.06 2.59 2.92 2.06 2.64
G(222, r2) 5.06 2.84 5.27 1.34 0.88 1.50 2.79 1.51 2.58 2.38 1.90 2.59 2.92 1.93 2.63 1.83 1.62 2.01
G(232, r2) 1.34 0.69 1.49 2.79 1.28 2.56 2.38 1.78 2.57 2.92 1.68 2.62 1.83 1.57 2.00 4.15 3.76 4.46
G(242, r2) 2.79 0.85 2.54 2.38 1.72 2.56 2.92 1.43 2.60 1.83 1.51 2.00 4.15 3.67 4.44 1.75 1.53 1.95
G(252, r2) 2.38 0.90 2.54 2.92 1.22 2.59 1.83 1.41 1.99 4.15 3.58 4.41 1.75 1.44 1.95 4.02 3.48 4.36
G(262, r2) 2.92 0.87 2.57 1.83 1.11 1.98 4.15 3.25 4.38 1.75 1.37 1.94 4.02 3.46 4.33 1.58 1.38 1.78
G(272, r2) 1.83 0.78 1.97 4.15 3.11 4.34 1.75 1.14 1.93 4.02 3.34 4.31 1.58 1.29 1.77 - - -
G(282, r2) 4.15 2.47 4.34 1.75 0.97 1.92 4.02 3.24 4.28 1.58 1.20 1.76 - - - - - -
G(292, r2) 1.75 0.80 1.91 4.02 2.71 4.24 1.58 1.11 1.75 - - - - - - - - -
G(302, r2) 4.02 2.16 4.22 1.58 0.90 1.75 - - - - - - - - - - - -
G(312, r2) 1.58 0.71 1.74 - - - - - - - - - - - - - - -
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Figure 6. Running time of our implementations compared to state–of–the–art, on AVX512 capable systems.
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Figure 7. Running time of our implementations compared to state–of–the–art on AVX512 capable systems, continued.
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