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Abstract
We develop a framework for the analysis of deep neural networks and neural ODE mod-
els that are trained with stochastic gradient algorithms. We do that by identifying the
connections between control theory, deep learning and theory of statistical sampling. We
derive Pontryagin’s optimality principle and study the corresponding gradient flow in the
form of Mean-Field Langevin dynamics (MFLD) for solving relaxed data-driven control
problems. Subsequently, we study uniform-in-time propagation of chaos of time-discretised
MFLD. We derive explicit convergence rate in terms of the learning rate, the number of
particles/model parameters and the number of iterations of the gradient algorithm. In
addition, we study the error arising when using a finite training data set and thus provide
quantitive bounds on the generalisation error. Crucially, the obtained rates are dimension-
independent. This is possible by exploiting the regularity of the model with respect to the
measure over the parameter space.
Keywords: Neural ODE, Relaxed Control, Gradient Flow, Generalisation Error
1. Introduction
There is overwhelming empirical evidence that deep neural networks trained with stochastic
gradient descent perform (extremely) well in high dimensional setting LeCun et al. (2015);
Silver et al. (2016); Mallat (2016). Nonetheless, a complete mathematical theory that would
provide theoretical guarantees why and when these methods work so well has been elusive.
In this work, we establish connections between high dimensional data-driven control
problems, deep neural network models and statistical sampling. We demonstrate how all
of them are fundamentally intertwined. Optimal (relaxed) control perspective on deep
learning tasks provides new insights, with a solid theoretical foundation. In particular, the
powerful idea of relaxed control, that dates back to the work of L.C. Young on generalised
solutions of problems of calculus of variations Young (2000), paves the way for efficient algo-
rithms used in the theory of statistical sampling Majka et al. (2018); Durmus and Moulines
(2017); Eberle (2016); Cheng et al. (2019). Indeed, in a recent series of works, see Hu et al.
(2019b); Mei et al. (2018); Rotskoff and Vanden-Eijnden (2018); Chizat and Bach (2018);
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Sirignano and Spiliopoulos (2018), the task of learning the optimal weights in deep neural
networks is viewed as a sampling problem. The picture that emerges is that the aim of the
learning algorithm is to find optimal distribution over the parameter space (rather than op-
timal values of the parameters). As a consequence, individual values of the parameters are
not important in the sense that different sets of weights sampled from the correct (optimal)
distribution are equally good. To learn optimal weights, one needs to find an algorithm
that samples from the correct distribution. It has been shown recently in Hu et al. (2019b);
Mei et al. (2018) that in the case of one-hidden layer network and in the case of ensembles of
deep neural networks the stochastic gradient algorithm does precisely that. The key math-
ematical tools to these results turn out to be the theory of gradient flows and differential
calculus on the measure space.
To extend Hu et al. (2019b); Mei et al. (2018) to multilayer setup we build upon the con-
nection between deep learning and controlled ODEs that has been explored in the pioneering
works Weinan (2017); Li et al. (2017); E et al. (2018). There, Pontryagin’s optimality prin-
ciple is leveraged and the convergence of the method of successive approximations for train-
ing the neural network is studied. The authors suggested the possibility of combining their
algorithm with gradient descent but have not studied this connection in full detail. The term
Neural ODEs has been coined in Chen et al. (2018) where the authors exploited the com-
putational advantage of Pontryagin’s principle approach (with its connections to automatic
differentiation Baydin et al. (2018)). Finally, Hu et al. (2019a) (see also Bo et al. (2019))
formulated the relaxed control problem and showed that the recently methodology devel-
oped in Hu et al. (2019b) can be successfully applied in this setup, to prove convergence of
flows of measures induced by the mean-field Langevin dynamics to invariant measure that
minimised relaxed control problem. The starting point of Hu et al. (2019a) is a relaxed
Pontryagin’s representation for the control problem and the authors prove convergence of
the continuous time dynamics in a fixed data regime and, in the case of the neural ODE
application, infinite number of parameters. Our work complements Hu et al. (2019a): first
we derive the Pontryagin’s optimality principle for the data-driven relaxed control problem.
From there we identify the gradient flow on the space of probability measures along which
corresponding energy function is decreasing. This in the spirit of Otto calculus as presented
in (Otto and Villani, 2000, section 3) and (Villani, 2008, Chapter 15). Next, we study the
complete algorithm and provide quantitative convergence bounds in terms of the learning
rate, the number of iterations of the gradient algorithm and the size of the training set. Fi-
nally we derive quantitative bounds on the generalisation error by exploiting smoothness of
the energy function. We believe that the combination of continuous-time and space analysis
of gradient flow on the space of probability measures with probabilistic numerical analysis
offers a general framework for studies of machine learning models trained with gradient al-
gorithm. This perspective has been recently reinforced by Weinan et al. (2019). We remark
that control problem perspective is fruitful when studying Universal approximation results
for (neural) ODEs, Sontag and Sussmann (1997); Cuchiero et al. (2019); Ma et al. (2019).
While this work is motivated by the desire to put deep learning on a solid mathe-
matical foundation, as a byproduct, ideas emerging from machine learning provide new
perspective on classical dynamic optimal control problems. Indeed, high dimensional con-
trol problems are ubiquitous in technology and science Bertsekas (1995); Bensoussan (2004);
Bensoussan and Lions (2011); Fleming and Soner (2006); Carmona and Delarue (2018). There
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are many computational methods designed to find, or approximate, the optimal control
functional, see e.g. Kushner and Dupuis (2001) or Gyo¨ngy and Sˇiˇska (2009) and references
therein. These, typically, rely on dynamic programming, discrete space-time Markov chains,
finite-difference methods or Pontryagin’s maximum principle and, in general, do not scale
well with the dimensions. Indeed the term “curse of dimensionality” (computational effort
grows exponentially with the dimension) has been coined by R. E. Bellman when consid-
ering problems in dynamic optimisation Bellman (1966). This work advances the study
of a new class of algorithm for control problems that is particularly well adapted to high
dimensional setting.
Before we proceed to stating the main results of the paper we present an example that
connects the results in the paper to training of residual neural networks as in e.g. Chen et al.
(2018).
Example 1 (Finite dimensional control) Residual networks, recurrent neural networks
and other architectures create complicated transformations by composing a sequence of trans-
formations to a hidden state X l ∈ Rd indexed in layers by l ∈ {0, 1, . . . , L}:
X l+1 = X l + φ(X l, θl) ,
where X0 = ξ ∈ Rd is a given input, φ = φ(x, a) is some parametric nonlinearity and
θl ∈ Rp, l ∈ {0, 1, . . . , L}, are parameters to be learned. The following observation has been
made by e.g. Chen et al. (2018) and Weinan (2017): if one was to take steps of order 1L
i.e. place 1L in front of φ then in the limit as L→∞ we would recover the ODE:
dXξt (θ) = φ(X
ξ
t (θ), θt) dt , t ∈ [0, 1] , X0 = ξ ∈ R
d. (1)
Intuition here is that as the number of layers increases the “impact” of each layer on the
input diminishes. Consider a regression problem where we want to use the neural ODE above
to learn to predict ξ from ζ, where (ξ, ζ) are distributed with measure M. Our objective is
to minimize
J
(
(θt)t∈[0,T ]
)
:=
∫
Rd×Rd
|ζ −XξT (θ)|
2M(dξ, dζ) .
To set up a gradient descent algorithm for this problem we would like to know how to create
a new network parameters θ˜ from θ which will decrease J . So we calculate:
d
dε
J
(
θ + ε(θ˜ − θ)
)∣∣∣
ε=0
= −2
∫
R2d
(ζ −XξT (θ))
d
dε
XξT (θ + ε(θ˜ − θ))
∣∣∣
ε=0
M(dξ, dζ) .
To proceed we need to see how the output of the network changes with a change of parameters
in the direction from θ to θ˜:
d
dε
XξT (θ+ε(θ˜−θ))
∣∣∣
ε=0
=
∫ T
0
[
(∇xφ)(X
ξ(θ), θt)
d
dε
Xξt (θ+ε(θ˜−θ))
∣∣∣
ε=0
+(∇aφ)(X
ξ
t (θ), θt)(θ˜t−θt)
]
dt .
Since this is an affine (linear) ODE we can solve it using an integration factor method:
d
dε
XξT (θ + ε(θ˜ − θ))
∣∣∣
ε=0
=
∫ T
0
e
∫ T
t
(∇xφ)(X
ξ
r (θ),θr) dr(∇aφ)(X
ξ
t (θ), θt)(θ˜t − θt) dt
3
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and so
d
dε
J
(
θ+ε(θ˜−θ)
)∣∣∣
ε=0
= −
∫ T
0
∫
R2d
2(ζ−XξT (θ))e
∫ T
t
(∇xφ)(X
ξ
r (θ),θr) dr(∇aφ)(X
ξ
t (θ), θt)M(dξ, dζ)(θ˜t−θt) dt .
This means that, for some γ > 0, choosing
θ˜t = θt + 2γ
∫
R2d
(ζ −XξT (θ))(∇aφ)(X
ξ
t (θ), θt)e
∫ T
t
(∇xφ)(X
ξ
r (θ),θr) drM(dξ, dζ)
ensures
d
dε
J
(
θ + ε(θ˜ − θ)
)∣∣∣
ε=0
= −γ
∫ T
0
∣∣∣∣ ∫
R2d
2(ζ −XξT (θ))e
∫ T
t
(∇xφ)(X
ξ
r (θ),θr) dr(∇aφ)(X
ξ
t (θ), θt)M(dξ, dζ)
∣∣∣∣2 dt ≤ 0 .
Let P ξ,ζt (θ) := 2(ζ −X
ξ,θ
T )e
∫ T
t
(∇xφ)(X
ξ,
r (θ),θr) dr so that
dP ξ,ζt (θ) = −(∇xφ)(X
ξ
t (θ), θt)P
ξ,ζ
t (θ) dt , P
ξ,ζ
T (θ) = −2(ζ −X
ξ,ζ
T (θ)) (2)
and for each t ∈ [0, T ] the parameter update step is
θ˜t = θt + γ
∫
R2d
(∇aφ)(X
ξ
t (θ), θt)P
ξ,ζ
t (θ)M(dξ, dζ) . (3)
The algorithm for solving the regression problem would then consists of iteratively: given
the parameters θ, run the forward process (1), then run the backward process (2) and update
the control by (3). Importantly to run the algorithm there is no need to explicitly compute
∇θX
ξ
t (θ) which is prohibitive when d, p and the number of layers are large. We point out
that while the gradient algorithm (3) ensures that the directional derivative of J is negative,
at this stage it is not clear that it will converge to the (locally) optimal value.
Furthermore, the continuous time ODEs can be discretised and thus solved either on
an equidistant time grid (corresponding to a residual neural network), or, as advocated
in Chen et al. (2018), using a “black-box” ODE solver package. Note that in the particular
case when φ is independent of x (i.e. the case of one-hidden-layer network) we see that (3)
reduces exactly the classical gradient descent step
θ˜ = θ + 2γ
∫
R2d
(
ζ − (ξ + φ(ξ, θ)
)
(∇aφ)(ξ, θ)M(dξ, dζ) .
Unlike in Example 1, in our main results we consider the relaxed control problem (con-
trols are measures) and we model the noise introduced by stochastic gradient decent during
the training by adding entropic regulariser to the cost function.
2. Main results
2.1 Statement of problem
Given some metric space E and 0 < q <∞, let Pq(E) denote the set of probability measures
defined on E with finite q-th moment. Let P0(E) = P(E) be the set of probability measures
4
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on E. Let V2 denote the set of positive Borel measures on [0, T ]×R
p with the first marginal
equal to the Lebesgue measure, the second marginal being a probability measure with finite
second moment. That is
V2 :=
{
ν ∈ M ([0, T ]× Rp) : ν(dt, da) = νt(da)dt, νt ∈ P2(R
p),
∫ T
0
∫
|a|2νt(da)dt <∞
}
,
(4)
where here and elsewhere any integral without an explicitly stated domain of integration is
over Rp. We consider the following controlled ordinary differential equation (ODE):
Xξ,ζt (ν) = ξ +
∫ t
0
∫
φr(X
ξ,ζ
r (ν), a, ζ) νr(da) dr , t ∈ [0, T ] , (5)
where ν = (νt)t∈[0,T ] ∈ V2 is the control, where (ξ, ζ) ∈ R
d ×S denotes some external data,
distributed according to M∈ P2(R
d × S) and where (S, ‖ · ‖S) is a normed space.
For ν ∈ P(Rp) which is absolutely continuous with respect to Lebesgue measure (so
that we can write ν(da) = ν(a) da) define
Ent(ν) :=
∫
[log ν(a)− log γ(a)] ν(a) da , where γ(a) = e−U(a) with U s.t.
∫
e−U(a) da = 1 .
(6)
Given f and g we define objective functionals as
J¯σ(ν, ξ, ζ) :=
∫ T
0
∫
ft(X
ξ,ζ
t (ν), a, ζ) νt(da) dt + g(X
ξ,ζ
T (ν), ζ) +
σ2
2
∫ T
0
Ent(νt) dt (7)
as well as
Jσ,M(ν) :=
∫
Rd×S
J¯σ(ν, ξ, ζ)M(dξ, dζ) . (8)
Note that whenM is fixed in (8) then we don’t emphasise the dependence of JM (and Jσ,M)
on M in our notation and write only J (and Jσ) and we write J0 = J and J0,M = JM.
OnceM is fixed, the aim is to minimize Jσ over all controls ν ∈ V2, subject to the controlled
process Xξ,ζ(ν) satisfying (5). In case σ 6= 0 we additionally require that νt is absolutely
continuous with respect to the Lebesgue measure for almost all t ∈ [0, T ]. For convenience
define
Φt(x,m, ζ) :=
∫
φt(x, a, ζ)m(da) and Ft(x,m, ζ) :=
∫
ft(x, a, ζ)m(da) .
2.2 Assumptions and theorems
We start by briefly introducing some terminology and notation. We will use δδν to denote
the flat derivative on V2 and
δ
δm to denote the flat derivative on P2(R
p), see Section A for
definitions of these objects. We will say that some function ψ = ψt(x, a, ζ) is Lipschitz
continuous in (x, a), uniformly in (t, ζ) ∈ [0, T ]× S if we have that
sup
t∈[0,T ]
sup
ζ∈S
sup
x,x′∈Rd,
a,a′∈Rp,
(x,a)6=(x′,a′)
|ψt(x, a, ζ)− ψt(x
′, a′, ζ)|
|(x, a)− (x′, a′)|
<∞ .
5
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For ψ = ψ(w) we will use ‖ψ‖∞ := supw |ψ(w)| to denote the supremum norm and we will
use ‖ψ‖Lip := supw 6=w′
|F (w)−F (w′)|
|w−w′| to denote the Lipschitz norm. We will use c to denote
a generic constant that may change from line to line but must be indepdent of p, d and all
other parameters that appear explicitly in the same expression.
Assumption 1 i)
∫
Rd×S [|ξ|
2 + |ζ|2]M(dξ, dζ) <∞.
ii) φ, ∇aφ, ∇xφ, f , ∇af , ∇xf and ∇xg are all Lipschitz continuous in (x, a), uniformly in
(t, ζ) ∈ [0, T ]×S. Moreover, x 7→ ∇xφ, ∇xf and ∇xg are all continuously differentiable.
iii)
sup
t∈[0,T ]
∫
Rd×S
[
|g(0, ζ)|2 + |ft(0, 0, ζ)|
2 + |φt(0, 0, ζ)|
2
+ |∇xg(0, ζ)|
2 + |∇xft(0, 0, ζ)|
2 + |∇aft(0, 0, ζ)|
2
]
M(dξ, dζ) <∞.
Assumption 2 For each t ∈ [0, T ] there is a vector field flow (Rp ∋ a 7→ bs,t(a) ∈ R
p)s≥0
and measure flow (νs,·)s≥0, such that for all s ≥ 0, νs,· ∈ V2 and for all t ∈ [0, T ], s1 > s0
we have
νs1,t − νs0,t =
∫ s1
s0
∇a · (bs,tνs,t) ds (9)
in the weak sense i.e. for all t ∈ [0, T ], s1 > s0 we have∫
ϕ(a) (νs1,t − νs0,t)(da) = −
∫ s1
s0
∫
(∇aϕ)(a)bs,t(a) νs,t(da) ds
for all ϕ in the space of smooth, compactly supported functions on Rp. Moreover, if σ 6= 0,
assume further that νs,t is absolutely continuous with respect to the Lebesgue measure for
all s ≥ 0 and all t ∈ [0, T ].
We now introduce the relaxed Hamiltonian:
Ht(x, p,m, ζ) :=
∫
ht(x, p, a, ζ)m(da) , where ht(x, p, a, ζ) := φt(x, a, ζ)p + ft(x, a, ζ) ,
Hσt (x, p,m, ζ) := Ht(x, p,m, ζ) +
σ2
2
Ent(m) .
(10)
We will also use the adjoint process
dP ξ,ζt (ν) = −(∇xHt)(X
ξ,ζ(ν)t, P
ν,ξ,ζ
t (ν), νt) dt , t ∈ [0, T ] , P
ξ,ζ
t (ν) = (∇xg)(X
ξ,ζ
t (ν), ζ)
(11)
and note that trivially∇xH = ∇xH
σ. In Lemma 19 we will prove that, under Assumption 1,
the system (5), (11) has a unique solution. For µ ∈ V2, M∈ P2(R
d × S) let
ht(a, µ,M) :=
∫
Rd×S
ht(X
ξ,ζ
t (µ), P
ξ,ζ
t (µ), a, ζ)M(dξ, dζ) , (12)
where (Xξ,ζ(µ), P ξ,ζ(µ)) is the unique solution to (5) and (11).
We now state a key result on how to choose the gradient flow to solve the control
problem.
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Theorem 3 Fix σ ≥ 0 and let Assumptions 1 and 2 hold. Let Xξ,ζs,· , P
ξ,ζ
s,· be the forward
and backward processes arising from data (ξ, ζ) with control νs,· ∈ V2. Then
d
ds
Jσ(νs,·) = −
∫ T
0
∫ (∫
Rd×S
(
∇a
δHσt
δm
)
(Xξ,ζs,t , P
ξ,ζ
s,t , νs,t, a, ζ)M(dξ, dζ)
)
bs,t(a) νs,t(da) dt .
(13)
The complete proof of Theorem 3 will come in Section 3.1 but a sketch is given in
Section 2.5.
Theorem 4 (Necessary condition for optimality) Fix σ ≥ 0. Let Assumption 1 hold.
If ν ∈ V2 is (locally) optimal for J
σ,M given by (8), Xξ,ζ and P ξ,ζ are the associated opti-
mally controlled state and adjoint processes for data (ξ, ζ), given by (5) and (11) respectively,
then for any other µ ∈ V2 we have
i) ∫ ∫
Rd×S
δHσt
δm
(Xξ,ζt , P
ξ,ζ
t , νt, a, ζ)M(dξ, dζ) (µt − νt)(da) ≥ 0 for a.a. t ∈ (0, T ) .
ii) For a.a. t ∈ (0, T ) there exists ε > 0 (small and depending on µt) such that∫
Rd×S
Hσt (X
ξ,ζ
t , P
ξ,ζ
t , νt+ε(µt−νt))M(dξ, dζ) ≥
∫
Rd×S
Hσt (X
ξ,ζ
t , P
ξ,ζ
t , Z
ξ,ζ
t , νt)M(dξ, dζ).
In other words, the optimal relaxed control ν ∈ V2 locally minimizes the Hamiltonian
Hσ.
We remark that we also proof a sufficient optimality condition, but do not state it here.
The proof of Theorem 4 is postponed until Section 3.1. However it tells us that if ν ∈ V2
is (locally) optimal then it must solve (together with the forward and adjoint processes) the
following system:
νt = argmin
µ∈P2(Rp)
∫
Rd×S
Hσt (X
ξ,ζ
t , P
ξ,ζ
t , µ, ζ)M(dξ, dζ) ,
dXξ,ζt = Φt(X
ξ,ζ
t , νt, ζ) dt , t ∈ [0, T ] ,X
ξ,ζ
0 = ξ ∈ R
d , ζ ∈ S ,
dP ξ,ζt = −(∇xHt)(X
ξ,ζ
t , P
ξ,ζ
t , νt, ζ) dt , t ∈ [0, T ] , P
ξ,ζ
T = (∇xg)(X
ξ,ζ
T , ζ) .
(14)
Let us now introduce the probability space on which we can develop the probabilistic
formulation for the gradient descent which will solve the system (14). Let there be a
probability space (ΩB ,FB ,PB) equipped with a Rp-Brownian motion B = (Bs)s≥0 and
the filtration FB = (FBt ) where F
B
s := σ(Bu : 0 ≤ u ≤ s). Let (Ω
θ,Fθ,Pθ) be another
probability space and let (θ0t )t∈[0,T ] be an R
p-valued stochastic process on this space. Let
Ω := ΩB × Ωθ × Rd × S, F := FB ⊗ Fθ ⊗ B(Rd) ⊗ B(S) and P := PB ⊗ Pθ ⊗M. Let
I := [0,∞). Consider the mean-field system given by:
dθs,t = −
(∫
Rd×S
(∇aht)(X
ξ,ζ
s,t , P
ξ,ζ
s,t , θs,t, ζ)M(dξ, dζ) +
σ2
2
(∇aU)(θs,t)
)
ds+ σdBs s ∈ I ,
(15)
7
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where (θ0t )t∈[0,T ] is a given initial condition and where for each s ≥ 0
νs,t = L(θs,t) , t ∈ [0, T ] ,
Xξ,ζs,t = ξ +
∫ t
0
Φr(X
ξ,ζ
s,r , νs,r, ζ) dr , t ∈ [0, T ] ,
P ξ,ζs,t = (∇xg)(X
ξ,ζ
T , ζ) +
∫ T
t
(∇xHr)(X
ξ,ζ
s,r , P
ξ,ζ
s,r , νs,r, ζ) dr , t ∈ [0, T ] .
(16)
Assumption 5 (For existence, uniqueness and invariant measure)
i) Let
∫ T
0 E[|θ
0
t |
2] dt <∞.
ii) Let ∇aU be Lipschitz continuous in a and moreover let there κ > 0 such that:(
∇aU(a
′)−∇aU(a)
)
·
(
a′ − a
)
≥ κ|a′ − a|2, a, a′ ∈ Rp .
iii) One of the two following conditions holds:
a) (x, ζ) 7→ ∇xg(x, ζ) is bounded on R
d × S,
b) (t, a, ζ) 7→ φt(0, a, ζ) is bounded on [0, T ]× R
p × S and M has compact support.
To introduce topology on the space V2 we define the integrated Wasserstein metric as
follows. Let q = 1, 2 and let µ, ν ∈ V2. Then
WTq (µ, ν) :=
(∫ T
0
Wq(µt, νt)
q dt
)1/q
, (17)
where Wq is the usual Wasserstein metric on Pq(R
p).
In Lemma 20 we show that Assumptions 1 and 5 imply that for any M ∈ P2(R
d × S)
there exists L > 0 such that for all a, a′ ∈ Rp and µ, µ′ ∈ V2
|(∇aht)(a, µ,M) − (∇aht)(a
′, µ′,M)| ≤ L
(
|a− a′|+WT1 (µ, µ
′)
)
.
Theorem 6 Let Assumptions 1 and 5 hold. Then (15)-(16) has a unique solution. More-
over, assume that J defined in (8) is bounded from below and that there exists ν¯ such that
Jσ(ν¯) <∞ and that σ > 0. Then
i) argminν∈V2 J
σ(ν) 6= ∅,
ii) if ν⋆ ∈ argminν∈V2 J
σ(ν) then for a.a. t ∈ (0, T ) we have that
ht(a, ν
⋆,M) +
σ2
2
log(ν⋆(a)) +
σ2
2
U(a) is constant for a.a. a ∈ Rp
and ν⋆ is an invariant measure for (15)-(16). Moreover,
iii) if σ2κ − 4L > 0 then ν⋆ is unique and for any solution θs,t to (15)-(16) we have that
for all s ≥ 0
WT2 (L(θs,·), ν
⋆)2 ≤ e−λsWT2 (L(θ0,·), ν
⋆)2 . (18)
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Theorem 6 is proved in Section 3.2. Let us point out that parts i) and ii) are proved
in Hu et al. (2019a) and are included for completeness. Part iii) is proved in Hu et al.
(2019a) under different assumptions.
Let us now consider the particle approximation and propagation of chaos property.
Consider a sequence (ξi, ζ i)N1i=1 of i.i.d copies of (ξ, ζ) and let M
N1 := 1N1
∑N1
j=1 δξj ,ζj . Fur-
thermore, we assume that initial distribution of weights (θi0,·)
N2
i=0 are i.i.d copies of (θ
0
· ) and
that (Bi)N2i=1 are independent R
p valued Brownian motions and we extend our probability
space to accommodate these. For s ∈ [0, S], t ∈ [0, T ] and 1 ≤ i ≤ N2 define
θis,t = θ
i
0,t −
∫ s
0
(
(∇aht)(θ
i
v,t, ν
N2
v,· ,M
N1) +
σ2
2
(∇aU)(θ
i
v,t)
)
dv + σB is , (19)
where νN2v ∈ V2 is the empirical measures defined as ν
N2
v =
1
N2
∑N2
j=1 δθjv , and where ht is
defined in (12).
Theorem 7 Let Assumptions 1 and 5 hold. Fix λ = σ
2κ
2 −
L
2 (3+T )+
1
2 . Then, there exists
a unique solution to (19) with L(θis,·) ∈ V2. Moreover, for (θ
i,∞
s,t ) solution to
θi,∞s,t = θ
i
0,t −
∫ s
0
∇ah
σ
t (θ
i,∞
v,t ,L(θ
i,∞
v,. ),M) dv + σB
i
s, 0 ≤ s ≤ S, 0 ≤ t ≤ T,
there exists c, independent of s,N1, N2, p, d, such that, for all i∫ T
0
E
[∣∣∣θis,t − θi,∞s,t ∣∣∣2] dt ≤ cλ(1− e−λs)
(
1
N1
+
1
N2
)
.
The proof of Theorem 7 is given in Section 3.3 (see Lemma 23 for the well-posedness and
Theorem 24 for propagation of chaos).
Euler–Maruyama approximations with non-homogeneous time steps can be used to ob-
tain an algorithm for the gradient descent (19). Fix an increasing sequence 0 = s0 < s1 <
s2 · · · . and define the family of processes (θ˜
i
l,t)l∈N,0≤t≤T satisfying, for i = 1, . . . , N2 and
l ∈ N,
θ˜il+1,t = θ˜
i
l,t−
(
(∇aht)
(
θ˜il,t, ν˜
N2
l,· ,M
N1
)
+
σ2
2
(∇aU)(θ˜
i
l,t)
)
(sl+1−sl)+σ(B
i
sl+1
−Bisl) , (20)
where ν˜N2v =
1
N2
∑N2
j2=1
δ
θ˜
j2
v
. The error estimate for this discretisation is given in the theorem
below.
Theorem 8 Let Assumptions 1 and 5 hold. Assume also that (sl)l≥1 is a non-decreasing
sequence of times, starting from 0, such that the increments (sl − sl−1)l≥1 are positive and
non-increasing,
∑
l≥1(sl − sl−1)
2 <∞ and that, κ is large enough so that
max
l≥1
(sl − sl−1) <
σ2κ− L
2L
(
1 + σ
2
2 ‖∇aU‖
2
Lip
) . (21)
Then such that, for all i, l,
E
[∫ T
0
|θisl,t − θ˜
i
sl,t
|2 dt
]
≤ c max
1≤l′≤l
(sl′ − sl′−1)
(
1 + max
0≤s≤sl
∫ T
0
E
[∣∣θis,t∣∣2] dt) .
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The proof of this theorem is in Appendix D, where we will also briefly discuss the additional
discretization along the time variable t.
2.3 Generalisation error
The main result of this paper is a quantitative bound on the generalisation error for train-
ing deep neural network architectures that can be approximated by a neural ODE model
Chen et al. (2018). The the main object of study in this work is the regularised cost function
given by
Jσ,M(ν) :=
∫
Rd×S
[∫ T
0
∫
ft(X
ν,ξ,ζ
t , a, ζ) νt(da) dt + g(X
ν,ξ,ζ
T , ζ)
]
M(dξ, dζ)+
σ2
2
∫ T
0
Ent(νt) dt .
Theorem 6 tells us that ν⋆ ∈ argminν∈V2 J
σ(ν) is an invariant measure for the flow of mea-
sures (L(θs,·))s≥0 induced by system (15)-(16). For large enough σ, there is a unique min-
imiser ν⋆,σ = argminµ∈V2 J
σ,M(ν) and the probability distribution over parameter space in-
duced by the continuous-time stochastic gradient method (15)-(16) converges to the optimal
law exponentially fast for arbitrary choice of initial distribution of weights. From the proof
one can see that the rate of convergence does not dependent on the dimension of the state
space d and parameter space p. In practice, one does not have access to the population distri-
butionM, but works with a finite sample (ξi, ζ i)N1i=1, which consists of independent samples
from M. Hence, let MN1 := 1N1
∑N1
j1=1
δ(ξj1 ,ζj1) and ν
⋆,σ,N1 := argminν∈V2 J
σ,MN1 (ν). We
remark that Theorem 6 holds true for either population or empirical measures.
It is a common practice to consider the cost function J , i.e. σ = 0 corresponding to
no regularisation, but to train the network with stochastic gradient algorithm, including
randomly sampling a mini batch at each step of training, considering unbiased estimator
of the full gradient at each step, or training a random subset of the network at each step
e.g dropout. The randomness introduced by the stochastic gradient algorithm leads to
so called implicit regularisation Neyshabur et al. (2017, 2018); Heiss et al. (2019) and is
modelled here by taking σ > 0. Note that entropic regularisation is often critical for design
of efficient algorithms, e.g Sinkhorn algorithm Cuturi (2013). The variational perspective
that we take in this paper, makes the connection between randomness introduced during
the training and the exact form of the regularisation at the level of cost function Jσ.
Our aim is to derive precise quantitative bounds for JM(ν⋆,σ,N1) in a situation when
νσ,N1 is approximated by implementable algorithm. To do that for each t ∈ [0, T ] (one can
think of each t as a layer in a residual network) we consider finite number of parameters (≈
neurons) (θit)
N2
i=1, we let ν
N2
t =
1
N2
∑N2
j2
δ
θ
j2
t
and study the minimisation of
JM
N1
(
(θj2)N2j2=1
)
:= JM
N1
(
νN2
)
=
∫
Rd×S
[ ∫ T
0
1
N2
N2∑
j=1
ft(X
ξ,ζ
t (ν
N2), θjt , ζ) dt+ g(X
ξ,ζ
T (ν
N2), ζ)
]
MN1(dξ, dζ) .
Note that this is effectively the setting of Example 1 where we have seen how a gradient
descent algorithm naturally arose.
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In practice one also considers a numerical approximation of the process (Xt)t∈[0,T ] on a
finite time partition 0 = t0 ≤ · · · ≤ tn = T of the interval [0, T ]. Different numerical approx-
imations of process (Xt)t∈[0,T ] can be interpreted as different neural network architectures,
see again Chen et al. (2018). We omit numerical error in the introduction and remark that
numerical analysis of ODEs is a mature field of study, see Hairer et al. (1987).
Let νσ,N1,N2,∆sS,· denote distribution over parameter space induced by gradient algorithm
when training with N1 data samples, finite number of model parameters (the number of
which is ≈ N2 × p × n, where n is the number of grid points of [0, T ]), the learning rate
∆s = max0<sl<S(sl − sl−1), and training time S. In the next theorem we establish a
bound for the generalisation error JM(νσ,N1,N2,∆sS,· ) i.e the value of the cost function with
population measure M evaluated at νσ,N1,N2,∆sS,· .
Theorem 9 Let Assumptions 1 and 5 hold. Assume that σ2κ is sufficiently large relative
to L and T . Then there is c > 0 independent of λ, S, N1, N2, d, p and the time partition
used in Theorem 8 such that
E
[∣∣∣JM(ν⋆,σ)− JM(νσ,N1,N2,∆sS,· )∣∣∣2] ≤ c(e−λS + 1N1 + 1N2 + h
)
,
where h := max0<sl<S(sl − sl−1). The generalisation error is given by
JM(νσ,N1,N2,∆sS,· ) = J
M(νσ,N1,N2,∆sS,· )− J
M(ν⋆,σ)−
σ2
2
∫ T
0
Ent(ν⋆,σ) + min
µ∈V2
Jσ,M(µ) ,
since minµ∈V2 J
σ,M(µ) = Jσ,M(ν∗,σ).
Theorem 9 tells us that the generalisation error consist of three errors: a) the numerical
error of approximating an invariant measure with discrete time particle system, b) the
relative entropy between the Gibbs measure γ (a prior) and the ν⋆,σ, c) the minimum value
of the cost function under population measure Jσ,M.
The proof of Theorem 9 is postponed until Section 3.5. We stress that the rates
that we obtained are dimension independent, which is not common in the literature. In-
deed the statement of Theorem 9 in general would not be true if we only knew that
JM is Lipschitz continuous with respect to the Wasserstein distance, i.e, there is c such
that |JM(µ) − JM(ν)| ≤ cWT1 (µ, ν), for all µ, ν ∈ V2. Indeed, in this case, following
Fournier and Guillin (2015) or Dereich et al. (2013), the rate of convergence in the number
of samples N deteriorates as the dimension d increases. On the other hand, if the functional
JM is twice-differentiable with respect to the functional derivative, then one can obtain a
dimension-independent bound for the strong error E[|JM(ν)−JM(νN )|2], which is of order
O(N) (in line with the Central Limit Theorem). Similar results have been also obtained in
(Delarue et al., 2019, Lem. 5.10) (Szpruch and Tse, 2019, Lem.2.2) and Jabir (2019).
2.4 Conditional generalisation error
It is a common practice to measure the training error with JM
N1 , i.e. σ = 0 and to
terminate the training when JM
N1 is negligible Zhang et al. (2016); Belkin et al. (2019);
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Montanari et al. (2019); Hastie et al. (2019); Mei and Montanari (2019) and such models
have been observed to generalise well. In a situation when JM
N1 is not negligible after
training for sufficiently long time S then the model is considered untrained and one would
not expect it to generalise well. To see how the analysis presented in this work could be
used in that regime we postulate the following assumption.
Assumption 10 Fix ǫ > 0 and N1 > 0. Assume that ∀M
N1 JM1(ν⋆,σ,N1) ≤ ǫ.
The assumption could be verified by establishing universal approximation theorem for
the neural ODEs in a spirit of Sontag and Sussmann (1997); Cuchiero et al. (2019) and
combining it with the analysis presented in this work. We postpone this direction of research
to future work.
Theorem 11 Let Assumptions 1, 5 and 10 hold. Then there is c > 0 independent of λ, S,
N1, N2, d, p and the time partition used in Theorem 8 such that
E
[∣∣∣JM(νσ,N1,N2,∆sS,· )∣∣∣2] ≤ ǫ2 + c(e−λS + 1N1 + 1N2 + h
)
.
Proof We decompose the error as follows
JM(νσ,N1,N2,∆sS,· ) =
(
JM(νσ,N1,N2,∆sS,· )− J
M(ν⋆,σ)
)
+
(
JM(ν⋆,σ)− JM
N1
(ν⋆,σ)
)
+ JM
N1
(ν⋆,σ) .
The bound on first term follows from Theorem 9. Next there exists c > 0 such that
E
[∣∣∣JM(νs,·)− JMN1 (νs,·)∣∣∣2] = E
[∣∣∣∣∫ J¯(νs,·, ξ, ζ)(MN1 −M)(dξ, dζ)∣∣∣∣2
]
≤
c
N1
.
The proof is complete.
2.5 Sketch of proof of Theorem 3
Before we proceed to proofs of the main result in full generality we present a sketch the
the proof of Theorem 3. For brevity we take f = 0. This extends Example 1 to the
relaxed control problem we stated above. Our aim is to solve this control problem using a
(stochastic) gradient descent algorithm. Unlike in Example 1, we work with a continuous
gradient flow so that our “updates” are infinitesimal and so we will not “overshoot” the
minimum. So the goal is to find, for each t ∈ [0, T ] a vector field flow (bs,t)s≥0 such that
the measure flow (νs,t)s≥0 given by
∂sνs,t = div(νs,t bs,t) , s ≥ 0 , ν0,t = ν
0
t ∈ P2(R
p) , (22)
satisfies that s 7→ Jσ(νs,·) is decreasing. The aim is to compute
d
dsJ(νs,·), in terms of bs,·,
and use this expression to choose bs,· such that the derivative is negative. Let us keep (ξ, ζ)
fixed and use Xs,t for the solution of (5) when the control is given by νs,·. Let Vs,t :=
d
dsXs,t.
We will show (see Lemma 13) that
dVs,t =
[
(∇xΦ)(Xs,t, νs,t, ζ)Vs,t −
∫
(∇aφt)(Xs,t, νs,t, a, ζ) bs,t(a) νs,t(da)
]
dt .
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Since the equation is affine we can solve it and its solution is
Vs,t = −
∫ t
0
∫
e
∫ t
r
(∇xΦr¯)(Xs,r¯ ,νs,r¯,ζ)dr¯(∇aφr)(Xs,r, a, ζ) bs,r(a) νs,r(da) dr .
Further (see Lemma 16) we can show that
d
ds
J¯σ(νs,·, ξ, ζ) = −
∫ T
0
∫ [
(∇xg)(Xs,T , ζ)e
∫ T
r
(∇xΦr¯)(Xs,r¯ ,νs,r¯,ζ)dr¯(∇aφr)(Xs,r, a, ζ)
+
σ2
2
(
∇aνs,t(a)
νs,t(a)
+∇aU(a)
)]
bs,t(a) νs,r(da) dt .
Now we define
P ξ,ζs,r := (∇xg)(Xs,T , ζ)e
∫ T
r
(∇xΦr¯)(Xs,r¯ ,νs,r¯,ζ) dr¯
so that
d
ds
J¯σ(νs,·, ξ, ζ) = −
∫ T
0
∫ [
(∇aφr)(Xs,r, a, ζ)Ps,r+
σ2
2
(
∇aνs,t(a)
νs,t(a)
+∇aU(a)
)]
bs,r(a)νs,r(da) dr .
After integrating over ξ, ζ w.r.t. M we get
d
ds
J(νs,·) = −
∫ T
0
∫ [ ∫
Rd×S
(∇aφr)(X
ξ,ζ
s,r , a, ζ)P
ξ,ζ
s,r M(dξ, dζ)
+
σ2
2
(
∇aνs,t(a)
νs,t(a)
+∇aU(a)
)]
bs,r(a) νs,r(da) dr .
At this point it is clear how to choose the flow to make this negative: we must take
bs,r(a) :=
∫
Rd×S
(∇aφr)(X
ξ,ζ
s,r , a, ζ)P
ξ,ζ
s,r M(dξ, dζ) +
σ2
2
(
∇aνs,t(a)
νs,t(a)
+∇aU(a)
)
so that
d
ds
J(νs,·)
= −
∫ T
0
∫ ∣∣∣∣∫
Rd×S
(∇aφr)(X
ξ,ζ
s,r , a, ζ)P
ξ,ζ
s,r M(dξ, dζ) +
σ2
2
(
∇aνs,t(a)
νs,t(a)
+∇aU(a)
)∣∣∣∣2 νs,r(da) dr ≤ 0 .
Moreover, Theorem 6, says that for σ > 0 the ν⋆ minimizing Jσ exists and satisfies the
following first order condition: for a.a. t ∈ (0, T ) we have∫
Rd×S
φt(X
ξ,ζ
t (ν
⋆), a, ζ)P ξ,ζt (ν
⋆)M(dξ, dζ)+
σ2
2
log(ν⋆t (a))+
σ2
2
U(a) is constant for a.a. a ∈ Rp ,
where P ξ,ζt (ν
⋆) := (∇xg)(X
ξ,ζ
T (ν
∗), ζ)e
∫ T
t
(∇xΦr)(X
ξ,ζ
r (ν
∗
r ),ν
∗
r ,ζ) dr. Such first order condition
has been formulated in Hu et al. (2019a) but we complement this by providing derivation
from first principles. We note that a simple calculation using Itoˆ’s formula shows that the
law in (22) with the choice of bs,r made above is the law of
dθs,t = −
(∫
Rd×S
(∇aφt)(X
ξ,ζ
t (L(θs,·), θs,t, ζ)P
ξ,ζ
t (L(θs,·))M(dξ, dζ) −
σ2
2
U(θs,t)
)
ds+σ dBs
i.e. L(θs,·) = νs,·.
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2.6 Examples of application to machine learning problems
The setting in this paper is relevant to many types of machine learning problems. Below
we give two examples of how the results stated in Section 2 can be applied to gain insight
into machine learning tasks.
Example 2 (Nonlinear regression and function approximation) Consider a function
f : Rd¯ → Rd one wishes to approximate using a machine learning algorithm by sampling ζ
from some measure and thus producing the corresponding outputs ξ = f(ζ) with (ξ, ζ) with
joint distribution M. We see that here S = Rd¯.
The abstract learning objective can be taken as
Jσ(ν) =
∫
Rd×Rd¯
|Xξ,ζT − f(ζ)|
2M(dξ, dζ) +
σ2
2
∫ T
0
Ent(νt) dt .
We now fix a nonlinear activation function ϕ : Rd → Rd and take φ to be
φ(x, a) := a1ϕ(a2x) ∈ R
p , a = (a1, a2) ,
with a1 ∈ R
d, a2 ∈ R
d×d so p := d+ d2. The “abstract machine” is then given by (5) where
we have to specify the parameter distribution ν ∈ V2.
In the following example we consider a time-series application. In this setting the in-
put will be one or more “time-series” each a continuous a path on [0, T ]. The reason for
considering paths on [0, T ] is that this covers the case of unevenly spaced observations.
Example 3 (Missing data interpolation) The learning data set consists of the true
path ζ(2) ∈ C([0, T ];Rd) and a set of observations (ζ
(1)
ti
)Nobsi=1 on 0 ≤ t1 ≤ · · · ≤ tNobs ≤ T . We
will extend this to entire [0, T ] by piecewise constant interpolation: ζ1t =
∑Nobs
i=1 ζ
ti1[ti−1,ti).
The learning data is then (ζ(1), ζ(2)) =: ζ ∈
(
C([0, T ];Rd¯)
)2
=: S distributed according to
the data measure M∈ P(S). As before we fix a nonlinear activation function ϕ : Rd → Rd.
Let us take φ to be
φt(x, a, ζ) := a1ϕ(a2x+ a3ζ
(1)
t ) , a = (a1, a2, a3) ∈ R
p ,
with a1 ∈ R
d, a2 ∈ R
d×d, a3 ∈ R
d×d¯, such that d+ d2 + dd¯ = p. Let L ∈ Rd¯×d be a matrix.
The abstract learning task is then to minimize
Jσ(ν) =
∫
S
∫ T
0
|LXν,ζ
(1)
t − ζ
(2)
t |
2 dtM(dζ1, dζ2) +
σ2
2
∫ T
0
Ent(νt) dt
over all measures ν ∈ V2 subject to the dynamics of the forward ODE given by (5).
3. Proofs
3.1 Optimality conditions
In this section we derive Pontryagin’s optimality principle for the relaxed control problem by
proving Theorems 3 and 4. Note that later we also prove the Pontryagin sufficient condition
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for optimality in Theorem 18. This is doen purely for completeness as Theorem 18 is not
used anywhere in the analysis carried out in this work.
We will work with an additional control (µt)t∈[0,T ] and define ν
ε
t := νt + ε(µt − νt). In
case σ 6= 0 assume that µt are absolutely continuous w.r.t. the Lebesgue measure for all
t ∈ [0, T ]. We will write (Xξ,ζt )t∈[0,T ] for the solution of (5) driven by ν and (X
ξ,ζ,ε
t )t∈[0,T ]
for the solution of (5) driven by νε both with the data (ξ, ζ). Moreover, let V0 = 0 be fixed
and
dV ξ,ζt =
[
(∇xΦt)(X
ξ,ζ
t , νt, ζ)Vt +
∫
δΦt
δm
(Xξ,ζt , νt, a, ζ)(µt − νt)(da)
]
dt . (23)
We observe that this is a linear equation. Let
V ξ,ζ,εt :=
Xξ,ζ,εt −X
ξ,ζ
t
ε
− V ξ,ζt i.e. X
ξ,ζ,ε
t = X
ξ,ζ
t + ε(V
ξ,ζ,ε
t + V
ξ,ζ
t ) .
Lemma 12 Under Assumption 1 we have
lim
εց0
sup
t≤T
∣∣∣∣Xξ,ζ,εt −Xξ,ζtε − V ξ,ζt
∣∣∣∣2 = 0 .
Proof Since we will be working with ξ, ζ fixed we will omit them from the notation in the
proof. We note that
Φt(X
ε
t , ν
ε
t )− Φt(Xt, νt) = Φt(X
ε
t , ν
ε
t )− Φt(X
ε
t , νt) + Φt(X
ε
t , νt)− Φt(Xt, νt)
= ε
∫ 1
0
(∇xΦt)(Xt + λε(V
ε
t + Vt), νt)(V
ε
t + Vt) dλ+ ε
∫ 1
0
∫
δΦt
δm
(Xεt , (1− λ)ν
ε
t + λν, a)(µt − νt)(da) dλ .
Hence
1
ε
[
Φt(X
ε
t , ν
ε
t )− Φt(Xt, νt)− ε(∇xΦt)(Xt, νt)Vt − ε
∫
δΦt
δm
(Xt, νt, a)(µt − νt)(da)
]
=
∫ 1
0
(∇xΦt)(Xt + λε(V
ε
t + Vt), νt)V
ε
t dλ+
∫ 1
0
[(∇xΦt)(Xt + λε(V
ε
t + Vt), νt)− (∇xΦt)(Xt, νt)]Vt dλ
+
∫ 1
0
∫ [
δΦt
δm
(Xεt , (1 − λ)ν
ε
t + λν, a)−
δΦt
δm
(Xt, νt, a)
]
(µt − νt)(da) dλ =: I
(0)
t + I
(1)
t + I
(2)
t =: It.
Note that
dV εt =
1
ε
[dXεt − dXt]− dVt
and so we then see that d|V εt |
2 = 2V εt It dt. Hence we have that
sup
s≤t
|V εs |
2 ≤ c
∫ t
0
|Is|
2 ds .
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Let us now consider∫ T
0
|I
(2)
t |
2 dt ≤2
∫ T
0
∣∣∣∣∫ 1
0
∫ [
δΦt
δm
(Xεt , (1 − λ)ν
ε
t + λν, a)−
δΦt
δm
(Xt, νt, a)
]
µt(da) dλ
∣∣∣∣2 dt
+ 2
∫ T
0
∣∣∣∣∫ 1
0
∫ [
δΦt
δm
(Xεt , (1− λ)ν
ε
t + λν, a)−
δΦt
δm
(Xt, νt, a)
]
νt(da) dλ
∣∣∣∣2 dt .
Taking the terms separately and using the fact that we are working with probability mea-
sures we see that∣∣∣∣∫ 1
0
∫ [
δΦt
δm
(Xεt , (1− λ)ν
ε
t + λν, a)−
δΦt
δm
(Xt, νt, a)
]
µt(da) dλ
∣∣∣∣
≤
∫ 1
0
∫ ∣∣∣∣δΦtδm (Xεt , (1− λ)νεt + λν, a)− δΦtδm (Xt, νt, a)
∣∣∣∣µt(da) dλ
=
∫ 1
0
∫ ∣∣∣∣φt(Xεt , a)− φ(Xt, a) + ∫ [φ(Xt, a′)− φt(Xεt , a′)]µt(da′)∣∣∣∣µt(da) dλ
≤
∫ 1
0
∫ [
|φt(X
ε
t , a)− φt(Xt, a)| +
∣∣∣∣∫ |φt(Xt, a′)− φt(Xεt , a′)|µt(da′)∣∣∣∣]µt(da) dλ ≤ L|Xεt −Xt| .
Hence ∫ T
0
|I
(2)
t |
2 dt ≤ 4L2
∫ T
0
|Xεt −Xt|
2 dt .
Similarly ∫ T
0
|I
(1)
t |
2 dt ≤ 4L2
∫ T
0
|Xεt −Xt|
2 dt .
This and the assumption that the derivatives w.r.t. the spatial variable are bounded lead
to
sup
s≤t
|V εs |
2 ≤ c
∫ t
0
|V εs |
2 ds+
∫ T
0
|Xεs −Xs|
2 ds .
Finally note that
δε :=
∫ T
0
|Xεt −Xt|
2 dt→ 0 as ε→∞ .
So
sup
s≤t′
|V εs |
2 ≤ c
∫ t′
0
sup
s≤t
|V εs |
2 dt+ δε
and by Gronwall’s lemma sups≤t |V
ε
s |
2 ≤ δεe
cT → 0 as ε→∞.
Note that we effectively have ddεX
ξ,ζ,ν+ε(µ−ν)
t
∣∣
ε=0
= V ξ,ζt and moreover due to the affine
structure of (23) it can be solved for V ξ,ζ so that
d
dε
X
ξ,ζ,ν+ε(µ−ν)
t
∣∣
ε=0
=
∫ t
0
∫ [
e
∫ t
r
(∇xΦr¯)(X
ξ,ζ,ν
r¯ ,νr¯,ζ)dr¯
δΦr
δm
(Xξ,ζ,νr , νr, a, ζ)
]
(µr − νr)(da) dr
=
∫ t
0
∫
Iξ,ζ(r, t, ν, a)(µr − νr)(da) dr ,
(24)
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where
Iξ,ζ(r, t, ν, a) = e
∫ t
r
(∇xΦr¯)(X
ξ,ζ,ν
r¯ ,νr¯,ζ)dr¯
δΦr
δm
(Xξ,ζ,νr , νr, a, ζ) .
Lemma 13 Let σ ≥ 0 be fixed and Assumptions 1 and 2 hold. Let Xξ,ζs,· be the solution
to (5) from data (ξ, ζ) with control νs,· ∈ V2. Let V
ξ,ζ
s,t :=
d
dsX
ξ,ζ
s,t . Then
V ξ,ζs,t = −
∫ t
0
e
∫ t
r
(∇xΦr¯)(X
ξ,ζ
s,r¯ ,νs,r¯,ζ)dr¯
(
∇a
δΦr
δm
)
(Xξ,ζs,r , νs,r, a, ζ)bs,r(a) νs,r(da) dr . (25)
and this can be written in differential form (w.r.t time t) as
dV ξ,ζs,t =
[
(∇xΦt)(X
ξ,ζ
s,t , νs,t, ζ)V
ξ,ζ
s,t −
∫ (
∇a
δΦt
δm
)
(Xξ,ζs,t , νs,t, a, ζ)bs,t(a) νs,t(da)
]
dt . (26)
Proof We will keep (ξ, ζ) fixed for the moment and hence omit it from the notation. Let
us now fix as νt = νs0,t and µt = νs1,t for all t ∈ [0, T ]. Define ν
ε
t := νt + ε(µt − νt) and let
the associated process be (Xεt )t∈[0,T ] From Lemma 12 and (24) we see that
d
dε
Xεt = lim
δց0
Xε+δt −X
ε
t
δ
=
∫ t
0
∫
I(r, t, νε, a, ζ)(µr − ν
ε
r )(da) dr .
Hence
d
dε
Xεt =
∫ t
0
∫
I(r, t, νε, a)(µr − νr)(da) dr − ε
∫ t
0
∫
I(r, t, νε, a)(µr − νr)(da) dr .
Then
X
νs0
t −X
νs1
t =
∫ 1
0
[ ∫ t
0
∫
I(r, t, νε, a, ζ)(µr−νr)(da) dr−ε
∫ t
0
∫
I(r, t, νε, a, ζ)(µr−νr)(da) dr
]
dε .
Note that the integrand I(r, t, νεr , a, ζ) is bounded by a constant uniformly in r, ν, a and ζ
and so we can replace the second term above by δε ց 0 as ε→ 0. Focusing now on the first
term we have∫ 1
0
∫ t
0
∫
I(r, t, νε, a, ζ)(µr−νr)(da) dr =
∫ 1
0
∫ t
0
∫
I(r, t, νε, a, ζ)
(∫ s1
s0
∇a·(bs,rνs,r) ds
)
(da) dr dε .
Hence, using Fubini’s theorem and integrating by parts, we get
Xs1,t −Xs0,t = X
νs0
t −X
νs1
t = −
∫ s1
s0
∫ 1
0
∫ t
0
∫
(∇aI)(r, t, ν
ε, a)bs,r(a) νs,r(da) dr dε ds+ δε .
Dividing by s1 − s0 and letting s1 → s0 and finally letting ε→ 0 we observe that
d
ds
Xs,t = −
∫ t
0
∫
(∇aI)(r, t, νs,·, a, ζ)bs,r(a) νs,r(da) dr .
Recalling the definition of I completes the proof.
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Lemma 14 If for all t ∈ [0, T ] we have µt and νt absolutely continuous w.r.t. the Lebesgue
measure then
d
dε
(∫ T
0
Ent(νt + ε(µt − νt)) dt
) ∣∣∣∣
ε=0
=
∫ T
0
∫
[log νt(a)− log γ(a)](µt − νt)(da) ,
where ν 7→ Ent(ν) is defined by (6).
Proof The key part of the proof is done in (Hu et al., 2019b, Proof of Proposition 2.4).
Lemma 15 Under Assumption 1 the mapping ν 7→ J¯σ(ν, ξ, ζ) defined by (7) satisfies
d
dε
J¯σ
(
(νt + ε(µt − νt)t∈[0,T ], ξ, ζ
) ∣∣∣∣
ε=0
=
∫ T
0
[∫
ft(X
ξ,ζ
t , a, ζ) (µt − νt)(da) +
∫
(∇xft)(X
ξ,ζ
t , a, ζ)V
ξ,ζ
t νt(da)
]
dt
+
σ2
2
∫ T
0
[∫
[log νt(a)− log γ(a)](µt − νt)(da)
]
dt+ (∇xg)(X
ξ,ζ
T , ζ)V
ξ,ζ
T .
Proof We need to consider the difference quotient for J¯ and to that end we consider
Iε :=
1
ε
∫ T
0
[
F (Xξ,ζ,εt , ν
ε
t , ζ)− F (X
ξ,ζ,ε
t , νt, ζ) + F (X
ξ,ζ,ε
t , νt, ζ)− F (X
ξ,ζ
t , νt, ζ)
]
dt
=
∫ T
0
∫ 1
0
∫ [
f(Xξ,ζ,εt , a, ζ)−
∫
f(Xξ,ζ,εt , a
′, ζ) νt(da
′)
]
(µt − νt)(da) dλ dt
+
∫ T
0
∫ 1
0
∫
(∇xf)(X
ξ,ζ
t + λε(V
ξ,ζ,ε
t + V
ξ,ζ
t ), a, ζ)(V
ξ,ζ,ε
t − V
ξ,ζ
t ) νt(da) dλ dt
=
∫ T
0
[∫
f(Xξ,ζ,εt , a, ζ)(µt − νt)(da)
]
dt
+
∫ T
0
∫ 1
0
∫
(∇xf)(X
ξ,ζ
t + λε(V
ξ,ζ,ε
t + V
ξ,ζ
t ), a, ζ)(V
ξ,ζ,ε
t − V
ξ,ζ
t ) νt(da) dλ dt .
Using Lebesgue’s dominated convergence theorem and Lemma 12 we get
lim
ε→0
Iε =
∫ T
0
∫
ft(X
ξ,ζ
t , a, ζ)(µt − νt)(da) dt +
∫ T
0
∫
(∇xft)(X
ξ,ζ
t , a, ζ)V
ξ,ζ
t νt(da) dt .
The term involving g can be treated using the differentiability assumption and Lemma 12.
The term involving entropy is covered by Lemma 14.
Lemma 16 Let σ ≥ 0 be fixed and Assumptions 1 and 2 hold. If σ 6= 0 then assume further
that νs,t is absolutely continuous with respect to the Lebesgue measure for all s ≥ 0 and all
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t ∈ [0, T ]. Let Xξ,ζs,· be the solution to (5) from data (ξ, ζ) with control νs,· ∈ V2. Then
d
ds
J¯σ(νs,·, ξ, ζ) =−
∫ T
0
∫ [
(∇aft)(Xs,t, a, ζ) +
σ2
2
∇aνs,t(a)
νs,t(a)
+
σ2
2
∇aU(a)
]
bs,t(a) νs,t(da)
−
∫ T
0
(∇xF )(Xs,t, νs,t, ζ)
∫ t
0
∫
(∇aI)(r, t, νs,·, a)bs,r(a) νs,r(da) dr dt
− (∇xg)(Xs,T , ζ)
∫ T
0
∫
(∇aI)(t, T, νs,·, a)bs,t(a) νs,r(da) dt .
Proof We will keep (ξ, ζ) fixed for the moment and hence omit it from the notation. Let
us now fix as νt = νs0,t and µt = νs1,t for all t ∈ [0, T ]. Define ν
ε
t := νt + ε(µt − νt) and let
the associated process be (Xεt )t∈[0,T ]. Recall that Vt can be solved and its solution written
in terms of I(r, t, ν, a) given by (24). Then from Lemma 15 we have that
d
dε
J¯σ
(
(νt + ε(µt − νt)t∈[0,T ], ξ, ζ
) ∣∣∣∣
ε=0
=
∫ T
0
∫ (
ft(Xt, a, ζ) +
σ2
2
[log νt(a)− log γ(a)]
)
(µt − νt)(da) dt
+
∫ T
0
(∇xF )(Xt, νt, ζ)
∫ t
0
∫
I(r, t, ν, a) (µr − νr)(da) dr dt
+ (∇xg)(XT , ζ)
∫ T
0
∫
I(t, T, ν, a) (µr − νr)(da) dt .
Using the same argument as in the proof of Lemma 13 we obtain the conclusion.
Proof [Proof of Theorem 3] Recall that for each (ξ, ζ) and each s ≥ 0 we have that Xξ,ζs,· is
the forward process arising in (5) with control νs,· ∈ V2. From Lemma 16 we have that
d
ds
J¯σ(νs,·, ξ, ζ) =−
∫ T
0
∫ [
(∇af)(Xs,t, a, ζ) +
σ2
2
∇aνs,t(a)
νs,t(a)
+∇aU(a)
]
bs,t(a) νs,t(da) dt
−
∫ T
0
(∇xF )(Xs,t, νs,t, ζ)
∫ t
0
∫
(∇aI)(r, t, νs,·, a) bs,r(a)νs,r(da) dr dt
− (∇xg)(Xs,T , ζ)
∫ T
0
∫
(∇aI)(t, T, νs,·, a) bs,t(a) νs,r(da) dt .
(27)
We note that
(∇aI)(r, t, νs,·, a) = e
∫ t
r
(∇xΦr¯)(Xs,r¯ ,νs,r¯,ζ) dr¯(∇aφr)(Xs,r, a, ζ) .
We now perform a change of order of integration in the triangular region
{(r, t) ∈ R2 : 0 ≤ t ≤ T , 0 ≤ r ≤ t} = {(r, t) ∈ R2 : 0 ≤ r ≤ T , r ≤ t ≤ T}
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which transforms (27) into
d
ds
J¯σ(νs,·, ξ, ζ) =−
∫ T
0
∫ [
(∇aft)(Xs,t, a, ζ) +
σ2
2
∇aνs,t(a)
νs,t(a)
+∇aU(a)
]
bs,t(a) νs,t(da) dt
−
∫ T
0
∫ T
r
∫
(∇aI)(r, t, νs,·, a)(∇xF )(Xs,t, νs,t, ζ) bs,r(a) νs,r(da) dt dr
−
∫ T
0
∫
(∇aI)(t, T, νs,·, a)(∇xg)(Xs,T , ζ) bs,t(a)νs,r(da) dt .
(28)
Now we recall that for each (ξ, ζ) and each s ≥ 0 we have that P ξ,ζs,· is the backward process
arising in (11) from the forward process Xξ,ζs,· and the control νs,· ∈ V2. We can see that
since (11) is affine
Ps,r = (∇xg)(Xs,T , ζ)e
∫ T
r
(∇xΦr¯)(Xs,r¯ ,νs,r¯,ζ) dr¯+
∫ T
r
(∇xF )(Xs,t, νs,t, ζ)e
∫ t
r
(∇xΦr¯)(Xs,r¯ ,νs,r¯,ζ)dr¯ dt
so that (28) can be written as
d
ds
J¯σ(νs,·, ξ, ζ) =−
∫ T
0
∫ [
(∇aft)(Xs,t, a, ζ) +
σ2
2
∇aνs,t(a)
νs,t(a)
+∇aU(a)
]
bs,t(a) νs,t(da) dt
−
∫ T
0
∫
(∇aφr)(Xs,r, a, ζ)Ps,r bs,r(a)νs,r(da) dr .
(29)
Recalling the Hamiltonian defined in (10) completes the proof.
Lemma 17 Under Assumption 1 we have that
d
dε
J¯σ
(
(νt + ε(µt − νt)t∈[0,T ], ξ, ζ
) ∣∣∣∣
ε=0
=
∫ T
0
[∫
δHσt
δm
(Xξ,ζt , P
ξ,ζ
t , νt, a, ζ)(µt − νt)(da)
]
dt .
Proof [Proof of Lemma 17] We first observe (omitting the superscript ν, ξ, ζ from the
adjoint process as these are fixed) that due to (11), (23) and the fact that V0 = 0, we have
PTVT =
∫ T
0
Pt dVt +
∫ T
0
Vt dPt
=
∫ T
0
Pt
[∫
(∇xφt)(Xt, a, ζ) νt(da)Vt +
∫
φt(Xt, a, ζ) (µt − νt)(da)
]
dt−
∫ T
0
Vt(∇xht)(Xt, Pt, a, ζ) νt(a) dt .
Hence due to (10) we get
PTVT =
∫ T
0
Pt
[∫
(∇xφt)(Xt, a, ζ) νt(da)Vt +
∫
φ(Xt, a, ζ) (µt − νt)(da)
]
dt
−
∫ T
0
∫
[Pt(∇xφt)(Xt, a, ζ)Vt + Vt(∇xft)(Xt, a, ζ)] νt(a) dt
=
∫ T
0
[ ∫
Ptφt(Xt, a, ζ) (µt − νt)(da) −
∫
Vt(∇xft)(Xt, a, ζ) νt(da)
]
dt .
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From this and Lemma 15 and noting that (∇xg)(XT , ζ)VT = PTVT we see that
d
dε
J¯
(
(νt + ε(µt − νt)t∈[0,T ], ξ, ζ
) ∣∣∣∣
ε=0
=
∫ T
0
[∫
ft(Xt, a, ζ) (µt − νt)(da) +
∫
(∇xft)(Xt, a, ζ)Vt νt(da)
]
dt
+
σ2
2
∫ T
0
[∫
[log νt(a)− log γ(a)](µt − νt)(da)
]
dt
+
∫ T
0
[ ∫
Ptφt(Xt, a, ζ) (µt − νt)(da) −
∫
Vt(∇xft)(Xt, a, ζ) νt(da)
]
dt
=
∫ T
0
∫ [
ht(Xt, Pt, a, ζ) +
σ2
2
(log νt(a)− log γ(a))
]
(µt − νt)(da) dt .
We can conclude the proof by properties of the linear derivative.
Proof [Proof of Theorem 4.] Let (µt)t∈[0,T ] be an arbitrary relaxed control. Since (νt)t∈[0,T ]
is optimal we know that
J
(
νt + ε(µt − νt))t∈[0,T ]
)
≥ J(ν) for any ε > 0.
From this and Lemma 17 we get, after integrating over (ξ, ζ) ∈ Rd × S, that
0 ≤ lim
ε→0
1
ε
(
J(νt + ε(µt − νt))t∈[0,T ] − J(ν)
)
=
∫ T
0
∫ (∫
Rd×S
δHt
δm
(Xξ,ζt , P
ξ,ζ
t , νt, a, ζ)M(dξ, dζ)
)
(µt − νt)(da) dt .
Now assume there is S ∈ B([0, T ]), with strictly positive Lebesgue measure, such that∫ T
0
1S
∫ (∫
Rd×S
δHt
δm
(Xξ,ζt , P
ξ,ζ
t , νt, a, ζ)M(dξ, dζ)
)
(µt − νt)(da) dt < 0
Define µ˜t := µt1S + νt1Sc. Then by the same argument as above
0 ≤
∫ T
0
∫ (∫
Rd×S
δHt
δm
(Xξ,ζt , P
ξ,ζ
t , νt, a, ζ)M(dξ, dζ)
)
(µ˜t − νt)(da) dt
= E
∫ T
0
1S
(∫
Rd×S
∫
δH
δmt
(Xξ,ζt , P
ξ,ζ
t , νt, a, ζ)M(dξ, dζ)
)
(µt − νt)(da) dt < 0
leading to a contradiction. This proves i).
From the properties of linear derivatives we know that for almost all t ∈ (0, T ) it holds
that
lim
εց0
1
ε
∫
Rd×S
Ht(X
ξ,ζ
t , P
ξ,ζ
t , νt + ε(µt − νt), ζ)M(dξ, dζ) −
∫
Rd×S
Ht(X
ξ,ζ
t , P
ξ,ζ
t , νt, ζ)M(dξ, dζ)
=
∫ ∫
Rd×S
δHt
δm
(Xξ,ζt , P
ξ,ζ
t , νt, a, ζ)M(dξ, dζ)(µt − νt)(da) ≥ 0 .
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From this ii) follows.
Theorem 18 (Sufficient condition for optimality) Fix σ ≥ 0. Assume that g and h
are continuously differentiable in the x variable. Assume that (νt)t∈[0,T ], X
ξ,ζ, P ξ,ζ are a
solution to (14). Finally assume that
i) the map x 7→ g(x, ζ) is convex for every ζ ∈ S and
ii) the map (x,m) 7→ Ht(x, P
ξ,ζ
t ,m, ζ) is convex for all t ∈ [0, T ], ξ ∈ R
d, ζ ∈ S, in the
sense that for all x, x′ ∈ Rd and all m,m′ ∈ P2(R
p) (absolutely continuous w.r.t. the
Lebesgue measure if σ > 0) it holds that
Ht(x, P
ξ,ζ
t ,m, ζ)−Ht(x
′, P ξ,ζt ,m
′, ζ)
≤ (∇xHt)(x, P
ξ,ζ
t ,m, ζ)(x− x
′) +
∫
δHt
δm
(x, P ξ,ζt ,m, a, ζ)(m−m
′)(da) .
Then the relaxed control (νt)t∈[0,T ] is an optimal control.
Proof [Proof of Theorem 18.] Let (ν˜t)t∈[0,T ] be another control with the associated family
of forward and backward processes X˜ξ,ζ , P˜ ξ,ζ , (ξ, ζ) ∈ Rd × S. Of course Xξ,ζ0 = X˜
ξ,ζ
0 . For
now, we have (ξ, ζ) fixed and so write X = Xξ,ζ , P = P ξ,ζ .
First, we note that due to convexity of x 7→ g(x, ζ) for every ζ ∈ S, we have
g(XT , ζ)− g(X˜T , ζ) ≤ (∇xg)(XT , ζ)(XT − X˜T ) = PT (XT − X˜T )
=
∫ T
0
(Xt − X˜t) dPt +
∫ T
0
Pt(dXt − dX˜t)
= −
∫ T
0
(Xt − X˜t)(∇xHt)(Xt, Pt, νt, ζ) dt+
∫ T
0
Pt
(
Φt(Xt, νt, ζ)− Φt(X˜t, ν˜t, ζ)
)
dt .
Moreover, since F (x, ν, ζ) + σ
2
2 Ent(ν) = H
σ
t (x, p, ν, ζ)− Φ(x, ν) p we have∫ T
0
[
F (Xt, νt, ζ)− F (X˜t, ν˜t, ζ) +
σ2
2
Ent(νt)−
σ2
2
Ent(ν˜t)
]
dt
=
∫ T
0
[
Hσt (Xt, Pt, νt, ζ)− Φt(Xt, νt, ζ)Yt −H
σ
t (X˜t, Pt, ν˜t, ζ) + Φt(X˜t, ν˜t, ζ)Pt
]
dt .
Hence
J¯(ν, ξ, ζ)− J(ν˜, ξ, ζ)
≤ −
∫ T
0
(Xt − X˜t)(∇xH
σ)(Xt, Pt, νt, ζ) dt+
∫ T
0
[
Hσ(Xt, Pt, νt, ζ)−H
σ(X˜t, Pt, ν˜t, ζ)
]
dt .
We are assuming that (x, µ) 7→ H(x, Pt, µ, ζ) is jointly convex in the sense of flat derivatives
and so we have
Hσ(Xt, Pt, νt, ζ)−H
σ(X˜t, Pt, ν˜t, ζ)
≤ (∇xH
σ
t )(Xt, Pt, νt, ζ)(Xt − X˜t) +
∫
δHσt
δm
(Xt, Pt, νt, a, ζ)(νt − ν˜t)(da) .
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Integrating over (ξ, ζ) w.r.t. M we thus have
J(ν)− J(ν˜) ≤
∫ T
0
∫ ∫
Rd×S
δHσt
δm
(Xξ,ζt , P
ξ,ζ
t , νt, a, ζ)M(dξ, dζ) (νt − ν˜t)(da)
Moreover νt = argminµ
∫
Rd×S H
σ
t (X
ξ,ζ
t , P
ξ,ζ
t , µ, ζ)M(dξ, dζ) implies that∫ ∫
Rd×S
δHσt
δm
(Xξ,ζt , P
ξ,ζ
t , νt, a)M(dξ, dζ) (νt − ν˜t)(da) ≤ 0 .
Hence J(ν) − J(ν˜) ≤ 0 and ν is an optimal control. We note that if either g or Hσ are
strictly convex then ν is the optimal control. A particular case is whenever σ > 0.
3.2 Existence, uniqueness, convergence to the invariant measure
The reader will recall the space of relaxed controls V2 given by (4) and the integrated Wasser-
stein metric given by (17). The Mean-field Langevin system induces an s-time marginal law
in the space V2 i.e. for each s ≥ 0 we have L(θs,·) ∈ V2 and moreover the map s 7→ L(θs,·) is
continuous in the WT2 metric on V2. Hence, as in Hu et al. (2019a), we have that the map
I ∋ s 7→ L(θs,·) ∈ V2 belongs to the space
C(I,V2) :=
{
ν = (νs,·)s∈I : νs,· ∈ V2 and lim
s′→s
WT2 (νs′,·, νs,·) = 0 ∀s ∈ I
}
.
The existence of a unique solution to the system (15)-(16) will be established by a fixed
point argument in C(I,V2).
Lemma 19 Let Assumption 1 hold and let µ ∈ V2.
i) The system{
Xξ,ζt (µ) = ξ +
∫ t
0 Φr(X
ξ,ζ
r (µ), µr, ζ) dr , t ∈ [0, T ] ,
dP ξ,ζt (µ) = −(∇xHt)(X
ξ,ζ
t (µ), P
ξ,ζ
t (µ), µt, ζ) dt , P
ξ,ζ
T (µ) = (∇xg)(X
ξ,ζ
T (µ), ζ) .
(30)
has a unique solution.
ii) Assume further point iii) of Assumption 5 holds. Then
sup
t∈[0,T ]
sup
M∈P(Rd×S)
sup
ν∈V2
∫
Rd×S
[
|Xξ,ζt (ν)|
2 + |P ξ,ζt (ν)|
2
]
M(dξ, dζ) <∞ .
Proof Assumption 1 implies that the functions x 7→ Φ(x, µt, ζ) and (x, p) 7→ (∇xHt)(x, p, µt, ζ)
are Lipschitz continuous and hence unique solution (P ξ,ζt ,X
ξ,ζ
t )t∈[0,T ] exists for all ξ, ζ. This
proves point i). Point ii) follows from Lemma 33 under our assumptions.
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Recall that (12) defines
ht(a, µ,M) =
∫
Rd×S
ht(X
ξ,ζ
t (µ), P
ξ,ζ
t (µ), a, ζ)M(dξ, dζ) ,
for µ ∈ V2, M ∈ P2(R
d × S), where (Xξ,ζ(µ), P ξ,ζ(µ)) is the unique solution to (30) given
by Lemma 19.
Lemma 20 Let Assumptions 1 and 5 hold. Then for any M ∈ P2(R
d × S) there exists
L > 0 such that for all a, a′ ∈ Rp and µ, µ′ ∈ V2
|(∇aht)(a, µ,M) − (∇aht)(a
′, µ′,M)| ≤ L
(
|a− a′|+WT1 (µ, µ
′)
)
. (31)
Proof Due to Theorem 36 we know that there is L′ > 0 such that
|(∇aht)(a, µ,M) − (∇aht)(a
′, µ′,M)|
≤ L′
(
1 + sup
t∈[0,T ]
sup
µ∈V2
∫
Rd×S
|P ξ,ζt (µ)|M(dξ, dζ)
) (
|a− a′|+WT1 (µ, µ
′)
)
.
This, together with point ii) of Lemma 19 provides the desired L.
Lemma 21 (Existence and uniqueness) Let Assumptions 1 and 5 hold. Then there is
a unique solution to (15)-(16) for any s ∈ I. Moreover∫ T
0
E[|θs,t|
2] dt ≤ e(K−
σ2
2
κ)s
∫ T
0
E[|θ0t |
2] dt+
∫ s
0
e(K−
σ2
2
κ)(s−v)(σ2T +
σ2T
4κ
|(∇xU)(0)|
2 +K) dv.
(32)
where K is a finite constant depending on φ, f , ∇xg, and M.
Proof Consider µ ∈ C(I,V2). For each µs ∈ V2, s ≥ 0 we obtain unique solution to (30)
which we denote (Xξ,ζs,· (µs,·), (P
ξ,ζ
s,· (µs,·)). Moreover, for each t ∈ [0, T ] the SDE
dθs,t(µ) = −
(
(∇aht)(θs,t(µ), µs,t,M) +
σ2
2
(∇aU)(θs,t(µ))
)
ds+ σ dBs
has unique strong solution and for each s ∈ I we denote the measure in V2 induced by θs,·
as L(θ(µs,·)). Consider now the map Ψ given by C(I,V2) ∋ µ 7→ {L(θ(µ)s,·) : s ∈ I}.
Step 1. We need to show that {L(θ(µs,·)) : s ∈ I} ∈ C(I,V2). This amounts to showing
that we have the appropriate integrability and continuity i.e. that there is K > 0, λ > 0
such that∫ T
0
E[|θs,t(µ)|
2] dt ≤ e(K−σ
2κ)s
(∫ T
0
E[|θ0t |
2] dt+
∫ s
0
eλv(σ2T +
σ2T
4κ
|(∇xU)(0)|
2 +K) dv
)
.
and that
lim
s′→s
∫ T
0
E[|θs′,t(µ)− θs,t(µ)|
2]dt = 0 .
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To show the integrability observe that Assumption 5 point ii) together with the Young’s
inequality: ∀a, y ∈ Rp |ay| ≤ κ2 |a|
2 + (2κ)−1|y|2 imply that
(∇aU)(a) a ≥
κ
2
|a|2 −
1
2κ
|(∇aU)(0)|
2 .
Hence, for any λ > 0, we have∫ T
0
E[eλs|θs,t(µ)|
2] dt =
∫ T
0
E[|θ0,t|
2] dt+ λ
∫ T
0
∫ s
0
E
[
eλv |θv,t|
2
]
dv dt+ σ2T
∫ s
0
eλv dv
− 2
∫ T
0
∫ s
0
E
[
eλv
(
σ2
2
∇aU(θv,t) + (∇aht)(θv,t(µ), µv,·,M)
)
θv,t(µ)
]
dv dt.
From the definition of the Hamiltonian and Lemma 19, we have
|(∇aht)(θv,t, µv,·,M)| ≤ c
(
1 + |θv,t|+
∫ T
0
E[|θv,t|] dt
)
.
Hence ∫ T
0
E [|(∇aht)(θv,t(µ), µv,·,M)) θv,t|] dt ≤ c
(
1 +
∫ T
0
E[|θv,t(µ)|
2] dt
)
.
Therefore,∫ T
0
E[eλs|θs,t(µ)|
2] dt ≤
∫ T
0
E[|θ0t |
2] dt+
(
λ−
σ2κ
2
+ c
)∫ T
0
∫ s
0
E
[
eλs|θv,t(µ)|
2
]
dv dt
+
∫ s
0
eλv
(
σ2T +
σ2T
4κ
|(∇xU)(0)|
2 + c
)
dv.
Take λ = σ
2κ
2 −c to conclude the required integrability property. To establish the continuity
property note that for s′ ≥ s we have
|θs′,t(µ)− θs,t(µ)| ≤ L
∫ s′
s
(
1 +
∫ T
0
∫
|a|µr,t(da) dt
)
dr + σ|Bs −Bs′ | .
This, together with Lebesgue’s theorem on dominated convergence enables us to establish
the continuity property.
Step 2. Take λ = σ
2
2 κ−
3
2L. Fix t ∈ [0, T ]. From Itoˆ’s formula we get
d
(
e2λs|θs,t(µ)− θs,t(µ
′)|2
)
= 2e2λs
(
λ|θs,t(µ)− θs,t(µ
′)|2
−
∫
σ2
2
(θs,t(µ)− θs,t(µ
′))((∇aU)(θs,t(µ))− ((∇aU)(θs,t(µ
′)))M(dξ, dζ)
− (θs,t(µ)− θs,t(µ
′))(∇aht)(θs,t(µ), µs,·,M)− (∇aht)(θs,t(µ
′), µ′s,·,M))
)
ds .
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Assumption 5 point ii), along with Young’s inequality: ∀x, y, L > 0, |xy| ≤ L|x|2 +
(4L)−1|y|2 yields that
d(e2λs|θs,t(µ)− θs,t(µ
′)|2)
≤ 2
(
λ−
σ2
2
κ
)
e2λs|θs,t(µ)− θs,t(µ
′)|2ds
+ 2e2λs
(
L|θs,t(µ)− θs,t(µ
′)|2 +
L
2
(
|θs,t(µ)− θs,t(µ
′)|2 +
L
2
WT2 (µs,·, µ
′
s,·)
2
))
ds
≤ 2e2λs
[(
λ−
(σ2
2
κ−
3
2
L
))
|θs,t(µ)− θs,t(µ
′)|2 +
L
2
WT2 (µs,·, µ
′
s,·)
2
]
ds .
Recall that for any s ∈ I we have
WT2 (L(θs,·(µ)),L(θs,·(ν))
2 ≤
∫ T
0
E
[
|θs,t(µ)− θs,t(ν)|
2
]
dt . (33)
Recall that for all t ∈ [0, T ], θ0,t(µ) = θ0,t(ν). Fix S > 0 and note that
e2λSWT2 (L(θS,·(µ)),L(θS,·(ν)))
2 ≤
LT
2
∫ S
0
e2λsWT2 (µs,·, νs,·)
2ds . (34)
Step 3. Let Ψk denote the k-th composition of the mapping Ψ with itself. Then, for any
integer k > 1,
sup
s∈[0,S]
WT2 (Φ
k(µs,·),Φ
k(νs,·))
2 ≤ e−2λS
(
LT
2
)k Sk
k!
sup
s∈[0,S]
WT2 (µs,·, νs,·)
2 .
Hence, for any S ∈ I there is k, such that Φk is a contraction and then Banach fixed point
theorem gives existence of the unique solution on [0, S]. The estimate (32) follows simply
from Step 1. The proof is complete.
Remark 22 As a by-product of the proof of the above result we obtained the rate of conver-
gence of the Picard iteration algorithm on C(I,V2) for solving (15)-(16). Such an algorithm
can be combined with particle approximations in the spirit of Szpruch et al. (2019).
Proof [Proof of Theorem 6] Lemma 21 provides the unique solution to (15)-(16). The
existence of the invariant measures follows by the similar argument as in (Hu et al., 2019b,
Prop 2.4) and (Hu et al., 2019a, Prop 3.9). We present the proof for completeness. Since
M is fixed here, we omit it from the notation in ht defined in (12). Moreover, the required
integrability and regularity for solutions to the Kolmogorov–Fokker–Planck equations are
exactly those proved in (Hu et al., 2019b, Proposition 5.2 and Lemmas 6.1-6.5) and we do
not state them here.
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Step 1. First we show that argminν∈V2 J
σ(ν) 6= ∅. Denote
K :=
{
ν ∈ V :
σ2
2
Ent(ν) ≤ Jσ(ν¯)− inf
ν
Jσ(ν)
}
.
Note that since Ent(ν) is weakly lower-semicontinuous so is Jσ. Further, as sub-level set of
relative entropy, K is weakly compact, (Dupuis and Ellis, 2011, Lem 1.4.3). Further note
that for ν /∈ K
Jσ(ν) ≥
σ2
2
Ent(ν) + inf
ν
Jσ(ν) > Jσ(ν¯) .
Hence {ν ∈ V2 : J
σ(ν) ≤ Jσ(ν¯)} ⊂ K, and so infν∈V2 J
σ(ν) = infν∈K J
σ(ν). A weakly
lower continuous function achieves a global minimum on a weakly compact set and hence
argminν∈V2 J(
σν) 6= ∅. This proves point i).
Step 2. Let ν⋆ ∈ argminν∈V2 J(ν). Necessarily J(ν
⋆) ≤ J(ν¯) < ∞. This together with
the fact that J is bounded from below means that
∫ T
0 Ent(νt)dt < ∞ . In particular, ν
⋆ is
absolutely continuous with respect to the Lebesgue measure. Theorem 4 i) tells us that for
any µ ∈ V2,∫ ∫
Rd×S
δHσt
δm
(Xξ,ζt (ν
⋆), P ξ,ζt (ν
⋆), ν⋆t , a, ζ)M(dξ, dζ) (µt − ν
⋆
t )(da) ≥ 0 for a.a. t ∈ (0, T ) .
From this and Lemma 32 we deduce that for a.a. t ∈ [0, T ] we have that
a 7→ Γt(a) :=
∫
Rd×S
δHσ
δm
(X⋆,ξ,ζt , P
⋆,ξ,ζ
t , ν
⋆
t , a, ζ)M(dξ, dζ)
stays constant in a and Γt(a) =
∫
Γ(a′) ν⋆t (da
′) := Γt for ν
⋆
t -a.a. a ∈ R
p. From the fact that
ν∗ is absolutely continuous w.r.t. Lebesgue measure and from (10) we see that
a 7→ Γt(a) = ht(a, ν
⋆) +
σ2
2
log(ν⋆(a)) +
σ2
2
U(a)
is constant in a, possibly −∞. We know ν⋆(a) ≥ 0 and on S := {(t, a) ∈ Rp × [0, T ] :
ν⋆t (a) > 0} the probability measure ν
⋆
t satisfies the equation
ν⋆t (a) = e
− 2
σ2
Γte−U(a)−
2
σ2
ht(a,ν⋆) .
Since ν⋆ is a probability measure
1 =
∫
ν⋆(a) da = e−
2
σ2
Γt
∫
e−U(a)−
2
σ2
ht(a,ν⋆) da .
Due Lemma 19, part ii) we see that a 7→ ht(a, ν
⋆) has at most linear growth. This and
Assumption 5 point ii) implies that 0 <
∫
e−U(a)−
2
σ2
ht(a,ν⋆) da < ∞. This implies that for
a.a. t ∈ [0, T ] we have Γt 6= −∞. Hence ν
⋆
t (a) > 0 for Lebesgue a.a a ∈ (0, T )× R
p and ν⋆
is equivalent to the Lebesgue measure on [0, T ]× Rp.
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Step 3. Let L(θ0t ) := ν
⋆ and consider θs,t given by (15)-(16). Since ν
⋆ ∈ argminν∈V2 J(ν)
we know that
0 ≤ lim
sց0
J(L(θs,·))− J(ν
⋆)
s
=
d
ds
J(L(θs,·))
∣∣∣∣
s=0
.
Moreover, from Theorem 3 we have that
d
ds
J(L(θs,·))
∣∣∣∣
s=0
= −
∫ T
0
∣∣∣∣(∇aht)(a, ν⋆) + σ22 ∇aν⋆tν⋆t (a) + σ
2
2
∇aU(a)
∣∣∣∣2ν⋆t (a) da dt ≤ 0 .
Hence for Lebesgue a.a. (t, a) ∈ (0, T )× Rp we have
0 = (∇aht)(a, ν
⋆) +
σ2
2
∇aν
⋆
t
ν⋆t
(a) +
σ2
2
∇aU(a) .
Multiplying by ν⋆(a) > 0 and applying the divergence operator we see that for a.a. t ∈ [0, T ]
the function a 7→ ν⋆t (a) solves the stationary Fokker–Planck equation
∇ ·
[(
(∇aht)(·, ν
⋆
t ) +
σ2
2
(∇aU)
)
ν⋆t
]
+
σ2
2
∆aν
⋆
t = 0 on R
p .
From this we can conclude that ν⋆t is an invariant measure for (15)-(16). This concludes
the proof of point ii).
Step 4. Take two solutions to (15)-(16) denoted by (θ,X, P ) and (θ′,X ′, P, ) with initial
distributions L((θ0,t)t∈[0,T ]) and L((θ
′
0,t)t∈[0,T ]), respectively. Take λ = σ
2κ− 4L > 0. Due
to (33), Lemma 20 and Assumption 5 point ii) we have
d
(
eλsWT2 (L(θs,·),L(θs,·))
2
)
≤ d
(
eλsE
∫ T
0
|θs,t − θ
′
s,t|
2dt
)
= eλsE
∫ T
0
[
λ|θs,t − θ
′
s,t|
2
− 2(θs,t − θ
′
s,t)
(
(∇aht)(θs,t,L(θs,·))− (∇aht)(θ
′
s,t,L(θ
′
s,·)) +
σ2
2
(
(∇aU)(θs,t)− (∇aU)(θ
′
s,t)
))
dt ds
≤ eλs
(
−L
∫ T
0
E|θs,t − θ
′
s,t|
2dt+ LWT2 (L(θs,·),L(θ
′
s,·))
2
)
ds ≤ 0 ,
where we used (33) again to obtain the last inequality. Integrating this leads to
WT2 (L(θs,·),L(θ
′
s,·))
2 ≤ e−λsWT2 (L(θ0,·),L(θ
′
0,·))
2 .
Take θ′ to be solution to (15)-(16) with initial condition L(θ′0,·) = ν
⋆
· and θ to be solu-
tion to (15)-(16) with an arbitrary initial condition (θ0t )t∈[0,T ]. We see that we have the
convergence claimed in (18). Moreover if µ⋆ is another invariant measure and we can
start (15)-(16) with L(θ0,·) = ν
⋆
· and L(θ
′
0,·) = µ
⋆
· to see that for any s ≥ 0 we have
WT2 (µ
⋆, ν⋆)2 ≤ e−λsWT2 (µ
⋆, ν⋆)2. This is a contradiction unless µ⋆ = ν⋆. This proves point
iii).
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3.3 Particle approximation and propagation of chaos
In this section, we study particle system that corresponds to (15)-(16). Define MN1 =
1
N1
∑N1
j=1 δ(ξj ,ζj). For convenience, we introduce h
σ
t defined on R
p × V2 × P(R
d) by
∇ah
σ
t (a, ν,M) =
σ2
2
∇aU(a) +∇aht(a, ν,M) .
Lemma 23 Let Assumptions 1 and 5 hold. Then, for any finite time horizon 0 < S <∞,
there exists a unique solution (θ1s,t, ..., θ
N2
s,t ) to the R
pN2 dimensional system of SDEs (19).
Moreover, for all 0 ≤ s ≤ S,
∫ T
0 E[|θ
i
s,t|
2] dt <∞.
Proof Under Assumptions 1 and 5 the coefficients of RpN2-dimensional system of SDEs (19)
are globally Lipschitz continuous and therefore existence and uniqueness and integrability
results can be derived by adapted classical techniques for stochastic differential equations,
see e.g. (Karatzas and Shreve, 2012, Chapter 5).
The rate of convergence between (15) and (19) is given by the following theorem.
Theorem 24 Let Assumptions 1 and 5 hold. Fix λ = σ
2κ
2 −
L
2 (3+T )+
1
2 . Define (θ
i,∞)N2i=1
consisting of N2 independent copies of (15), given by
θi,∞s,t = θ
i
0,t −
∫ s
0
∇ah
σ
t (θ
i,∞
v,t ,L(θ
i,∞
v,. ),M) dv + σB
i
s, 0 ≤ s ≤ S, 0 ≤ t ≤ T. (35)
Then there exists c, independent of S,N1, N2, d, p, such that, for all i = 1, . . . , N2 we have∫ T
0
E
[∣∣∣θ1s,t − θi,∞s,t ∣∣∣2] dt ≤ cλ(1− e−λs)
(
1
N1
+
1
N2
)
.
Proof Step 1. Noticing that the particle system (19) is exchangeable, it is sufficient to
prove our claim for i = 1. By uniqueness of solutions to (15), L(θv,.) = L(θ
i,∞
v,. ). We also
define νN2,∞s,t =
1
N2
∑N2
j=1 δθj,∞s,t
. Furthermore, for any i,
θis,t − θ
i,∞
s,t = −
(∫ s
0
∇ah
σ
t (θ
i
v,t, ν
N2
v,. ,M
N1) dv −
∫ s
0
∇ah
σ
t (θ
i,∞
v,t ,L(θv,.),M) dv
)
.
For λ > 0, to be chosen later on, we have∫ T
0
E
[
eλs
∣∣∣θ1s,t − θ1,∞s,t ∣∣∣2] dt = λ∫ T
0
∫ s
0
E
[
eλv
∣∣∣θ1v,t − θ1,∞v,t ∣∣∣2] dv dt
− 2
(∫ T
0
∫ s
0
eλvE
[(
∇ah
σ
t (θ
1
v,t, ν
N2
v,· ,M
N1)−∇ah
σ
t (θ
1,∞
v,t ,L(θv,·),M)
)(
θ1v,t − θ
1,∞
v,t
)]
dvdt
)
.
(36)
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Observe that
E
[(
∇ah
σ
t (θ
1,∞
v,t ,L(θv,·),M) −∇ah
σ
t (θ
1
v,t, ν
N2
v,· ,M
N1)
)(
θ1v,t − θ
1,∞
v,t
)]
=E
[
σ2
2
(
U(θ1v,t)− U(θ
1,∞
v,t )
)(
θ1v,t − θ
1,∞
v,t
)]
+ E
[(
∇aht(θ
1,∞
v,t ,L(θv,·),M)−∇aht(θ
1,∞
v,t , ν
N2,∞
v,· ,M
N1)
)(
θ1v,t − θ
1,∞
v,t
)]
+ E
[(
∇aht(θ
1,∞
v,t , ν
N2,∞
v,· ,M
N1)−∇aht(θ
1
v,t, ν
N2
v,· ,M
N1)
)(
θ1v,t − θ
1,∞
v,t
)]
.
By Lemma (20)
∣∣∣∇aht(θ1,∞v,t , νN2,∞v,· ,MN1)−∇aht(θ1v,t, νN2v,· ,MN1)∣∣∣ ≤ L
|θ1v,t − θ1,∞v,t |+ 1N2
N2∑
j=1
E
[∫ T
0
|θjv,r − θ
j,∞
v,r | dr
] .
Therefore, by Young’s inequality and the exchangeability of (θjs,·)
N2
j=1,
E
[(
∇aht(θ
1,∞
v,t , ν
N2,∞
v,· ,M
N1)−∇aht(θ
1
v,t, ν
N2
v,· ,M
N1)
)(
θ1v,t − θ
1,∞
v,t
)]
≤ L(1 +
T
2
)E
[
|θ1v,t − θ
1,∞
v,t |
2
]
+
L
2
∫ T
0
E
[
|θ1v,r − θ
1,∞
v,r |
2
]
dt .
Using Young’s inequality again, we have
E
[(
∇aht(θ
1,∞
v,t ,L(θv,·),M) −∇aht(θ
1,∞
v,t , ν
N2,∞
v,· ,M
N1)
)(
θ1v,t − θ
1,∞
v,t
)]
≤
1
2
E
[∣∣∣∇aht(θ1,∞v,t ,L(θv,·),M) −∇aht(θ1,∞v,t , νN2,∞v,· ,MN1)∣∣∣2]+ 12E
[∣∣∣θ1v,t − θ1,∞v,t ∣∣∣2]
Coming back to (36) and employing Assumption 5-ii), we get∫ T
0
E
[
eλs
∣∣∣θ1s,t − θ1,∞s,t ∣∣∣2] dt ≤ ∫ T
0
∫ s
0
eλvE
[
2(λ− (
σ2κ
2
−
L
2
(3 + T ) +
1
2
)
∣∣∣θ1v,t − θ1,∞v,t ∣∣∣2)] dv dt
+ 2
∫ T
0
∫ s
0
eλvE
[∣∣∣∇aht(θ1,∞v,t , νv,·,M)−∇aht(θ1,∞v,t , νN2,∞v,· ,MN1)∣∣∣2] dv dt
(37)
Step 2. The statistical errors will be derived from
I :=
∫ T
0
E
[∣∣∣∇aht(θ1,∞v,t , νv,·,M)−∇aht(θ1,∞v,t , νN2,∞v,· ,MN1)∣∣∣2] dt
≤ 2
∫ T
0
E
[∣∣∣∇aht(θ1,∞v,t , νN2,∞v,· ,M)−∇aht(θ1,∞v,t , νN2,∞v,· ,MN1)∣∣∣2] dt
+ 2
∫ T
0
E
[∣∣∣∇aht(θ1,∞v,t , νv,·,M)−∇aht(θ1,∞v,t , νN2,∞v,· ,M)∣∣∣2] dt := I1 + I2 .
Recall that
∇aht(θ
i,∞
v,t , ν
N2
v,· ,M
N1) =
1
N1
N1∑
j=1
∇aht(X
ξj ,ζj
t (ν
N2
v,· ), θ
i
v,t, P
ξj ,ζj
t (ν
N2
v,· ), ζ
j) .
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Note that E
[
∇aht(θ
1,∞
v,t , ν
N2,∞
v,· ,MN1)
∣∣∣θ1,∞v,t , νN2,∞v,· ] = ∇aht(θ1,∞v,t , νN2,∞v,· ,MN1). Hence,
from Assumption 1 and Lemmas 21 and 33
I1 =
2
N1
∫ T
0
E
[
Var
[
∇aht(θ
1,∞
v,t , ν
N2,∞
v,· ,M
N1)
∣∣∣θ1,∞v,t , νN2,∞v,· ]] dt dv
≤
2
N1
∫ T
0
E
[
‖ft(x, ·, ζ
1)‖2Lip + ‖φt(x, ·, ζ
1)‖2Lip|P
ξ1,ζ1
t (ν
N,∞
s,· )|
2
]
dt ≤
c
N1
.
Next, we aim to show that there exists constant c independent of S, d, p, such that
I2 := 2E
[∣∣∣∇aht(θ1,∞v,t , νv,·,M)−∇aht(θ1,∞v,t , νN2,∞v,· ,M)∣∣∣2] ≤ cN2 . (38)
By Assumption 1, we have∣∣∣∇aht(θ1,∞v,t , νv,·,M)−∇aht(θ1,∞v,t , νN2,∞v,· ,M)∣∣∣
≤
∫
Rd×S
(
‖∇aft(·, θ
1,∞
v,t , ζ)‖Lip + ‖∇aφt(·, θ
1,∞
v,t , ζ)‖Lip|P
ξ,ζ
t (νv,·)|
)
|Xξ,ζt (νv,·)−X
ξ,ζ
t (ν
N2,∞
v,· )|M(dξ, dζ)
+ |∇aφt|∞
∫
Rd×S
|P ξ,ζt (νv,·)− P
ξ,ζ
t (ν
N2,∞
v,· )|M(dξ, dζ)
≤ c
(∫
Rd×S
(
1 + |P ξ,ζt (νv,·)|
)2
M(dξ, dζ)
)1/2(∫
Rd×S
|Xξ,ζt (νv,·)−X
ξ,ζ
t (ν
N2,∞
v,· )|
2M(dξ, dζ)
)1/2
+ c
(∫
Rd×S
|P ξ,ζt (νv,·)− P
ξ,ζ
t (ν
N2,∞
v,· )|
2M(dξ, dζ)
)1/2
Lemma 35, tells us that that there exists (an explicit) constant c such that
∣∣∣Xξ,ζt (νv,·)−Xξ,ζt (νN2,∞v,· )∣∣∣ ≤ c∫ T
0
∣∣∣∣∣∣ 1N2
N2∑
j=1
φr(X
ξ,ζ
r (νv,·), θ
j,∞
v,r , ζ)−
∫
φr(X
ξ,ζ
r (νv,·), a, ζ) νv,r(da)
∣∣∣∣∣∣ dr
and
∣∣∣P ξ,ζt (νv,·)− P ξ,ζt (νN2,∞v,· )∣∣∣ ≤ c∫ T
0
∣∣∣∣∣∣ 1N2
N2∑
j=1
φr(X
ξ,ζ
r (νv,·), θ
j,∞
v,r , ζ)−
∫
φr(X
ξ,ζ
r (νv,·), a, ζ) νv,r(da)
∣∣∣∣∣∣ dr.
Consequently, and due to Lemma 33
E
[∣∣∣∇aht(θ1,∞v,t , νv,·,M)−∇aht(θ1,∞v,t , νN2,∞v,· ,M)∣∣∣2]
≤ c
∫ T
0
∫
Rd×S
E
∣∣∣∣∣∣ 1N2
N2∑
j2=1
φr(X
ξ,ζ
r (νv,·), θ
j2,∞
v,r , ζ)−
∫
φr(X
ξ,ζ
r (νv,·), a, ζ) νv,r(da)
∣∣∣∣∣∣
2M(dξ, dζ) dt.
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Note that E
[
φr(X
ξ,ζ
r (νv,·), θ
j2,∞
v,r , ζ)
∣∣∣Xξ,ζr (νv,·), ζ] = ∫ φr(Xξ,ζr (νv,·), a, ζ) νv,r(da). Hence
E
[∣∣∣∇aht(θ1,∞v,t , νv,·,M)−∇aht(θ1,∞v,t , νN2,∞v,· ,M)∣∣∣2]
≤
c
N2
∫ T
0
∫
Rd×S
E
[
Var
[
φr(X
ξ,ζ
r (νv,·), θ
1,∞
v,r , ζ)
∣∣∣Xξ,ζr (νv,·), ζ]]M(dξ, dζ) dt. (39)
By Assumption 1 and Lemmas 19 and 21 we know that∫
Rd×S
E
[
Var
[
φr(X
ξ,ζ
r (νv,·), θ
1,∞
v,r , ζ)
∣∣∣Xξ,ζr (νv,·), ζ]]M(dξ, dζ)
≤ c
∫
Rd×S
(1 + E|Xξ,ζr (νv,·)|
2 + E|θ1,∞v,r |
2)M(dξ, dζ) <∞ .
From this and (39) we conclude that the estimate (38) holds.
Step 3. Coming back to (36), with λ = σ
2κ
2 −
L
2 (3 + T ) +
1
2 we get that∫ T
0
E
[
eλs
∣∣∣θ1s,t − θ1,∞s,t ∣∣∣2] dt ≤ c( 1N1 + 1N2
)∫ s
0
eλv dv .
Calculating the integral on the right hand side concludes the proof.
3.4 Time discretisation of the gradient descent
3.4.1 Proof of Theorem 8
First, we consider only discretisation of the overdamped Langevin dynamics (19). A sim-
ple, explicit numerical scheme for the numerical approximation of (19) can be introduced
through Euler–Maruyama approximations with non-homogeneous time steps. Fix an in-
creasing sequence of times 0 = s0 < s1 < · · · < sl < · · · and set
Λ(s) = sup{sl : sl ≤ s} .
Now define the family of processes (θ˜1s,t)0≤s≤S,0≤t≤T , ..., (θ˜
N2
s,t )0≤s≤S,0≤t≤T satisfying, for any
i,
θ˜is,t = θ
0,i
t −
∫ s
0
∇ah
σ
t
(
θ˜iΛ(v),t, ν˜
N2
Λ(v),·,M
N1
)
dv + σB is, ν˜
N2
v,t =
1
N2
N2∑
j2=1
δ
{θ˜
j2
v,t}
. (40)
For this approximation, the rate of convergence is given by the following lemma.
Lemma 25 Let Assumptions 1 and 5 hold. Assume also that {sl} is a non-decreasing
sequence times, starting from 0, such that {sl−sl−1} is non-increasing,
∑
l(sl−sl−1)
2 <∞
and, for κ large enough,
max
l
(sl − sl−1) <
σ2κ− L
2L
(
1 + σ
2
2 ‖∇aU‖
2
Lip
) . (41)
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Then such that, for all i, 1 ≤ l ≤ n,
E
[∫ T
0
|θisl,t − θ˜
i
sl,t
|2 dt
]
≤ cmax
l′
(sl′ − sl′−1)
(
1 + max
0≤s≤sl
∫ T
0
E
[∣∣θis,t∣∣2] dt) .
Proof As the components (ξi, ζ i), will be fixed throughout the proof, for the sake of
simplicity,MN1 will be omitted from now on in the notation of hσ, and will be re-introduced
only when needed.
Step 1. As, for all sl−1 ≤ s ≤ sl, 0 ≤ t ≤ T , the difference △s,tθ
i := θis,t − θ˜
i
s,t is given by
△s,tθ
i = △sl−1,tθ
i +
∫ s
sl−1
(
∇ah
σ
t
(
θiv,t, ν
N2
v,·
)
−∇ah
σ
t
(
θ˜isl−1,t, ν˜
N2
sl−1,·
))
dv. (42)
In particular, for s = sl, and by integration by parts,∣∣△sl,tθi∣∣2 = ∣∣△sl−1,tθi∣∣2
− 2
∫ sl
sl−1
(
△v,tθ
i
)
·
(
∇ah
σ
t
(
θiv,t, ν
N2
v,·
)
−∇ah
σ
t
(
θ˜isl−1,t, ν˜
N2
sl−1,·
))
dv
=
∣∣△sl−1,tθ∣∣2 − 2∫ sl
sl−1
(
△v,tθ
i
)
·
(
∇ah
σ
t
(
θiv,t, ν
N2
v,·
)
−∇ah
σ
t
(
θisl−1,t, ν
N2
sl−1,·
))
dv
− 2
∫ sl
sl−1
(
△v,tθ
i
)
·
(
∇ah
σ
t
(
θisl−1,t, ν
N2
sl−1,·
)
−∇ah
σ
t
(
θ˜isl−1,t, ν˜
N2
sl−1,·
))
dv.
(43)
Using again (42) and, by the Young inequality: 2a · b ≤ |a|2 + |b|2, observe then that
− 2
∫ sl
sl−1
(
△v,tθ
i
)
·
(
∇ah
σ
t
(
θisl−1,t, ν
N2
sl−1,·
)
−∇ah
σ
t
(
θ˜isl−1,t, ν˜
N2
sl−1,·
))
dv
= −2(sl − sl−1)
(
△sl−1,tθ
i
)
·
(
∇ah
σ
t
(
θisl−1,t, ν
N2
sl−1,·
)
−∇ah
σ
t
(
θ˜isl−1,t, ν˜
N2
sl−1,·
))
+ (sl − sl−1)
2
∣∣∣∇ahσt (θisl−1,t, νN2sl−1,·)−∇ahσt (θ˜isl−1,t, ν˜N2sl−1,·)∣∣∣2
≤ (1− σ2κ)(sl − sl−1)
∣∣△sl−1,tθi∣∣2 + (sl − sl−1) ∣∣∣∇aht (θisl−1,t, νN2sl−1,·)−∇aht (θ˜isl−1,t, ν˜N2sl−1,·)∣∣∣2
+ (sl − sl−1)
2
∣∣∣∇ahσt (θisl−1,t, νN2sl−1,·)−∇ahσt (θ˜isl−1,t, ν˜N2sl−1,·)∣∣∣2 .
In the same way, we have
− 2
∫ sl
sl−1
(
△v,tθ
i
)
·
(
∇ah
σ
t
(
θiv,t, ν
N2
v,·
)
−∇ah
σ
t
(
θisl−1,t, ν
N2
sl−1,·
))
dv
≤ (sl − sl−1)
∣∣△v,tθi∣∣2 + (sl − sl−1)2 ∣∣∣∇ahσt (θisl−1,t, νN2sl−1,·)−∇ahσt (θ˜isl−1,t, ν˜N2sl−1,·)∣∣∣2
+
∫ sl
sl−1
(1 + (v − sl−1))
∣∣∣∇ahσt (θiv,t, νN2v,· )−∇ahσt (θisl−1,t, νN2sl−1,·)∣∣∣2 dv.
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Coming back to (43), we obtain∣∣△sl,tθi∣∣2 ≤ ∣∣△sl−1,tθi∣∣2 (1− (σ2κ− 3)(sl − sl−1))
+ (sl − sl−1)
∣∣∣∇aht (θisl−1,t, νN2sl−1,·)−∇aht (θ˜isl−1,t, ν˜N2sl−1,·)∣∣∣2
+ 2(sl − sl−1)
2
∣∣∣∇ahσt (θisl−1,t, νN2sl−1,·)−∇ahσt (θ˜isl−1,t, ν˜N2sl−1,·)∣∣∣2
+
∫ sl
sl−1
(1 + (v − sl−1))
∣∣∣∇ahσt (θiv,t, νN2v,· )−∇ahσt (θisl−1,t, νN2sl−1,·)∣∣∣2 dv.
(44)
Taking the expectation of the above and integrating the resulting expression over [0, T ], we
get∫ T
0
E[
∣∣△sl,tθi∣∣2] dt ≤ (1− (1 + σ2κ)(sl − sl−1)) ∫ T
0
E[|△sl−1,tθ
i|2] dt
+ (sl − sl−1)
∫ T
0
E
[∣∣∣∇aht (θisl−1,t, νN2sl−1,·)−∇aht (θ˜isl−1,t, ν˜N2sl−1,·)∣∣∣2] dt
+ 2(sl − sl−1)
2
∫ T
0
E
[∣∣∣∇ahσt (θisl−1,t, νN2sl−1,·)−∇ahσt (θ˜isl−1,t, ν˜N2sl−1,·)∣∣∣2] dt
+
∫ sl
sl−1
(1 + (v − sl−1))
∫ T
0
E
[∣∣∣∇ahσt (θiv,t, νN2v,· )−∇ahσt (θisl−1,t, νN2sl−1,·)∣∣∣2] dt dv.
(45)
Lemma 20 then yields∫ T
0
E
[∣∣∣∇aht(θisl−1,t, νN2sl−1,·)−∇aht(θ˜isl−1,t, ν˜N2sl−1,·)∣∣∣2] dt ≤ L ∫ T
0
E
[
|△sl−1,tθ
i|2
]
dt,
and∫ T
0
E
[∣∣∣∇ahσt (θisl−1,t, νN2sl−1,·)−∇ahσt (θ˜isl−1,t, ν˜N2sl−1,·)∣∣∣2] dt ≤ L(1+σ42 ‖∇aU‖2Lip)
∫ T
0
E
[
|△sl−1,tθ
i|2
]
dt.
Plugged into (45), using the exchangeability of θi and θ˜i, we get∫ T
0
E
[∣∣△sl,tθi∣∣2] dt
≤
(
1 + (sl − sl−1)
{(
L− σ2κ
)
+ 2(sl − sl−1)L
(
1 +
σ4
2
‖∇2aU‖
2
∞
)})
×
∫ T
0
E
[∣∣△sl−1,tθi∣∣2] dt
+
∫ sl
sl−1
(1 + (v − sl−1))
∫ T
0
E
[∣∣∣∇ahσt (θiv,t, νN2v,· )−∇ahσt (θisl−1,t, νN2sl−1,·)∣∣∣2] dt dv.
Recalling the recurrence estimate:
ul+1 ≤ cl+1ul + bl+1, ∀l ⇒ ul ≤
l∑
l1=1
(
Πll2=l1cl2
)
bl−1 + u0
(
Πll2=1cl2
)
, ∀l, (46)
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we get, since △0,tθ = 0,∫ T
0
E
[
|△sl,tθ|
2
]
dt
≤
l∑
l1=1
(
Πll2=l1
(
1 + (sl1 − sl1−1)
(
L− σ2κ
)
+ (sl1 − sl1−1)
2L
(
1 +
σ4
2
‖∇aU‖
2
Lip
)))
×
∫ sl1
sl1−1
(1 + (v − sl−1))
∫ T
0
E
[∣∣∣∇ahσt (θiv,t, νN2v,· )−∇ahσt (θisl1−1,t, νN2sl1−1,·)∣∣∣2
]
dt dv
Step 2. Observing that
E
[∣∣∣∇ahσt (θiv,t, νN2v,· )−∇ahσt (θisl−1,t, νN2sl−1,·)∣∣∣2] ≤ L(1 + σ42 ‖∇aU‖2Lip
)∫ T
0
E
[∣∣∣θiv,t − θisl−1,t∣∣∣2] dt,
and since, for all sl−1 ≤ v ≤ sl,
E
[∣∣∣θiv,t − θisl−1,t∣∣∣2] ≤ L(sl − sl−1)
(
1 + 2σ2 +
σ4
2
(sl − sl−1)‖∇aU‖
2
Lip
∫ sl
sl−1
E
[∣∣θiv,t∣∣2] dv
)
,
we have∫ sl1
sl1−1
(1 + (v − sl−1))
∫ T
0
E
[∣∣∣∇ahσt (θiv,t, νN2v,· )−∇ahσt (θisl1−1,t, νN2sl1−1,·)∣∣∣2
]
dt dv
≤ c(sl1 − sl1−1)
2
(
1 + max
0≤s≤sl
∫ T
0
E
[∣∣θis,t∣∣2] dt) ,
from which we get∫ T
0
E
[
|△sl,tθ|
2
]
dt ≤ c
(
1 + max
0≤s≤sl
∫ T
0
E
[∣∣θis,t∣∣2] dt)
×
l∑
l1=1
(
Πll2=l1
(
1 + (sl1 − sl1−1)
( (
L− σ2κ
)
+ (sl1 − sl1−1)L
(
1 +
σ4
2
‖∇aU‖
2
Lip
))))
(sl1 − sl1−1)
2.
(47)
By the assumption (41), any time step sl − sl−1 is small enough so that the coefficient(
L− σ2κ
)
+ (sl1 − sl1−1)L
(
1 +
σ4
2
‖∇aU‖
2
Lip
)
=: κ,
is negative. It now remains to prove that the sum
l∑
l1=1
(
Πll2=l1
(
1 + (sl1 − sl1−1)
( (
L− σ2κ
)
+ (sl1 − sl1−1)L
(
1 +
σ4
2
‖∇aU‖
2
Lip
))))
(sl1 − sl1−1)
=
l∑
l1=1
(
Πll2=l1 (1− |κ|(sl2 − sl2−1))
)
(sl1 − sl1−1)
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is finite. Since 1− x ≤ e−x for all x ≥ 0, we have
l∑
l1=1
(
Πll2=l1 (1− |κ|(sl2 − sl2−1))
)
(sl1 − sl1−1) ≤
l∑
l1=1
exp{−|κ|(sl − sl1)}(sl1 − sl1−1).
Comparing this upper-bound with the integral
∫ sl
0 exp{−|κ|(sl − v)} dv, the assumption∑
l(sl − sl−1)
2 <∞ is enough to ensures the finiteness of the sum as:
l∑
l1=1
exp{−|κ|(sl − sl1)}(sl1 − sl1−1)−
∫ sl
0
exp{−|κ|(sl − v)} dv
=
l−1∑
l1=1
∫ sl1+1
sl1
(
exp{−|κ|(sl − sl1)}(sl1 − sl1−1)− exp{−|κ|(sl − v)}
)
dv −
∫ s1
0
exp{−|κ|(sl − v)} dv
≤ exp{−|κ|sl}
l−1∑
l1=1
∫ sl1+1
sl1
(
v − sl1−1
)
exp{|κ|v} dv ≤
l−1∑
l1=1
(sl1 − sl1−1)
2 <∞.
This ends the proof.
3.5 Generalisation estimates
Lemma 26 Let Assumptions 1 and 5 hold. Then there exist constants L1,M and L2,M,
such that for any µ, ν ∈ V2 we have
i) For all M∈ P(Rd × S),
|JM(µ)− JM(ν)| ≤ L1,MW
T
1 (µ, ν) ,
ii) For any stochastic processes η, η′ such that E
∫ T
0 [|ηt|
2 + |η′t|
2 dt] <∞ we have
E
[
sup
ν∈V2
∣∣∣∣∫ T
0
δJM
δν
(ν, t, ηt) dt
∣∣∣∣2
]
+ E
[
sup
ν∈V2
∣∣∣∣∫ T
0
∫ T
0
δ2JM
δν2
(ν, t, ηt, t
′, η′t) dtdt
′
∣∣∣∣2
]
≤ L2,M .
The expression δJ
M
δν (ν, t, a) here is to the derivative of ν ∈ V2 7→ J
M(ν) (see Definition 29)
and δ
2JM
δν2 (ν, t, a, t
′, a′) is the derivative of ν ∈ V2 7→
δJM
δν (ν, t, a) (Definition 30).
Proof
Let νλ := ν + λ(µ − ν) for λ ∈ [0, 1] and recall definition of J¯ from (7). From Lemma
17 (with σ = 0) we have
d
dε
J¯M ((ν + (λ+ ε)(µ − ν), ξ, ζ)
∣∣∣∣
ε=0
=
∫ T
0
∫
ht(X
ξ,ζ
t (ν
λ), P ξ,ζt (ν
λ), a, ζ)(µt − νt)(da) dt .
Due to this and the fundamental theorem of calculus we have
J¯M(µ, ξ, ζ)− J¯M(ν, ξ, ζ) =
∫ 1
0
d
dε
J¯M (ν + (λ+ ε)(µ − ν), ξ, ζ)
∣∣∣∣
ε=0
dλ
=
∫ 1
0
∫ T
0
∫
ht(X
ξ,ζ
t (ν
λ), P ξ,ζt (ν
λ), a, ζ)(µt − νt)(da) dt dλ .
(48)
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Assumptions 1, 5 point iii) and Lemma 33 allow us to conclude that
a 7→ ht(X
ξ,ζ
t (ν
λ), P ξ,ζt (ν
λ), a, ζ) = φt(X
ξ,ζ
t (ν
λ), a, ζ)P ξ,ζt (ν
λ) + f(Xξ,ζt (ν
λ), a, ζ) ,
is uniformly Lipschitz in a. From Fubini’s Theorem and Kantorovich (dual) representation
of the Wasserstein distance (Villani, 2008, Th 5.10) we conclude that
|J¯M(µ, ξ, ζ)−J¯M(ν, ξ, ζ)| ≤ L1(ξ, ζ)W
T
1 (µ, ν) , L1(ξ, ζ) := sup
t∈[0,T ],ν∈V2
∥∥∥ht(Xξ,ζt (ν), P ξ,ζt (ν), ·, ζ)∥∥∥
Lip
,
(49)
and we see, by Lemma 33, that
|JM(µ)−JM(ν)| ≤
∫
Rd×S
|J¯(µ, ξ, ζ)−J¯(ν, ξ, ζ)|M(dξ, dζ) ≤
∫
Rd×S
L1(ξ, ζ)M(dξ, dζ)W
T
1 (µ, ν) .
Define L1,M :=
∫
Rd×S L1(ξ, ζ)M(dξ, dζ) <∞. This completes the proof of part i).
From (48), we are able to identify the derivative of ν ∈ V2 7→ J¯(ν, ξ, ζ) and see that
δJ¯
δν
(µ, t, a, ξ, ζ) = φt(X
ξ,ζ
t (µ), a, ζ)P
ξ,ζ
t (µ) + ft(X
ξ,ζ
t (µ), a, ζ) .
Hence due to Definition 29 and a following similar computation as in Lemma 34 we have
δ2J¯
δν2
(µ, t, a, t′, a′, ξ, ζ) =(∇xφt)(X
ξ,ζ
t (µ), a, ζ)
δXξ,ζt
δν
(µ, t′, a′)P ξ,ζt (µ) + φt(X
ξ,ζ
t (µ), a, ζ)
δP ξ,ζt
δν
(µ, t′, a′)
+ (∇xft)(X
ξ,ζ
t (µ), a, ζ)
δXξ,ζt
δν
(µ, t′, a′) .
Note that
δJM
δν
(µ, t, a) =
∫
Rd×S
δJ¯
δν
(µ, t, a, ξ, ζ)M(dξ, dζ) ,
δ2JM
δν2
(µ, t, a, t′, a′) =
∫
Rd×S
δ2J¯
δν2
(µ, t, a, t′, a′, ξ, ζ)M(dξ, dζ) .
From Lemma 34 we see that for η and η′ such that
∫ T
0 E[|ηt|
2 + |η′t|
2]dt <∞ we have
E
[
sup
ν∈V2
∣∣∣∣∫ T
0
δJM
δν
(ν, t, ηt)dt
∣∣∣∣2
]
+ E
[
sup
ν∈V2
∣∣∣∣∫ T
0
∫ T
0
δ2JM
δν2
(ν, t, ηt, t
′, η′t′)dtdt
′
∣∣∣∣2
]
≤ L2,M .
Lemma 27 We assume that the 2nd order linear functional derivative, in a sense of defi-
nition in 29, of J exists, and that there is L > 0 such that for any random variables η, η′
such that E[|η|2 + |η′|2] <∞, it holds that
E
[
sup
ν∈V2
∣∣∣∣∫ T
0
δJM
δν
(νt, t, ηt)dt
∣∣∣∣2
]
+ E
[
sup
ν∈V2
∣∣∣∣∫ T
0
∫ T
0
δ2JM
δν2
(νt, t, ηt, t
′, η′t)dtdt
′
∣∣∣∣2 ] ≤ L .
(50)
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Let (θi)Ni=1 be i.i.d such that θ
i ∼ µ, i = 1, . . . , N . Let µN := 1N
∑N
i=1 δθi . Then there is c
(independent of N , p and d) such that
E
[
|JM(µN )− JM(µ)|2
]
≤
c
N
.
Proof Step 1. Let µNλ := µ+λ(µ
N −µ) for λ ∈ [0, 1] and let (θ˜i)Ni=1 be i.i.d., independent
of (θi)Ni=1 and with law µ. By the definition of linear functional derivatives, we have
JM(µN )− JM(µ) =
∫ 1
0
∫ T
0
∫
δJM
δν
(µNλ , t, a) (µ
N
t − µt)(da)dtdλ
=
∫ 1
0
∫ T
0
1
N
N∑
i=1
(
δJM
δν
(µNλ , t, θ
i
t)− E
[
δJM
δν
(µNλ , t, θ˜
i
t)
])
dtdλ
=
∫ 1
0
∫ T
0
1
N
N∑
i=1
ϕiλdtdλ .
where, for i ∈ {1, . . . , N} and λ ∈ [0, 1],
ϕiλ =
δJM
δν
(µNλ , t, θ
i)− E
[
δJM
δν
(µNλ , t, θ˜
i)
]
. (51)
Note that the expectation only applies to θ˜i and that ϕiλ is zero mean random variable. We
have the estimate
E
[
|JM(µN )− JM(µ)|2
]
≤
T
N2
∫ 1
0
∫ T
0
E
 N∑
i=1
(ϕiλ)
2 +
N∑
i1 6=i2
ϕi1λ ϕ
i2
λ
 dtdλ . (52)
Step 2. By our assumption (50) we have
E
[
N∑
i=1
(ϕiλ)
2
]
≤ 2
N∑
i=1
E
[∣∣∣∣δJMδν (µNλ , t, θi)
∣∣∣∣2
]
≤ 2LN .
Step 3. For any (i1, i2) ∈ {1, . . . , N}
2, we introduce the (random) measures
µ
N,−(i1,i2)
λ := µ
N
λ +
λ
N
∑
k∈{i1,i2}
(δθ˜k − δθk) and µ
N
λ,λ1 := (µ
N,−(i1,i2)
λ − µ
N
λ )λ1 + µ
N
λ , λ, λ1 ∈ [0, 1] .
By the definition of the second order functional derivative
δJM
δν
(µ
N,−(i1,i2)
λ , t, θ
i)−
δJM
δν
(µNλ , t, θ
i)
=
∫ 1
0
∫ T
0
∫
δ2JM
δν2
(µNλ,λ1 , t, θ˜
1
t , t
′, y1)(µ
N,−(i1,i2)
λ,t′ − µ
N
λ,t′)(dy1) dλ1dt
′
=
λ
N
∫ 1
0
∫ T
0
∫ ∑
k∈{i1,i2}
δ2JM
δν2
(µNλ,λ1 , t, θ˜
1
t , t
′, y1)(δθ˜k
t′
− δθk
t′
)(dy1) dλ1dt
′ .
(53)
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By our assumption (50) we have
E
[∣∣∣∣δJMδν (µN,−(i1,i2)λ , t, θi)− δJMδν (µNλ , t, θi)
∣∣∣∣2
]
≤
4TL
N2
.
In the same way we can show that
E
[∣∣∣∣E[δJMδν (µN,−(i1,i2)λ , t, θ˜i)
]
− E
[
δJM
δν
(µNλ , t, θ˜
i)
]∣∣∣∣2
]
≤
4TL
N2
.
Hence
E[|ϕi−ϕi,−(i1,i2)|2] ≤
8TL
N2
, where ϕ
i,−(i1,i2)
λ =
δJM
δν
(µ
N,−(i1,i2)
λ , t, θ
i)−E
[
δJM
δν
(µ
N,−(i1,i2)
λ , t, θ˜
i)
]
.
Finally, by writing ϕi = (ϕi − ϕi,−(i1,i2)) + ϕi,−(i1,i2), applying Cauchy-Schwarz inequality
and using (50) we have
E
∑
i1 6=i2
ϕi1λ ϕ
i2
λ
 ≤ ∑
i1 6=i2
(
1
N
+ E[ϕi1,−(i1,i2)ϕi2,−(i1,i2)]
)
= N +
∑
i1 6=i2
E[ϕi1,−(i1,i2)ϕi2,−(i1,i2)] .
By conditional independence argument the last term above is zero. Combining this, (52),
Conclusions of Step 1 and 2 concludes the proof.
Proof [Proof of Theorem 9] Throughout the proof we write J = JM. We decompose the
error as follows:
E
∣∣∣JM(ν⋆,σ,N1)− JM(νσ,N1,N2,∆sS,· )∣∣∣2 ≤ 4(E|E1|2 + E|E2|2 + E|E3|2) ,
where
E1 := J
M(ν⋆,σ,N1)− JM(νσ,N1S,· ) , E2 := J
M(νσ,N1S,· )− J
M(νσ,N1,N2S,· ) , E3 := J
M(νσ,N1,N2S,· )− J
M(νσ,N1,N2,∆sS,· ) .
Here E1 is the error arising from running the mean-field gradient descent only for finite
time S. The error arising from replacing the mean-field gradient descent by a particle
approximation is E2 and finally E3 arises from doing a time discretisation of the particle
gradient descent.
Step 1. From Lemma 26-i) and Theorem 6 we conclude that
E|E1|
2 = E|JM(ν⋆,σ,N1)− JM(νσ,N1S,· )|
2 ≤ e−λS L21,M E
[
WT2
(
L(θ0),L(v⋆,σ,N1)
)2]
.
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Step 2. Consider i.i.d copies of the mean-field Langevin dynamic (θi)N2i=1
θi,∞s,t = θ
i,∞
0,t −
∫ s
0
(
(∇aht)(θ
i,∞
v,t ,L(θ
i,∞
v,· ),M
N1) +
σ2
2
(∇aU)(θ
i,∞
v,t )
)
dv + σdBiv . (54)
The associated empirical measure is defined as ν¯σ,N1,N2 = 1N2
∑N2
i=1 δθi,∞ . We have
E|E2|
2 =E
∣∣∣JM(νσ,N1S,· )− JM(νσ,N1,N2S,· )∣∣∣2 ≤ 2E∣∣∣JM(νσ,N1S,· )− JM(ν¯σ,N1,N2S,· )∣∣∣2
+ 2E
∣∣∣JM(ν¯σ,N1,N2S,· )− JM(νσ,N1,N2S,· )∣∣∣2 =: 2E|E2,1|2 + 2E|E2,2|2 . (55)
From Lemmas 26-ii) and 27 we see that E|E2,1|
2 ≤ cN2 . Next we observe that by Lemma
26-i) and by the definition of Wasserstein distance
E|E2,2|
2 = E
∣∣∣JM(ν¯σ,N1,N2S,· )− JM(νσ,N1,N2S,· )∣∣∣2 ≤ (L1,M)2 E[WT2 (ν¯σ,N1,N2S,· , νσ,N1,N2S,· )2]
≤
(L1,M)
2
N2
N2∑
i=1
∫ T
0
E|θi,∞S,t − θ
i
S,t|
2dt .
Finally, due to Theorem 7 we see that
∫ T
0 E|θ
i,∞
S,t − θ
i
S,t|
2 dt ≤ c
(
1
N1
+ 1N2
)
and so
E|E2|
2 ≤ c
(
1
N1
+
1
N2
)
.
Step 3. By Lemma 26, by Theorem 8 and by the definition of Wasserstein distance
E|E3|
2 ≤ E|JM(νσ,N1,N2S,· )− J
M(νσ,N1,N2,∆sS,· )|
2 ≤ (L1,J)2WT2 (ν
σ,N1,N2
S,· , ν
σ,N1,N2,∆s
S,· )
≤ (L1,J)2
1
N2
N2∑
i=1
∫ T
0
E|θiS,t − θ˜
i
S,t|
2dt ≤ (L1,J)2c∆s ,
where ∆s := max0<sl<S(sl − sl−1). Collecting conclusions of Steps 1, 2 and 3 we obtain
E
∣∣∣JM(ν⋆,σ,N1)− JM(νσ,N1,N2,∆sS,· )∣∣∣2 ≤ c(e−λS + 1N1 + 1N2 +∆s
)
,
where c is independent of λ, S, N1, N2, d, p and the time partition used in Theorem 8.
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Appendix A. Measure derivatives
We first define flat derivative on P2(R
p). See e.g. (Carmona and Delarue, 2018, Section
5.4.1) for more details.
Definition 28 A functional U : P2(R
p) → R is said to admit a linear derivative if there
is a (continuous on P2(R
p)) map δUδm : P(R
p)×Rd → R, such that | δUδm (a, µ)| ≤ C(1 + |a|
2)
and, for all m,m′ ∈ P2(R
p), it holds that
U(m)− U(m′) =
∫ 1
0
∫
δU
δm
(m+ λ(m′ −m), a) (m′ −m)(da) dλ .
Since δUδm is only defined up to a constant we make a choice by demanding
∫
δU
δm (m,a)m(da) =
0.
We will also need the linear functional derivative on V2, which provides a slight extension
of the one introduced above in Definition 28.
Definition 29 A functional F : V2 → R
d, is said to admit a first order linear derivative,
if there exists a functional δFδν : V2 × (0, T ) × R
p → Rd, such that
i) For all (t, a) ∈ (0, T ) × Rp, ν ∈ V2 7→
δF
δν (ν, t, a, ) is continuous (for V2 endowed with
the weak topology of M+b ((0, T ) ×R
p)).
ii) For any ν ∈ V2 there exists C = Cν,T,d,p > 0 such that for all a ∈ R
p we have that∣∣∣∣δFδν (ν, t, a)
∣∣∣∣ ≤ C(1 + |a|q) .
iii) For all ν, ρ ∈ V2,
F (ρ)− F (ν) =
∫ 1
0
∫ T
0
∫
δF
δν
((1− λ)ν + λρ, t, a) (ρt − νt) (da) dt dλ. (56)
The functional δFδν is then called the linear (functional) derivative of F on V2.
The linear derivative δFδν is here also defined up to the additive constant
∫ T
0
∫
δF
δν (ν, t, a)νt(da) dt.
By a centering argument, δFδν can be generically defined under the assumption that
∫ T
0
∫
δF
δν (ν, t, a)νt(da) dt =
0. Note that if δFδν exists according to Definition 29 then
∀ ν, ρ ∈ V2, lim
ǫ→0+
F (ν + ǫ(ρ− ν))− F (ν)
ǫ
=
∫ T
0
∫
δF
δν
(ν, t, a) (ρt − νt) (da) dt. (57)
Indeed (56) immediately implies (57). To see the implication in the other direction take
vλ := ν + λ(ρ− ν) and ρλ := ρ− ν + νλ and notice that (57) ensures for all λ ∈ [0, 1] that
lim
ε→0+
F (νλ + ε(ρ− ν))− F (νλ)
ε
= lim
ε→0+
F (νλ + ε(ρλ − νλ))− F (νλ)
ε
=
∫ T
0
∫
δF
δν
(νλ, t, a)
(
ρλt − ν
λ
t
)
(da) dt =
∫ T
0
∫
δF
δν
(νλ, t, a) (ρt − νt) (da) dt .
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By the fundamental theorem of calculus
F (ρ)− F (ν) =
∫ 1
0
lim
ε→0+
F (νλ+ε)− F (νλ)
ε
dλ =
∫ 1
0
∫ T
0
∫
δF
δν
(νλ, t, a)(ρt − νt)(da)dt dλ .
For the estimate on the generalization error (Section 3.5), we will also need to use a second
order variation of ν ∈ V2 7→ F (ν) which is given by:
Definition 30 We will say that F : V2 → R
d admits a second order linear functional
derivative if, for all t, a, ν 7→ δFδν (ν, t, a) itself admits a linear functional derivative in the
sense of Definition 29. We will denote this second order linear derivative by δ
2F
δν2
. In
particular
δF
δν
(ν ′, t, a)−
δF
δν
(ν, t, a) =
∫ 1
0
∫ T
0
∫
δ2F
δν2
((1− λ)ν + λν ′, t, a, t′, a′)
(
ν ′t′ − νt′
)
(da′) dt′ dλ,
where (t′, a′, ν) 7→ δFδν (ν, t, a, t
′, a′) satisfies the properties i) and ii) of Definition 29.
Let us finally point out the following chain rule:
Lemma 31 Assume that F : V2 → R
d admits a linear functional derivative, in the sense
of Definition 29, and J : Rd × V2 → R
d such that, for all ν ∈ V2, x 7→ J(x, ν) admits a
continuous differential ∇xJ(x, ν) such that ν 7→ ∇xJ(x, ν) is continuous on V2, and for all
x, ν 7→ J(x, ν) admits a continuous differential δJδν (x, ν, t, a) on V2. Then ν 7→ J(ν, F (ν))
admits a linear functional derivative on V2 given by
δJ
δν
(F (ν), ν, t, a) +∇xJ(F (ν), ν)
δF
δν
(ν, t, a).
Proof For all ν, ρ, we have
J(F (ν + ǫ(ρ− ν)), ν + ǫ(ρ− ν))− J(F (ν), ν)
= J(F (ν + ǫ(ρ− ν)), ν + ǫ(ρ− ν))− J(F (ν), ν + ǫ(ρ− ν)) + J(F (ν, ν + ǫ(ρ− ν))− J(F (ν), ν)
= ǫ
∫ 1
0
∇xJ(F (ν + (λ+ ǫ)(ρ− ν)), ν + ǫ(ρ− ν)) (F (ν + ǫ(ρ− ν))− F (ν)) dλ
+ ǫ
∫ 1
0
∫ T
0
∫
δJ
δν
(F (ν), ν + (λ+ ǫ)(ρ− ν), t, a)(ρt(da)− νt(da)) dt dλ.
Dividing this expression by ǫ, the limit ǫ→ 0, which grants the derivative of ν 7→ J(ν, F (ν))
(using (57)), follows by dominated convergence.
The connection between the linear functional derivative δδν introduced in Definition 29
and δδm introduced in Definition 28 is the following one: Let π
t, 0 ≤ t ≤ T be the family of
operators, which, for any 0 ≤ t ≤ T and ν in V2 assigns the measure π
t(ν) = νt of P2(R
p).
For any functional U : P2(R
p) → R, define its extension on V2 as U
t(ν) = U(πt(ν)).
Whenever the functional U t admits a linear functional derivative on V2, then
U t(ν ′)− U t(ν) =
∫ 1
0
∫ T
0
∫
δU t
δν
(r, a, ν + λ(ν ′ − ν))(ν ′r(da)− νr(da)) dr dλ
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For any m in P2(R
p), define for the measure νm of V2 constant in the sense ν
m
t (da) = m(da),
for a.e. t. Therefore we have U t(νm) = U(m), and for all m,m′ in P2(R
p)
U(m′)− U(m) = U t(ν ′
m
)− U t(νm)
=
∫ 1
0
∫ T
0
∫
δU t
δν
(νm + λ(ν ′
m
− νm), r, a)(ν ′
m
r (da)− ν
m
r (da)) dr dλ
=
∫ 1
0
(∫ T
0
∫
δU t
δν
(νm + λ(ν ′
m
− νm), r, a) dr
)
(m′(da) −m(da)) dλ.
Lemma 32 Fix ν ∈ P(Rm). Let u : Rm → R be such that for all µ ∈ P(Rm) we have that
0 ≤
∫
u(a) (µ − ν)(da) .
Then u is a constant function: for all a ∈ Rm we have u(a) =
∫
u(a′)ν(da′).
Proof Let M :=
∫
u(a) ν(da). Fix ε > 0. Assume that ν(u −M ≤ −ε) > 0. Indeed take
dµ := 1ν(u−M≤−ε)1{u−M≤−ε} dν. Then
0 ≤
∫
u(a) (µ − ν)(da) =
∫
[u(a) −M ]µ(da)
=
∫
1{u−M≤−ε}[u(a) −M ]µ(da) +
∫
1{u−M>−ε}[u(a)−M ]µ(da)
=
∫
1{u−M≤−ε}[u(a) −M ]
1
ν(u−M ≤ −ε)
ν(da) ≤ −ε .
As this is a contradiction we get ν(u−M ≤ −ε) = 0 and taking ε → 0 we get ν(u−M <
0) = 0. On the other hand assume that ν(u −M ≥ ε) > 0. Then, since u −M ≥ 0 holds
ν-a.s., we have
0 =
∫
[u(a)−M ] ν(da) ≥
∫
{u−M≥ε}
[u(a)−M ] ν(da) ≥ εν(u−M ≥ ε) > 0
which is again a contradiction meaning that for all ε > 0 we have ν(u −M ≥ ε) = 0 i.e.
u =M ν-a.s..
Appendix B. Bounds and regularity for the forward-backward system (15)
In this section, we establish the boundedness and regularity of the mapping assigning to
each ν ∈ V2 the solution to
Xξ,ζt (ν) = ξ +
∫ t
0
∫
φr(X
ξ,ζ
r (ν), a, ζ) νr(da) dr,
P ξ,ζt (ν) = ∇xg(X
ξ,ζ
T (ν), ζ) +
∫ T
t
∫ (
∇xfr(X
ξ,ζ
r (ν), a, ζ) +∇xφr(X
ξ,ζ
r (ν), a, ζ) · P
ξ,ζ
r (ν)
)
νr(da) dr.
(58)
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Hereafter, we will work mostly under the sole assumption 1, and, for a fixed couple of
data ξ, ζ chosen according to (1)-iii), so that for a.e. 0 ≤ t ≤ T ,
|∇xg(0, ζ)| + |φt(0, 0, ζ)| + |∇aft(0, 0, ζ)| + |∇xft(0, 0, ζ)| <∞.
Let us also recall the function h given by:
ht(x, a, p, ζ) = ft(x, a, ζ) + φt(x, a, ζ)p.
Let us point out that the process (P ξ,ζt (ν))0≤t≤T can be written as:
P ξ,ζt (ν) = ∇xg(X
ξ,ζ
T (ν), ζ) exp
{
−
∫ T
t
∫
∇xφr(X
ξ,ζ
r (ν), a, ζ) νr(da) dr
}
−
∫ T
t
(∫
∇xfr(X
ξ,ζ
r (ν), a, ζ) νr(da)
)
× exp
{∫ r
t
∫
∇xφr′(X
ξ,ζ
r′ (ν), a, ζ) νr′(da) dr
′
}
dr.
(59)
As a first estimate, let us show the following lemma:
Lemma 33 (Uniforms bounds and continuity) Under Assumption 1, for any ν ∈ V2,
(Xξ,ζt (ν), P
ξ,ζ
t (ν))0≤t≤T given by (58) satisfies:
|Xξ,ζt (ν)| ≤
(
|ξ|+
∫ t
0
∫
|φt(0, a, ζ)|νr(da) dr
)
× exp{T sup
t,a,ζ
‖φt(·, a, ζ)‖Lip},
|P ξ,ζt (ν)| ≤ ‖∇xg(·, ζ)‖∞ ∧
(
‖∇xg(·, ζ)‖Lip|X
ξ,ζ
t (ν)|+ |∇xg(0, ζ)|
)
× exp{T sup
t,a,ζ
‖φt(·, a, ζ)‖Lip}
+ ‖∇xft‖∞ × exp{T sup
t,a,ζ
‖φt(·, a, ζ)‖Lip}.
Additionally, for all 0 ≤ t ≤ T , ν 7→ (Xξ,ζt (ν), P
ξ,ζ
t (ν)) is continuous on V2 equipped with
the topology related to the metric WT2 .
Proof Owing to the Lipschitz and differentiability properties of (x, a) 7→ φt(x, a, ζ),
|Xξ,ζt (ν)| ≤ |ξ|+ sup
t,a,ζ
‖φt(·, a, ζ)‖Lip
∫ t
0
|Xξ,ζr (ν)| dr +
∫ t
0
∫
|φt(0, a, ζ)|νr(da) dr.
Applying Gronwall’s inequality: For non-negative continuous functions u,w, α
u(t) ≤ w(t) + α
∫ t
0
u(s) ds, ∀ 0 ≤ t ≤ T ⇒ u(t) ≤ sup
t≤T
w(t) exp{αT}, ∀ 0 ≤ t ≤ T, (60)
yields to the estimate of Xξ,ζt (ν). The estimate for P
ξ,ζ
t (ν) follows directly from (59).
For the continuity of ν 7→ (Xξ,ζt (ν), P
ξ,ζ
t (ν)), let {ν
ǫ}ǫ>0 be a family of elements of V2
such that limǫ→0+W
T
2 (ν
ǫ, ν) = 0. Observe that∣∣∣Xξ,ζt (νǫ)−Xξ,ζt (ν)∣∣∣ ≤ ∫ t
0
∫ {∣∣∣φr(Xξ,ζr (νǫ), a, ζ)− φr(Xr(ν), a, ζ)∣∣∣} νǫr(da) dr
+
∣∣∣∣∫ t
0
∫ {
φr(X
ξ,ζ
r (ν), a, ζ)
}
(νǫr(da)− νr(da)) dr
∣∣∣∣
≤ sup
t,a,ζ
‖φt(·, a, ζ)‖Lip
∫ t
0
∣∣∣Xξ,ζr (νǫ)−Xξ,ζr (ν)∣∣∣ dr + sup
t,x,ζ
‖φt(x, ., ζ)‖Lip
∫ t
0
W1(ν
ǫ(r), ν(r)) dr.
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Applying Gronwall’s inequality (60) and sinceWT1 ≤ W
T
2 , it follows that limǫ→0X
ξ,ζ
t (ν
ǫ) =
Xξ,ζt (ν).
Since (x, a) 7→ ∇xg(x, ζ),∇xφt(x, a, ζ),∇xft(x, a, ζ) are bounded continuous (uniformly
in t), the continuity of (ν) 7→ Xξ,ζt (ν) also ensure, by dominated convergence that
lim
ǫ→0
∇xg(X
ξ,ζ
T (ν
ǫ), ζ) = ∇xg(XT (ν), ζ),
lim
ǫ→0
∫ t
0
∫ {
∇xfr(X
ξ,ζ
r (ν
ǫ), a, ζ)
}
νǫr(da) dr =
∫ t
0
∫ {
∇xfr(X
ξ,ζ
r (ν), a, ζ)
}
νr(da) dr,
lim
ǫ→0
∫ t
0
∫ {
∇xφr(X
ξ,ζ
r (ν
ǫ), a, ζ)
}
νǫr(da) dr =
∫ t
0
∫ {
∇xφr(X
ξ,ζ
r (ν), a, ζ)
}
νr(da) dr.
This ensures that limǫ→0 P
ξ,ζ
t (ν
ǫ) = P ξ,ζt (ν).
Let us prove the differentiability, in the sense of Definition 29, of the mapping ν ∈ V2 7→
(Xξ,ζt (ν), Y
ξ,ζ
t (ν)):
Lemma 34 For all 0 ≤ t ≤ T , ν 7→ (Xξ,ζt (ν), Y
ξ,ζ
t (ν)) admits a linear functional derivative
given by
δXξ,ζt
δν
(ν, r, a) = 1{r≤t}
(
exp
{∫ t
r
∫
∇xφr′(X
ξ,ζ
r′ (ν), a
′, ζ)νr′(da
′) dr′
}
φr(X
ξ,ζ
r (ν), a, η)
)
,
and
δP ξ,ζt
δν
(ν, r, a) = exp
{∫ T
t
∫
∇xφr′(X
ξ,ζ
r (ν), a
′, ζ)νr′(da
′) dr′
}
×
(
∇2xg(X
ξ,ζ
T (ν), ζ)
δXξ,ζT
δν
(ν, r, a) +∇xhr(X
ξ,ζ
r (ν), P
ξ,ζ
r (ν), a, ζ)
)
+
∫ T
t
(∫
exp
{∫ T
r′
∫
∇xφr′′(X
ξ,ζ
r′′ (ν), a
′′, ζ) νr′′(da
′′)dr′′
}
∇2xhr′(X
ξ,ζ
r′ (ν), P
ξ,ζ
r′ (ν), a
′, ζ)νr′(da
′)
)
×
δXξ,ζr′
δν
(ν, r, a) dr′,
where h is defined as in (10).
Proof The derivative of ν 7→ Xξ,ζt (ν) follows directly Lemma 12, which grants∫ T
0
∫
δXξ,ζt
δν
(r, a, ν + ǫ(ρ− ν)) (ρr(da)− νr(da)) dr = lim
ǫ→0
Xξ,ζt (ν + ǫ(ρ− ν))−X
ξ,ζ
t (ν)
ǫ
= V ξ,ζt
for (V ξ,ζt )0≤t≤T satisfying:
V ξ,ζt =
∫ t
0
∇xφr(X
ξ,ζ
r (ν), a, ζ)νr(da)V
ξ,ζ
r dr+
∫ t
0
φr(X
ξ,ζ
r (ν), a, ζ) (ρr(da)− νr(da)) dr, 0 ≤ t ≤ T.
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Recalling that any solution to the ODE du(t)/dt = b(t)u(t) + α(t) on [0, T ], u(0) = u0,
admits the explicit representation:
u(t) = exp{
∫ t
0
b(r′) dr′}u0 +
∫ t
0
exp{
∫ t
r
b(r′) dr′}α(r) dr, (61)
we get, using the explicit expression of V ξ,ζt ,∫ T
0
∫
δXξ,ζt
δν
(ν, r, a) (ρr(da)− νr(da)) dr
=
∫ T
0
1{r≤t}
(
exp
{∫ t
r
∫
∇xφr′(X
ξ,ζ
r′ (ν), a
′, ζ)νr′(da
′) dr′
}
φr(X
ξ,ζ
r (ν), a, ζ)
)
(ρr(da)− νr(da)) dr.
As the Lipschitz properties of (x, a) 7→ φt(x, a, ζ) and (x, a) 7→ ∇xφt(x, a, ζ) ensure, with
Lemma 33 that ν 7→ Xξ,ζr (ν), and by extension ν 7→ φr(X
ξ,ζ
r (ν), a, ζ),
∫ t
r
∫
∇xφr′(X
ξ,ζ
r′ (ν), a
′, ζ)νr′(da
′) dr′
are continuous. In particular, ∇xφt(x, a, ζ) is uniformly bounded and
|φr(X
ξ,ζ
r (ν), a, ζ)| ≤ C(1 + |X
ξ,ζ
r (ν)|+ |a|+ |φt(0, 0, ζ)|) ≤ C(1 + |ξ|+ |a|+ |φt(0, 0, ζ)|),
for some finite constant C depending only on T , d, p, ‖∇xφ‖∞ and ‖∇aφ‖∞. Therefore∣∣∣∣φr(Xξ,ζr (ν), a, ζ) exp{∫ t
r
∫
∇xφr′(X
ξ,ζ
r′ (ν), a
′, ζ)νr′(da
′) dr′
}∣∣∣∣ ≤ C(1+|a|+|ξ|+|φt(0, 0, ζ)|).
This enables us to conclude that
1{r≤t}
(
φr(X
ξ,ζ
r (ν), a, ζ) exp
{∫ t
r
∫
∇xφr′(X
ξ,ζ
r′ (ν), a
′, ζ)νr′(da
′) dr′
})
is the linear derivative functional of ν 7→ Xξ,ζt (ν).
In the same way, for νǫ = ν + ǫ(ρ− ν), we have
P ξ,ζt (νǫ)− P
ξ,ζ
t (ν) = ∇xg(X
ξ,ζ
T (νǫ), ζ)−∇xg(X
ξ,ζ
T (ν), ζ)
+
∫ T
t
∫ (
∇xfr(X
ξ,ζ
r (νǫ), a, ζ)ν
ǫ
r(da)−∇xfr(X
ξ,ζ
r (ν), a, ζ)νr(da)
)
dr
+
∫ T
t
(∫
∇xφr(X
ξ,ζ
r (νǫ), a, ζ)ν
ǫ
r(da)−
∫
∇xφr(X
ξ,ζ
r (ν), a, ζ)νr(da)
)
P ξ,ζr (ν) dr
+
∫ T
t
∫
∇xφr(X
ξ,ζ
r (νǫ), a)
(
P ξ,ζr (νǫ)− P
ξ,ζ
r (ν)
)
νr(da) dr
= ∇xg(X
ξ,ζ
T (νǫ), ζ)−∇xg(X
ξ,ζ
T (ν), ζ)
+
∫ T
t
∫ (
∇xhr(X
ξ,ζ
r (νǫ), P
ξ,ζ
r (ν), a)ν
ǫ
r(da)−∇xhr(X
ξ,ζ
r (ν), P
ξ,ζ
r (ν), a, ζ)νr(da)
)
dr
+
∫ T
t
∫
∇xφr(X
ξ,ζ
r (νǫ), a, ζ)
(
P ξ,ζr (νǫ)− P
ξ,ζ
r (ν)
)
νr(da) dr.
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Recalling that
u(t) = KT +
∫ T
t
k(s) ds +
∫ T
t
β(s)u(s) ds, ∀ 0 ≤ t ≤ T
⇒ u(t) = KT exp{−
∫ T
t
β(r) dr} ds, ∀ 0 ≤ t ≤ T −
∫ T
t
k(s) exp{
∫ s
t
β(r) dr} ds, ∀ 0 ≤ t ≤ T,
from which we deduce the formulation (using a reversed in time formulation of (61)):
P ξ,ζt (νǫ)− P
ξ,ζ
t (ν) = exp
{
−
∫ T
t
∫
∇xφr′(X
ξ,ζ
r′ (νǫ), a
′, ζ)νr′(da
′) dr′
}
×∇xg(X
ξ,ζ
T (νǫ), ζ)−∇xg(X
ξ,ζ
T (ν), ζ)
+
∫ T
t
∫
exp
{∫ T
r
∫
∇xφr′(X
ξ,ζ
r′ (νǫ), a, ζ) νr′(da
′) dr′
}
×
(
∇xhr(X
ξ,ζ
r (νǫ), P
ξ,ζ
r (ν), a, ζ)ν
ǫ
r(da)−∇xhr(X
ξ,ζ
r (ν), P
ξ,ζ
r (ν), a, ζ)νr(da)
)
dr.
Hence, using Lemma 31 and Lemma 33 (observing that WT,2(νǫ, ν) ≤ ǫWT,2(ν
′, ν)→ 0
as ǫ→ 0+), we obtain
lim
ǫ→0
P ξ,ζt (ν + ǫ(ρ− ν))− P
ξ,ζ
t (ν)
ǫ
=
∫ T
0
∫ (
∇2xg(X
ξ,ζ
T (ν), ζ)
δXξ,ζT
δν
(ν, r, a)
)
(ρr(da) − νr(da)) dr exp
{∫ T
t
∫
∇xφr′(X
ξ,ζ
r′ (νǫ), a
′, ζ)νr′(da
′) dr′
}
+
∫ T
0
∇xhr(X
ξ,ζ
r (ν), P
ξ,ζ
r (ν), a, ζ) (ρr(da)− νr(da))
∫
exp
{∫ T
r
∫
∇xφr′(Xr′(ν), a, ζ)νr′(da
′) dr′
}
dr
+
∫ T
t
∫
exp
{∫ T
r
∫
∇xφr′(X
ξ,ζ
r′ (ν), a
′, ζ)νr′(da
′) dr′
}
×
(∫ T
0
∫
∇2xhr(X
ξ,ζ
r (ν), P
ξ,ζ
r (ν), a, ζ)
δXξ,ζr
δν
(ν, r′′, a′′)
(
ρr′′(da
′′)− νr′′(da
′′)
)
dr′′
)
νr(da) dr,
from which we identify the value of
δP ξ,ζt
δν (ν, r, a).
Lemma 34 together with the definition of linear derivative allows to computeX(ν)−X(µ)
and P (ν)−P (µ). However, to establish propagation of chaos an alternative representation
is more convenient.
Lemma 35 Let Assumptions 1 and 5 hold. Then
|Xξ,ζt (ν)−X
ξ,ζ
t (µ)| ≤ exp(‖∇xφ‖∞(T − t))
∫ t
0
∣∣∣∣ ∫ φt(Xξ,ζr (µ), a, ζ) (νr − µr)(da)∣∣∣∣ dr ,
and
|P ξ,ζt (ν)− P
ξ,ζ
t (µ)| ≤ c1|X
ξ,ζ
T (ν)−X
ξ,ζ
T (µ)|+ c2
∫ T
t
|Xξ,ζr (ν)−X
ξ,ζ
r (µ)|dr ,
where c1 and c2 are given in (62).
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Proof Let Xλr := X
ξ,ζ
r (ν) + λ(X
ξ,ζ
r (µ)−X
ξ,ζ
r (ν)) and write
Xξ,ζt (ν)−X
ξ,ζ
t (µ) =
∫ t
0
(∫
φr(X
ξ,ζ
r (ν), a, ζ)νr(da)−
∫
φr(X
ξ,ζ
r (µ), a, ζ)µr(da)
)
dr
=
∫ t
0
(∫ (
φr(X
ξ,ζ
r (ν), a, ζ) − φr(X
ξ,ζ
r (µ), a, ζ)νr(da)
))
dr
+
∫ t
0
(∫
φr(X
ξ,ζ
r (µ), a, ζ)(νr − µr)(da)
)
dr
=
∫ t
0
(∫ ∫ 1
0
(∇xφr)(X
λ
r , a, ζ) dλ νr(da)
)(
Xξ,ζr (ν)−X
ξ,ζ
r (µ)
)
dr
+
∫ t
0
(∫
φr(X
ξ,ζ
r (µ), a, ζ)(νr − µr)(da)
)
dr .
Let Γr,t := exp
(∫ t
r
∫ ∫ 1
0 (∇xφr)(X
λ
r′ , a, ζ)νr′(da) dλ dr
′
)
. We can transform the linear ODE
above so that
Xξ,ζt (ν)−X
ξ,ζ
t (µ) =
∫ t
0
Γr,t
(∫
φr(X
ξ,ζ
r (µ), a, ζ)(νr − µr)(da)
)
dr .
Assumption 1 implies that |Γr,t| ≤ exp((t − r)‖∇xφ|∞). Let us fix ξ, ζ. Let us write
Φt(x, a) := φt(x, a, ζ), ft(x, a) := ft(x, a, ζ) and G(x) := g(x, ζ). From (59) we have
P ξ,ζt (ν)− P
ξ,ζ
t (µ) = (∇xG(XT (ν))−∇xG(XT (µ))) exp
{
−
∫ T
t
∫
∇xΦr(Xr(ν), a) νr(da) dr
}
+∇xG(XT (µ))
(
exp
{
−
∫ T
t
∫
∇xΦr(Xr(ν), a) νr(da) dr
}
− exp
{
−
∫ T
t
∫
∇xΦr(Xr(µ), a) νr(da) dr
})
−
∫ T
t
(∫
∇xfr(Xr(ν), a) νr(da)−
∫
∇xfr(Xr(µ), a) νr(da)
)
exp
{∫ r
t
∫
∇xΦ(r
′,Xr′(ν), a) νr′(da) dr
′
}
dr
−
∫ T
t
(∫
∇xfr(Xr(µ), a) νr(da)
)
·
(
exp
{∫ r
t
∫
∇xΦr′(Xr′(ν), a) νr′(da) dr
′
}
− exp
{∫ r
t
∫
∇xΦr′(Xr′(µ), a) νr′(da) dr
′
})
dr
Applying mean-value theorem in X and using Assumption 1 implies that
|P ξ,ζt (ν)− P
ξ,ζ
t (µ)| ≤ c1|X
ξ,ζ
T (ν)−X
ξ,ζ
T (µ)|+ c2
∫ T
t
|Xξ,ζr (ν)−X
ξ,ζ
r (µ)|dr ,
where
c1 = ‖∇
2
xg‖∞e
T‖∇xφ‖∞
c2 = ‖∇xg‖∞e
T‖∇xφ‖∞‖∇2xφ‖∞ + ‖∇
2
xf‖∞e
T‖∇xφ‖∞ + T‖∇xf‖∞e
T‖∇xφ‖∞‖∇2xφ‖∞ .
(62)
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Appendix C. Regularity estimates on the Hamiltonian
In this section, we prove the following result:
Theorem 36 Let Assumption 1 hold. Let ∇ah be the function defined on [0, T ]×R
p×V2×
P(Rd × S) by
∇aht(a, ν,M) =
∫
Rd×S
∇aft(a,X
ξ,ζ
t (ν)) +∇aφt(a,X
ξ,ζ
t (ν)) · P
ξ,ζ
t (ν)M(dξ, dζ),
for (Xξ,ζt (ν), P
ξ,ζ
t (ν)) satisfy
Xξ,ζt (ν) = ξ +
∫ t
0
∫
Rp
φr(X
z
r (ν), a, ζ) νr(da) dr,
P ξ,ζt (ν) = ∇xg(X
ξ,ζ
T (ν), ζ) +
∫ T
t
∫
Rp
∇xhr(X
ξ,ζ
r (ν), a, P
ξ,ζ
r (ν), ζ) νr(da) dr.
(63)
Then there exists L > 0 such that for all M∈ P2(R
d ×S), for all a, a′ ∈ Rp and µ, µ′ ∈ V2
|(∇aht)(a, µ,M) − (∇aht)(a
′, µ′,M)|
≤ L
(
1 + max
t
(
max
µ∈Lin(ν,ν′)
∫
Rd×S
|P ξ,ζt (µ)|M(dξ, dζ)
)) (
|a− a′|+WT1 (µ, µ
′)
)
.
(64)
for Lin(ν, ν ′) := {µ ∈ V2 : µ = (1− λ)ν
′ + λν, for some 0 ≤ λ ≤ 1}.
Proof From the definition of h, we have
(∇aht)(a, ν,M) =
∫
Rd×S
[
∇aφt(X
ξ,ζ
t (ν), a, ζ) · P
ξ,ζ
t (µ) +∇aft(X
ξ,ζ
t (µ), a, ζ)
]
M(dξ, dζ) .
This, Lemma 19 and Assumption 1 ii) allow us to conclude that for any M ∈ P2(R
d × S)
there exists L such that for all µ ∈ V2 we have
|(∇aht)(a, ν,M) − (∇aht)(a
′, ν,M)| ≤ L
(
1 +
∫
Rd×S
|P ξ,ζt (ν)|M(dξ, dζ)
)
|a− a′| , (65)
for some constant L depending only on the Lipschitz coefficients of ∇af and ∇aφ.
On the other hand, for all a ∈ Rp, we have
|(∇aht)(a, ν,M) − (∇aht)(a, ν
′,M)|
≤
∫
Rp×S
[
‖∇aft(a, ., ζ)‖Lip
∣∣∣Xξ,ζt (ν)−Xξ,ζt (ν ′)∣∣∣]M(dξ, dζ)
+
∫
Rp×S
[
‖φt(x, ., ζ)‖Lip
∣∣∣P ξ,ζt (ν)− P ξ,ζt (ν ′)∣∣∣+ ‖∇aφ(·, a, ζ)‖Lip|P ξ,ζt (ν)| ∣∣∣Xξ,ζt (ν)−Xt(ν ′)∣∣∣]M(dξ, dζ).
Applying Lemma 34, we deduce that ν ∈ V2 7→ X
ξ,ζ
t (ν) and P
ξ,ζ
t (ν) both admit a linear
functional derivative
δXξ,ζt
δν (r, a, ν) and
δP ξ,ζt
δν (r, a, ν) (see Definition 29), given by
δXξ,ζt
δν
(ν, r, a)
= 1{0≤r≤t}φr(X
ξ,ζ
r (ν), a, ζ) exp
{∫ t
r
∫
Rp
{
∇xφ(r
′,Xξ,ζr′ (ν), a
′, ζ)
}
νr′(da
′) dr′
}
,
(66)
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δP ξ,ζt
δν
(r, a, ν) = exp
{∫ T
t
∫
Rp
{
∇xφr′(X
ξ,ζ
r (ν), a
′, ζ)
}
νr′(da
′) dr′
}
×
(
∇2xg(X
ξ,ζ
T (ν), ζ)
δXξ,ζT
δν
(r, a, ν) +
{
∇xfr(X
ξ,ζ
r (ν), a, ζ) +∇xφr(X
ξ,ζ
r (ν), a, ζ) · P
ξ,ζ
r (ν)
})
+
∫ T
t
(∫
Rp
exp
{∫ T
r′
∫
Rp
∇xφr′′(X
ξ,ζ
r′′ (ν), a
′′, ζ) νr′′(da
′′)dr′′
}
×
∫
Rd
{
∇2xfr(X
ξ,ζ
r (ν), a
′, ζ) +∇2xφr(X
ξ,ζ
r (ν), a
′, ζ) · P ξ,ζr (ν)
}
νr′(da
′)
)
δXξ,ζr′
δν
(ν, r, a) dr′.
(67)
Since a 7→ φt(x, a, ζ) is uniformly Lipschitz continuous, a 7→
δXξ,ζt
δν (ν, r, a) is also uniformly
Lipschitz continuous, uniformly in r, ν, ξ and ζ with
‖
δXξ,ζt
δν
(ν, r, ·)‖Lip := sup
a6=a′
∣∣∣∣ δXξ,ζtδν (ν, r, a′)− δXξ,ζtδν (ν, r, a)∣∣∣∣
|a− a′|
≤ ‖φt(a, ·, ζ)‖Lip exp
{
T sup
t,a,ζ
‖φt(a, ·, ζ)‖Lip
}
.
(68)
In the same way, a 7→ δPtδν (ν, r, a) is also uniformly Lipschitz continuous with
‖
δP ξ,ζt
δν
(ν, r, ·)‖Lip := sup
a6=a′
∣∣∣∣ δP ξ,ζtδν (ν, r, a′)− δP ξ,ζtδν (ν, r, a)∣∣∣∣
|a− a′|
≤ L
(
1 +
∫
Rd×S
|P ξ,ζr (ν)|M(dξ, dζ) +
∫ T
0
∫
Rd×S
|P ξ,ζt (ν)|M(dξ, dζ) dt
)
.
(69)
For λ ∈ (0, 1), define µλ = (1−λ)µ′+λµ. Let Lip(1) denote the class of Lipschitz functions
with Lipschitz constant bounded by 1. From the definition of the functional derivative 29,
∣∣∣Xξ,ζt (ν)−Xξ,ζt (ν ′)∣∣∣ =
∣∣∣∣∣
∫ 1
0
∫ T
0
∫
δXξ,ζt
δν
(νλ, r, a)
(
νr(da)− ν
′
r(da)
)
dr dλ
∣∣∣∣∣
≤ sup
t,r∈(0,T ),ν∈V2
‖
δXξ,ζt
δν
(ν, r, ·)‖Lip
∣∣∣∣∣ supc∈Lip(1)
∫ T
0
∫
c(a)
(
νr(da)− ν
′
r(da)
)
dr
∣∣∣∣∣
≤ L
∣∣∣∣∣ supc∈Lip(1)
∫ T
0
∫
c(a)
(
νr(da)− ν
′
r(da)
)
dr
∣∣∣∣∣ .
50
Mean-Field Neural ODEs via Relaxed Optimal Control
We can estimate P ξ,ζt (µ)− P
ξ,ζ
t (ν) in the same way, obtaining here:∣∣∣P ξ,ζt (ν)− P ξ,ζt (ν ′)∣∣∣
=
∣∣∣∣∣
∫ 1
0
∫ T
0
∫
δP ξ,ζt
δν
(r, a, νλ)
(
νr(da)− ν
′
r(da)
)
dr dλ
∣∣∣∣∣
≤ L
(
1 + sup
t∈(0,T ),µ∈Lin(ν,ν′)
∫
Rd×S
∣∣∣P ξ,ζt (µ)∣∣∣M(dξ, dζ)
) ∣∣∣∣∣ supc∈Lip(1)
∫ T
0
∫
c(a)
(
νr(da)− ν
′
r(da)
)
dr
∣∣∣∣∣ ,
for Lin(ν, ν ′) := {µ ∈ V2 : µ = (1− λ)ν
′ + λν, for some 0 ≤ λ ≤ 1}.
By Kantorovich (dual) representation of the Wasserstein distance (Villani, 2008, Th
5.10) we conclude that there is L > 0 such that
|(∇aht)(a, ν,M) − (∇aht)(a, ν
′,M)| ≤ LWT1 (ν, ν
′) . (70)
Combining (65) and (70), we then conclude.
Appendix D. Full discretisation scheme
In this section, we illustrate a simple example of a full-time discretization of the particle
(19), complementing the time-discretization (40) by adding a discretization in the t variable.
Consider a finite partition 0 = t0 < t1 < ... < tn = T of the interval [0, T ]. Let
{X̂ξ,ζk (ν)}k and {P̂
ξ,ζ
k (ν)}k be a uniform β-order approximation (β > 0) of (X
ξ,ζ
t (ν)) and
(P ξ,ζt (ν)), in the sense that
sup
ξ,ζ,ν
|Xξ,ζtk (ν)− X̂
ξ,ζ
k (ν)|+ |P
ξ,ζ
tk
(ν)− P̂ ξ,ζk (ν)| ≤ Cmaxk1≤k
|tk1 − tk1−1|
β . (71)
We again refer to Hairer et al. (1987) for an exhaustive presentation of numerical approxi-
mation scheme for ODEs.
On the other hand, from the partial discretization (θ˜isl,tk) defined in (40), we introduce
the discretization of the time variable t with from the frozen dynamic:
θ̂is,t = θ
0,i
ηn(t)
−
∫ s
0
∇ah
σ,n
ηn(t)
(
θ̂iΛM (v),ηn(t), ν̂
N2
ΛM (v),·
,MN1
)
dv + σB is, ν̂
N2
v,t =
1
N2
N2∑
j2=1
δ
{θ̂
j2
v,t}
,
(72)
where ηn(t) = inf{tk : tk ≤ t}, and ∇h
σ,n
t is defined on [0, T ]× V2 ×P(R
d × S) by
∇ah
σ,n
tk
(a, ν,MN1) = ∇aU(a) +∇ah
n
tk
(a, ν,MN1),
h
n
tk
(a, ν,MN1) =
∫
Rd×S
htk(X̂
ξ,ζ
k (νηn(·),·), P̂
ξ,ζ
k (νηn(·),·), a, ζ)M
N1(dξ, dζ).
where νηn(·) is the discretized version of ν at times t0, t1, · · · .
The rate of convergence between (40) and (72) is given by:
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Proposition 37 Assume that the assumptions of Lemma 25 hold. Assume also that the
following properties hold:
(D1) The discrete schemes X̂ and P̂ satisfy (71) as well as the properties:
i) supk,ν
∫
|P̂ ξ,ζk (ν)|M
N1(dξ, dζ) <∞,
ii) there exists some constant L′ such that for all ν, ν ′ in V2,
|X̂ξ,ζk (ν)− X̂
ξ,ζ
k (ν
′)| ≤ L′T sup
0≤t≤T
W1(νt, ν
′
t),
and
|P̂ ξ,ζk (ν)− P̂
ξ,ζ
k (ν
′)| ≤ L′T sup
0≤t≤T
W1(νt, ν
′
t).
(D2) The functions:
t 7→ φt(x, a, ζ),∇xφt(x, a, ζ),∇xft(x, a, ζ),∇aφt(x, a, ζ),∇aft(x, a, ζ)
are all (uniformly in x, a, ζ) of class Cα (for 0 < α ≤ 1), that is, for some 0 < L′′ <∞,
|φt(x, a, ζ)− φt′(x, a, ζ)| + |∇xφt(x, a, ζ) −∇xφt′(x, a, ζ)| + |∇aφt(x, a, ζ)−∇aφt′(x, a, ζ)|
+ |∇xft(x, a, ζ)−∇xft′(x, a, ζ)| + |∇aft(x, a, ζ) −∇aft′(x, a, ζ)| ≤ L
′′|t− t′|α,
for all t, t′ ∈ [0, T ].
(D3) The initial flow t 7→ θ
0,i
t satisfies the properties: sup0≤t≤T E[|θ
0,i
t |
2] <∞ and
E
[∣∣∣θ0,it − θ0,it′ ∣∣∣2] ≤ L|t− t′|2α, ∀t, t′ ∈ [0, T ].
Then, there exists 0 < c <∞ independent of (sl)l, N1 and N2, such that, for all integers i,
L
sup
k,1≤l≤L
E
[∣∣∣θ̂il,k − θ̂isl,tk ∣∣∣2]
≤ c
(
1 + max
l≤L
(sl − sl−1)
)
(max
t
|t− ηn(t)|
2(α∧β∧1)
(
1 +
∫ T
0
E
[∣∣∣θ˜isl,r′∣∣∣2] dr′) .
Proof
Step 1. The assumption (D1) immediately ensures that: for all a, a
′, ν, ν ′ ∈ V2,
|∇ah
n
t (a, ν,M
N1)−∇ah
n
t (a
′, ν ′,MN1)| ≤ L
(
|a− a′|+ sup
0≤t≤T
W1(νηn(t), ν
′
ηn(t)
)
)
. (73)
For simplicity, we will again omit from now on the explicit notation of the componentMN1
in most of the calculations below.
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Setting △sl,tkθ
i := θ˜isl,tk − θ̂
i
sl,tk
, observe that, from all 1 ≤ l ≤M , 1 ≤ k ≤ n,
△sl,tkθ
i = △sl−1,tkθ
i −
σ2
2
(sl − sl−1)
(
∇aU(θ˜
i
sl−1,tk
)−∇aU(θ̂
i
sl−1,tk
)
)
− (sl − sl−1)
(
∇ahtk
(
θ˜isl−1,tk , ν̂
N2
sl−1,·
,MN1
)
−∇ah
n
tk
(
θ˜isl−1,tk , ν˜
N2
sl−1,·
,MN1
))
− (sl − sl−1)
(
∇ah
n
tk
(
θ˜isl−1,tk , ν˜
N2
sl−1,·
,MN1
)
−∇ah
n
tk
(
θ̂isl−1,tk , ν̂
N2
sl−1,·
,MN1
))
.
Proceeding as in (44),∣∣△sl,tkθi∣∣2 ≤ ∣∣△sl−1,tkθi∣∣2 (1− (σ2κ− 3)(sl − sl−1))
+ (sl − sl−1)
∣∣∣∇ahntk (θ˜isl−1,tk , ν˜N2sl−1,·,MN1)−∇ahntk (θ̂isl−1,tk , ν̂N2sl−1,·,MN1)∣∣∣2
+ 2(sl − sl−1)
2
∣∣∣∇ahntk (θ˜isl−1,tk , ν˜N2sl−1,·,MN1)−∇ahntk (θ̂isl−1,tk , ν̂N2sl−1,·,MN1)∣∣∣2
+ (sl − sl−1)(1 + (sl − sl−1)/2)
∣∣∣∇ahtk (θ˜isl−1,tk , ν˜N2sl−1,·,MN1)−∇ahntk (θ˜isl−1,tk , ν˜N2sl−1,·,MN1)∣∣∣2 .
From (73), we deduce
E
[∣∣∣∇ahntk (θ˜isl−1,tk , ν˜N2sl−1,·,MN1)−∇ahntk (θ̂isl−1,tk , ν̂N2sl−1,·,MN1)∣∣∣2] ≤ Lmaxk E [∣∣△sl−1,tkθi∣∣2] ,
and
E
[∣∣∣∇ahntk (θ˜isl−1,tk , ν˜N2sl−1,·,MN1)−∇ahntk (θ̂isl−1,tk , ν̂N2sl−1,·,MN1)∣∣∣2]
≤ L(1 +
σ4
2
‖∇aU(·)‖
2
Lip)max
k
E
[∣∣△sl−1,tkθi∣∣2] .
Then it follows that
E
[∣∣△sl,tkθi∣∣2] ≤ E [∣∣△sl−1,tkθi∣∣2] (1− (σ2κ− 3)(sl − sl−1))
+ L(sl − sl−1)
(
1 + (sl − sl−1)(1 +
σ4
2
‖∇aU(·)‖
2
Lip)
)
max
k
E
[∣∣△sl−1,tkθi∣∣2]
+ (sl − sl−1)(1 + (sl − sl−1)/2)E
[∣∣∣∇ahtk (θ˜isl−1,tk , ν˜N2sl−1,·,MN1)−∇ahntk (θ˜isl−1,tk , ν˜N2sl−1,·,MN1)∣∣∣2] .
(74)
Step 2. Owing to the regularity of f , φ and ∇aU , we have, for all 0 ≤ t ≤ T ,
E
[
|∇aht
(
θ˜isl−1,t, ν˜
N2
sl−1,·
,MN1
)
−∇ah
n
t
(
θ˜isl−1,t, ν˜
N2
sl−1,·
,MN1
)
|2
]
≤
∫
E
[∣∣∣htk(Xξ,ζtk (ν˜sl−1,ηn(·)), P ξ,ζtk (ν˜sl−1,ηn(·)), a, ζ)− htk(X̂ξ,ζk (ν˜sl−1,ηn(·)), P̂ ξ,ζk (ν˜sl−1,ηn(·)), a, ζ)∣∣∣2]MN1(dξ, dζ)
+
∫
E
[∣∣∣htk(Xξ,ζtk (ν˜sl−1,·), P ξ,ζtk (ν˜sl−1,·), a, ζ) − htk (Xξ,ζtk (ν˜sl−1,ηn(·)), P ξ,ζtk (ν˜sl−1,ηn(·)), a, ζ)∣∣∣2]MN1(dξ, dζ).
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From (71) and (73), we deduce directly that
E
[
|∇aht
(
θ˜isl−1,t, ν˜
N2
sl−1,·
,MN1
)
−∇ah
n
t
(
θ˜isl−1,t, ν˜
N2
sl−1,·
,MN1
)
|2
]
≤ c sup
k
|tk − tk−1|
2β + c
∫ T
0
E[|θ˜isl−1,t − θ˜
i
sl−1,ηn(t)
|2] dt.
(75)
It now remains to estimate E[|θ˜isl,t − θ˜
i
sl,ηn(t)
|2]. When l = 0, E[|θ˜isl,t − θ˜
i
sl,ηn(t)
|2] is an
immediate consequence of (D3). When l > 1, we have, by (D2), 1 and 2:
E
[∣∣∣θ˜isl,t − θ˜isl,ηn(t)∣∣∣2]
≤ E
[∣∣∣θ˜isl−1,t − θ˜isl−1,ηn(t) + (sl − sl−1)(∇ahσt (θ˜isl−1,t, ν˜N2sl−1,·,MN1)−∇ahσηn(t)(θ˜isl−1,ηn(t), ν˜N2sl−1,·,MN1))∣∣∣2]
≤ E
[∣∣∣θ˜isl−1,t − θ˜isl−1,ηn(t)∣∣∣2] (1− (σ2κ− 3)(sl − sl−1))
+ E
[∣∣∣θ˜isl−1,t − θ˜isl−1,ηn(t)∣∣∣2]× L(sl − sl−1)(1 + (sl − sl−1)(1 + σ42 ‖∇aU(·)‖Lip))
+ 2c(sl − sl−1)(1 + (sl − sl−1))
(
(t− ηn(t))
2α
+
∫
E
[∣∣∣Xξ,ζt (ν˜N2sl−1,·)−Xξ,ζηn(t)(ν˜N2sl−1,·)∣∣∣2 + ∣∣∣P ξ,ζt (ν˜N2sl−1,·)− P ξ,ζηn(t)(ν˜N2sl−1,·)∣∣∣2
]
MN1(dξ, dζ)
)
.
With the assumptions 1 and 2, one can check that
E
[
|Xξ,ζt (ν˜
N2
sl−1,·
)−Xξ,ζηn(t)(ν˜
N2
sl−1,·
)|2
]
+ E
[
|P ξ,ζt (ν˜
N2
sl−1,·
)− P ξ,ζηn(t)(ν˜
N2
sl−1,·
)|2
]
≤ cmax
t
|t− ηn(t)|
2
(
1 + E
[∫ T
0
|θ˜isl−1,t|
2 dt
])
so that
E
[∣∣∣θ˜isl,t − θ˜isl,ηn(t)∣∣∣2] ≤ c(sl − sl−1)(1 + (sl − sl−1))(t− ηn(t))2(α∧1)
+ E
[∣∣∣θ˜isl−1,t − θ˜isl−1,ηn(t)∣∣∣2](1− (σ2κ− 3)(sl − sl−1) + L(sl − sl−1)(1 + (sl − sl−1)(1 + σ42 ‖∇aU‖Lip)
)
.
Proceeding as in Step 2 of the proof of Lemma 25, we get
E
[∣∣∣θ˜isl,t − θ˜isl,ηn(t)∣∣∣2] ≤ c(1 + maxl′ (sl′ − sl′−1))(t− ηn(t))2(α∧1) (76)
Step 3. Plugging (76) into (75), coming back to (74), and then following again Step 2
from the proof of Lemma 25, we conclude.
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