Conventional vibration signals processing techniques are most suitable for stationary processes. However, most mechanical faults in machinery reveal themselves through transient events in vibration signals. That is, the vibration generated by industrial machines always contains nonlinear and nonstationary signals. It is expected that a desired time-frequency analysis method should have good computation efficiency, and have good resolution in both time domain and frequency domain. In this paper, the auto-regressive model based pseudo-Wigner-Ville distribution for an integrated time-frequency signature extraction of the machine vibration is designed, the method offers the advantage of good localization of the vibration signal energy in the timefrequency domain. Kernel principal component analysis (KPCA) is used for the redundancy reduction and feature extraction in the time-frequency domain, and the self-organizing map (SOM) was employed to identify the faults of the rotating machinery. Experimental results show that the proposed method is very effective.
Introduction
Vibration analysis is a basic approach for fault diagnosis of rotating machinery. When a fault begins to develop, the vibration profile will change its characteristic shape. By using an appropriate signal processing method, it is feasible to detect changes in vibration signals caused by faulty components and to judge the conditions of the machinery. Traditional analysis has generally relied upon spectrum analysis based on FFT or STFT [1] . Unfortunately, FFT-based methods are not suitable for nonstationary signal analysis and are not able to reveal the inherent information of non-stationary signals. However, various kinds of factors, such as the change of the environment and the faults from the machine itself, often make the vibration signal of the running machine contain non-stationary components. Usually, these nonstationary components have abundant fault information, so it is important to analyze the non-stationary signal [2] . Hitherto, time-frequency analysis is the most popular method for the analysis of non-stationary vibration signals, such as the Gabor transform [3] , and the bilinear time-frequency representation [4, 5] . In this study, the auto-regressive model based pseudo-Wigner-Ville distribution is used for an integrated time-frequency signature extraction of the machine vibration. And then kernel Principal component analysis (KPCA) is used for feature extraction, which transforms a high-dimensional input vector into a low-dimensional one whose components are uncorrelated.
PCA performs poorly due to its assumption that the process data are linear [6, 7] . To handle the problem, a new nonlinear PCA technique for tackling the nonlinear problem, called kernel PCA, has been in development in recent years [8] [9] [10] . KPCA can efficiently compute Principal components (PCs) in high-dimensional feature spaces by means of integral operators and nonlinear kernel functions.
Based on the features extracted from the time-frequency moments using KPCA method, the machine fault diagnoses are to be classified through the SOM network. The self-organizing map (SOM), proposed by Kohonen [11, 12] , has been widely used in many industrial applications such as pattern recognition, biological modeling, data compression, signal processing, and data mining [12] [13] [14] [15] [16] . It is an unsupervised and nonparametric neural network approach. The success of the SOM algorithm lies in its simplicity that makes it easy to understand, simulate and be used in many applications.
Time-Frequency Analysis
The analysis of a signal is usually performed in the time or frequency domain. The energy 2 ( ) x t of the signal x(t) per unit time at the particular time t, can be obtained when time domain analysis is used. At the same time the energy density of the signal per unit frequency at the particular frequency f is given by 2 ( ) x f in the frequency domain, where ( ) x f is the Fourier transform of ( ) x t . When the spectral content of the signal is changing in time, neither the time nor the frequency domain is sufficient to describe the signal properties accurately. The analysis of a signal using the joint time-frequency approach is called time-frequency analysis. There are many different time-frequency distributions with various properties [4, 5] . The WVD used in this paper was the most widely used in practice. For the sake of completeness, different forms of the WVD distribution are defined below [4, 5, [17] [18] [19] [20] [21] .
Wigner-Ville Distribution
The Wigner distribution (WD) can be derived by generalizing the relationship between the power spectrum and the autocorrelation function for non-stationary, timevariant processes. The physical interpretation of the generalized power spectrum F(t, f) is that it represents the instantaneous power density spectrum. This approach leads to the WD defined as [19] 
The WD can be represented in terms of the spectrum by
The Wigner distribution (WD) of the analytic signal is called the Wigner-Ville distribution (WVD). Here the analytic signal is defined as
where ( ) x t ) is the Hilbert transform of x(t)
It is well known that the spectrum of the analytic signal does not have any negative frequencies and can be obtained as
Thus, the WVD is very often used in practical applications since it avoids interference between positive and negative frequencies [19] [20] .
Smoothed and Weighted Wigner-Ville Distribution
One of the main difficulties with the WVD is its bilinear character that leads to interference in the time-frequency domain. This interference can be removed by a smoothing procedure that can be defined as [4, 5] 
where L(t, f) is a smoothing function. The optimal smoothing function is a Gaussian given by [4, 5] 
The smoothed WVD is often called the pseudo-WVD. It has been shown that any postprocessing procedure applied to the distribution gives a poor energy concentration resulting in the loss of time and frequency resolution [19] . Additionally the possibility of detection of weak non-stationary events may be significantly reduced when smoothing is applied [19] . An alternative to smoothing in the time and frequency domain is a modified form of the WVD called the weighted WVD defined as [21] .
Kernel Principal Component Analysis (KPCA)
According to Cover's theorem, the nonlinear data structure in the input space is more likely to be linear after high-dimensional nonlinear mapping [22] . This higherdimensional linear space is referred to as the feature space (F). KPCA finds a computationally tractable solution through a simple kernel function that intrinsically constructs a nonlinear mapping from the input space to the feature space. As a result, KPCA performs a nonlinear PCA in the input space [23] . If a PCA is aimed at decoupling nonlinear correlations among a given set of data (with zero mean), k m x R ∈ , k = 1,2,…, M through diagonalizing their covariance matrix, the covariance can be expressed in a linear feature space F instead of the nonlinear input space, i.e.,
where it is assumed that
, and ф(·) is a nonlinear mapping function that projects the input vectors from the input space to F. Note that the dimensionality of the feature space can be arbitrarily large or possibly infinite [8] . To diagonalize the covariance matrix, one has to solve the eigenvalue problem in the feature space. We now have to find eigenvalues 0 λ > and eigenvectors
Here, CV can be expressed as follows:
where <x, y> denotes the dot product between x and y. This implies that all solutions V with 0
and there exist coefficients ( 1, 2,...,
Combining Eqs. (11) and (12), we obtain ( )
for all k = 1,2,…,N. Note that the eigenvalue problem in Eq.(13) only involves dot products of mapped shape vectors in the feature space. Now, let us define an
Then the lefthand side of Eq. (13) can be expressed as
Since k = 1,2,…,M , Eq. (14) becomes K λ α . The right-hand side of Eq. (13) can be expressed as 
The principal components t of a test vector x are then extracted by projecting
To solve the eigenvalue problem of Eq. (17) and to project from the input space into the KPCA space using Eq. (20), one can avoid performing the nonlinear mappings and computing both the dot products in the feature space by introducing a kernel function of form ( , )
There exist a number of kernel functions. The requirement on the kernel function is that it satisfies Mercer's theorem [24] . Before applying KPCA, mean centering in the high dimensional space should be performed [24] .
Self-Organizing Maps
Compared with the multilayer artificial neural network (ANN) [12] , [13] , the SOM is an unsupervised learning network that organizes itself according to the natural structure of the data. It projects input space onto a number of prototype vectors that symbolize properties of the data [13] . The structure of SOM and the batch-training algorithm [12] proposed for the SOM are described below.
Suppose the SOM consists of U units with each unit i, i=1,2…,,U, having ddimensional prototype weight vector, Fig.1 ). In this paper, the dimension of d is equal to the number of features extracted from KPCA. The U units are connected to adjacent ones by neighborhood relation [13] . The initial prototype weight vectors i ω of the network are given randomly, based on which computed are the distances between an input feature vector y and all of the prototype vectors. By using the criterion of minimum Euclidean distance, the winning unit c (the winner) is found out of the
The prototype vectors of the winner and its topological neighbors on the SOM are moved closer to the input vector of the input space. Accordingly, the prototype vectors of the SOM are updated. The updating rule as shown in (22) The efficiency of the mapping configuration depends on the neighborhood function, the learning rate, and the initial weight vectors. To more efficiently train the SOM, the batch-training algorithm [13] described is employed.
Experiments for Machine Maintenance
The fault diagnosis system is shown in Fig.1 . The system mainly consists of four sections: data acquisition, signal processing, feature extraction and fault diagnosis. The raw time signal is obtained by the accelerometer from the machinery fault simulator. Then the features of the data are extracted through the pseudo-Wigner-Ville distribution and KPCA algorithms. Feature extraction algorithms make data quantity from the view of statistics. Finally, the SOM is trained and used to classify the faults of machinery.
Experiments were performed on a machinery fault simulator, which can simulate the most common faults, such as misalignment, unbalance, resonance, radial rubbing, oil whirling and so on. The schematic of the test apparatus mainly consists of a motor, a coupling, bearings, discs and a shaft etc. In this system, the rotor is driven by an electromotor, and the bearing is the journal bearing. The measurements with acceleration, velocity, or displacement data from rotating equipment are acquired by the NI digital signal acquisition module, and then are collected into an embedded controller.
Signal Processing

Unbalance
For rotating machines, unbalance is a kind of serious malfunction, which often presents a serious hazard to machines. The time-frequency method is used to analyze the experimental data of unbalance in this section. The unbalance is achieved by putting a known extra mass on a well-balanced disk manually. Fig.1 shows a set of horizontal vibration data, which were sampled at a speed of 1.6 kHz. The rotary speed is 3000 r.p.m. The left side of Fig.1 is the spectrum of the unbalance signal, through which it can be seen that the unbalance fault excites the components of 1X. It is obvious that the energy of signal mainly centralizes at 1X component. Compared with the spectrum, the Wigner-Ville distribution (right side of Fig.1) shows the components clearly, and the approximate time for the appearance of components is also shown. The comparison result indicates that the Wigner-Ville method can reflect the inherent features of the unbalance signal and can provide information for unbalance machines analysis and more useful features for fault diagnostics.
Coupling Misalignment
Coupling misalignment, one of the most familiar faults, often denotes the slant or misalignment between the axes of two nearly rotors. When misalignment exists, a series of dynamic responses undesired will occur in the rotor system, such as coupling defection, bearing abrasion and oil collapsing, etc. So it is very important to find misalignment as early as possible for ensuring the safe running of the machines.
The main frequency feature of the coupling misalignment is the increase of 2X component. Through the adjustment of the coupling, coupling misalignment can be manually simulated, as shown in Fig.2 . The sampling speed is 1.6 Hz, and the rotating speed is 3000 r.p.m. The spectrum of coupling misalignment signals is given in Fig.2 . 2X component, which is the spectrum feature of the coupling misalignment, can be seen on the figures. But in the order of distinctness, the Wigner-Ville is the better. 
Rotor to Stator Rub-impact
For rotating machines, rub-impact between rotor and stator is a kind of serious malfunction, which often happens at the positions with small clearances [25] . The factors that influence rub-impact between rotor and stator are complicated, and the vibration phenomenon of a rub-impact rotor system is also complicated. The weighted WignerVille is used to analyze the experimental data of rub-impact in this section. The radial rub-impact between the rotor and stator is achieved by using a copper block to contact with rotor manually. Fig.3 shows a set of horizontal vibration data, which were sampled at a speed of 1.6 kHz. The rotary speed is 3000 r.p.m.
The left side of Fig.3 is the spectrum of the rotor-to-stator rub signal, through which it can be seen that the rub-impact fault excites the components of 1/2X, 1X, 3/2X, 2X, 3X, etc. It is obvious that the energy of signal mainly centralizes at 1X component, while other components are small and are not shown clearly in the spectrum. Compared with the spectrum, the weighted Wigner-Ville distribution (right side of Fig.3 ) shows all components clearly, and the approximate time for the appearance of components is also shown. Through the Wigner-Ville distribution, we can see the energy density is represented by different shades of the color. In addition, the 2X, 3X and other components can be seen clearly. The comparison result indicates that the Wigner-Ville distribution can reflect the inherent features of the rub-impact signal and can provide information for rub-impact machines analysis and more useful features for fault diagnostics.
Feature Extraction
Since time-frequency moments, described in Section 1 tend to be asymptotically Gaussian [17] , one can model the machine behavior through the parameters of a multivariate Gaussian distribution function describing the distribution of the timefrequency moments collected during different stages of machine operation (training process). Usually, one can observe a high degree of correlation between the moments, and the uncorrelated portion of the information contained in the time-frequency moments can be extracted through the use of the kernel Principal Component Analysis (KPCA). KPCA is a standard technique for data reduction and feature extraction. Feature extraction is a process of transforming a data space into a feature space that has the same dimensionality measure as the data space, but represents the data space by a reduced number of important features (See Table 1 ). In other words, KPCA algorithm accounts for equal information distribution among input vectors in the data set. Transformed data was then inputted to the SOM networks, which consist of 6 neurons in the input layer and 3 features in the representational layer.
Fault Classification
In training the SOM, the selected 100 examples from the time-frequency moments using KPCA method were used to train a 4 9 × SOM. The reason why a medium number of neurons are used is because it makes classification easier and more flexible. When more neurons are used in the network, the regions corresponding to a certain classification become larger, and classification becomes more flexible. In this case, the neurons all corresponded to machine diagnosis. After the network is trained successfully, it can be used to simulate the judgment of an expert to identify spot faults. The analytical symptomatic data is input into the network, and then the network will give the judging result on its rules. The unified distance matrix (umatrix) [26] is a simple and effective tool to show the possible cluster structure on SOM grid visualization. It shows the distances between neighboring units using a gray scale representation on the map grid. In the U-matrix, dark color indicates large distance between adjacent map units and light color small distance. This gives an impression of "mountains"(long distances) which divide the map into "fields"(dense parts, i.e.,clusters). See Fig.4 , the 'U-matrix' shows distances between neighboring units and thus visualizes the cluster structure of the map. High values on the U-matrix mean large distance between neighboring map units, and thus indicate cluster borders. Clusters are typically uniform areas of low values. Refer to colorbar to see which colors mean high values, respectively. For each of the fault features, a 4 9 × representative SOM can be shown in Fig.4 , where all the fault variables are shown on a single graph. The observations in the testing data set were labeled "unbalance", "rubimpact" or "misalignment", corresponding to the machine fault components. The best matching units for these data were looked up on the SOM, and the program was instructed to place the labels of the test data on the corresponding best matching neurons. As shown in Fig.4 , the three letters in the figure correspond to the according faults and the blanks denote the neurons that are not excited for all the input vectors. The map not only could figure out the fault modes but also indicate the similar samples. Because it indicates that the locations of two neurons in the output map will be close to each other if their fault symptoms are similar. It is an important topologymapped characteristic of the SOM neural network. The monitoring system obtained a near 100% success rate in distinguishing among all test fault diagnosis.
Conclusions
In this paper, a new system to machine degradation assessment and monitoring is proposed. The pseudo-Wigner-Ville distribution has been applied to this machinery fault diagnosis system due to their advantages in the representation of signals in both the time-frequency domains. This feature of the time-frequency analysis meets the requirements for analyzing vibration signals that are non-stationary signals. Based on the features extracted from the time-frequency moments using KPCA method, the machine fault diagnoses were to be classified through the SOM network. An experimental test rig is set up to simulate machinery faults, and the performance of the developed system has been evaluated in the simulate fault samples. The test results showed that this system was effective in detecting machinery fault diagnosis.
