Abstract. The KSS nest is a sophisticated choice of puzzle pieces given in [Ann. of Math. 165 (2007), 749-841]. This nest, once combined with the KLLemma, has proven to be a powerful machinery, leading to several important advancements in the field of holomorphic dynamics. We give here a presentation of the KSS nest in terms of tableau. This is an effective language invented by Branner and Hubbard to deal with the complexity of the dynamics of puzzle pieces. We show, in a typical situation, how to make the combination between the KSS nest and the KL-Lemma. One consequence of this is the recently proved Branner-Hubbard conjecture. Our estimates here can be used to give an alternative proof of the rigidity property.
Introduction
Branner and Hubbard proved the follow statement in the case of cubic polynomials:
Let G be a polynomial, with filled Julia set K G . Assume that every connected component of K G containing a critical point is aperiodic under the iteration of G; then K G is a Cantor set.
They then conjectured that the statement should be true in its full generality. This conjecture has been recently proved independently by Kozlovski-van Strien and by Qiu-Yin [KS, QY] .
The starting point of the proof is the same as that of [BH] : it consists of building a puzzle dynamical system surrounding K G and of controlling the moduli of annuli lying between various puzzle pieces.
The theory of puzzle dynamics has since been greatly developed. Among many of the new techniques, the combination of the KSS nest and the KL-Lemma has shown to be a very powerful machinery, and has led to several important advancements in the field, including the proof of the above conjecture.
Roughly speaking, this new machinery solves the two main problems that appear when one wants to generalize [BH] , that is how to "estimate" moduli of annuli when one allows higher degree critical points and also how to control the mutual recurrence among various critical points.
In this note we will illustrate the power of this machinery in a typical situation, by proving Theorem 2.1 below. It is the key new ingredient in proving the Branner Hubbard conjecture (see [KS, QY] ).
The presentation here is however entirely different from the existing literature. At first we single out the combinatorial part (control of degree of puzzle dynamics) into one intermediate statement (Proposition 3.2) , and in the space of one page, we prove the analytic part (i.e. application of the Kahn-Lyubich covering lemma for the control of moduli). We then express the complexity of puzzle dynamics exclusively in the tableau language of Branner-Hubbard, thus reducing their study into the study of a combinatorial dynamical system on the tableau. Finally, we provide three variants for the proof of Proposition 3.2: one for a shortcutted KSS nest, one for the original KSS nest, and one for the unicritical setting.
Comparing the three will give a fairly good understanding of the underlying mechanism.
We give some sharpened estimates, reducing for instance the operating time of the last successor operator from 3b (in [QY] ) or 5b (in [KSS, KS] ) to b + 2 (where b is the number of critical points). We use these to show that our short-cutted KSS nest is already sufficient to prove Theorem 2.1. This simplifies the existing proofs, and at the same time unifies the KSS nest in the multicritical setting with that in the unicritical setting (see Appendix D, where we also include a variant of Branner-Hubbard's original construction for the sake of comparison).
Our estimates here are the starting point to give an alternative proof of the rigidity property, following the method of [AKLS] in the unicritical setting; see [PT] .
Our presentation will rely only on the (highly non-trivial) Kahn-Lyubich covering lemma, together with a few basic tableau rules and moduli inequalities. Everything else will be self-contained. In particular, we include the complete proof of two technical results: the existence of at least two successors and the construction of annuli that avoid the post-critical set. They are absolutely fundamental but their proofs are difficult to find in the literature.
We introduce the concept of upper triangles and parallelograms in the tableau. This turns out to be an effective alternative to the indice numerations of tableau entries.
The scheme of the article is the following. Section 2 gives the Setup, definitions and results. In section 3 we explain how to apply the Kahn-Lyubich Lemma assuming the existence of the KSS nest. Section 4 describes the construction of the KSS nest, as well as their properties, pushing two technical results in the appendices for the clarity of the exposition. The appendices also contain a table of various constants.
For historical comments of this machinery, please refer to [KSS, KS, QY] .
Statement
The Setup. V = i∈I V i is the disjoint union of finitely many simply connected hyperbolic Riemann surfaces, U is compactly contained in V, and is the union of finitely many hyperbolic discs with disjoint closures; f : U → V is a proper holomorphic map with all critical points contained in K f := {z ∈ U, f n (z) ∈ U ∀n}, with each V-component containing at most one critical point.
Since we are mainly interested in the properties of K f , reducing V if necessary, we may and will always assume that each V-component is a Jordan disc contained in some Riemann surface. This implies that each U-component is a Jordan disc contained in a V-component.
The connected components of f −m (V) are called puzzle pieces of depth m. For any x ∈ K f , the tableau T (x), following Branner-Hubbard [BH] , is the graph embedded in { (u, v) , u ∈ R − , v ∈ R} with the axis of u pointing upwards and the axis of v pointing rightwards (this is the standard R 2 with reversed orientation), with vertices indexed by −N × N, where N = {0, 1, · · · }, with the vertex at (−m, 0) being P m (x), the puzzle piece of depth m containing x, and with f j (P m (x)) occupying the (−m + j, j)th entry of T (x). Therefore a given puzzle piece Q may appear at different entries of T (x) for different x's, but will always be on the same row, denoted by row(Q). There are three types of edges: vertical, horizontal and diagonal. It is also equipped with the graph metric so that each edge is isometric to the unit interval [0, 1] .
For a vertex Q with index (−m, n), we say that m is the depth, or the row number of Q.
A vertical segment, say bounded by two vertices E and F , is assigned a length,
|, which is simply the depth difference between F and E. It is also assigned a modulus, equal to mod(E F ). Recall that modulus of an annulus A is a conformal invariant, and is defined to be 1 2π log R if A is mapped conformally onto {1 < |z| < R} (see e.g. [M2] ).
The map f induces a (partial) dynamical system, indicated by the diagonal edges, mapping T (x) {0 − th row} onto T (x) {0 − th column} = T (f (x)); see Figure 1 .
For two puzzle pieces Q and I such that f k (Q) = I for some k > 0, we use [Q I] to denote the diagonal segment from Q to I. Thus the consecutive vertices on this A vertex in a tableau is sometimes marked by • if it is non-critical, by a solid colored • if it is a critical puzzle piece of the corresponding color, and by × if it is unknown. Thus tableau entries with identical depth and color (but not white nor black) represent the same critical puzzle piece.
A successor of a critical puzzle piece P is a critical puzzle piece S that is both a sub-piece of P and a pullback of P , such that [S P ] meets every critical color at most twice; see Figure 2 . • given any couple (c, c ) ∈ Crit(f ) 2 , marching horizontally to the right of any vertex in T (c), one will meet a vertex that has the color of c ; and T (c) does not contain a full column whose vertices have the color of c (except of course on the 0-th column);
• any critical piece of any color has at most finitely many successors.
(We will prove in Appendix C that this is equivalent to the commonly called persistently recurrent condition, i.e. with 'successors' replaced by the notion children, whose definition will be given in Appendix C.)
Set P f = n≥0 c∈Crit(f ) {f n (c)}. Note that we include the critical points in
(these numbers are necessarily finite). Set also
The objective of this note is to present a proof of the following:
Theorem 2.1. Let f be a map satisfying the hypothesis of recurrence. There is a constant C(b, δ, µ) > 0, depending only on b, δ and µ, such that for any c ∈ Crit(f ), there is a sequence of puzzle pieces P m n (c), with m n +∞ (exponentially fast), such that for each n, the annulus P m n−1 (c) P m n (c) contains an essential annulus A n whose modulus is bounded from below by C (b, δ, µ) .
Applying then Grötzsch's inequality one could conclude immediately that the diameter of P m (c) tends to 0 as m → ∞ and the connected component of K f containing c is reduced to the single point set {c}. To see how to deduce the Branner-Hubbard conjecture from this, please refer to [KS, QY] .
For the unicritical (i.e. b = 1) version of this theorem, see [KL2, TY] and Appendix D.
Sketch of the proof. Given c ∈ Crit(f ), starting from K 0 = P 0 (c), and for any n ≥ 1, we define inductively a double sequence of puzzle pieces (K n , K n ) satisfying K n−1 K n K n c following Kozlovski-Shen-Strien. We then prove the theorem for P m n (c) = K n and A n = K n K n , using the specific combinatorics and the Kahn-Lyubich covering lemma.
3. Reduction to a control of degree Lemma 3.1 (Kahn-Lyubich Covering Lemma) .
Let K 0 be a critical puzzle piece, say containing the critical point c. Assume that (K n , K n ) n≥1 is a sequence of pairs of critical puzzle pieces satisfying (see Figure 3 ):
For any m ≥ 1, we construct a KL-map g : (U, A , A) → (V, B , B) as follows (see Figure 3 ). We will look at T (c),
. Set the triple U, V, g as:
U := K m By the hypothesis of recurrence, there is a minimal l ≥ 0 such that from the T (c) column ofŷ, row(K m ), marching horizontally to the right l steps, one will again meet 
Moreover, the sequences depth( Figure 3 . Construction of KL-maps from a KSS nest Assuming this, we will give the following.
Proof of Theorem 2.1. We will prove:
For this m, define, as above, the collection of objects
We do not apply directly the Kahn-Lyubich covering lemma to the map g, as the degree of g depends on m (therefore on n). Instead we will deduce a KL-map g with degree independent of m (therefore of n), by setting:
We have (see Figure 3) ,
with η := 1 dαβ independent of m. Therefore for any n ≥ n 0 and m = k n − 2, we may then apply Kahn-Lyubich Lemma to g :
where the inequality (*) is proved as follows:
By our choice of Z we have Z > 2d 3 α 2 β 2 = 2d 2 αβ η . Hence the second line
Then repeating the same argument as above we know that
We have now proved the theorem for C = min
Following [KSS] we will define three operators Γ, A, B from a critical nest into itself. They are return domain operators in the sense that they map a critical piece I to a critical piece J that is both a sub-piece of I and a pullback of I. We will then combine them to get the desired double sequence.
Tableau rules.
To start with, we give the three basic tableau rules of Branner-Hubbard (see [BH, M1] for slightly different conventions, and [Ro] for identical convention as here; see also Figure An upper triangle T in a tableau is by the definition a sides-included filled triangle bounded by a vertical segment on the left, a horizontal segment on the top and a diagonal segment as the third edge. Its size, denoted by |T |, is simply the length of any of its edges, and its depth is the depth of its lowest vertex; see 
is an open annulus whereas G −1 (K) is compact, connected and containing all critical points of G.
First hits have bounded degree.
For any pair (I, x) such that I is a critical puzzle piece (say colored red), and x ∈ K f , we produce a puzzle piece L x (I) (called the pullback of the first ≥ 1 hit of x to I) as follows: start from the 0-th column of T (x) at row(I), march right k ≥ 1 steps until the first hit of a red spot 1 (if any, this exists always if x ∈ P f ). Then that spot represents I and L x (I) is the pulled-back piece by f k of I containing x. It is the lower vertex of an upper triangle whose left edge is on the 0-th column of T (x), whose right vertex is I and whose top edge does not contain red spots (except at the ends).
Similarly we define the pullback of the first ≥ 0 hit of x to I to be a puzzle piece L x (I) containing x which is equal to I if x ∈ I, otherwise is equal to L x (I).
Lemma 4.1. For I a critical piece and
I ] meets every critical color at most once. And
Proof. Otherwise we get two upper triangles of different sizes, both with I as the right vertex, and both have a vertical left edge entirely critical of the same coloring. Say I is red. Now moving the smaller triangle to the left and applying Rule 2 would imply an earlier hit of red spots on the top edge of the larger triangle.
4.3. Last successor operator Γ. In this subsection we fix c ∈ Crit(f ), say colored red, and we fix J any choice of a puzzle piece containing c.
Lemma 4.2 (a consequence of the hypothesis of recurrence).
(a) 2 ≤ #{successors of J} < +∞ .
Denote by Γ(J) the last successor of J, i.e. the successor with the greatest depth. Then
We will postpone the proof of this lemma to Appendix A. The main difficulty lies in the part where there are at least two successors.
Definition. Denote by r(J) (respectively R(J)) the minimal (respectively maximal) length of a horizontal segment linking two consecutive
We might have R(J) = +∞ a priori, but the following corollary of Lemma 4.2 will exclude this possibility. The estimates here play an essential role in the sequel.
Corollary 4.3. (i) If S is a critical sub-piece of J, then R(S) ≥ R(J) and r(S) ≥ r(J). (ii) If J ( = J) is a critical sub-piece of J and is also a pullback of J, then for k the number of red spots on the half open diagonal
(iv) For any integer τ ≥ 1, let Γ τ (J) be the τ -th generation of last successors,
Proof. (i) Obvious, by Rule 1.
(ii) Denote by T the upper triangle with vertices J , J, J. Then | J J | is also the length of the top edge of T . Consequently | J J | ≥ r(J). Let c ∈ Crit(f ) and E, F be two consecutive red spots on row(J ) of T (c ) with F on the right of E. By Rule 2 the triangle T appears from column(E) with E as the lower vertex.
Assume at first k = 1, i.e. ]J J [ contains no red spots. Applying Rule 1 one sees that the length of the horizontal segment E-F must be at least | J J |.
be the consecutive red spots on the closed diagonal [J J ] . Applying the above argument on each
(iii) Fix any c ∈ Crit(f ) (with c may or may not be c).
In T (c ), let J-J be a horizontal segment bounded by two consecutive red spots on row(J). Form an upper triangle T with this segment as the upper edge. Denote its lower vertex by W , and its length by l.
If W is critical, it has to be red since W is below J. Now use Rule 2 to compare 
this follows from applying recursively (iii):
and
Now the case j = 1 of ( * * * ) gives 2
), i.e. (7). Combining this with (i) and (iii) we get (8). To get (9), we just need to sum up ( * * * ) for 
(at least twice as long as the previous step) 
Set I n = Γ τ (K n−1 ). Then K n = B(I n ) and K n = A(I n ); see Figure 5 .
Lemma 4.5. We have, ∀ n,
Proof. Formula (14) follows from (8) applied to the triple (8) and (10) we get the following bounds for q n and u n for all n :
Combining these we get
Proof of Proposition 3.2. Fix τ to be any integer no less than b + 1 (actually τ = b will be also suitable, see the remark below). We are going to prove Proposition 3.2 for our double sequence (
The fact that (K n , K n ) n satisfies (2) is due to the construction and (12). Point (a) is simply (11).
By the definition of B we have B = Lŷ(K m ). Figure 6 for the following construction. Starting from T (x), we define inductively the sequence of column numbers κ j as follows: 
Now formula (5) applied to B together with the fact that (K
as K m K m contains no postcritical points), this gives Point (c).
Point (e). For this we will estimate the number of red spots on the top edge of the upper triangle T (respectively T ), defined so to have a left edge
At first, recall that B = Lŷ(K m ), so κ L is actually greater than or equal to the column number (in T (x)) of the right vertex of T . Also, by Rule 1, the number of red spots on row(K m ) from the κ j -th column (excluded) to the κ j+1 -th column (included) is at most equal to the number of red spots on ]K m =A(I m )
I m ] , which is, by Lemma 4.4, at most b + 1. Therefore, denoting by top(T ) the top edge of T including the end vertices,
≤ 4(b + 1) .
On the other hand,
≥ sum of the lengths of these segments = |T | * *
where the first inequality is due to Corollary 4.3(iii); the one marked by * is due to the definition of R(K m ) as the maximal possible length between two consecutive red spots on row(K m ); the one marked by * * is due to the fact that the left edge of T forms a parallelogram with
|, which in turn is greater than or equal to r(I m+2 ) by (10). Therefore
Notice that for b ≥ 1, we have 2 2τ −1 ≥ 4(b + 1) (recall that τ = b + 1). Therefore (22) and (20) together imply that f ξ (K m+2 ) ⊂ A. This is Point (e).
Finally
≥ 2 n−1 p 1 , and
Therefore all these depth sequences grow exponentially fast.
Remark 1. The number τ = b + 1 is chosen to be the least integer to satisfy both 2 τ +2 − 2 ≥ 2(b + 3) (see (17)) and 2 2τ −1 ≥ 4(b + 1). Actually one can also take τ = b, and use the above proof in case b ≥ 2 and another set of estimates in case b = 1 (see Appendix D).
4.6. Proposition 3.2 for the original KSS nest. Fix an integer τ ≥ 1 (which will be ≥ b + 2).
Fix c ∈ Crit(f ) and fix K 0 a critical puzzle piece of c. For n ≥ 1, we define inductively K n = BAΓ τ (K n−1 ) and K n to be the puzzle piece so that
. This time, set
They depend only on b, δ. It follows from Lemmas 4.2 and 4.4 that:
We are going to prove Proposition 3.2 for this new sequence (K n , K n ) n .
Definition. Set
Here we still have (14) 
Proof. Corollary 4.3 together with (10) give easily the bounds for q n , s n and t n :
Combining the three we get
New proof of Proposition 3.2. We take τ ≥ b + 2 and construct the KSS nest as above.
We follow the same line as in §4.5. Points (a),(b) and (d) are proved as before.
The other part #{red-spots ∈ top(T )} − 1 ≥ 2 2τ −1 is proved in the same way as in §4.5. Now Point (e) follows from 2
and denote by Q n+1 to be the puzzle piece containing c so that
Corollary 4.7. For every n ≥ 2, both
Proof. The vacuousness follows from the property of A and B (Lemma 4.4). Now
. Then by the above calculation we have
Now Theorem 2.1 proves that mod(K n K n ) for all n have a positive lower bound, depending only on b, δ, and µ. It follows that mod(K n K − n ) and mod(K n L y (K n )) for any n and any y ∈ P f ∩ K n have also a positive lower bound depending only on b, δ, and µ.
Notice that (27) is a crucial point for proving rigidity and non-invariant-line-field properties of K f ; see for example [KSS, KS, YZ] .
To our best knowledge the inequality (28) appears here for the first time.
Figure 7. Control of moduli Appendix A. Existence of at least two successors
Proof of Lemma 4.2. (a) By the hypothesis of recurrence, J has at most finitely many successors. We only need to show that J has at least two successors. See Figure 8 for the following construction. On T (c), row(J), denote by k 0 = 0 < k 1 < k 2 < · · · the column numbers of the successive red spots. By the hypothesis of recurrence, this sequence of k j exists and is infinite.
Set Q = L c (J) to be the critical piece which is the pullback of the first ≥ 1 visit of c to J. So | Q J | = k 1 . Clearly Q is the first successor of J. We will prove: Claim 1. Assume that for some j ≥ 1 the red vertical segment on column k j does not reach row(Q). Then J has a second successor.
Proof. Let us start from the row of J at column k j+1 and follow the left down diagonal until we reach a piece, say named by Q , at k j -column. Then Q is not critical, for otherwise depth(Q ) < depth(Q) by Rule 1 and the choice of j, and then we can apply Rule 2 and the definition of k 1 to find a contradiction.
Applying Lemma 4.1 we know that the closed diagonal segment [Q J ] meets every critical color at most once.
Continue to follow that diagonal from Q left downwards until we reach a critical vertex W . If W is at the 0 column we are done. Otherwise let S be the pullback of the first ≥ 0 hit of c to W . Then S is a successor of J. It must be deeper than Q for otherwise moving the triangle with edge [S J ] to the 0-th column one gets a contradiction with the choice of k 1 and Rule 2 (the same argument also proves that S must be on the 0-th column, had we chosen j minimal).
Denote by n 0 the depth of J. Then Q is at depth n 0 + k 1 . Now consider the row at depth n 0 + 2k 1 . Denote its 0-column vertex by R and k 1 -column vertex by R . As R is critical, it is the pullback of the first ≥ 1 hit of c to Q:
We will show now that R is red. Assume that for some 0 < p < k 1 , f p (Q) is critical, say of color green (it cannot be red by Lemma 4.1). Then it follows by Lemma 4.1, Rules 1 and 2, that the green vertices on row(f p (Q)) are precisely at the columns: p + j · k 1 , j = 0, 1, · · · . Consequently, by Rule 1, on any row deeper than row(f p (Q)), the green vertices are contained in the columns p By the hypothesis of recurrence, one can march horizontally from H to the right, some positive number of steps until the first hit of a pink vertex H . Then H is on the column j · k 1 + q for some j. And the parallelogram D with vertices H , Q, J (with Q, J on the (j + 1)k 1 -th column) is critically full: for its left edge is entirely critical by applying Rule 1 to H , and any of its other critical vertical segments will certainly reach the lower edge by applying Rule 3 to the induction assumption on D. Apply Rule 3 again, but this time from D to D, we conclude that H is also critical.
This ends the induction step and proves that D is critically full. We then use it and Rule 3 to prove that the parallelogram of the same size as D, but with R as the lower left vertex, is identical to D. In particular R is critical.
Continuing this process one shows that the entire k 1 -column is critical. This is impossible by the hypothesis of recurrence and ends the proof of Claim 2.
This proves (a). This implies Formula (6) with S replaced by Γ(J).
Appendix B. Preparations for the operators A and B
The idea is to take special pullbacks of some critical puzzle pieces in order to decrease their sizes to get a better control of locations of the postcritical set.
One easily verifies that this construction still holds in the more general setup where the domain U of f is only included in the range V (but not necessarily compactly contained in) (see [RY] ).
We will switch the notation of the red colored critical point from c to c 0 , and use the letter c to denote an arbitrary critical point. satisfying: for any c ∈ Crit(f ), both P c and P c are pullbacks of I, and
Furthermore, if a postcritical point x appears in some annulus P c P c , then there is a puzzle piece V containing x, such that V and P c are two disjoint puzzle pieces within P c , and that for some integer k, f k maps V conformally onto Pĉ for somê c ∈ Crit(f ).
The construction and the properties of P c , P c are given in [KSS, , (but without all the details of the proof). We give a slightly different presentation, together with a complete proof.
At first, some notations: We say that a puzzle piece V is nested (respectively strictly nested ) in another puzzle piece U if one of the following (equivalent) events happens:
1. V ⊂ U (respectively V U ); 2. in some tableau V and U appear in the same column with V below or equal to U (respectively with V below U ); 3. ∂V ∩ U = ∅ (respectively ∂V ∩ U = ∅). Let H = i∈Λ U i be a union of finitely many disjoint puzzle pieces so that each U i contains a unique critical point c i (the U i 's do not necessarily have the same depth). An H-piece will be one of U i . An H-subpiece will be a puzzle piece W nested in an H-piece. We say that H is strictly nice, if for any n > 0, f n (∂ H)∩closure( H) = ∅. This is equivalent to say that for any i ∈ Λ, any upper triangle of any size with lower vertex U i contains no other entry (except that of U i ) that is an H-piece. This is also equivalent to say that for any i ∈ Λ, any upper triangle of any size with lower vertex U i contains no other entry (except that of U i ) that is an H-subpiece.
We extend also the notion of
Here is an equivalent definition. For each i ∈ Λ start at the 0-th column of T (x), row(U i ), march right l i ≥ 1 steps until the first hit of U i (if any, otherwise set l i = +∞). Then there is a unique q so that l q is minimal among all the l i 's (for if l j = l q , then U j and U q appear both on the l j -th column of T (x) but with different depths, resulting that one of them is nested in the other). Then
In case H is strictly nice, we may locate L x ( H) in a more precise way. Let U i be one of the H-pieces of the least depth such that f k (x) ∈ U i for some k > 0. Start from the 0-th column of T (x) at row(U i ). March l > 0 steps to the right until the first hit of U i . Follow its left-down diagonal until the 0-th column, to reach the piece L x (U i ). Denote by S the upper triangle with lower vertex L x (U i ) and right vertex U i . Among the H-pieces appearing in S (except those on the 0-th column), choose U q that has the least column number. Then L x ( H) is the piece on the vertical edge of S that is on the diagonal of U q .
We define also
Similarly one can define L 2 x ( H), the pullback of the second hit of x to H, to be the pullback piece by f k of the H-piece containing f k (x), in the case that k > l > 0 are the two minimal integers such that f
The key in the proof of this proposition is the following lemma. 
(here row(U p ) may or may not equal to row(U q )).
Proof. If V ⊃ U i for some H-piece U i , then an upper triangle with lower vertex U i would contain the H-piece in the diagonal starting from V . This contradicts that H is strictly nice. Assume that L x ( H) for some x is strictly nested in V . Let l, m be the two > 0 integers such that f l (V ), f m (L x ( H)) are two H-pieces. As H-pieces are not nested into each other, l = m. But l < m would contradict that L x ( H) is the pullback of the first hit of x to H, and l > m would contradict that H is strictly nice (by looking at an upper triangle with lower vertex f m (L x ( H)) ). Proof. The tableau interpretation of Case (2) (respectively (3)) is: the 0-th column of T (z) contains no H-(sub)pieces (respectively contains an H-piece but not a J Hpiece).
Let z be in one of the three cases. Fix 0 < j < l (if any (2) and (3), and ≤ δ b−s+1 in case (1).
Finally in case (3), there is an i ∈ {0, · · · , s − 1} such that z ∈ U i L c i ( H). We apply (A) to conclude that
c ( H) (here row(U p ) may or may not equal to row(U q )). We start now the proof of our lemma. (a) For each j = 0, · · · , s − 1, the set L c j ( H) is a puzzle piece containing c j and is a pullback of an H-piece, so by (A) it is strictly nested in U j , the H-piece containing c j . So J H H.
(b1) and (b2): We just need to apply once (B) case (3) to z = f l (c) and once (B) case (2) to z = c, and use the fact that L 
