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RANDOM POLYNOMIALS WITH PRESCRIBED NEWTON
POLYTOPE, I
BERNARD SHIFFMAN AND STEVE ZELDITCH
Abstract. The Newton polytope Pf of a polynomial f is well known to have a strong impact on its zeros,
as in the Kouchnirenko-Bernstein theorem on the number of simultaneous zeros of m polynomials with given
Newton polytopes. In this article, we show that Pf also has a strong impact on the distribution of zeros of
one or several polynomials. We equip the space of (holomorphic) polynomials of degree ≤ N in m complex
variables with its usual SU(m + 1)-invariant Gaussian measure and then consider the conditional measures
γ|NP induced on the subspace of polynomials whose Newton polytope Pf ⊂ NP . When P = Σ, the unit
simplex, then it is obvious and well-known that the expected distribution of zeros Zf1,...,fk (regarded as a
current) of k polynomials f1, . . . , fk of degree N is uniform relative to the Fubini-Study form. Our main
results concern the conditional expectation E|NP (Zf1,...,fk ) of zeros of k polynomials with Newton polytope
NP ⊂ NpΣ (where p = deg P ); these results are asymptotic as the scaling factor N → ∞. We show that
E|NP (Zf1,...,fk ) is asymptotically uniform on the inverse image AP of the open scaled polytope
1
p
P ◦ via
the moment map µ : CPm → Σ for projective space. However, the zeros have an exotic distribution outside
of AP and when k = m (the case of the Kouchnirenko-Bernstein theorem) the percentage of zeros outside
AP approaches 0 as N →∞.
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Introduction
It is well known that the Newton polytope Pf of a holomorphic polynomial f(z1, . . . , zm) of degree p has a
crucial influence on its value distribution and in particular on its zero set. Even the number of simultaneous
zeros in C∗m := (C \ {0})m of m generic polynomials f1, . . . , fm depends on their Newton polytopes Pfj
[Be, Ko1, Ko2]. Our purpose in this paper is to demonstrate that the Newton polytope of a polynomial f
also has a crucial influence on its mass density |f(z)|2dV and on the spatial distribution of zeros {f = 0}.
We will show that there is a classically allowed region region where the mass almost surely concentrates
and a classically forbidden region where it almost surely is exponentially decaying. The classically allowed
region is the inverse image µ−1Σ (
1
pP ) of the (scaled) polytope
1
pP under the standard moment map µΣ of
CPm. The simultaneous zeros of m generic polynomials f1, . . . , fm in C
∗m almost surely concentrates (in the
limit of high degrees) in the classically allowed region, giving a kind of quantitative version of the Bernstein-
Kouchnirenko theorem. The Newton polytope has an equally strong (though different) impact for k < m
polynomials f1, . . . , fk. The image of the zero set of f1, . . . , fk under the moment map is (up to a logarithmic
re-parametrization) known as an amoeba in the sense of [GKZ, Mi2]. Results on the expected distribution
of amoebas can be obtained from our results on the expected zero current; for example, as a consequence of
Corollary 6, for polytopes 1pP with vertices in the interior of the standard simplex Σ ⊂ Rm, there is also a
very forbidden region which the amoeba almost surely avoids. These patterns in zeros are statistical—they
hold for random polynomials with prescribed Newton polytope—and are asymptotic as the degree of the
polynomials tends to infinity.
To state our problems and results precisely, let us recall some definitions. Let
f(z1, . . . , zm) =
∑
α∈Nm:|α|≤p
cαχα(z1, . . . , zm), χα(z) = z
α1
1 · · · zαmm
be a polynomial of degree p in m complex variables. By the support of f we mean the set
Sf = {α ∈ Zm : cα 6= 0}, (1)
and by its Newton polytope Pf we mean the integral polytope
Pf := Sˆf = the convex hull in R
m of Sf . (2)
Throughout this paper we will make the simplifying assumption that P is a Delzant polytope [De, Gu1].
Non-Delzant polytopes are equally important in the study of polynomials, and we plan to extend our results
to more general convex integral polytopes in the sequel [SZ2]. We also plan to study a parallel tunneling
phenomenon for critical points.
Our aim is to study the statistical patterns in polynomials with a fixed Newton polytope. We therefore
define a natural Gaussian measure dγP on the space of polynomials with support contained in a fixed Newton
polytope P . Since our purpose is to compare zero sets and masses as the polytope P varies, we view the
polytope as placing a condition on the Gaussian ensemble of all polynomials of degree p equal to that of
P , i.e. we define the measures dγP as conditional probability measures of one fixed Gaussian measure. To
define this ensemble, we homogenize the polynomial f to obtain a homogeneous polynomial F of degree p in
m+1 complex variables. Such polynomials may be identified with holomorphic sections F ∈ H0(CPm,O(p))
of the pth power of the hyperplane section bundle OCPm(1). We denote by
H0(CPm,O(p), P ) = {F ∈ H0(CPm,O(p)) : Pf ⊂ P} (3)
the space of homogeneous polynomials F of degree d whose associated inhomogeneous form f(z1, . . . , zm) =
F (1, z1, . . . , zm) has Newton polytope Pf contained in P .
Let us recall that H0(CPm,O(p)) carries the standard SU(m+ 1)-invariant inner product
〈F1, F¯2〉 =
∫
S2m+1
F1F¯2 dσ ,
where dσ is Haar measure on the (2m+1)-sphere S2m+1. (See (28) for an alternate description in terms of the
Fubini-Study form on CPm and the Fubini-Study metric on O(1).) An orthonormal basis of H0(CPm,O(p))
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is given by
{‖χα‖−1χα}|α|≤p, where ‖ · ‖ denotes the norm in H0(CPm,O(p)). (Note that ‖χα‖ depends on
p.) The corresponding SU(m+ 1)-invariant Gaussian measure γp is defined by
dγp(s) =
1
πkp
e−|λ|
2
dλ, s =
∑
|α|≤p
λα
χα
‖χα‖ , (4)
where kp = #{α : |α| ≤ p} =
(
m+p
p
)
. Thus, the coefficients λα are independent complex Gaussian random
variables with mean zero and variance one. We then endow the space H0(CPm,O(p), P ) with the associated
conditional probability measure γp|P :
dγp|P (s) =
1
π#P
e−|λ|
2
dλ, s =
∑
α∈P
λα
χα
‖χα‖ , (5)
where the coefficients λα are again independent complex Gaussian random variables with mean zero and
variance one. (By a slight abuse of notation, we let
∑
α∈P denote the sum over the lattice points α ∈ P ∩Zm;
#P denotes the cardinality of P∩Zm.) We observe that, as a subspace ofH0(CPm,O(p)), H0(CPm,O(p), P )
inherits the inner product 〈s1, s2〉 and that γ|P is the induced Gaussian measure. Probabilities relative to
γ|P can be considered as conditional probabilities; i.e. for any event E,
Probγ{f ∈ E|Pf = P} = Probγ|P (E).
We now wish to consider the expected distribution of mass and zeros of polynomials with fixed New-
ton polytope. It turns out to involve the moment map µΣ of projective space. We use a notation for
this moment map which reflects its dependence on the standard unit simplex Σ in Rm with vertices at
(0, . . . , 0), (1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, . . . , 0, 1). The ‘projective moment map’ is then given by
µΣ(z) =
( |z1|2
1 + ‖z‖2 , . . . ,
|zm|2
1 + ‖z‖2
)
.
Via this moment map we define:
Definition: Let P ⊂ Rm+ be an integral polytope. The classically allowed region for polynomials in
H0(CPm,O(p), P ) is the set
AP := µ−1Σ
(
1
p
P ◦
)
⊂ C∗m
(where P ◦ denotes the interior of P ), and the classically forbidden region is its complement C∗m \ AP .
Our first result concerns the simultaneous zero set of m independent polynomials in m variables. Be´zout’s
theorem tells us that m generic homogeneous polynomials F1, . . . , Fm of degree p have exactly p
m simulta-
neous zeros; these zeros all lie in C∗m, for generic Fj . In fact, one immediately sees (by uniqueness of Haar
probability measure) that the expected distribution of zeros is uniform with respect to the Fubini-Study
projective volume form, when the ensemble is given the SU(m+ 1)-invariant measure dγp.
According to Kouchnirenko’s theorem [Ko1, Ko2, At, Au], the number of joint zeros in C∗m of m generic
polynomials {f1, . . . , fm} with given Newton polytope P equals m!Vol(P ), where Vol(P ) is the Euclidean
volume of P . For example, if P = pΣ, where Σ is the standard unit simplex in Rm, then Vol(pΣ) =
pmVol(Σ) = p
m
m! , and we get Be´zout’s theorem. (More generally, the fj may have different Newton polytopes,
in which case the number of zeros is given by the Bernstein-Kouchnirenko formula as a ‘mixed volume.’)
Now consider m independent random polynomials with Newton polytope P , using the conditional prob-
ability (5). We let E|P (Zf1,...,fm) denote the expected density of their simultaneous zeros. It is the measure
on C∗m given by
E|P (Zf1,...,fm)(U) =
∫
dγp|P (f1) · · ·
∫
dγp|P (fm)
[
#{z ∈ U : f1(z) = · · · = fm(z) = 0}
]
, (6)
for U ⊂ C∗m, where the integrals are over H0(CPm,O(p), P ). In fact, E|P (Zf1,...,fm) is an absolutely
continuous measure given by a C∞ density (see Prop. 4.2). Our first result is the surprising fact that as
the polytope P expands, these zeros are expected to concentrate in the classically allowed region and are
(asymptotically) uniform there:
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Theorem 1. Suppose that P is a Delzant polytope in Rm. Then
1
(Np)m
E|NP (Zf1,...,fm)→
 ω
m
FS
on AP
0 on C∗m \ AP
,
in the distribution sense; i.e., for any open U ⊂ C∗m, we have
1
(Np)m
E|NP
(
#{z ∈ U : f1(z) = · · · = fm(z) = 0}
)→ m!VolCPm(U ∩ AP ) .
In fact, our methods imply that the convergence of the zero current on the classically allowed region is
exponentially fast in the sense that
E|NP (Zf1,...,fm) = (Np)
mωm
FS
+O
(
e−λN
)
on AP ,
for some positive continuous function λ on AP .
Theorem 1 is a special case of a general result stated below (Theorem 4) on the expected distribution
of simultaneous zeros of k random polynomials with given Newton polytopes P1, . . . , Pk. Although we only
discuss expected behavior of zeros here, it is possible to show (using methods similar to those of [SZ1])
that distribution of zeros is self-averaging: i.e., almost all polynomials exhibit the expected behavior in an
asymptotic sense. For the sake of brevity, we concentrate here on only the essentially new aspects of our
problem, namely the dependence of the expected behavior on P .
The following illustration1 shows the classically allowed region (shaded) and the classically forbidden
region (unshaded) when P is the unit square in R2 (and p = 2):
2
2
1
1
P
1
1 2
P
2
|z2|
|z1|
|z2|
2 = |z1|
2 + 1
|z2|
2 = |z1|
2 − 1
Figure 1. The classically allowed region for P = [0, 1]× [0, 1]
The terminology is taken from the semiclassical analysis of ground states of Schroedinger operators Hh =
−~2∆+ V on Rn. The well-known ‘Agmon estimates’ of ground states (cf. [Ag]) show that L2-normalized
ground states or low-lying eigenfunctions H~ϕ = Eϕ of H are concentrated as ~ → 0 in the classically
allowed region CE = {x ∈ Rn : V (x) ≤ E} and have exponential decay |ϕ(x)|2 = O(e−d(x,CE)/~) as ~→ 0 in
the complement. Here, d(x,CE) is the ‘Agmon distance’ to the classically allowed region, i.e. the distance
in the metric
√
V (x) − E dx. In our setting, the Hamiltonian is ∂¯∗∂¯ on L2-sections of powers O(Np) of the
hyperplane section bundle, ~ = 1/N , and the ground states are the holomorphic sections H0(CPm,O(p), P ).
1We would like to thank Aaron Carass for providing the illustrations in Figures 1, 3, 4, 6 and 7.
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Replacing |ϕ(x)|2 is the expected ‘mass density’ of the polynomials in this subspace. By definition, the mass
density of a polynomial f at a point z ∈ C∗m is the Fubini-Study norm
|f(z)|
FS
:=
|f(z)|
(1 + ‖z‖2)δ/2 (δ = deg f) . (7)
Our next result describes the asymptotics of the expected mass density of L2-normalized polynomials
with Newton polytope NP , i.e. the expected density EνNP (|f(z)|2FS) with respect to the Haar probability
measure, denoted by νNP , on the unit sphere in H
0(CPm,O(Np), NP ). One easily shows (see §3) that
EνNP (|f(z)|2FS) =
1
#(NP )
E|NP
(|f(z)|2
FS
)
=
1
#(NP )
Π|NP (z, z) , (8)
where Π|NP is the Szego¨ kernel of H0(CPm,O(Np), NP ). Here, the term ‘Szego¨ kernel’ of a space S of
holomorphic sections of a line bundle refers to the kernel for the orthogonal projection to S from the space
L2(∂D) of square-integrable functions on the boundary of the associated unit disk bundle D; i.e., it is of
the form Π(x, y) =
∑
j sj(x)sj(y), where {sj} is an orthonormal basis of S. Precise definitions and the
relationship to the classical Szego¨ kernel for a strictly pseudoconvex domain are described in §1.2. Note that
#(NP ) = dimH0(CPm,O(Np), NP ) = Vol(P )Nm + . . . ,
which is a polynomial given by the Riemann-Roch formula (see §3).
We shall show that the expected mass density EνNP (|f(z)|2FS) is asymptotically uniform with respect
to Fubini-Study measure in the classically allowed region (as if there were no constraint at all); while in
the forbidden region the mass decays exponentially. Thus in the semiclassical limit N → ∞, all the mass
concentrates in the classically allowed region. To describe the behavior in the forbidden region, we subdivide
it into regions corresponding to the faces of the polytope 1pP that lie in the interior Σ
◦ of the simplex. To
describe these regions, we recall that the fan associated to 1pP (or P ) is the collection of polyhedral cones
CF ⊂ Rm normal to the faces F of 1pP (see §1.1.1). For each face F ⊂ Σ◦, we let
RF = {eτ · z : τ ∈ CF , µΣ(z) ∈ F} . (9)
Note that if F is the open face 1pP
◦, then RF is the classically allowed region AP . We show in §3.2.1 that
the classically forbidden region decomposes into the (disjoint) forbidden subregions{
RF : F is a face of 1pP, F ⊂ Σ◦, F 6= 1pP ◦
}
.
We call RF the flow-out of the face F . Boundary points of the RF are called transition points. Points of
∂AP are always transition points, but there may be others.
For the case where P is the unit square, then there are two interior faces whose flow-outs are the connected
components of the classically forbidden region (see Figure 1 above). In this case, the set of transition points
equals ∂AP . We shall give an example with an interior vertex, where the forbidden region is connected but
decomposes into flow-outs of 3 faces (see Figure 7 in §5.2.1); in this case there are transition points not in
∂AP .
Theorem 2. Suppose that P is a Delzant polytope in Rm. Then the expected mass density of random L2
normalized polynomials with Newton polytope NP has C∞ asymptotic expansions of the form:
EνNP
(|f(z)|2
FS
) ∼

∏m
j=1(pN+j)
#(NP ) = c0 + c1N
−1 + c2N−2 + · · · , for z ∈ AP = µ−1Σ ( 1pP ◦)
N−s/2e−Nb(z)
[
cF0 (z) + c
F
1 (z)N
−1 + cF2 (z)N
−2 + · · · ] , for z ∈ R◦F
where cF0 and b|R◦F are positive C∞ functions on R◦F , and s = codimF (for each face F ⊂ Σ◦). Furthermore,
the remainder estimates in the expansions are uniform on compact subsets of the open regions R◦F and of
AP .
We shall use (8) to restate Theorem 2 in terms of asymptotic formulae for the conditional Szego¨ kernel on
the diagonal for which we give more precise asymptotics in Proposition 3.1. In [SZ2] we will extend the result
to the non-Delzant case as well. Heuristically, the mass concentration in AP can be understood as follows:
the mass of a monomial mα concentrates (exponentially) on the torus µ
−1
Σ (α). The constraint α ∈ NP thus
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concentrates all the mass of polynomials with fixed Newton polytope NP in AP , with exponentially small
errors, and the mass there is uniformly distributed with small errors.
In particular,
EνNP
(|f(z)|2
FS
) −→

pm
Vol(P ) , for z ∈ AP
0 , for z ∈ C∗m \ AP
,
as illustrated by the following graphs, plotted using Maple, for the case where P is the unit square. (Recall
Figure 1 for the depiction of AP for this case.)
0
1
2
0
1
0
1
N=10
0
1
2
0
1
0
1
N=100
Figure 2. 14EνNP
(|f(z)|2
FS
)
for P = [0, 1]× [0, 1]
The decay function b in Theorem 2 is analogous to the Agmon action to the allowed region. We shall
show in Proposition 3.1 that b is C1 (but not C2) on all of C∗m, and we derive several formulas for b(z)
((10), (11), (116)). To describe our first formula, we associate with each point z ∈ C∗m \ AP a unique point
ξ ∈ ∂AP of the form ξ = eτ/2 · z, where −τ is in the (real) normal cone to the convex set P at the point
pµΣ(ξ) ∈ ∂P . Here r · z = (r1z1, . . . , rmzm) denotes the Rm+ action on C∗m. (The normal cone to a point
q ∈ ∂P , described in §1.1.1, is the element of the fan associated to the face of P containing q.) We write
τz = τ , q(z) = pµΣ(ξ); these vectors are then given by the conditions:
• pµΣ(eτz/2 · z) = q(z) ∈ ∂P ;
• −τz is in the normal cone to P at q(z).
The existence and uniqueness of q(z) and τz are stated in Lemma 3.8.
Our first formula for b is :
b(z) = 〈q(z), τz〉+ p log
(
1 + ‖z‖2
1 + ‖eτz/2 · z‖2
)
for z ∈ C∗m \ AP . (10)
We will obtain (10) from the integral formula,
b(z) =
∫ τz
0
[
q(eσ/2 · z)− pµΣ(eσ/2 · z)
]
· dσ (11)
(where
∫ τz
0
denotes the integral over any path in Rm from 0 to τz), which could be interpreted as an action,
thereby bringing the results closer to classical Agmon estimates.
We also show that 1N logE|NP
(|f(z)|2
FS
)→ −b(z) uniformly on compact subsets of C∗m (Proposition 3.2).
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Our final results concern the zero set of one or more random polynomials. We shall consider not only the
expected volume density of the zero set, but also the more precise description involving the expected zero
current. The zero current Zf1,...,fk of k polynomials (or more generally, k holomorphic functions) f1, . . . , fk
is the current of integration over the zero set
|Zf1,...,fk | := {z ∈ C∗m : f1(z) = · · · = fm(z) = 0} .
This current is given by
(Zf1,...,fk , ϕ) :=
∫
|Zf1,...,fk |
ϕ , for a test form ϕ ∈ Dm−k,m−k(C∗m) ,
where integration is over the set of regular points of |Zf1,...,fk | (provided that it is of codimension k and
without multiplicity, which is almost surely the case).
We denote byE|P (Zf ) = Eγp|P (Zf ) the conditional expectation of the zero current of a random polynomial
f ∈ H0(CPm,O(p), P ) with Newton polytope P . In fact, E|P (Zf ) is actually a smooth (1, 1)-form on C∗m
(Proposition 4.1).
Let us recall what happens when P = pΣ (cf. [SZ1]). By the uniqueness of Haar measure, the expected
zero current E(Zf ) taken over all polynomials of degree p is given by pωFS , where ωFS =
i
2π∂∂¯ log ‖z‖2 is the
Fubini-Study Ka¨hler form on CPm. Thus the expected distribution of zeros, as well as the tangent to the
zero varieties, is uniform over CPm. We now consider how the expectation changes if we add the condition
that Pf = P .
Theorem 3. Let P be a Delzant polytope. Then there exists a closed semipositive (1, 1)-form ψP on C
∗m
with piecewise C∞ coefficients such that:
i) N−1E|NP (Zf )→ ψP in L1loc(C∗m).
ii) ψP = pωFS on the classically allowed region µ
−1
Σ (
1
pP
◦).
iii) On each region R◦F , the (1, 1)-form ψP is C∞ and has constant rank equal to dimF ; in particular, if
v ∈ Σ◦ is a vertex of 1pP , then ψP |R◦v = 0.
As a corollary, we obtain some statistical results on the so-called ‘tentacles’ of amoebas in dimension 2
(see §4.3). Roughly speaking, the (compact) amoeba of a polynomial f(z1, z2) is the image of the Riemann
surface Zf under the moment map µΣ on (C
∗)2, and the tentacles are the ends of the amoeba. Certain
tentacles must end at vertices of the triangle Σ while others are ‘free’ to end anywhere along the boundary
of Σ. In Corollary 4.7, we will prove that (in the limit N → ∞) almost all of the free tentacles of typical
amoebas tend to end in the classically allowed portion of ∂Σ.
We call the form ψP in Theorem 3 the limit expected zero current. By L1loc convergence in (i), we mean
L1loc convergence of the coefficients. (Recall that E|NP (Zf1,...,fk) is a (k, k)-form with smooth coefficients.) If
we write ψP =
√−1∑ψjk(z)dzj∧dz¯k, then (ψjk(z)) is a semi-positive Hermitian matrix, for non-transition
points z. By the rank of ψP at z, we mean the rank of the matrix
(
ψjk(z)
)
. Note that if RF and RF ′ are
adjoining regions (i.e., have a common codimension 1 interface), then F and F ′ are of different dimensions,
so ψP must be discontinuous along the interface. We remark that as an element of D′1,1(C∗m), the current
ψP is closed and positive.
The form ψP not only encodes the expected (normalized) density of the zero set, but also the expected
density of tangent directions to the zero set. In the course of the proof of Theorem 3, we will show that in
the forbidden region, the limit tangent directions are restricted. In particular, as the polytope expands, the
tangent spaces to typical zero sets through a point z0 ∈ R◦F approach spaces containing the tangent space
(at z0) of the ‘normal flow’ {eτ+iθ · z0 : τ, θ ∈ T⊥F ⊂ Rm}. Precise formulations of this fact are given in
Theorem 4.5 and (162). Thus, while the expected distribution of zero densities is absolutely continuous, the
expected distribution of zero tangents is singular.
We can also consider k independently chosen random polynomials
fj ∈ H0(CPm,O(pj), Pj) , 1 ≤ j ≤ k
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(k ≤ m), and we let E|P1,...,Pk(Zf1,...,fk) denote the expected zero current with respect to the probabil-
ity measure γp1|P1 × · · · × γpk|Pk on the product space. If P1 = · · · = Pk = P , then we also write
E|P,...,P (Zf1,...,fk) = E|P (Zf1,...,fk).
Theorem 4. Let P1, . . . , Pk be Delzant polytopes. Then
N−kE|NP1,...,NPk(Zf1,...,fk)→ ψP1 ∧ · · · ∧ ψPk in L1loc(C∗m) , as N →∞ .
We see from Theorem 3(iii) that the zero set |Zf | of a polynomial with polytope NP almost surely creeps
into the classically forbidden region µ−1Σ (Σ \ 1pP ) in the semiclassical limit N → ∞. Indeed the expected
volume of the zero set, or more generally the simultaneous zero set of k polynomials, has the following exotic
distribution law:
Corollary 5. Let P1, . . . , Pk be Delzant polytopes. Then for any open set U ⊂⊂ C∗m,
1
Nk
E|NP1,...,NPkVol(|Zf1,...,fk | ∩ U)→
1
(m− k)!
∫
U
ψP1 ∧ · · · ∧ ψPk ∧ ωm−kFS .
By the volume of |Zf1,...,fk | ∩ U , we mean the (2m− 2k)-dimensional volume in CPm, which is given by
Vol(|Zf1,...,fk | ∩ U) =
∫
|Zf1,...,fk |∩U
1
(m−k)!ω
m−k =
(
Zf1,...,fk ,
1
(m−k)!ω
m−k
)
. (12)
Corollary 5 follows immediately from Theorem 4 and (12).
In addition, the following consequence of Corollary 5 and part (iii) of Theorem 3 says that there are
subtler ‘very forbidden regions’ in the case where the polytope has faces of codimension ≥ 2 in the interior
of Σ, namely the regions comprising the normal flow-out of these faces:
Corollary 6. The expected zero current N−kE|NP (Zf1,...,fk) tends to 0 at all points of each forbidden
subregion RF with dimF < k. In particular, N−1E|NP (Zf ) tends to zero at all points of the flow-out Rv of
a vertex v ∈ 1pP ∩Σ◦.
We now say a few words about the proofs. The key result is Theorem 2 on the mass of polynomials
with Newton polytope P , which we formulate more precisely in Proposition 3.1 using the conditional Szego¨
kernel. As will be shown in §4, we can derive the expected distribution of zeros from our asymptotic formula
for the conditional Szego¨ kernel Π|PN (z, z).
As in the proof in [At, Au] of Kouchnirenko’s theorem, a natural approach to our results on polynomials
with prescribed Newton polytope is through the Ka¨hler toric variety (MP , ωP ) associated to P . We recall
that MP carries a natural line bundle LP with c1(LP ) = ωP . The main connection is that there exists a
natural identification
H0(CPm,O(Np), P ) ≃ H0(MP , LNP ) (13)
between polynomials with prescribed Newton polytope and holomorphic sections of powers LNP of LP . The
torus Tm = {(eiϕ1 , . . . , eiϕm)} acts on H0(MP , LNP ) with character
χNP (e
iϕ) =
∑
α∈NP
ei〈α,ϕ〉 , eiϕ = (eiϕ1 , . . . , eiϕm) . (14)
We then have the simple expression
Π|NP (z, z) =
∫
Tm
ΠCP
m
Np (t · z, z)χNP (t)dt. (15)
To obtain asymptotics as N →∞, we derive an oscillatory integral formula. First we combine (15) with the
formula
χNP (e
iϕ) =
∫
MP
ΠMPN (e
iϕ · w,w) dVolMP (w), (16)
where ΠMP is the Szego¨ kernel of MP , i.e. the orthogonal projection onto H
0(MP , L
N
P ) with respect to the
volume form determined by ωP . In order to obtain an exponential decay rate e
−Nb(z) of Theorem 2, we will
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need a very precise understanding of ΠMPN . This we obtain in §2 by making a special construction of the
Szego¨ kernel of a toric variety which is perhaps of independent interest. Our formula for ΠMP involves the
application of a certain Toeplitz Fourier multiplier to the classical Szego¨ kernel for the sphere, pulled back by
a monomial embedding. After showing in Proposition 2.2 that this Toeplitz-Fourier multiplier is a Toeplitz
operator in the sense of [BG], we obtain an oscillatory integral formula for Π|NP (see (69) and (72)) in terms
of an integral over Tm ×MP with complex phase of positive type.
After that, the proof of Theorem 2 follows from the method of stationary phase for complex oscillatory
integrals. For the case where z is in the classically allowed region, we easily find that the critical manifold
is given by ϕ = 0 and µP (w) = pµΣ(z), where µP is the moment map of MP . Since the phase vanishes
and has nondegenerate normal Hessian along the critical manifold, we immediately obtain an asymptotic
expansion. The case where z is in the classically forbidden region is more subtle. Since pµΣ(z) lies outside
of P for this case, the phase has no critical points. To complete the analysis, we must deform the contour to
pick up critical points. The main part of the proof of Theorem 2 involves finding a contour for which there
is a nondegenerate critical manifold where the phase has maximum real part. In particular, we consider the
complexification C∗m of Tm and deform Tm to a contour of the form (log |ζ1|, . . . , log |ζm|) = τ ∈ Rm. We
then show that the phase takes its maximal real part on a critical manifold if and only if τ is the unique
vector τz used in formula (10) for the decay rate b(z); indeed the maximal real part of the phase is −b(z).
Finally we prove that nondegeneracy of the normal Hessian holds if (and only if) z is not a transition point,
so that we obtain the asymptotic expansion of Theorem 2.
We would like to remark here that other formulae for the lattice sums χP (t) are well known from the
work of Khovanskii-Pukhlikov [KP], Brion-Vergne [BV] and others. An alternative approach is to replace
(16) with the formula from [BV, Theorem 3.12]:
χP (e
iϕ) = Todd(∂/∂h)
(∫
P (h)
ei〈x,ϕ〉dx
)∣∣∣∣∣
h=0
, (17)
where P (h) = {x : 〈uj , x〉+ aj + hj ≥ 0, 1 ≤ j ≤ n}, and Todd(∂/∂h) is a certain infinite order differential
operator known as a Todd operator. Upon dilating the polytope, one obtains
χNP (e
iϕ) = Nm Todd(N∂/∂h)
(∫
P (h)
eiN〈x,ϕ〉dx
)∣∣∣∣∣
h=0
. (18)
The asymptotics of mass and zeros in the classically allowed region follow very easily from this expression
for χNP , and with further effort one can prove the result in the forbidden region. Both approaches seem to
us quite interesting and to have their own advantages. In the sequel [SZ2], we will use the approach based
on (18), which seems more efficient when the toric varieties have singularities.
We end the introduction with some comments on the relation of our results to other work on polynomials
with a fixed Newton polytope. Such polynomials are called sparse in the literature, and methods of algebraic
(including toric) geometry have recently been applied to the computational problem of locating zeros of
systems of such sparse polynomials (e.g., see [HS, MR, St, Ro, Ve]). Our results give information on the ex-
pected location of zeros when the polynomials are given the conditional measure γ|NP onH0(CPm,O(N), P ).
To our knowledge, the asymptotic concentration of zeros of sparse systems in the classically allowed region
has not been observed before. It obviously pays most to search for zeros of systems of m polynomials in m
variables in the allowed region.
It should be noted that this asymptotic pattern reflects the choice of the conditional measures γ|NP on
H0(CPm,O(N), P ). In previous work [SZ1], we obtained the expected and almost everywhere distribution of
zeros of several holomorphic sections of positive line bundles L→M over general Ka¨hler manifolds. Those
results specialize to our current setting where M =MP , L = LP and also give results on the distribution of
zeros of polynomials in H0(CPm,O(N), P ). However, in that paper we defined different Gaussian probability
measures γMPN onH
0(MP , L
N
P ), namely those induced by the L2 inner product induced by a hermitian metric
on LP and its curvature form ωP . In Proposition 4.6 of [SZ1], we showed that the expected distribution of
zeros relative to the γMPN satisfies
1
Nk
E
γ
MP
N
(Zf1,...,fk) = ω
k
P +O(
1
N ). The measures γ
MP
N have more recently
been studied by [MR], who also obtain (among other things) the formula for the expected distribution. Our
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present measures γMPN are quite singular relative to γ|NP in the limit as N →∞. Our point of view is that
the conditional measures γ|NP on H0(CPm,O(N), P ) are the natural ones when comparing polynomials in
H0(CPm,O(N), P ) as P varies. The toric variety MP is a technical device for studying Π|NP but does not
figure into the statements of our main results. The difference in the two measures is that in the conditional
case, we fix the L2 norms of the monomials zα in advance (as their CPm norms), while in the γMPN case the
norms vary as P and MP vary. The latter would seem to create complicated biases towards some monomials
and away from others as P varies and make it difficult to understand what such a comparison is measuring.
1. Background on toric varieties and moment polytopes
1.1. Newton polytopes and toric varieties. The space H0(CPm,O(p), P ) of polynomials with Newton
polytope P may be identified with the space H0(MP , LP ) of holomorphic sections of a line bundle LP →MP
over a toric variety MP . Under our running assumption that P is Delzant (see below), the variety MP is
smooth. Recall that a toric variety is a complex algebraic variety M containing the complex torus
C
∗m = (C \ {0})× · · · × (C \ {0})
as a Zariski-dense open set such that the group action of C∗m on itself extends to a C∗m action on M . In
the Delzant case, MP can be given the structure of a symplectic manifold such that the restriction of the
action to the underlying real torus
Tm = {(ζ1, . . . ζm) ∈ C∗m : |ζj | = 1, 1 ≤ j ≤ m}
is a Hamiltonian action (see §1.3).
We now review two (well-known) constructions of MP , by fans, resp. monomial embeddings, to establish
notation and clarify the properties we will be needing. For further details, see [Da, Fu, Oda]. We point
out here that there is also a geometric approach due to Delzant [De] through symplectic reduction; see
[De, Au, Gu1].
1.1.1. Fans. By a convex integral polytope, we mean the convex hull in Rn of a finite set in the lattice Zm.
A convex integral polytope P with n facets (i.e. codimension-one faces) can be defined by linear equations
ℓi(x) := 〈x, ui〉+ ai ≥ 0, (i = 1, . . . , n),
where ui ∈ Zm is the primitive interior normal to the i-th facet. The polytope P is called Delzant if each
vertex is the intersection of exactly m facets whose primitive normal vectors generate the lattice Zm.
For each point x ∈ P , we consider the normal cone to P at x,
Cx := {u ∈ Rm : 〈u, x〉 = sup
y∈P
〈u, y〉} ,
which is a closed convex polyhedral cone. We decompose P into a finite union of faces , each face being an
equivalence class under the equivalence relation x ∼ y ⇐⇒ Cx = Cy . For each face F , we let CF denote
the normal cone of the points of F . Note that by our convention, the faces are disjoint sets. We
shall use the term closed face to refer to the closure of a face of P .
Each face of dimension r (0 ≤ r ≤ m) is an open polytope in an r-plane in Rm; i.e., the 0-dimensional
faces are the vertices of P , the 1-dimensional faces are the edges with their end points removed, and so forth.
The facets Fi and their normal cones are given by:
F¯i = {x ∈ P : ℓi(x) = 0} , CFi = {−tui : t ≥ 0} .
The m-dimensional face is the interior P ◦ of the polytope with normal cone CP◦ = {0}.
A convex integral polytope P determines the fan FP := {CF : F is a face of P}. A fan F in Rm is a
collection of closed convex rational polyhedral cones such that a closed face of a cone in F is an element of F
and the intersection of two cones in F is a closed face of each of them. An example of an integral polytope
and its fan is given in the illustration below.
There is a natural way to construct a toric variety from a fan by gluing together the affine varieties arising
from the cones in the fan. As we will not use this construction here, we refer the reader to [Fu] for the
details. We note that a fan whose union is all of Rm defines a complete toric variety, which is projective if
and only if F is the fan of a convex polytope P . If P is Delzant, then the toric variety of the fan FP is a
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Figure 3. A convex polytope and its fan
smooth projective manifold. The polytope in Figure 3 is Delzant if w3 = (0, 1), and the corresponding toric
variety MP is a Hirzebruch surface (see [Fu]). We shall study this example in §5.2.1.
1.1.2. Monomial embeddings. An alternative definition of MP is through T
m-equivariant monomial embed-
dings. We let P ∩ Z = {α(1), α(2), . . . α(#P )}. If we fix c = (c1, . . . , c#P ) ∈ (C∗)#P , we get a map
ΦcP =
[
cα(1)χα(1), . . . , cα(#P )χα(#P )
]
: C∗m → CP#P−1 ;
i.e.,
ΦcP (z) =
[
cα(1)z
α(1), . . . , cα(#P )z
α(#P )
]
.
The closure of the image is a toric variety M cP ⊂ CP#P−1. If P is Delzant, then ΦcP is injective and we
identify C∗m with its image (the ‘open orbit’) in M cP .
We refer to the resulting embedding
ΦcP :M
c
P →֒ CP#P−1 (19)
as a monomial embedding, and we define the line bundle
LP := Φ
c∗
P O(1). (20)
Furthermore, H0(M cP , L
c
P ) = Φ
c∗
P H
0(CP#P−1,O(1)); i.e., the sections are spanned by the monomials χα. It
follows that
H0(M cP , LP ) ≃ H0(CPm,O(p), P ) . (21)
We further have (see [Fu]):
H0(M cP , L
N
P ) ≃ Φc∗P H0(CP#P−1,O(N)) = H0(CPm,O(Np), NP ) . (22)
Recall that H0(CP#P−1,O(1)) has as a basis the linear coordinate functions λj : C#P → C, 1 ≤ j ≤ #P .
The Fubini-study metric h
FS
on O(1) is given by
|λj |FS([ζ]) =
|ζj |
‖ζ‖ (ζ ∈ C
#P ) ,
which has curvature form ω
FS
= i2π∂∂¯ log ‖ζ‖2. We endow LcP with the Hermitian metric hcP := Φc∗P hFS of
curvature ωcP given on C
∗m by
ωcP = Φ
c∗
P ωFS =
√−1
2π
∂∂¯ log
∑
α∈P
|cα|2|zα|2. (23)
Each monomial χα with α ∈ P corresponds to a section of H0(M cP , LcP ) and vice versa. To explicitly
define this correspondence, we make the identifications (recalling (20)):
χα(j) ≡ c−1α(j)ΦcP ∗ζj ∈ H0(M cP , LcP ) , 1 ≤ j ≤ #P . (24)
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So far, we have not specified the constants cα. For studying our phenomena, the choice of constants
defining the toric variety MP is not important. However, when our polytope P is the full simplex pΣ, we
shall use the special choice cα =
(
p
α
)1/2
, where
(
p
α
)
is the multinomial coefficient defined in the next section.
(We use cα = 1 in §2, but except for Proposition 2.1, which is not used in our proof, any choice of c will
work.)
Remark: For a fixed polytope P , the symplectic manifolds (M cP , ω
c
P ) are equivariantly symplectically equiv-
alent, by Delzant’s theorem [De, Gu1, Au]. The M cP are also equivariantly holomorphically equivalent.
However, in general the maps defining the equivalences are not simultaneously holomorphic and symplectic
(see [Gu1]).
1.2. Szego¨ kernels. We first describe a general Szego¨ kernel for a positive Hermitian line bundle (L, h) on
a compact complex manifold M . Let SN ⊂ H0(M,LN ) denote a subspace of the (finite dimensional) vector
space of holomorphic sections of the N th power of L. We give SN an inner product. An important example
is the ‘induced inner product’:
〈s1, s¯2〉SN =
∫
M
〈
s1(z), s2(z)
〉
hN
dVolM (z) , s1, s2 ∈ SN . (25)
By the ‘Szego¨ projector’ ΠSN , we mean the orthogonal projection onto SN . As in [Ze, SZ1, BSZ], we lift
our Szego¨ kernels on the associated principal S1 bundle X →M , defined via a Hermitian metric h as follows:
Let L∗ →M denote the dual line bundle to L with dual metric h∗, and put X = {v ∈ L∗ : ‖v‖h∗ = 1}. We
let rθx = e
iθx (x ∈ X) denote the S1 action on X . We then identify sections sN of LN with equivariant
functions sˆN on X by the rule
sˆN (λ) =
(
λ⊗N , sN (z)
)
, λ ∈ Xz , (26)
where λ⊗N = λ⊗ · · ·⊗λ; then sˆN (rθx) = eiNθ sˆN (x), and we regard elements of SN as equivariant functions
on X .
If {SNj } denotes an orthonormal basis of SN , then the projector ΠSN is given by the kernel
ΠSN (x, y) =
kN∑
j=1
SˆNj (z)Sˆ
N
j (y) . (27)
(Note that the usual Szego¨ kernel for the strictly pseudoconvex boundary X is given by
∑∞
N=1ΠSN , where
SN = H0(M,LN ).)
We now describe three different sequences of Szego¨ kernels on toric varieties, which play a crucial role in
our main results:
1.2.1. The projective Szego¨ kernels. As a first example, we let L be the hyperplane section bundle O(1) on
CPm. Recall that the space H0(CPm,O(p)) of holomorphic sections of Lp = O(p) consists of homogeneous
polynomials
F (ζ0, . . . , ζm) =
∑
|λ|=p
Cλζ
λ (ζλ = ζλ00 · · · ζλmm )
in m+ 1 variables. We can identify F with the (non-homogeneous) polynomial in m variables,
f(z1, . . . , zm) = F (1, z1, . . . , zm) =
∑
|α|≤p
cαz
α (zα = zα11 · · · zαmm ),
where cα = Cαˆp , αˆ
p = (p − |α|, α1, . . . , αm). Inversely, a polynomial f(z) of degree ≤ p can be identified
with an element of H0(CPm,O(p)).
We give CPm the Fubini-Study Ka¨hler form given in homogeneous coordinates (ζ0, . . . , ζm) by ωFS =
i
2π∂∂¯ log ‖ζ‖2, and we give O(p) the Fubini-Study metric:
|F (ζ)|
FS
= |F (ζ)|/‖ζ‖p, for F ∈ H0(CPm,O(p)) .
Identifying F with the polynomial f(z) = F (1, z1, . . . , zm), the Fubini-Study norm can be written
|f(z)|
FS
= |f(z)|/(1 + ‖z‖2)p/2 (z ∈ Cm) .
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We equip the space Sp = H0(CPm,O(p)) of all homogeneous polynomials of degree p with the inner product:
〈f, g¯〉 =
∫
CPm
〈
F,G
〉
FS
dVolCPm =
1
m!
∫
Cm
〈f(z), g(z)〉
(1 + ‖z‖2)p ω
m
FS
(z), f, g ∈ H0(CPm,O(p)). (28)
(We use here the Riemannian volume dVolCPm =
1
m!ω
m
FS
; note that the total volume of CPm is 1m! , using our
conventions.)
Under the Tm action, we have the weight space decomposition
H0(CPm,O(p)) =
⊕
|α|≤p
Cχα ,
where we recall that χα(z) = z
α1
1 · · · zαmm . The monomials {χα} are orthogonal but not normalized. Any
choice of norming constants {rα ∈ C} will give a monomial basis {rαχα} for H0(CPm,O(p)). We shall
choose rα =
1
‖χα‖ , where
‖χα‖ =
√
〈χα, χα〉 =
[
p!
(p+m)!
(
p
α
)] 12 , (p
α
)
:=
p!
(p− |α|)!α1! · · ·αm! ,
is the Fubini-Study L2 norm of χα given by (28). (See [SZ1, §4.2]; the extra factor m! in [SZ1] is due to the
use of ωm instead of ω
m
m! for the volume form.) This choice provides an orthonormal basis for H
0(CPm,O(p))
given by the monomials
1
‖χα‖ χα =
√
(p+m)!
p!
(
p
α
)
χα , |α| ≤ p .
We can identify L∗ = OCPm(−1) with Cm+1 with the origin blown up, and the circle bundle X ⊂ L∗ is
unit sphere S2m+1 ⊂ Cm+1. We let χ̂α : S2m+1 → C denote the equivariant lift of χα ∈ H0(CPm,O(p)).
We note that
χ̂α(x) = x
αˆp ,
and hence the Szego¨ kernel ΠCP
m
p for the orthogonal projection is given by:
ΠCP
m
p (x, y) =
∑
|α|≤p
1
‖χα‖ χ̂α(x)χ̂α(y) =
(p+m)!
p!
∑
|α|≤p
(
p
α
)
xαˆ
p
y¯βˆ
p
=
(p+m)!
p!
〈x, y¯〉p , (29)
for x, y ∈ S2m+1. (The sum ∑∞p=0ΠCPmp is the usual Szego¨ kernel for the sphere.)
1.2.2. The conditional Szego¨ kernels associated to a polytope P . In this case, the relevant space of polynomials
is the subspace H0(CPm,O(p), P ) ⊂ H0(CPm,O(p)) of polynomials with Newton polytope P . Here, we may
choose any p ≥ degP := max{|α| : α ∈ P}, but we normally choose p = degP . In the conditional Szego¨
kernel, we retain the Fubini-Study inner product, denoted 〈, 〉|P , on this subspace. Hence this example is
very similar to the previous one. The main difference is that under the Tm action, we have the weight space
decomposition
H0(CPm,O(p), P ) =
⊕
α∈P
Cχα.
Definition: The conditional Szego¨ kernel Π|P is the kernel for the orthogonal projection to H0(CPm,O(p), P )
with respect to the induced Fubini-Study inner product:
Π|P (x, y) =
∑
α∈P
1
‖χα‖2 χ̂α(x)χ̂α(y) . (30)
When defining the term ‘random polynomial with fixed Newton polytope P ’, we wish to use an L2-norm
on monomials which is defined independently of P . This explains why the conditional Szego¨ kernel is the
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essential one in our problem. The conditional Szego¨ kernel can be written explicitly as
Π|P (z, θ;w,ϕ) =
eip(θ−ϕ)
∑
α∈P
(
p
α
)
zαw¯α
(1 + ‖z‖2)p/2(1 + ‖w‖2)p/2 , (31)
where (z, θ), resp. (w,ϕ), are local coordinates for x, resp. y, in X ; i.e.,
x = eiθ(1 + ‖z‖2)−1/2(1, z1, . . . , zm) .
1.2.3. The intrinsic Szego¨ kernels of a toric variety. We now consider Szego¨ kernels which are defined by
intrinsic inner products associated to the toric variety MP = M
c
P . (To simplify notation, we now drop the
c.) We regard them as a technical device for obtaining properties of the conditional Szego¨ kernels.
We thus put SN = H0(MP , LNP ), equipped with the inner product 〈, 〉MP derived from a Hermitian
inner product hP on LP . As on all S
1 bundles associated to line bundles, the S1 action on XP gives the
decompositions
L2(XP ) =
⊕∞
N=1 L2N (XP ), f ∈ L2N ⇐⇒ f(eiθ · x) = eiNθf(x).
Restricting to the Hardy space, we obtain
H2(XP ) =
∞⊕
N=1
H2N (XP ), H2N = L2N ∩H2.
Recall that we have the canonical identifications H2N (XP ) ≡ H0(MP , LNP ) given by identifying a section sN
with the equivariant function sˆN on XP . We let 〈, 〉XP denote the corresponding inner product on H2N (XP ),
and we consider the orthogonal projectors ΠMPN (x, y) relative to this inner product.
We let χ̂Pα denote the equivariant lift of χα to XP . Since 〈, 〉XP is invariant under the Tm action on XP ,
the {χ̂Pα} are orthogonal: indeed,
〈χ̂Pα , χ̂Pβ 〉XP = 〈t∗χ̂Pα , t∗χ̂Pβ 〉XP = tαt¯β〈χ̂Pα , χ̂Pβ 〉XP , for all t ∈ Tm ,
and hence 〈χ̂Pα , χ̂Pβ 〉XP = 0 unless α = β. We then have:
ΠMPN (x, y) =
∑
α∈NP
1
‖χ̂α‖2XP
χ̂Pα (x)χ̂
P
α (y) , (32)
where ‖χ̂α‖XP is the L2 norm of χ̂α with respect to the inner product 〈, 〉XP .
In particular, we note that MΣ = MpΣ = CP
m, and we have the circle bundles XpΣ → CPm, for p ≥ 1.
When p = 1, XΣ = S
2m+1 while for p > 1, it is the lens space XpΣ = S
2m+1/{e2πi/p}. The latter statement
follows from the fact that homogeneous polynomials of degree p are well defined on (and separate points of)
the quotient by the cyclic group of pth roots of unity.
1.2.4. Powers of a line bundle. Our main results are asymptotics results in powers of a line bundle or
(equivalently) dilates of the polytope P . We therefore take powers of the line bundles in the previous
three examples obtaining the spaces H0(CPm,O(Np), NP ) and H0(MP , LNP ) ≃ H0(MNP , LNP ). Hermitian
metrics on the original bundles induce inner products on these spaces.
To summarize, we have the following three sequences of Szego¨ kernels:
• ΠCPmNp = the orthogonal projection to H0(CPm,O(Np));
• Π|NP = the orthogonal projection to H0(CPm,O(Np), NP );
• ΠMPN = the orthogonal projection to H0(MP , LNP ).
We note that for the case P = pΣ, the three sequences coincide. However, if P ⊂6= pΣ, then the second and
third sequences are quite different.
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1.3. Moment maps and torus actions. The group C∗m acts on M cP and the subgroup T
m acts in a
Hamiltonian fashion. Let us recall the formula for its moment map µcP : M
c
P → Rm, restricted to the open
orbit C∗m. This moment map is the composition
µcP : M
c
P ⊂ CP#P−1 µ0→ R#P A→ Rm ,
where
µ0([z1, . . . , z#P ]) =
1
‖z‖2 (|z1|
2, . . . , |z#P |2),
and A is the linear projection is given by the column vectors (α1, . . . , α#P ). Hence we have
µcP =
1∑
α∈P |cα|2|χα|2
∑
α∈P
|cα|2|χα|2α . (33)
For any c, the image of M cP under µ
c
P equals P .
For α ∈ P , we again lift χα ∈ H0(M cP , LcP ) to an equivariant function χ̂Pα on the circle bundle XcP →M cP ,
and we write
m̂Pα(j) := cα(j)χ̂
P
α(j) = ζj ◦ ιP (34)
where ιP : X
c
P → S2d+1 is the lift of the embedding M cP →֒ CP#P−1. (Of course, m̂Pα depends on c, which
we omit to simplify notation.) We also consider the monomials
mα := cαχα
so that m̂Pα is the equivariant lift of mα to X
c
P . In terms of local coordinates (z, θ) on π
−1(C∗m) ⊂ XcP , we
have
m̂Pα (z, θ) =
eiθcαz
α(∑
β∈P |cβ|2|zβ|2
)1/2 . (35)
Noting that ∑
α∈P
|m̂Pα |2 =
#P∑
j=1
|ζj ◦ ιP |2 ≡ 1 , (36)
we obtain the formula:
µcP (z) =
∑
α∈P
|m̂Pα (z)|2α . (37)
(We write |m̂Pα (z)| = |m̂Pα (z, θ)|, since the absolute value is independent of θ.)
In the case where the polytope is the full simplex pΣ, we shall use the special choice
c∗α =
(
p
α
) 1
2
=
(
p!
(p+m)!
) 1
2
‖χα‖−1 ,
so that
µpΣ(z) := µ
c∗
pΣ(z) =
1∑
|α|≤p
(
p
α
)|zα|2 ∑|α|≤p
(
p
α
)
|zα|2α = p
1 +
∑ |zj |2 (|z1|2, . . . , |zm|2) , (38)
where the last equality follows by differentiating the identity (1 +
∑
xj)
p =
∑
|α|≤p
(
p
α
)
xα. Note that this
choice gives us the scaling formula
µpΣ = pµΣ.
Furthermore,
|m̂pΣα (z)| =
[
p!
(m+ p)!
] 1
2 |χ̂α(z)|
‖χα‖ , (39)
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where, by abuse of notation, we regard |χ̂α| and |m̂pΣα | as functions on C∗m, since they are invariant under
the circle action. Recalling that MpΣ ≡ S2m+1/Zp, we have the more precise formula
m̂pΣα (x
′) =
[
p!
(m+ p)!
] 1
2 χ̂α(x)
‖χα‖ ,
where x′ ∈MpΣ is the equivalence class of x ∈ S2m+1, and therefore by (29),∑
|α|≤p
m̂pΣα (x
′)m̂pΣα (y′) = 〈x, y¯〉p . (40)
We now recall a fact on zeros of eigensections which will be useful later on.
Proposition 1.1. Let α ∈ P . Then for all z ∈MP , we have
χα(z) = 0 ⇔ µP (z) ∈
⋃{
F¯ : F is a facet , α 6∈ F¯} ,
Proof. We first verify the implication (⇐): Let z ∈ µ−1P (F ), α 6∈ F¯ . The moment map (37) exhibits µP (z)
as a convex combination of α ∈ P . Points on F can however only be convex combinations of lattice points
α ∈ F¯ . Hence the coefficients of α /∈ F¯ must vanish. Therefore χα(z) = 0.
Since the image under the moment map of the support of Divχα is a union of facets of P , to prove the
reverse implication, it suffices to show that for if F is a facet of P , then χα 6≡ 0 on µ−1P (F ) whenever α ∈ F¯ .
But since µP is surjective, we see from (37) that this is true whenever α is a vertex of F¯ . (Otherwise, points
of F near α would not be in the image.) Now suppose that α ∈ F¯ is arbitrary. We can write n0α =
∑m
1 njvj ,
where the vj are the vertices of F¯ , nj ∈ N and
∑
nj = n0 ≥ 1. Then χn0α = χn1v1 · · ·χnmvm 6≡ 0 on µ−1P (F ).
Remark: Recall that the polytope P is defined by the equations ℓj ≥ 0, where ℓj(x) = 〈uj , x〉+ aj , with uj
the primitive inward normal to the closed facet F¯j = {ℓj = 0}. A more precise statement of Proposition 1.1
is
Divχα =
∑
j
ℓj(α)Dj ,where Dj = µ
−1
P (F¯j) ,
for all α ∈ Zm. In particular, letting α = 0, we see that LP is the line bundle of the divisor DP =
∑
ajDj .
We now review how the action of the real torus Tm lifts from M cP to X
c
P and combines with the S
1 action
to define a Tm+1 action on XcP . We use the monomial embedding approach of §1.1.2: Recall that under the
monomial embedding
ΦcP : C
∗m →֒M cP →֒ CP#P−1, z 7→
[
cα(1)z
α(1), . . . , cα(#P )z
α(#P )
]
,
the Tm action on M cP ⊂ CP#P−1 is given by
eiϕ · [ζ1, . . . , ζ#P ] =
[
ei〈α(1),ϕ〉ζ1, . . . , ei〈α(#P ),ϕ〉ζ#P
]
. (41)
The action (41) lifts to an action on L−1P :
eiϕ · ζ = (ei〈α(1),ϕ〉ζ1, . . . , ei〈α(#P ),ϕ〉ζ#P ) . (42)
Since the circle bundle XcP ⊂ S2#P−1 is invariant under this action, (42) also gives a lift of the action (41)
to XcP .
We also have the standard circle action on XcP :
eiθ · ζ = eiθζ , (43)
which commutes with the Tm-action (42). Combining (42) and (43), we then obtain a Tm+1-action on XcP :
(eiθ, eiϕ1 , . . . , eiϕm) • ζ = eiθ(eiϕ · ζ) . (44)
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The torus action onXcP can be quantized to define an action of the torus as unitary operators onH2(XcP ) =⊕∞
N=0H2N (XcP ). Specifically, we let Ξ1, . . .Ξm denote the differential operators on XcP generated by the Tm
action:
(Ξj Sˆ)(ζ) =
1
i
∂
∂ϕj
Sˆ(eiϕ · ζ)|ϕ=0 , Sˆ ∈ C∞(XcP ) . (45)
Proposition 1.2. For 1 ≤ j ≤ m,
(i) Ξj : H2N (XcP )→ H2N (XcP );
(ii) The lifted monomials χˆPα ∈ H2N (XcP ) satisfy Ξj χˆPα = αjχˆPα (α ∈ NP ).
Proof. Item (i) follows from the fact that the Tm action is holomorphic and commutes with ∂∂θ . For the
case N = 1, (ii) follows immediately from (34) and (42). For α ∈ NP , N > 1, we write α = β1 · · ·βN with
βk ∈ P , and the conclusion then follows from the first case and the product rule.
Furthermore, we recall that
∂
∂θ
: H2N (XcP )→ H2N (XcP ) ,
1
i
∂
∂θ
sˆN = NsˆN for sˆN ∈ H2N (XcP ) . (46)
Remark: The vector fields Ξj can be constructed geometrically as follows (see [Gu1]): Let ξj =
∂
∂ϕj
(1 ≤ j ≤
m) denote the Hamiltonian vector fields generating the Tm action on M cP . There is a natural contact 1-form
α on XcP determined by the Hermitian connection; a key property of α is that dα = π
∗ω (see [Ze, SZ1]). We
use α to define the horizontal lifts of the Hamilton vector fields ξj :
π∗ξhj = ξj , α(ξ
h
j ) = 0.
The vector fields Ξj are then given by:
Ξj = ξ
h
j + 2πi〈µcP ◦ π, ξ∗j 〉
∂
∂θ
= ξhj + 2πi(µ
c
P ◦ π)j
∂
∂θ
.
(Here, ξ∗j ∈ Rm is the element of the Lie algebra of Tm which acts as ξj on MP .)
2. Szego¨ kernels on toric varieties
As mentioned in the introduction, our analysis of the conditional Szego¨ kernel is by means of the integral
formula (16) relating it to the intrinsic Szego¨ kernels ΠMPN of MP . The purpose of this section is to give a
special construction of the Szego¨ kernels of a toric variety which is sufficiently precise for our applications.
Our first step, Proposition 2.1, is to give an exact formula for ΠMPN as the composition of a certain
Toeplitz-Fourier multiplier denoted (PQ)−1 and the pull back of the Fubini-Study kernel under a monomial
embedding. The pulled-back Fubini-Study kernel is very simple to analyze and is the raison d’etre of
our method. The Toeplitz-Fourier multiplier requires more work. In Proposition 2.2, we prove that this
operator is a Tm+1-invariant Toeplitz operator of order m on XP (modulo a smoothing operator). We apply
Proposition 2.2 to obtain the goal of this section, Lemma 2.3, which allows us to use the method of stationary
phase to obtain the mass asymptotics of Theorem 2.
2.1. The exact formula. Our exact formula for the Szego¨ kernel of a toric variety involves two ingredients:
the first is the kernel
Π˜MP1 (x, y) :=
1
δ + 1
ΠCP
δ
1 (ιP (x), ιP (y)) = 〈ιP (x), ιP (y)〉 =
∑
α∈P
m̂Pα (x)m̂
P
α (y) , (47)
where δ = #P − 1 and ιP : XP → S2δ+1 is the lift of the monomial embedding MP →֒ CPδ, as described in
§1.3.We shall choose the constants cα = 1 for all α ∈ P , so that m̂Pα = χ̂Pα . (Except for Proposition 2.1, all
our results hold without change for arbitrary {cα}.) For simplicity of notation, we shall write
ΠN1 (x, y) =
[
Π˜MP1 (x, y)
]N
.
We note that ΠN1 (x, x) = 1.
Second, we introduce two sequences of functions PN and QN on NP for each N = 1, 2, · · · :
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(i) The ‘partition function’ PN(α) = #{(β1, . . . , βN ) : βj ∈ P, β1 + · · · + βN = α}, where α ∈ NP. It
counts the number of ways of writing a lattice point in NP as a sum of N lattice points each in P .
(ii) The norming function: QN(α) :=
∫
XP
|χ̂Pα (x)|2dVolXP (x).
In our application, we only consider the product
PNQN (α) =
∫
MP
∫
T
ΠN1 (z, e
iϕz)e−i〈α,ϕ〉dϕdV (z).
We observe that each sequence of functions can be re-defined as a single function on the homogenized
lattice cone ΛP =
⋃∞
N=1 N̂P . By definition, N̂P ⊂ Zm+1 is obtained by homogenizing α ∈ NP to α̂Np :=
(Np− |α|, α1, . . . , αm). We then define P ,Q : ΛP → R+ by:
P(α̂N ) := PN (α), Q(α̂N ) = QN (α) .
Since the monomials QN(α)− 12 χ̂Pα form a complete orthonormal basis of H2(XP ), they define the eigen-
values of a special kind of operator on H2(XP ).
Definition: An operator ΠFΠ on H2(XP ) will be called a Toeplitz-Fourier multiplier if it satisfies the
following (equivalent) conditions:
• F may be expressed as a function F (D) of the commuting system of operators D = (Ξ1, . . . ,Ξm, ∂∂θ ).
• Its eigenfunctions are the monomials χ̂Pα .
Thus, we put:
P(D)χ̂Pα = P(α̂N )χ̂Pα , Q(D)χ̂Pα = Q(α̂N )χ̂Pα , α ∈ NP. (48)
The following explicit factorization formula exhibits the Szego¨ kernels ΠMPN as the composition of two
simple operators. It is the basis for our analysis of the analytic continuation ΠMPN .
Proposition 2.1. We have:
ΠMPN = (PQ)−1ΠN1 .
Proof. First, we have by definition,
ΠMPN (x, y) =
∑
α∈NP
1
QN (α) χ̂
P
α (x)χ̂
P
α (y) .
On the other hand, by definition of the partition function, we also have
ΠN1 (x, y) =
∑
α∈NP
PN (α)χ̂Pα (x)χ̂Pα (y) .
We note that the N th power of ΠMP1 gives the sum over the correct set of exponents but does not have the
correct normalizing coefficients. We need to divide each term by PN(α)QN (α) to adjust the coefficients.
That is just what the Proposition claims.
Since
(PQ)−1ΠN1 = ΠMPN (PQ)−1ΠMPN ΠN1 ,
we see that ΠMPN is the composition of the Toeplitz-Fourier multiplier Π
MP
N (PQ)−1ΠMPN with the simple
kernel ΠN1 .
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2.2. Toeplitz operator approach to ΠMPN . Our next step is to prove that the Toeplitz-Fourier multiplier
ΠMPN (PQ)−1ΠMPN is a more familiar kind of operator, namely a Toeplitz operator.
We begin with some background on symbols. We consider symbols σ of the form σ(z,Dθ), where σ(z,N)
is a semiclassical symbol. Here, we say σ ∈ Sk(M × N) is a semiclassical symbol of order k if
σN (z) = σ(z,N) = N
k
l−1∑
j=0
aj(z)N
−j + rlN (z), with ‖Dnz rlN (z)‖ ≤ CnlNk−l (l ≥ 1),
where aj ∈ C∞(M). It is a smoothing symbol if ‖Dnz σN (z)‖ ≤ CnN−l for all n, l. The Toeplitz operator
associated to a symbol σ is the operator Πσ(z,Dθ)Π, where Dθ denotes the symbol of
∂
∂θ (the S
1 generator).
Its symbol is the polyhomogeneous function on the symplectic cone Σ = {(x, rαx) : r > 0} ⊂ T ∗X given by
σ(z, pθ) ∼
∞∑
j=0
aj(z)D
k−j
θ .
Since σ commutes with the S1 action, we have ΠσΠ =
∑
N ΠNσNΠN .
To simplify notation, we shall write ΠN = Π
MP
N . The goal of this section is to prove that ΠN (PQ)−1ΠN
is a semi-classical Toeplitz operator in the following sense:
Proposition 2.2. There exists a symbol σN of order m with principal symbol equal to 1 and a smoothing
operator RN so that
ΠN (PQ)−1ΠN = ΠNσNΠN +RN .
As a corollary of Proposition 2.2, we obtain the following lemma, which is the motivation for our approach
to Π|NP through Π
MP
N . It provides an essential ingredient in our derivation of the mass asymptotics.
Lemma 2.3. There exists a symbol σN ∈ Sm(M,N) with principal symbol equal to 1 and a smoothing operator
RN such that for t ∈ Tm, we have∫
XP
ΠN (x, t · x) dVolXP (x) =
∫
XP
σN (x)Π
N
1 (x, t · x) dVolXP (x)
+
∫
XP
∫
XP
RN (y, x)Π
N
1 (x, t · y) dVolXP (x) dVolXP (y).
Proof (assuming Proposition 2.2): Applying ΠN1 = ΠN (PQ)ΠN to the identity of Proposition 2.2, we obtain
ΠN = (ΠNσNΠN +RN )Π
N
1 .
Now let Tt denote the translation operator f(x) 7→ f(t−1 · x) on L2(XP ). Since [Tt,ΠN ] = 0, we then have
TtΠN = TtΠN (σN +RN )Π
N
1 = ΠNTt(σN +RN )Π
N
1 .
Therefore, ∫
XP
ΠN (t
−1 · x, x) dVolXP (x) = TraceTtΠN = TraceΠNTt(σN +RN )ΠN1
= TraceTtσNΠ
N
1 +TraceTtRNΠ
N
1
=
∫
XP
σN (t
−1 · x)ΠN1 (t−1 · x, x) dVolXP (x)
+
∫
XP
∫
XP
RN (t
−1 · x, y)ΠN1 (y, x) dVolXP (x) dVolXP (y) .
The conclusion follows by the change of variables x 7→ t · x.
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2.2.1. Boutet de Monvel-Sjo¨strand parametrix. In proving Proposition 2.2 and other statements about Toeplitz
operators, we need some a priori facts about ΠMP which follow from the Boutet de Monvel-Sjo¨strand
parametrix construction. In this section, we provide the relevant background.
The Boutet de Monvel-Sjo¨strand parametrix is a complex oscillatory integral formula for the Szego¨ kernels
of a strictly convex CR manifold modulo smoothing kernels [BS]. It can be used to obtain asymptotics of
projection kernels onto holomorphic sections of powers of a positive line bundle over a Ka¨hler manifold
(see [Ze, BSZ]). We recall here the basic properties of the Szego¨ kernel for (MP , LP ). Unfortunately, the
remainder term is not sufficiently precise for the tunneling theory we have in mind. In the next section, we
give a special construction of the Szego¨ kernels of toric varieties which is sufficiently precise. The construction
uses the general properties established in this section.
Now consider any polarized algebraic manifold (M,L), and assume L is very ample. Choose a basis
{S0, . . . , Sd} with d = dimH0(M,L) and let Φ denote the associated embedding into projective space.
That is, we write Sj = fjeL relative to a local frame eL and put Φ(z) = [f0(z), . . . , fd(z)]. Recalling that
L = Φ∗O(1), we can equip L with the metric Φ∗h
FS
. We also give M the metric ω = Φ∗ω
FS
, and we let ΠN
denote the orthogonal projection onto H0(M,LN ) with respect to these metrics. Also, let Π =
∑∞
N=1ΠN
denote the Szego¨ kernel.
It was proved by Boutet de Monvel and Sjo¨strand [BS] (see also the Appendix to [BG]) that Π is a complex
Fourier integral operator of positive type,
Π ∈ I0c (X ×X, C) (49)
associated to a positive canonical relation C. For definitions and notation concerning complex FIO’s we refer
to [MS, BS, BG]. The real points of C form the diagonal ∆Σ×Σ in the square of the symplectic cone
Σ = {rαx : r > 0, x ∈ X}, (50)
where α is the connection form. We refer to [BG] (see Lemma 4.5 of the Appendix). Moreover, in [BS] a
parametrix is constructed for Π, from which it follows (see [Ze, BSZ]) that
ΠN (x, y) ∼ N
∫ ∞
0
∫ 2π
0
eN(−iθ+tψ(rθx,y))s(rθx, y,Nt) dθ dt , (51)
where s(x, y, t) ∼∑∞k=0 tm−ksk(x, y) ∈ Sm(X ×X × R+) is a classical symbol of order m. Here, ‘∼’ means
modulo a rapidly decaying term (i.e., a term whose Cj norms are O(N−k) for all j, k).
To describe the phase in (51), we let eL be a nonvanishing holomorphic section of L over an open
U ⊂ M , and consider the analytic extension’ a(z, w) of a(z, z) := a(z) = ‖eL(z)‖−2h in U × U such that
a(w, z) = a(z, w) on U × U . Using coordinates (z, θ) for the point x = eiθa(z) 12 eL(z) ∈ X , we have
ψ(x1, x2) = −1 + ei(θ1−θ2) a(z1, z2)√
a(z1)
√
a(z2)
. (52)
Again assuming that the metric ω on M is the pull-back of ω
FS
, we claim that the phase equals:
ψ(x, y) = −1 + 〈ι(x), ι(y)〉 , (53)
where ι : X → C2d+1 is the lift of Φ given by
ι(z, θ) = eiθ
(∑
|fj(z)|2
)− 1
2 (
f0(z), . . . , fd(z)
)
.
To see this, let us recall the Szego¨ kernel of the hyperplane section bundle O(1) → CPd over projective
space with the Fubini-Study metric. We take U = {z0 6= 0} ≈ Cd, and we consider the local frame
e = z0. Using the local coordinates [1, z1, . . . , zm] 7→ (z1, . . . , zm) ∈ Cd, we then have aCPd(z) = ‖e(z)‖−2 =
1 +
∑d
j=1 |zj |2. Hence aCP
d
has the real-analytic extension
aCP
d
(z, w) = 1 +
d∑
j=1
zjw¯j , (54)
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and (53) follows. In the case of a toric variety M cP , (53) becomes
ψ(x, y) = −1 +
∑
α∈P
m̂Pα (x)m̂
P
α (y) .
2.2.2. Complex Fourier integral operators. We now use the theory of complex Fourier integral operators
[MS] (or alternatively, Toeplitz operators [BG]) to prove that the Toeplitz Fourier multiplier Π(PQ)−1Π
is a Toeplitz operator of order m modulo a smoothing operator (Proposition 2.2). Recall that a Toeplitz
operator in the sense of [BG] is an operator of the form ΠAΠ where A ∈ Ψm(X) for some m. Here and
in the following, Ψm(X) denotes the space of pseudodifferential operators of order m on X . A smoothing
Toeplitz operator is a smoothing operator of the form ΠRΠ.
It follows then that ΠN = TNΠ
N
1 where TN is a Toeplitz operator. Since it is of some independent interest
and requires no extra work, we prove this as a corollary of a general result valid for any polarized algebraic
manifold (M,L). We assume L is very ample, and let ι : M → CPd denote the holomorphic embedding
induced by H0(M,L). Let Πι(x, y) = Π(ι(x), ι(y)) denote the pullback to X of the Fubini-Study Szego¨
kernel of CPd. Also, let ΠM or more simply Π denote the Szego¨ kernel for M with respect to ι∗ω
FS
.
About complex Fourier integral operators A (or Toeplitz operators), all we need to know are the following
basic facts:
• A ∈ Imc (X × X, C) possesses a principal symbol σA which is a half-density (times a Maslov factor)
along the underlying canonical relation C. (In the Toeplitz case, it is a symplectic spinor.)
• We can compose operators in Imc (X ×X, C) on the left and right by elements B ∈ Ψk(X) and σAB =
σAσB = σBA. (The same is true of Toeplitz operators.)
• If A ∈ Imc (X ×X, C) and if σA = 0, then A ∈ Im−1c (X ×X, C) (and also for Toeplitz operators).
• Π and Πι are elliptic in that their symbols are nowhere vanishing. See [BS] for the symbol in the
complex FIO sense and [BG, §11] for the symbol in the Toeplitz sense.
Lemma 2.4. Let Π denote the Szego¨ projector associated to the metric ι∗ω
FS
. Then, there exist A ∈ Ψm(X)
with [A,Dθ] = 0 such that Π ∼ ΠAΠΠι = ΠAΠι modulo smoothing operators ΠRΠ.
Proof. As mentioned above (49), Π is a complex Fourier integral operator associated to a positive canonical
relation C, whose real points form the isotropic relation ∆Σ×Σ ⊂ T ∗X × T ∗X (the diagonal). We observe
that also Πι ∈ I∗(X×X, C). This follows immediately from the fact, show by (53), that Π and Πι are complex
Fourier integral distributions with precisely the same phase functions. Since the underlying canonical relation
is parametrized by the phase, they both belong to the same class of Fourier integral distributions.
Now, the principal symbol σΠ of Π, viewed as a complex Fourier integral distribution, is a nowhere
vanishing 1/2-density on C which is computed in [BS, Prop. 4.8]. Alternatively, viewed as a Toeplitz operator
in the sense of [BG] (see Chapter 11), its symbol is an idempotent symplectic spinor . Similarly, the principal
symbol σΠι of Πι is the pull back under ι of the nowhere vanishing symbol of Π
CP
d
.
By our normalization, Πι has order −m (since its amplitude is a constant independent of N). We therefore
begin by seeking A0 ∈ Ψm(X) such that [A0, Dθ] = 0 and such that Π−ΠA0Πι is of order −1. We first find
a0 ∈ C∞(M) such that σΠ = a0σΠι and choose A0 so that [A0, Dθ] = 0 and so that σA0 = a0. Existence of
such an A0 follows by ellipticity of Πι and by averaging; see also [BG, Prop. 2.13]. Thus, the principal symbol
of order 0 of Π−ΠA0Πι equals zero, i.e. Π−ΠA0Πι ∈ I−1(X×X, C).We denote its principal symbol by σ−1.
We then seek A−1 ∈ Ψm(X) so that [A−1, Dθ] = 0, and so that Π−ΠA0Πι−ΠA−1D−1θ Πι ∈ I−2(X×X, C).
Here, we note that ΠDθΠ is an elliptic Toeplitz operator; since ΠΠι = Πι, the expressions D
−1
θ Πι are well-
defined. It suffices to choose a−1 = σA−1 ∈ C∞(M) so that a−1σΠι = σ−1.We continue in this way to obtain
a−j ∈ C∞(M) always using that σΠι is nowhere vanishing. By a Borel summation argument, we can find
A ∈ Ψm(X) with the above commutation properties so that ΠAΠ−∑Mj=0 ΠA−jD−jθ Π is a Toeplitz operator
of order −M − 1. Then
Π−ΠAΠι ∈ I−∞(X ×X, C).
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We remark that an alternative to the observation that the two complex FIO’s have the same phase function
is that, by the choice of the Ka¨hler form ι∗ω
FS
, ι is a symplectic (as well as holomorphic) embeddingM ⊂ CPd.
Hence, the pull back operator ι∗ carries the class of FIO’s in the class of ΠCP
d
to those in the class of Π.
2.2.3. Semi-classical Toeplitz operators. To complete the proof of Proposition 2.2, we need to relate the
complex FIO ΠAΠι to semi-classical Toeplitz operators. The relevant analysis already exists in [Gu2].
We will need the following asymptotic formula for symbols. In the language of Berezin-Toeplitz operators,
we are essentially computing the Berezin transform between covariant and contravariant symbols of a Toeplitz
operator (see [RT] for background).
Lemma 2.5. Let σN ∼ Nk
∑∞
j=0 s−jN
−j be a semiclassical symbol of order k. Then there exists a complete
asymptotic expansion
N−m(ΠNσNΠN )(z, z) =
l−1∑
j=0
b−j(z)Nk−j + rlN (z) (l ≥ 1) ,
where b0 = s0, b−1 = ∆s0 + s−1, . . . , and in general where b−j is a sum of differential operators applied to
s0, s−1, . . . , s−j. Also, ‖Dnz rlN (z)‖ ≤ CnlNk−l.
Proof. Apply the method of stationary phase using (51)–(52) exactly as in the proof of [Ze, Theorem 1]
(which is the case σ = 1).
We then have:
Lemma 2.6. Let (M,L) be a polarized algebraic manifold as above. Then there exists a symbol aN ∈
S−m(M,N) with principal symbol equal to 1 so that
ΠN1 = ΠNaNΠN +RN where ‖RN‖HS = O(N−k) ∀k .
Here, ‖RN‖2HS = TraceR∗NRN .
Proof. By Lemma 2.4, there exists A ∈ Ψ−m(X) such that Πι = ΠAΠ. Since [A,Dθ] = 0, it follows by
[Gu2] that there exists a symbol aN with ‖ΠN1 −ΠNaNΠN‖HS = O(N−∞). We may determine aN by using
Lemma 2.5. Indeed, we have
ΠN1 (z, z) = 1 ∼ ΠNaNΠN (z, z) (55)
modulo functions rN which tend to zero rapidly in Ck(M). It follows that a0 = 1 (and then the rest of the
coefficients may be determined recursively, e.g. a−1 = 0, a−2 = −D2a0, and so on).
2.2.4. Completion of the proof of Proposition 2.2. In the toric case, ΠN (PQ)−1ΠN is the inverse of
ΠN (PQ)ΠN = ΠN1 onH2(XP ). From Lemma 2.6 we may write ΠN (PQ)ΠN ∼ ΠNaNΠN modulo smoothing
operators.
We note that we may invert ΠaΠ in the class of Toeplitz operators; i.e., there exists a symbol σN such
that
ΠNσNΠN ◦ΠNaNΠN ∼ ΠN (56)
modulo smoothing operators. Such an inverse symbol exists since a0 = 1. The algebraic formalism in which
the inverse is calculated is that of ∗-products of semiclassical symbols. We recall that composition of Toeplitz
operators defines a ∗-product on semiclassical symbols by the formula
ΠNaNΠN ◦ΠN bNΠN ∼ ΠNaN ∗ bNΠN . (57)
The formula for ∗ may be worked out directly from the parametrix (51) and the inverse can be computed
from this formula (see [Gu2, St]).
By (56) we obtain a symbol σN (with principal symbol equal to 1) such that
ΠNσNΠNΠN (PQ)ΠN ∼ ΠN .
Multiplying both sides by ΠN (PQ)−1ΠN , we conclude the proof.
Remark: We emphasize that the distinguishing features of the toric case in Proposition 2.2 and Lemma 2.6
are the exact factorization and the fact that the operator Π(PQ)Π mediating between Π and Πι is invertible.
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This is due to the fact that sections of L generate the ring ⊕∞N=1H0(M,LN ) in the toric case. In general they
do not and the exact representation Π = BΠι in the toric case is only valid modulo smoothing operators.
2.2.5. Alternate proof of Lemma 2.6. One could avoid using the calculus of complex Fourier integral operators
or Toeplitz operators in the proof of Proposition 2.2 by further developing the calculus of semi-classical
Toeplitz operators directly from the Boutet de Monvel- Sjo¨strand parametrix as follows:
We first simplify the expression (51) by using the complex method of stationary phase to eliminate the
integrals in the parametrix. The critical point set of the phase Φ(θ, λ;x, y) := −iθ + λψ(rθx, y) is given by
dλΦ(θ, λ;x, y) = ψ(rθx, y) = 0 ⇐⇒ eiθ〈ι(x), ι(y)〉 = 1,
dθΦ(θ, λ;x, y) = −i+ dθλψ(rθx, y) = 0 ⇐⇒ λeiθ〈ι(x), ι(y)〉 = 1.
(58)
It is easy to see by the Schwartz inequality that a real critical point exists if and only if x = y, in which case
θ = 0, λ = 1 and we obtain the familiar expansion along the diagonal. When x 6= y we deform the contour
to |ζ| = eτ (ζ = eiθ+τ ) so that eiθ+τ 〈ι(x), ι(y)〉 = 1. This is possible as long as 〈ι(x), ι(y)〉 6= 0, as happens
near the diagonal, where the parametrix is valid. Because the phase is linear in λ it is clear that the critical
point is non-degenerate if and only if 〈ι(x), ι(y)〉 6= 0 and that the Hessian determinant equals |〈ι(x), ι(y)〉|2 .
On the critical set the phase equals −iθ + τ = log〈ι(x), ι(y)〉, hence we have
ΠN (x, y) = e
N log〈ι(x),ι(y)〉SN (x, y) +WN (x, y), (59)
where SN (x, y) ∼
∑∞
k=0N
m−kSk(x, y), and whereWN (x, y) is a smooth uniformly rapidly decaying function.
Here, we have absorbed the remainder in the parametrix construction as well as the remainder in the
stationary phase expansion of the parametrix in WN . Note that the first term may be smaller than the
second outside a tubular neighborhood of radius N−1/2 of the diagonal.
As above, we use Lemma 2.5 to find a symbol aN so that (55) holds and hence the kernels Π
N
1 and ΠNaNΠN
agree on the diagonal modulo smoothing symbols. Next, we note that both ΠN1 (x, y) and ΠNaNΠN (x, y)
are complex oscillatory functions with common phase
Ψ(z, w) = log〈ι(x), ι(y)〉. (60)
In the case of ΠN1 , this follows from (47). Indeed, we simply have:
ΠN1 (x, y) = e
N log〈ι(x),ι(y)〉. (61)
In the case of ΠNaNΠN , we apply the method of complex stationary phase to the integral formula
ΠNaNΠN (x, y) ∼
∫
MP
eNΨ(u;x,y)SN (x, u)aN (u)SN (u, y)dV (u), (62)
coming from (59), with
Ψ(u;x, y) = 〈ι(x), ι(u)〉 + 〈ι(u), ι(y)〉.
It follows that there exists an amplitude AN defined near the diagonal such that
ΠNaNΠN (x, y) = AN (x, y)e
N log〈ι(x),ι(u)〉 + VN (x, y), (63)
where VN is a new smoothing operator.
Recalling that X ⊂ L∗, we extend AN to L∗ × L∗ so that it is of the form
AN (z, λ;w, λ
′) = (λλ¯′)N A˜N (z, w) ,
where we use a local holomorphic frame to write x = (z, λ), y = (w, λ′) ∈ L∗. We note that A˜N (z, w)
is holomorphic in z and anti-holomorphic in w near the diagonal. To see this, we first conclude from the
construction in [BS] using the ∗-product that the symbol s(x, y, t) ∼ ∑∞k=0 tm−ksk(x, y) in (51) extends
to a symbol on L∗ × L∗ that is holomorphic in x and anti-holomorphic in y. It follows by the stationary
phase method described above that the same is true for the symbol SN (x, y) in (59), and then by (63)
that the same is also true for AN as claimed. (Note that in terms of coordinates (z, θ) on X , the function
z 7→ AN (z, θ;w, θ′) = eiN(θ−θ′)
√
a(z)a(w) A˜N (z, w) is not holomorphic in z.)
The amplitude of ΠN1 − ΠNaNΠN becomes (λλ¯′)N (1 − A˜N (z, w)), where we can write 1 − A˜N ∼ B0 +
B1N
−1 + B2N−2 + · · · . Since ΠN1 − ΠNaNΠN (z, z) = O(N−∞) by our choice of aN above, it follows that
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Bj(z, z) = 0 (for all j). Since Bj(z, w) vanishes on the diagonal and is holomorphic in z and anti-holomorphic
in w, it must be identically 0. Hence, ΠN1 −ΠNaNΠN (x, y) is a smoothing operator.
3. Mass asymptotics
In this section, we prove a precise asymptotic formula for the conditional Szego¨ kernel on the diagonal
(Proposition 3.1), which yields the mass asymptotics of Theorem 2.
First, we discuss formula (8) for the expected mass density. Let P denote a Delzant polytope in Rm.
Recalling the definition (5) of the conditional probability measure γp|P on the space H0(CPm,O(p), P ) of
polynomials with Newton polytope P , we see that the expected value of the mass density with respect to
γp|P is given by:
E|P
(|f(z)|2
FS
)
=
∑
α,β∈P
E(λαλ¯β)χα(z)χβ(z)
‖χα‖‖χβ‖(1 + ‖z‖2)p/2 .
Since the λα are independent complex random variables with variance 1 (i.e., E|P (λαλ¯β) = δβα), we have:
E|P
(|f(z)|2
FS
)
=
∑
α∈P
|χα(z)|2FS
||χα||2 = Π|P (z, z) . (64)
It then follows by expressing the Gaussian in spherical coordinates that
EνP (|f(z)|2FS) =
1
#P
E|P
(|f(z)|2
FS
)
=
1
#P
Π|P (z, z) .
Replacing P with NP , we obtain formula (8).
The number of lattice points in the polytope NP is given by the Riemann-Roch formula (see [Fu]):
#(NP ) = dimH0(CPm,O(Np), NP ) = dimH0(MP , LNP )
= χ(MP , L
N
P ) =
m∑
k=0
deg
[
c1(LP )
k ∪Toddm−k(MP )
]Nk
k!
= Vol(P )Nm + · · ·+ degToddm(MP ) .
Here, we used the Kodaira vanishing theorem and the fact that
Vol(P ) = Vol(MP ) =
∫
MP
1
m!
ωP =
1
m!
deg[c1(LP )
m] .
(This immediately yields Kouchnirenko’s Theorem, since deg[c1(L)
m] equals the number of points in the
intersection of m generic divisors of a very ample line bundle L; see [At].) The holomorphic Euler charac-
teristic χ(MP , L
N
P ) is also known as the Hilbert polynomial of the polarized manifold (MP , LP ). Combining
(8) and the Riemann-Roch formula, we obtain
EνNP (|f(z)|2FS) =
1
χ(MP , LNP )
Π|NP (z, z) . (65)
The mass asymptotics of Theorem 2 is an immediate consequence of (65) and the following asymptotic
expansion of the conditional Szego¨ kernel on the diagonal:
Proposition 3.1. Suppose that P is a Delzant polytope in Rm. Then:
i) For z in the classically allowed region AP , we have
Π|NP (z, z) =
m∏
j=1
(Np+ j) +RN (z) , ‖RN‖Ck(K) = O(e−λKN ) ∀ k ,
for all compact K ⊂ AP , where λK > 0.
ii) On each open forbidden region R◦F ,
Π|NP (z, z) = N
m+r
2 e−Nb(z)
[
cF0 (z) + c
F
1 (z)N
−1 + · · ·+ cFk (z)N−k +RFk (z)
]
,
where r = dimF and
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(a) cFj ∈ C∞(R◦F ) and cF0 > 0 on R◦F ;
(b) ‖RFk ‖Cj(K) = O(N−k−1), for all compact K ⊂ R◦F and for all j, k;
(c) b > 0 on C∗m \ AP ;
(d) b is given by formula (10);
(e) b ∈ C1
R
(C∗m) (with b = 0 on AP ), and b is C∞ on each closed region RF .
We remark that the asymptotics of Theorem 3.1 are uniform away from the transition points only. To
take care of the transition points, we shall also prove the following local uniform convergence result on all of
C∗m:
Proposition 3.2. Let P be a Delzant polytope. Then
1
N
logΠ|NP (z, z)→ −b(z)
uniformly on all compact subsets of C∗m.
This section is devoted to the proofs of Propositions 3.1 and 3.2. We begin with part (ii) of the former,
which is the major part of the section. The proof begins by using Lemma 2.3 to obtain an oscillatory
integral formula for the conditional Szego¨ kernel Π|NP (z, z). We then observe that the integral is rapidly
decaying when z is in the classically forbidden region, while for z in the allowed region, the phase is of
positive type with a nondegenerate critical manifold, and hence Π|NP (z, z) has an asymptotic expansion.
In §3.2, we consider z in the forbidden region and we seek deformations of the contour of integration so
that the (analytic continuation of) the phase picks up critical points. In §3.2.1, we formulate necessary
geometric conditions for the existence of critical points where the phase has maximal real part and we show
that there is a contour for which these conditions are satisfied. In §§3.2.2–3.2.3, we show that the conditions
are sufficient and, with the added assumption that z is not a transition point, the resulting critical points
are nondegenerate (Lemma 3.9). We complete the proof of Proposition 3.1(ii) in §§3.2.4–3.2.5. In §3.2.5, we
use 3.1(ii) to prove Proposition 3.2, which we then use to prove 3.1(i) in §3.2.6.
We start with a simple integral formula for the conditional Szego¨ kernel:
Lemma 3.3. For y1, y2 ∈ C∗m, we have
Π|NP (y1, y2) =
∫
XP
∫
Tm
ΠCP
m
Np (t · y1, y2)ΠMPN (x, t · x) dVolTm(t) dVolXP (x).
Proof. We consider the lattice sums
χNP (t) :=
∑
α∈NP
tα , t ∈ Tm . (66)
We easily see that
Π|NP (y1, y2) =
∫
Tm
ΠCP
m
Np (t · y1, y2)χNP (t¯) dVolTm(t) . (67)
Recalling (32), we also have∫
XP
ΠMPN (x, t · x) dVolXP (x) =
∫
XP
∑
α∈NP
t¯α
‖χ̂Pα‖2XP
|χ̂Pα (x)|2 dVolXP (x) = χNP (t¯) . (68)
The conclusion follows immediately from (67)–(68).
By Lemmas 2.3 and 3.3, we have for z ∈ C∗m,
Π|NP (z, z) =
1
(2π)m
∫
MP
∫
Tm
ΠCP
m
Np (e
iϕ · z, z)ΠMPN (w, eiϕ · w) dϕdVolMP (w)
= KN (z) + SN (z) , (69)
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where
KN (z) =
1
(2π)m
∫
MP
∫
Tm
ΠCP
m
Np (e
iϕ · z, z)σN(w)Π˜MN1 (w, eiϕ · w) dϕdw , (70)
SN (z) =
1
(2π)m
∫
MP
∫
MP
∫
Tm
ΠCP
m
Np (e
iϕ · z, z)RN(w, η)Π˜MN1 (η, eiϕ · w) dϕdw dη , (71)
where σN , RN are as in Lemma 2.3, and Π˜
MN
1 is given by (47). (The above are really functions of x = (z, θ),
but since they depend only on z, we dropped the variable θ. In (71), we replaced integrals over XP with
integrals over MP by setting RN (w, η) =
∫ 2π
0
∫ 2π
0
RN ((w, θ1), (η, θ2))e
iN(θ1−θ2) dθ1
2π
dθ2
2π .)
By (40), we have
ΠCP
m
Np (x, y) =
(Np+m)!
(Np)!
〈x, y〉pN = (Np+m)!
(Np)!
∑
|α|≤p
m̂pΣα (x)m̂
pΣ
α (y)
N .
Recalling (47), we can then rewrite (70):
KN (z) =
1
(2π)m
∫
MP
∫
Tm
eNΨ(ϕ,w;z)aN (w) dϕdVolMP (w) , (72)
where the phase is given by
Ψ(ϕ,w; z) = log
∑
α∈P
e−i〈α,ϕ〉|m̂Pα (w)|2 + log
∑
|α|≤p
ei〈α,ϕ〉|m̂pΣα (z)|2 , (73)
and aN (w) =
(Np+m)!
(Np)! σN (w) is a symbol of order 2m.
We fix z ∈ C∗m. It follows from the triangle inequality and (36) that
ℜΨ(ϕ,w; z) = log ∣∣∑α∈P e−i〈α,ϕ〉|m̂Pα (w)|2∣∣+ log ∣∣∣∑|α|≤p ei〈α,ϕ〉|m˜pΣα (z)|2∣∣∣
≤ ℜΨ(0, w; z) = 0 , (74)
with equality if and only if 〈α, ϕ〉 = 〈0, ϕ〉 = 0 for all α ∈ pΣ, or equivalently, if ϕ = 0. This says that Ψ is a
phase function of positive type, and ℜΨ(ϕ,w) = 0 if and only if ϕ = 0. Hence we need consider only critical
points with ϕ = 0.
Suppose that w = eiθeρ ∈ C∗m. We note that Ψ is independent of θ; hence the critical set is Tm-invariant.
So we must find the set of w where
DϕΨ(0, w) = 0, DρΨ(0, w) = 0 .
We have
iDϕΨ =
∑
α∈P e
−i〈α,ϕ〉|m̂Pα (w)|2α∑
α∈P e−i〈α,ϕ〉|m̂Pα (w)|2
−
∑
α∈pΣ e
i〈α,ϕ〉|m̂pΣα (z)|2α∑
α∈pΣ ei〈α,ϕ〉|m̂pΣα (z)|2
. (75)
Hence the Dϕ equation gives
1
p
µP (w) = µΣ(z) . (76)
Note that
DρΨ(0, w) = Dρ0 ≡ 0
automatically by (60). However, we will need to compute DρΨ. To do this, we note that∑
α∈P
e−i〈α,ϕ〉|m̂Pα (w)|2 =
∑
α∈P e
−i〈α,ϕ〉|mα(w)|2∑
α∈P |mα(w)|2
.
Recalling that w = eiθeρ, we then obtain
1
2
DρΨ =
∑
α∈P e
−i〈α,ϕ〉|m̂Pα (w)|2α∑
α∈P e−i〈α,ϕ〉|m̂Pα (w)|2
− µP (w) . (77)
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Let C0Ψ ⊂ Tm ×MP denote the set of critical points of Ψ where ℜΨ = 0. By (74) and (76), we have:
C0Ψ = {ϕ = 0, w ∈ µ−1P (µΣ(z))} ≃ Tm. (78)
Equation (78) leads to the important conclusion:
There are no critical points with real part equal to 0 unless z ∈ (µΣ)−1( 1pP ).
As we stated in the introduction, we refer to the region AP = (µΣ)−1( 1pP ◦) as the classically allowed region,
and its complement in C∗m as the classically forbidden region. We now break up our problem into these two
regions.
3.1. The classically allowed region. In this section, we illustrate our approach by showing that
Π|NP (z, z) ∼ Nm
[
c0(z) + c1(z)N
−1 + c2(z)N−2 + · · ·
]
, for z ∈ AP . (79)
In §3.2, we will derive our exponentially decaying, asymptotic expansion of Π|NP (z, z) on the forbidden
region, which we will use to obtain the precise formula of Proposition 3.1(i) on the allowed region. (Although
we do not need (79) in the derivation of our precise formula in §3.2, we shall use the methods and Lemma 3.4
from this section in our proof.)
Suppose that z ∈ AP = (µΣ)−1( 1pP ◦) is in the classically allowed region. Since the phase function is of
positive type and equals zero on the critical set, in order to apply the method of stationary phase it suffices
to show that the Hessian of Ψ(ϕ, ρ) is nondegenerate on the critical set. We write the Hessian as a block
matrix:
D2Ψ|(0,ρ) =
(
A B
Bt C
)
,
where
Ajk =
∂2Ψ
∂ϕj∂ϕk
(0, ρ) , Bjk =
∂2Ψ
∂ϕj∂ρk
(0, ρ) , Cjk =
∂2Ψ
∂ρj∂ρk
(0, ρ) .
Differentiating (75) and recalling that µP (w) =
∑
α∈P |m̂Pα (w)|2α, we obtain
A = µP (w) ⊗ µP (w)−
∑
α∈P
|m̂Pα (w)|2α⊗ α+ µpΣ(z)⊗ µpΣ(z)−
∑
|α|≤p
|m̂pΣα (z)|2α⊗ α .
(For a vector v = (v1, . . . , vm) ∈ Rm, we identify v ⊗ v with the symmetric matrix (vjvk)1≤j,k≤m.)
Thus on C0Ψ, we have by (76),
A = 2p2 µΣ(z)⊗ µΣ(z)−
∑
α∈P
|m̂Pα (w)|2α⊗ α−
∑
|α|≤p
|m̂pΣα (z)|2α⊗ α . (80)
On the other hand, differentiating (77), we obtain
B = −2i
(∑
α∈P
|m̂Pα (w)|2α⊗ α− µP (w)⊗ µP (w)
)
. (81)
Finally, since Ψ(0, ρ) ≡ 0, we have
C = 0 .
Therefore
detD2Ψ|(0,ρ) = (detB)2 . (82)
In order to apply the method of stationary phase to conclude that the integral (72) admits a complete
asymptotic expansion in powers of N−1, we must show that detD2Ψ|(0,ρ) 6= 0. This follows from (82) and
the following fact:
Lemma 3.4. The real symmetric matrix
Sw :=
∑
α∈P
|m̂Pα (w)|2α⊗ α− µP (w)⊗ µP (w)
is strictly positive definite for all w ∈ C∗m. Furthermore, if µP (w) lies in a face F of P , then Sw is
semi-positive and its 0 eigenspace is T⊥F ; in particular, Sw is positive definite on TF .
28 BERNARD SHIFFMAN AND STEVE ZELDITCH
Proof. We must show that (λ ⊗ λ, Sw) > 0 for λ ∈ (Rm)′ \ {0}. Consider the vectors u, v ∈ R#P given by
uα = |m̂Pα (w)|, vα = |m̂Pα (w)|λ(α). Since ‖u‖2 =
∑
α∈P |m̂Pα (w)|2 = 1 and µP (w) =
∑
α∈P |m̂Pα (w)|2α, we
have
(λ⊗ λ, Sw) =
∑
α∈P
|m̂Pα (w)|2λ(α)2 −
(∑
α∈P
|m̂Pα (w)|2λ(α)
)2
= ‖v‖2 − 〈u, v〉2 = ‖u‖2‖v‖2 − 〈u, v〉2 ≥ 0 . (83)
If w ∈ C∗m, then the Cauchy-Schwartz inequality in (83) is strict since |m̂Pα (w)| 6= 0 for all α ∈ P ∩ Z
and λ(α) is not constant on P ∩ Z. On the other hand, if µP (w) lies in a face F , then by Proposition 1.1,
|m̂Pα (w)| 6= 0⇔ α ∈ F¯ , and hence
(λ⊗ λ, Sw) = 0⇔ λ|F ≡ const.⇔ λ ⊥ TF .
The asymptotic expansion (79) for z in the classically allowed region AP now follows from the method
of stationary phase ([Ho¨, Theorem 7.7.5]) applied to the complex oscillatory integral (72) and the fact that
SN (z) is rapidly decaying. To be precise, the asymptotics of (72) are determined by the component of the
critical point set of the phase on which ℜΨ is maximal. Note that ℜΨ and ℑΨ are constant on components
of the critical set, and that on its maximal component our phase satisfies ℜΨ = 0. The critical point set
is a manifold and we have just shown that the phase is non-degenerate in the normal directions. Although
([Ho¨, Theorem 7.7.5]) assumes the critical point with ℜΨ = 0 is isolated, the proof in [Ho¨] can be modified,
precisely as in the real case, to apply to phases with non-degenerate critical manifolds.
Hence the expansion follows from the complex stationary phase method for phases of positive type with
non-degenerate critical manifolds. Since the critical manifold is of (real) codimension 2m and the amplitude
aN in (72) is or order 2m, it follows that the leading term of the expansion contains N
2m−m = Nm, as
claimed.
3.2. The classically forbidden region. For z in this region of C∗m, there are no critical points of the
phase with real part 0, and the integral is rapidly decaying by (74). Perhaps surprisingly, this implies that
∂∂¯ logΠ|NP (z, z) will contribute here to the distribution of zeros.
To determine the exponential decay rate of the integral (72), we shall deform the contour of integration
to pick up critical points with maximal real part along the contour. To accomplish this, we first complexify
the real torus Tm to C∗m with variables ζj = eτj+iϕj . The integral (72) may be written in terms of these
variables as
KN(z) =
1
(2πi)m
∫
MP
∫
Tm
eNΨC(ζ,w;z)σN (w)
m∏
j=1
dζj
ζj
dVolMP (w), (84)
where
ΨC(ζ, w; z) = log
∑
α∈P
ζ−α|m̂Pα (w)|2 + log
∑
|α|≤p
ζα|m̂pΣα (z)|2
= log
∑
α∈P
e−〈α,τ+iϕ〉|m̂Pα (w)|2 + log
∑
|α|≤p
e〈α,τ+iϕ〉|m̂pΣα (z)|2 . (85)
Since the integrand is holomorphic in ζ ∈ C∗m, we can deform the contours in (84) and instead integrate
over ∫
MP
∫
|ζ1|=τ1,··· ,|ζm|=τm
. (86)
We therefore look for complex critical points of ΨC. We note that as before,
ℜΨC(eτ+iϕ, w) < ℜΨC(eτ , w) , for ϕ 6= 0 . (87)
Thus the critical points Ψ with maximal real values on the contour (86) are those with ϕ = 0.
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We now write ΨC(τ, ϕ, w) = ΨC(e
τ+iϕ, w; z). The complexification of (75) becomes
iDϕΨC =
∑
α∈P e
−〈α,τ+iϕ〉|m̂Pα (w)|2α∑
α∈P e−〈α,τ+iϕ〉|m̂Pα (w)|2
−
∑
α∈pΣ e
〈α,τ+iϕ〉|m̂pΣα (z)|2α∑
α∈pΣ e〈α,τ+iϕ〉|m̂pΣα (z)|2
=
∑
α∈P e
−〈α,τ+iϕ〉|mα(w)|2α∑
α∈P e−〈α,τ+iϕ〉|mα(w)|2
−
∑
α∈pΣ e
〈α,τ+iϕ〉|mα(z)|2α∑
α∈pΣ e〈α,τ+iϕ〉|mα(z)|2
=
∑
α∈P e
−i〈α,ϕ〉|m̂Pα (e−τ/2 · w)|2α∑
α∈P e−i〈α,ϕ〉|m̂Pα (e−τ/2 · w)|2
−
∑
α∈pΣ e
i〈α,ϕ〉|m̂pΣα (eτ/2 · z)|2α∑
α∈pΣ ei〈α,ϕ〉|m̂pΣα (eτ/2 · z)|2
, (88)
for w ∈ C∗m. Hence by continuity, we see that
iDϕΨC =
∑
α∈P e
−i〈α,ϕ〉|m̂Pα (e−τ/2 · w)|2α∑
α∈P e−i〈α,ϕ〉|m̂Pα (e−τ/2 · w)|2
−
∑
α∈pΣ e
i〈α,ϕ〉|m̂pΣα (eτ/2 · z)|2α∑
α∈pΣ ei〈α,ϕ〉|m̂pΣα (eτ/2 · z)|2
, (89)
for all w ∈MP . In particular,
iDϕΨC(τ, 0, w) = µP (e
−τ/2 · w) − µpΣ(eτ/2 · z) . (90)
Hence the equation DϕΨC(τ, 0, w) = 0 is equivalent to
1
p
µP (e
−τ/2 · w) = µΣ(eτ/2 · z) . (91)
To compute the w derivative, we first consider the case where w = eρ+iθ ∈ C∗m. Recalling that∑
α∈P
e−〈α,τ+iϕ〉|m̂Pα (w)|2 =
∑
α∈P e
−i〈α,ϕ〉|mα(e−τ/2 · w)|2∑
α∈P |mα(w)|2
=
∑
α∈P e
−i〈α,ϕ〉|mα(e−τ/2+ρ)|2∑
α∈P |mα(eρ)|2
,
we obtain
1
2
DρΨC =
∑
α∈P e
−i〈α,ϕ〉|m̂Pα (e−τ/2 · w)|2α∑
α∈P e−i〈α,ϕ〉|m̂Pα (e−τ/2 · w)|2
− µP (w) . (92)
Setting ϕ = 0,
DρΨC(τ, 0, w) = µP (e
−τ/2w) − µP (w) . (93)
Hence the equation DρΨC|ϕ=0 = 0 gives
µP (e
−τ/2 · w) = µP (w) . (94)
We must show that (94) also holds for critical points w 6∈ C∗m. (These are points with µP (w) ∈ ∂P .) To
do this we introduce the function
HP (τ, w) :=
∑
α∈P e
−〈α,τ〉|mα(w)|2∑
α∈P |mα(w)|2
=
∑
α∈P
e−〈α,τ〉|m̂Pα (w)|2 . (95)
Note that HP (τ, ·) is a well-defined function on MP that factors through the moment map µP . We also have
HpΣ(τ, z) = HΣ(τ, z)
p =
[
1 + ‖e−τ/2 · z‖2
1 + ‖z‖2
]p
. (96)
We have
ΨC(τ, 0, w; z) = logHP (τ, w) + logHpΣ(−τ, z) , (97)
and hence
DwΨC(τ, 0, w; z) = Dw logHP (τ, w) .
Furthermore the vector fields
Xj :=
∂
∂ρj
= ℜ(wj ∂∂wj ) (98)
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extend to MP as the generators of the R
m
+ action (induced by the C
∗m action). Hence (93) is equivalent to
the equation
(X1, . . . , Xm) logHP (τ, w) = µP (e
−τ/2w)− µP (w), (99)
which is invariantly defined on all of MP .
Thus we have seen that critical points of HP (τ, ·) must satisfy (94). We shall show later that (94) is also
a sufficient condition for w to be a critical point of HP (τ, ·), and hence (91) and (94) give necessary and
sufficient conditions for (0, w) to be a critical point of ΨC(τ, ·, ·).
The following fact is useful in describing the critical set.
Lemma 3.5. Let τ ∈ Rm, w ∈MP . Then the following are equivalent:
a) µP (e
τ · w) = µP (w);
b) erτ · w = w, for all r ∈ R;
c) τ is perpendicular to TFw , where F
w is the face of P containing µP (w).
Proof. Let w = (wα)α∈P ∈ MP ⊂ CP#P−1. By Proposition 1.1, we see that wα = 0 if and only if α 6∈ Fw,
and thus for any t ∈ C∗m,
t · w = w ⇔ ∃c such that tαwα = cwα ∀α ∈ P ⇔ tα = c ∀α ∈ Fw ∩ Zm . (100)
Suppose (a) holds. Then there exists eiϕ ∈ Tm such that eτ+iϕ · w = w. Hence by (100), e〈τ+iϕ,α〉 = c and
thus e〈rτ,α〉 = |c|r, for all α ∈ Fw ∩ Zm. Therefore (b) holds.
Furthermore, it follows from (100) that (b) is equivalent to
〈τ, α− α′〉 = 0 ∀ α, α′ ∈ Fw ∩ Zm , (101)
which is a restatement of (c).
Remark: Let τ ∈ Rm. It follows from Lemma 3.5 that the set Aτ of points in MP satisfying (94) consists of
the inverse image under µP of the union of faces of P that are orthogonal to τ . The set Aτ is a (possibly
empty) smooth algebraic subvariety of MP . It then follows from (95) and (101) that HP (τ, ·) is constant on
each connected component of Aτ . Indeed, on a component A
0 of Aτ , we have HP (τ, ·) ≡ e−〈α0,τ〉, where α0
is a lattice point in µP (A
0).
3.2.1. The normal bundle. Although equations (91) and (94) are necessary and sufficient conditions for (0, w)
to be a critical point of the phase on the τ -contour (as we shall show), they do not guarantee that the real
part of the phase is maximal at that point. To obtain maximality, we need to strengthen condition (94) to
require that −τ lies in the ‘normal bundle’ of P at wz .
Recall that the normal cone CF of a face F of P is given by
CF = {u ∈ Rm : 〈u, x〉 = sup
y∈P
〈u, y〉, ∀x ∈ F} . (102)
We now consider compact polytopes in Rm with arbitrary vertices that are not necessarily integral or even
rational. We define the faces of such polytopes as in the integral case, and we use (102) to define the normal
cones.
Definition: The normal bundle N (Q) of a (not necessarily integral) convex polytope Q ⊂ Rm is the subset
of TRm = R
m × Rm consisting of pairs (x, v), where x ∈ Q and v is in the normal cone CF of the face F of
Q that contains x. (Note that N (Q) is not a fiber bundle over Q.)
The normal bundle N (Q) is a piecewise smooth submanifold of TRm ; it is homeomorphic to Rm via the
‘exponential map’
EQ : N (Q)→ Rm , EQ(x, v) = x+ v, x ∈ F, c ∈ CF (F a face of Q) .
It is easily seen that EQ is a homeomorphism and is a C∞ (in fact, linear) diffeomorphism on each of the
‘pieces’ F¯ × CF ⊂ N (Q).
We shall use the following elementary, but not so well known, fact about the invertibility of Lipschitz
maps. We let Bε(x0) = {x ∈ Rm : |x− x0| < ε} denote the ε-ball about x0 ∈ Rm.
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Lemma 3.6. [Fan] Let f : U → Rm be a Lipschitz map, where U is open in Rm. Then f has a local
orientation-preserving Lipschitz inverse with Lipschitz constant L at a point x0 ∈ U if and only if there
exists ε > 0 such that
i) lim infv→0 |f(x+ v)− f(x)|/|v| ≥ 1/L for all x ∈ Bε(x0),
ii) det f ′(x) > 0 for all x ∈ Bε(x0) such that f is differentiable at x,
iii) f(x0) 6∈ f(∂Bε(x0)) and deg
[
f : ∂Bε(x0)→ Rm \ {f(x0)}
]
= 1.
By the degree in (iii), we mean the degree of f∗(∂Bε(x0)) ∈ Hm−1(Rm \ {f(x0)},Z). The hypotheses (i)
and (iii) in [Fan] differ slightly from those above, but Fan’s proof of sufficiency uses only (i)–(iii). (Necessity
is obvious.) Hypothesis (i) is given as a lemma in [Fan]. Hypothesis (iii) above is replaced in [Fan] by the
condition that the index of f at x0 is 1, which is easily seen to be equivalent to (iii) under the assumptions
(i) and (ii).
We now let
N ◦ = N ( 1pP ) ∩ (Σ◦ × Rm) .
Lemma 3.7. For each point z ∈ C∗m, there exists a unique (x, v) ∈ N ◦ such that
µΣ(e
v/2 · z) = x .
Proof. We note that the Rm+ action on C
∗m descends via the moment map µΣ to an Rm+ action on Σ
◦, and
we consider the map
Φ : N ◦ → Σ◦ , Φ(x, v) = µΣ(ev/2 · x) .
It suffices to show that Φ is a bijection.
Let L : Σ◦ → Rm be the diffeomorphism given by
L(x) =
(
log
x1
1−∑ xj , . . . , log xn1−∑ xj
)
, (103)
so that
L ◦ µΣ(z) = (log |z1|2, . . . , log |zm|2) .
Thus, writing x = µΣ(z) we have
L ◦ Φ(x, v) = L ◦ µΣ(ev/2 · z)
= (v1 + log |z1|2, . . . , vm + log |zm|2)
= v + L(x) . (104)
We first observe that L ◦ Φ is proper: suppose on the contrary that the sequence {(xn, vn)} is unbounded
in N ◦, but L ◦ Φ(xn, vn) → a ∈ Rm. By passing to a subsequence, we can assume that xn → x0 ∈ 1pP .
Then x0 ∈ ∂Σ, since otherwise vn → a− L(x0). Write vn = rnun, where rn > 0, |un| = 1. We can assume
without loss of generality that un → u0. We consider the case where Σx0j < 1, i.e., µ−1Σ (x0) is not in the
hyperplane at infinity. If x0 = 0, then u0j ≥ 0 (1 ≤ j ≤ m), since otherwise L◦Φ(xn, vn) would diverge. But
u0 ∈ C{0}; hence 1pP ⊂ {x : 〈u0, x〉 ≤ 0} ⊂ Rm\Σ◦, a contradiction. Now suppose that x01 = · · · = x0k = 0,
xl > 0 for k < l ≤ m. Then we conclude as before that u0j ≥ 0 for 1 ≤ j ≤ k, and u0l = 0 for k < l ≤ m, and
we again obtain a contradiction. Finally, if Σx0j = 1, we can change coordinates (permute the homogeneous
coordinates in CPm) to reduce to the previous case.
Let E = E 1
pP
: N ( 1pP )
≈→ Rm, and let U = E(N ◦) ⊂ Rm. We consider the map f : U → Rm given by
f ◦ E|N◦ = L ◦ Φ, i.e. by the commutative diagram:
N ◦ Φ−→ Σ◦
≈↓ E ≈↓ L
U
f−→ Rm
Since L ◦Φ is a proper map, f is also proper. Hence to show that Φ is a bijection, it suffices to show that f
is a local homeomorphism and is therefore a (global) homeomorphism.
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To describe the map f , for each x ∈ Σ◦, we let qx denote the closest point in 1pP to x. We note that
qx ∈ Σ◦; if x 6∈ 1pP , then qx ∈ ∂( 1pP ); if x ∈ 1pP , then qx = x. Furthermore, E−1(x) = (qx, x− qx) and hence
f(x) = x− qx + L(qx) .
We shall show that f satisfies the hypotheses of Lemma 3.6. Let F be an arbitrary face of 1pP ∩ Σ◦. To
verify (i) and (ii), it suffices to show that detDf > 0 on the (noncompact) polyhedron
UF := E(F¯ × CF ) ∩ U = E [(F¯ ∩ Σ◦)× CF ] .
To compute the determinant, we let TF ⊂ Rm, NF = T⊥F ⊂ Rm denote the tangent and normal spaces,
respectively, of F . Let x0 ∈ F be fixed. For y ∈ UF , we have
y = x+ v
f7→ L(x) + v , x− x0 ∈ TF , v ∈ NF .
Choose orthonormal bases {Y1, . . . , Yr}, {Yr+1, . . . , Ym} of TF , NF , respectively. We let Df denote the
matrix of the derivative (f |UF )′ with respect to the basis {Y1, . . . , Ym} of Rm. We have:
Df =
(
T tL′(x)T 0
∗ I
)
, (105)
where T is the m× r matrix [Y1 · · ·Yr]. We have by (103),(
L′(x)
)
jk
=
1
x0
+ δkj
1
xj
, x0 = 1−
m∑
j=1
xj > 0 , (106)
for x ∈ Σ◦. Hence L′(x) is a positive definite symmetric matrix, it being the sum of a semipositive matrix
(all of whose entries are 1x0 ) and a positive definite diagonal matrix. Therefore, T
tL′(x)T is positive definite,
and hence detDf(x) = det(T tL′(x)T ) > 0, completing the proof that hypotheses (i) and (ii) of Lemma 3.6
are satisfied.
Note that (106) implies that the eigenvalues of L′(x) are > 1 for x ∈ Σ◦ and hence by (105), Df(x) is a
diagonalizable matrix whose eigenvalues are real and ≥ 1.
We verify (iii) by a homotopy argument: Choose a point q0 ∈ ( 1pP )◦. We contract 1pP to q0; i.e., for
0 ≤ t ≤ 1, we let
Qt = (1− t){q0}+ t
p
P ,
so that Q0 = {q0}, Q1 = 1pP . For 0 ≤ t < 1, Qt ⊂ Σ◦, and hence we have a map
Φt : N (Qt)→ Σ◦ .
For 0 ≤ t < 1, we define ft : Rm → Rm by the commutative diagram:
N (Qt) Φt−→ Σ◦
≈↓ EQt ≈↓ L
Rm
ft−→ Rm
As before we have
ft(x) = x− qtx + L(qtx) , (107)
where qtx is the (unique) point of Qt closest to x. The above argument shows that the maps ft also satisfy
(i) and (ii) of Lemma 3.6
We write
F :
(
R
m × [0, 1)) ∪ (U × {1})→ Rm , (x, t) 7→ ft(x) ,
where f1 = f : U → Rm. One easily sees that∣∣∣qtx − qt′x′∣∣∣ ≤ |x− x′|+ |t− t′| ,
and hence F is continuous. Furthermore, F is uniformly continuous on Rm × [0, t], for each t < 1.
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Let H denote the set of t ∈ [0, 1) such that ft : Rm → Rm is an orientation preserving homeomorphism.
We note that 0 ∈ H since
f0(x) = x− q + L(q) = x+ constant .
Note that (105) also holds for the maps ft and hence as above, the eigenvalues of Dft are real and ≥ 1.
Hence ft satisfies conditions (i) and (ii) of Lemma 3.6 with L = 1, for all t ∈ [0, 1].
First we show that H is open in [0, 1). Suppose t0 ∈ H . Then by Lemma 3.6, Lip(f−1t0 ) ≤ 1 and hence
|x− x0| = 1 =⇒ |ft0(x) − ft0(x0)| ≥ 1 .
By the uniform continuity of F on Rm × [0, t0+12 ], we can choose ε > 0 such that for all x0 ∈ Rm, we have
|ft(x)− ft(x0)| ≥ 1
2
, for x ∈ ∂B1(x0), |t− t0| < ε . (108)
To simplify notation, we shall write
deg(f, x0, r) := deg
[
f : ∂Br(x0)→ Rm \ {f(x0)}
]
.
We conclude from (108) that for |t− t0| < ε,
deg(ft, x0, 1) = deg(ft0 , x0, 1)) = 1 ,
and hence ft is a local homeomorphism at x0, by Lemma 3.6. By the very first part of the argument
that f : U → Rm is proper, we easily see that ft is proper. Since x0 ∈ Rm is arbitrary, it follows that
ft : R
m → Rm is a covering map and therefore is a homeomorphism.
Next we show that H is closed in [0, 1) and hence H = [0, 1). Let tn ∈ H such that tn → t0 ∈ [0, 1).
Since ft0 satisfies condition (i) of Lemma 3.6, we can choose ε > 0 so that ft0(x0) 6∈ ft0(∂Bε(x0)). Then for
n sufficiently large,
deg(ft0 , x0, ε) = deg(ftn , x0, ε) = 1 .
It follows as above that ft0 : R
m → Rm is a homeomorphism.
We have shown that ft is a homeomorphism for 0 ≤ t < 1. To complete the proof of the lemma, we must
show that f = f1 is a local homeomorphism. So we let x0 ∈ U be arbitrary, and we choose ε > 0 such that
Bε(x0) ⊂ U and f(x0) 6∈ f(∂Bε(x0)). Then for t < 1 sufficiently close to 1, we have as before
deg(f, x0, ε) = deg(ft, x0, ε) = 1 .
Thus by Lemma 3.6, f is a local homeomorphism.
As a consequence of Lemmas 3.5 and 3.7, we immediately obtain:
Lemma 3.8. For each z ∈ C∗m, there exists τz ∈ Rm, wz ∈MP so that
• µΣ(eτz/2 · z) = 1p µP (wz);
• ( 1pµP (wz),−τz) ∈ N ◦.
Furthermore, τz , wz are unique (modulo the T
m action on MP ) and also satisfy (91) and (94).
We shall show in §§3.2.2–3.2.3 that along the contour given by τ = τz , the phase ΨC has critical points
and maximal real part at (0, wz).
We recall the concept of transition points mentioned in the introduction:
Definition: A point z ∈ C∗m is said to be a transition point if −τz is in the boundary of the normal cone of
P at µP (wz), or equivalently if z is in the boundary of one of the regions RF described in the introduction.
Remark: It follows from (104) that 2 Log (RF ) = L(F ) +CF , where Log (z) = (log |z1|, . . . , log |zm|). Hence
we can decompose Rm as the disjoint union of the sets L(F ) + CF . If z is a transition point, then 2Log (z)
must lie in the common boundary of at least two of the sets L(F )+CF . Figure 4 below shows the transition
points in log coordinates (as solid lines) for the case where P is the polytope of Figure 3.
Note that although CF ′ is orthogonal to F
′ in Figure 3, CF ′ is not orthogonal to L(F ′). Similarly, in
Lemma 3.8, if µP (wz) ∈ F ′, then the orbit µΣ(erτz · z) is not orthogonal to F ′.
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CF + L(F )
Cv + L(v)
CF ′ + L(F
′)
L(P )
log |z2|
log |z1|
Figure 4. Transition points and regions in log coordinates
3.2.2. Computation of the Hessian. We consider
Cz := {eiθ · wz : eiθ ∈ Tm} = {eiθ · wz : θ ∈ TF} ⊂MP ,
which is a (totally real) submanifold of MP of dimension r. We are going to show that {0}×Cz ⊂ Tm×MP
is the set of critical points of ΨC with maximal real part along the τz contour. In order to apply the method
of stationary phase as in the case where z is in the classically allowable region, one would also like to show
that {0}×Cz is a nondegenerate critical submanifold; i.e., the normal Hessian of the phase is nondegenerate
along {0} × Cz. But the normal Hessian turns out to be degenerate whenever z is a transition point. For
example, if z ∈ µ−1Σ (F ), where F is a codimension r face of 1pP , then the corresponding normal Hessian
has an r-dimensional nullspace (as our computations will show) and hence the normal Hessian is degenerate
whenever µΣ(z) ∈ ∂( 1pP ). However, we shall show:
Lemma 3.9. Let z ∈ C∗m. Then {0} × Cz is the (unique) component of the critical set of ΨC(τz , ·, ·) where
ℜΨC attains its maximum on Tm ×MP . If z is not a transition point, then {0} × Cz is a nondegenerate
critical submanifold.
Recall that in the previous section, we verified the proposition for the case where z is in the classically
allowed region. So we now fix a point z in the classically forbidden region. Let Fz be the face of P containing
qz := µP (wz), and let r denote the dimension of Fz . Note that F − qz an open subset of the tangent space
TF of F ⊂ Rm.
Let Y = µ−1P (Fz), which is an r-dimensional complex submanifold, and thus has real dimension 2r. We
let V ⊂ TMP ,wz be the tangent space to the Rm+ orbit of wz. Recalling (98), we see that
V = span{X1(wz), . . . , Xm(wz)} =
{∑
ajXj(wz) : (a1, . . . , am) ∈ TF
}
,
and hence dimV = r. (Note that V = JT v, where T v is the tangent space to the fiber of µP .)
The normal bundle N to {0} × Cz can be decomposed as follows:
N = TTm,0 ⊕ V ⊕NY . (109)
To prove Lemma 3.9, we need the following:
Lemma 3.10. The normal Hessian of ΨC(τz , ·, ·) to {0}×Cz with respect to a basis for N giving the decom-
position (109) is of the form
D2
N
ΨC(τz , 0, wz) =
 A B 0Bt 0 0
0 0 C
 ,
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where
i) A is an m×m negative-definite, real symmetric matrix;
ii) B is an m× r pure imaginary matrix of rank r;
iii) C is a (2m− 2r)× (2m− 2r) real symmetric matrix, which is negative definite if z is not a transition
point.
Proof. Let
D2
N
ΨC(τz, 0, wz) =
 A B ⋆Bt ⋆′′ ⋆′
⋆t ⋆′t C
 .
To simplify notation, we now write τ = τz .
(i) To compute A, we see from (89) that
iDϕΨC|ϕ=0 =
∑
α∈P
|m̂Pα (e−τ/2 · w)|2α+ a function of z , (110)
As in our previous computation, we then obtain
A = µP (e
−τ/2 · w)⊗ µP (e−τ/2 · w) −
∑
α∈P
|m̂Pα (e−τ/2 · w)|2α⊗ α
+ µpΣ(e
τ/2 · z)⊗ µpΣ(eτ/2 · z)−
∑
α≤p
|m̂pΣα (eτ/2 · z)|2α⊗ α .
By Lemma 3.4, A is the sum of a negative semi-definite term and a strictly negative term, and hence is
negative definite.
(ii) To compute B, we similarly obtain
iDρDϕΨC|ϕ=0 = µP (e−τ/2 · w)⊗ µP (e−τ/2 · w)−
∑
α∈P
|m̂Pα (e−τ/2 · w)|2α⊗ α , (111)
where Dρ = (∂/∂ρ1, . . . , ∂/∂ρm) = (X1, . . . , Xm). By Lemma 3.4,(
iDρDϕΨC|ϕ=0, λ⊗ λ
)
> 0, for λ ∈ TF \ {0} ,
and hence B has rank r.
(iii) To determine C, we need to change variables. Let us recall that MP is covered by affine coordinate
charts centered at the vertices of P described as follows: Let v = α0 be a vertex of P . Since P is simplicial,
there are exactly m edges (1-dimensional faces) incident to v. Choose α1, . . . , αm on the respective edges.
Let βj = αj − α0; then {β1, . . . , βm} form a basis for Rm. Since we are assuming that P is Delzant, we can
choose the αj such that {β1, . . . , βm} generate Zm. We consider the m×m matrix of integers
∆ =
(
∆jk
)
=
(
βjk
)
.
Then det∆ = ±1 and the matrix Γ := ∆−1 has integer entries. Consider the (Zariski) neighborhood of v:
Uv := {w ∈MP : χv(w) 6= 0} =
⋃
{F : F is a face of P, v ∈ F¯} .
(The Uv cover MP .) Let ηj = w
βj , j = 1, . . . ,m. We note that the monomial mapping
η = (η1, . . . , ηm) : C
∗m → C∗m
is bijective, its inverse given by
wj = η
Γj1
1 · · · ηΓjmm .
Let F 1, . . . , Fm denote the facets of P incident to v, indexed so that αj 6∈ F j . Let x ∈ F j be arbitrary.
We then have
ηj =
χαj (w)
χα0(w)
→ χαj (x)
χα0(x)
= 0 as µP (w)→ x ∈ F j .
(Since α0 ∈ F j , χ̂α0(x) 6= 0.) Therefore η extends to an isomorphism η : (UV , v) ≈→ (Cm, 0). Furthermore,
the facets incident to v are the images of the divisors {ηj = 0} under the moment map. (This shows that
MP is nonsingular if the Delzant condition is satisfied.)
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We note that the standard unit vectors ej = Γβj = Γαj − Γv. Consider the nonhomogeneous linear map
Γ˜ : Zm → Zm , u 7→ Γu− Γv .
Then Γ˜(α0) = 0, Γ˜(αj) = ej (1 ≤ j ≤ m). Consider the polytope Q = Γ˜(P ). Under the map Γ˜, the closed
facets F j correspond to polytopes in the coordinate hyperplanes {xj = 0}. Hence the polytope Q lies in the
upper quadrant {xj ≥ 0, 1 ≤ j ≤ m}. We also let
∆˜ = Γ˜−1 : Zm → Zm , u 7→ ∆u+ v .
Now let us rewrite the phase in terms of the η coordinates. We first note that
χα(w) = χΓ˜(α)(η), w ∈ C∗m, ηj = wβ
j
.
Hence,
HP (τ, w) =
∑
α∈P e
−〈α,τ〉|cαχΓ˜(α)(η)|2∑
α∈P |cαχΓ˜(α)(η)|2
=
∑
γ∈Q e
−〈∆˜(γ),τ〉|c∆˜(γ)χγ(η)|2∑
γ∈Q |c∆˜(γ)χγ(η)|2
. (112)
We first consider the case where wz = v; i.e., r = 0. Expanding (112) in powers of ηj , we have
HP (τ, w) =
|cv|2e−〈v,τ〉 +
∑m
j=1 |cαj |2e−〈α
j,τ〉|ηj |2 + · · ·
|cv|2 +
∑m
j=1 |cαj |2|ηj |2 + · · ·
= e−〈v,τ〉
1 + m∑
j=1
c′j
(
e−〈β
j,τ〉 − 1
)
|ηj |2 + · · ·
 ,
where c′j = |cαj/cα0 |2 > 0. Since −τ is in the normal cone at v,we have 〈−τ, v〉 ≥ 〈−τ, αj〉 and hence
〈βj , τ〉 ≥ 0, for 1 ≤ j ≤ m. Now suppose that z is not a transition point; i.e., −τ is not in the
boundary of the normal cone at {v}. Then τ is not perpendicular to any of the rays along the edges incident
to v; so 〈βj , τ〉 6= 0, and therefore 〈βj , τ〉 > 0. Hence
logHP (τ, w) = −〈v, τ〉 +
m∑
j=1
bj |ηj |2 + · · · , bj = c′j
(
e−〈β
j,τ〉 − 1
)
< 0 .
This leads to two conclusions: (i) d logHP |w=wz = 0 and hence (0, wz) is a critical point of ΨC(τ, ·, ·);
(ii) C = D2w logHP |w=wz is a diagonal matrix with negative eigenvalues b1, b1, . . . , bm, bm. Note that C is
singular whenever z is in the boundary of the normal polyhedron of v.
Now consider the case 1 ≤ r ≤ m − 1. (If r = m, then z is in the allowable region.) We can assume
without loss of generality that Y = µ−1P (Fz) is given by
η1 = · · · = ηm−r = 0, ηm−r+1 6= 0, . . . , ηm 6= 0 . (113)
In order to decompose the sum in (112), we consider the sets of lattice points
Ej := {γ ∈ Q : γk = δjk for 1 ≤ k ≤ m− r} = Q ∩
{
ej +
∑m
l=m−r+1 sle
l
}
,
for 1 ≤ j ≤ m − r. (These are the indices of the only terms that contribute to the normal Hessian at wz .)
We also let E0 = Q ∩ ({0m−r} × Zr). Since 〈βl, τ〉 = 0 for l > m− r, it follows that
〈∆˜(γ), τ〉 = 〈∆˜(ej), τ〉 = 〈αj , τ〉 ∀γ ∈ Ej ,
and similarly
〈∆˜(γ), τ〉 = 〈∆˜(0), τ〉 = 〈v, τ〉 ∀γ ∈ E0 .
We write
η = (η′, η′′), η′ = (η1, . . . , ηm−r), η′′ = (ηm−r+1, . . . , ηm) .
Let E′′j ⊂ Zm, for j = 0, 1, . . . ,m− r, be given by
{0m−r} × E′′0 = E0 , {0m−r} × E′′j = Ej − ej (1 ≤ j ≤ m− r) .
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Thus we rewrite (112):
HP (τ, w) =
e−〈v,τ〉
∑
γ∈E0 |c∆˜(γ)χγ(η)|2 +
∑m−r
j=1
[
e−〈α
j ,τ〉∑
γ∈Ej |c∆˜(γ)χγ(η)|2
]
+ · · ·∑
γ∈E0 |c∆˜(γ)χγ(η)|2 +
∑m−r
j=1
[∑
γ∈Ej |c∆˜(γ)χγ(η)|2
]
+ · · ·
= e−〈v,τ〉
∑
ν∈E′′0 c
′
0ν |χν(η′′)|2 +
∑m−r
j=1
[∑
ν∈E′′j c
′
jν |χν(η′′)|2
]
e−〈β
j,τ〉|ηj |2 + · · ·∑
ν∈E′′0 c
′
0ν |χν(η′′)|2 +
∑m−r
j=1
[∑
ν∈E′′j c
′
jν |χν(η′′)|2
]
|ηj |2 + · · ·
= e−〈v,τ〉
1 + m−r∑
j=1
λj(η
′′)
λ0(η′′)
(
e−〈β
j,τ〉 − 1
)
|ηj |2 +O(‖η′‖4)
 , (114)
where c′jν ∈ R+ and
λj(η
′′) =
∑
ν∈E′′j
c′jν |χν(η′′)|2 = c′j0 +
∑
ν∈E′′j \{0}
c′jν |χν(η′′)|2 > 0 (0 ≤ j ≤ m− r) .
(Note that (114) implies that HP (τ, w) = e
−〈v,τ〉 for w ∈ Fz , as we observed earlier, and that (0, wz)
is a critical point of ΨC.) Suppose as before that z is not a transition point; i.e., −τ is not in the
boundary of the normal cone at Fz. Then 〈βj , τ〉 6= 0 and in fact 〈βj , τ〉 > 0, for 1 ≤ j ≤ m− r, since −τ is
in the cone at Fz . It now follows from (114) that C = D
2
η′ logHP |{η′=0} is diagonal (with respect to the η′
coordinates) with negative eigenvalues.
(iv) To complete the proof of the lemma, we now show that the other blocks of the normal Hessian D2
N
ΨC
vanish. We first note that since HP (τz , ·) is constant on Y , the matrix ⋆′′ vanishes. We also immediately
conclude from (114) that
⋆′ = Dρ′′Dη′ logHP |{η′=0} = 0 ,
where ρ′′ = (ℜηm−r+1, . . . ,ℜηm).
It remains to show that ⋆ = 0. Assuming (113), we expand (110) as before:
iDϕΨC|ϕ=0 =
∑
γ∈Q e
−〈∆˜(γ),τ〉|c∆˜(γ)χγ(η)|2∆˜(γ)∑
γ∈Q |c∆˜(γ)χγ(η)|2
+ f(z)
= e−〈v,τ〉
~g0(η′′) + m−r∑
j=1
|ηj |2~gj(η′′) +O(‖η′‖4)
+ f(z) .
Hence
⋆ = Dη′DϕΨC|ϕ=0,η′=0 = 0 .
3.2.3. Proof of Lemma 3.9. It follows from (114) that (0, wz) is a critical point of ΨC(τ, ·, ·) and hence
{0}×Cz is contained in the critical set. We conclude from Lemma 3.10 that the real r× r matrix BtA−1B =
(iB)t(−A−1)(iB) is positive definite, and hence
detD2
N
ΨC = detA det(B
tA−1B) detC 6= 0 , (115)
if z is not a transition point. Therefore {0} × Cz is a nondegenerate critical manifold of ΨC whenever z is
not a transition point.
Recalling (97), we set
b(z) := −ΨC(τz, 0, wz) = −p logHΣ(−τz , z)− logHP (τz , wz) . (116)
We now show that the maximum of ℜΨC on the τ -contour is attained on {0} × Cz and hence the maximum
equals −b(z). We recall that by (87), it suffices to show that ℜΨ(τ, 0, w) attains its maximum at w = wz ,
and by (97), this is equivalent to establishing that logH(τ, ·), whose Hessian is C, takes its maximum at wz .
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We first suppose that z is not a transition point. Note that by the above, H(τ, ·) is constant and has a local
maximum along Y = µ−1P (Fz). Suppose on the contrary that there is a point w˜ ∈MP such that
H(τ, w˜) = sup
w∈MP
H(τ, w) > H(τ, wz) . (117)
Let F˜ denote the face that contains µP (w˜). Since H(τ, ·) is constant on Fz , by (117) the face F˜ is not
contained in Fz , and hence CF˜ ∩C◦Fz = ∅, where C◦F denotes the nonboundary points of the cone CF . Since−τ ∈ C◦Fz (by the assumption that z is not a transition point), it follows that −τ /∈ CF˜ . Then we conclude
from (114) that at least one of the eigenvalues of C(w˜) is positive, contradicting (117). On the other hand, if z
is a transition point, then −τ ∈ C◦F ′ , where F ′ is a face whose closure contains Fz . Then H(τ, wz) = H(τ, w′)
for w′ ∈ F ′ and H(τ, ·) attains a local maximum along F ′. Then by the above argument, H(τ, w′) is a global
maximum. Recalling (116), we then have
−b(z) = ΨC(τz , 0, wz) = sup
w∈MP
ΨC(τz , 0, wz) = sup
ϕ∈Tm,w∈MP
ℜΨC(τz , ϕ, wz) . (118)
This completes the proof of Lemma 3.9.
3.2.4. Asymptotic expansions on the classically forbidden region. We continue the proof of Proposition 3.1(ii).
Equation (118) says that Ψ + b(z) is a phase function of positive type that takes the value 0 on the critical
set {0} × Cz. If z is not a transition point, the points of {0} × Cz are nondegenerate critical points. As
before, we obtain by the method of stationary phase an asymptotic expansion
K(z) = N
m+r
2 e−Nb(z)[cF0 (z) + c
F
1 (z)N
−1 + cF2 (z)N
−2 + · · · ] (119)
valid over each open region R◦F . (Since the critical submanifold {0}×Cz has codimension 3m−r, the leading
term of the expansion of eNb(z)K(z) contains N2m−
1
2
(3m−r) = N
m+r
2 .) To show that Π|NP (z, z) also has the
asymptotic expansion (119), we must show that
SN (z) = O(N
−ke−Nb(z)) ∀ k ∈ N , (120)
where the bound is locally uniform in Cj for all j. We deform the Tm integral in (71) to an integral over
{|ζ| = τz} as before, so that we have
SN(z) =
1
(2π)m
∫
MP
∫
MP
∫
Tm
R˜N (w, η)
∑
|α|≤p
e〈α,τz+iϕ〉|m˜pΣα (z)|2
N
×
(∑
α∈P
e−〈α,τz+iϕ〉m̂Pα (η)m̂Pα (w)
)N
dϕdw dη, (121)
where R˜N =
(Np+m)!
(Np)! RN is rapidly decaying. We first note that∣∣∣∣∣∣
∑
|α|≤p
e〈α,τz+iϕ〉|m̂pΣα (z)|2
∣∣∣∣∣∣ ≤
∑
|α|≤p
e〈α,τz〉|m̂pΣα (z)|2 = HpΣ(−τz, z) .
By the Cauchy-Schwartz inequality and the fact established above that HP (τz, w) takes its maximum at
w = wz , we have∣∣∣∣∣∑
α∈P
e−〈α,τz+iϕ〉m̂Pα (η)m̂Pα (w)
∣∣∣∣∣ ≤ ∑
α∈P
e−〈α,τz/2〉|m̂Pα (η)| e−〈α,τz/2〉|m̂Pα (w)|
≤
(∑
α∈P
e−〈α,τz〉|m̂Pα (η)|2
) 1
2
(∑
α∈P
e−〈α,τz〉|m̂Pα (w)|2
) 1
2
= HP (τz , η)
1
2HP (τz , w)
1
2 ≤ HP (τz , wz) .
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Therefore, we can write
SN (z) =
1
(2π)m
∫
MP
∫
MP
∫
Tm
R˜N (w, η)e
NΨˆ(ϕ,w,η;z) dϕdw dη ,
where the phase satisfies
ℜΨˆ ≤ log [HpΣ(−τz, z)HP (τz , wz)] = e−b(z) .
The estimate (120) now follows from the fact that R˜N is rapidly decaying.
Thus, we have verified the asymptotic formula (ii) of Proposition 3.1, together with (a) and (b), and we
have shown that b(z) is given by (116).
Remark: It follows from (72), (87), and (118) that in a neighborhood U ⊂⊂ C∗m of a transition point z0, we
have uniform bounds of the form
Π|NP (z, z) ≤ CUN2me−Nb(z) . (122)
But a sharper inequality should hold; for example, we know that if z0 ∈ ∂AP , then b(z0) = 0 and
Π|NP (z0, z0) ≤ ΠCP
m
Np (z
0, z0) = [pm + o(1)]Nm .
It is an open question whether we have asymptotic expansions of the form (119) at transition points. See
§5.3 for a discussion of the issues involved in studying the asymptotics at transition points.
3.2.5. The decay function. In this section we verify (c)–(e) of Proposition 3.1(ii) and then prove Proposi-
tion 3.2. We first note that when z ∈ AP , we have τz = z and hence by (116), b = 0 on AP . Furthermore,
since z 7→ τz is easily seen to be continuous on C∗m and C∞ on each RF , the same holds for b(z).
We now show that b is C1 by computing its derivative. Recalling that b(z) = −ΨC(τz , 0, wz; z), we have
−Dzb = DτΨC|(τz,0,wz,z) ·Dzτz +DwΨC|(τz,0,wz,z) ·Dzwz +DzΨC|(τz,0,wz,z) .
Here, Dzτz and Dzwz are only piecewise continuous, being discontinuous at transition points. By (88)–(91)
and the fact that (0, wz) is a critical point of ΨC(τz , ·, ·), we have
DτΨC|(τz,0,wz,z) = −iDϕΨC|(τz,0,wz,z) = 0 .
The critical point condition also says that DwΨC|(τz,0,wz,z) = 0. Recalling (97), we thus have
Dzb = −DzΨC(τ, 0, w; z)|τ=τz,w=wz = −pDz logHΣ(−τ, z)|τ=τz ∈ C0(C∗m) . (123)
Therefore, b ∈ C1(C∗m), verifying (e).
To verify (c), we need to find a more explicit formula for the derivative, using the log coordinates ζj =
ρj + iθj = log zj. We consider the map ξ = (ξ1, . . . , ξm) : C
∗m → C∗m given by
ξ(z) = eτz/2 · z = eτz/2+ρ+iθ , (124)
so that µΣ ◦ ξ(z) = 1pµP (wz). By (123),
Dρb = −pDρ logHΣ(−τ, eρ)|τ=τz
= −pDρ log
(
1 +
∑
eτj+2ρj
)∣∣∣
τ=τz
+ pDρ log
(
1 +
∑
e2ρj
)
. (125)
We have
Dρ log
(
1 +
∑
eτj+2ρj
)∣∣∣
τ=τz
=
(
2eτ1+2ρ1
1 +
∑
eτj+2ρj
, . . . ,
2eτm+2ρm
1 +
∑
eτj+2ρj
)
=
(
2|ξ1|2
1 + ‖ξ‖2 , . . .
2|ξm|2
1 + ‖ξ‖2
)
= 2µΣ ◦ ξ , (126)
and similarly, Dρ log
(
1 +
∑
e2ρj
)
= 2µΣ. Hence
Dρb = 2p(µΣ − µΣ ◦ ξ) . (127)
Let z ∈ C∗m \ AP . If z is not a transition point, then the asymptotic expansion holds at z, and as we
observed at the beginning of §3.2, Π|NP (z, z) is rapidly decaying; hence b(z) > 0. Now suppose on the
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contrary that z is a transition point and b(z) = 0. Then z would be a critical point for b, which is impossible
since Db|z 6= 0 whenever z /∈ AP by (127). This completes the proof of (c).
It remains to verify formula (10). First we establish (11): Fix a point z in the classically forbidden region,
and make the change of variables ρj = σj/2 + log |zj |. Then by (127),
b(eτz/2 · z))− b(z) =
∫ τz
0
Dσb(e
σ/2 · z) · dσ = p
∫ τz
0
[
µΣ(e
σ/2 · z)− µΣ ◦ ξ(eσ/2 · z)
] · dσ . (128)
By definition, q(z) = µP (wz) = pµΣ◦ξ(z), and hence pµΣ◦ξ(eσ/2·z) = q(eσ/2·z). Furthermore b(eτz/2·z)) = 0
since eτz/2 · z = ξ(z) ∈ ∂AP , and formula (11) follows from (128).
Note that the integral in (11) is independent of the path from 0 to τz. Choosing the path σ(r) = rτz ,
0 ≤ r ≤ 1, we have ∫ τz
0
q(eσ/2 · z) · dσ =
∫ τz
0
q(z) · dσ = 〈q(z), τz〉 . (129)
On the other hand, since Dσ log(1 + ‖eσ/2 · z‖2) = µΣ(eσ/2 · z), we have∫ τz
0
µΣ(e
σ/2 · z) · dσ = log(1 + ‖eτz/2 · z‖2)− log(1 + ‖z‖2) . (130)
Substituting (129)–(130) in (11), we obtain formula (10). This completes the proof of part (ii) of Proposi-
tion 3.1.
We note that b fails to be C2 at transition points. This follows from (127), (124), and the fact that z 7→ τz
is piecewise C1 with discontinuous derivative at the interfaces between the regions RF .
Remark: An alternate derivation of (10) is as follows: By an argument similar to the above, we obtain
logHP (τ, w) =
∫ τ
0
µP (e
σ/2 · w) · dσ , (131)
and therefore
logHP (τz , wz) = 〈−µP (wz), τz〉 . (132)
Formula (10) is an immediate consequence of (116) and (132).
We now prove Proposition 3.2: By Proposition 3.1(ii) and (116),
1
N
logΠ|NP (z, z)→ −b(z) = p logHΣ(−τz, z) + logHP (τz , wz) , (133)
for all non-transition points z. Let
uN(z) =
1
N
log Π|NP (z, z) + p log(1 + ‖z‖2) = 1
N
log
∑
α∈NP
(
Np
α
)
e2〈α,ρ〉 , z ∈ C∗m . (134)
Thus for all non-transition points z, we have
uN(z)→ u∞(z) := p log(1 + ‖z‖2)− b(z) = p log(1 + ‖eτz/2 · z‖2) + logHP (τz , wz) , (135)
We must show that convergence of (135) also holds at the transition points and is uniform on compact
subsets of C∗m. We again use the log coordinates ζj = ρj + iθj = log zj , so that
DρuN =
1
N
Dρ log
∑
α∈NP
(
Np
α
)
e2〈α,ρ〉 =
∑
α∈NP
(
Np
α
)
e2〈α,ρ〉2α
N
∑
α∈NP
(
Np
α
)
e2〈α,ρ〉
=
2
N
µNP , (136)
and therefore ‖DρuN‖ ≤ 2p. Since {uN(z0)} converges for any non-transition point z0, it follows that {uN}
is uniformly bounded and uniformly equicontinuous on compact sets. Therefore it converges uniformly on
compact sets in C∗m.
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3.2.6. Precise asymptotics on the classically allowed region. In this section, we prove part (i) of Proposi-
tion 3.1. Since
ΠNpΣ(z, z) ≡ dimH
0(CPm,O(Np))
Vol(CPm)
=
(
Np+m
m
)
m! =
m∏
j=1
(Np+ j) ,
we have by (29) and (39),
Π|NP (z, z) =
m∏
j=1
(Np+ j) +RN (z) ,
where
RN (z) = −
∑
α∈NpΣ\NP
1
‖χα‖2 |χ̂α(z)|
2 = −
 m∏
j=1
(Np+ j)
 ∑
α∈NpΣ\NP
|m̂NpΣα (z)|2 . (137)
Since #(NpΣ \ NP ) = O(Nm), Proposition 3.1(i) is an immediate consequence of (137) and the following
uniform asymptotic decay estimate for monomials.
Lemma 3.11. Suppose that K ⊂ C∗m is compact, and let U ⊂ Σ be an open neighborhood of µΣ(K). Then
there exist positive constants Cl = Cl,K,U , λ = λK,U such that∥∥m̂NΣα ∥∥Cl(K) ≤ Cle−λN whenever αN ∈ Σ \ U , N ≥ 1 , l ≥ 0 .
Proof. We first prove the C0 estimate. Choose a positive integer k > 2m2/dist (Σ \ U, µΣ(K)). We consider
the finite collection of polytopes
Qβ := 2mΣ+ β ⊂ kΣ , β ∈ Zm ∩ (k − 2m)Σ .
For each β as above, we let bβ(z) be the function on C
∗m given by formula (10) with P replaced by Qβ and
with p replaced by k. We claim that the C0 estimate holds with
λ =
1
k + ε
inf
{
bβ(z) : z ∈ K, β ∈ Zm ∩ (k − 2m)Σ, 1
k
Qβ ⊂ Σ \ U
}
> 0 .
Suppose on the contrary that the estimate does not hold with this value of λ. Then we can choose an
increasing sequence of integers {Nj} and a sequence αj ∈ N(Σ \ U) ∩ Zm such that
eλNj sup
K
∣∣∣m̂NjΣαj ∣∣∣2 → +∞ . (138)
By passing to a subsequence, we can assume that α
j
Nj
→ x ∈ Σ \ U . Choose β ∈ Zm ∩ (k − 2m)Σ such that
x ∈ interiorΣ
(
1
k
Qβ
)
,
and hence kαj ∈ NjQβ for j ≫ 1. Since dist(x,K) ≥ 2m2k ≥ diam( 1kQβ), it follows that ( 1kQβ) ∩K = ∅.
Hence by Proposition 3.2 applied to the polytope Qβ , there is a positive constant A such that
Π|NQβ (z, z) ≤ A exp
(
− kk+εbβ(z)N
)
≤ Ae−λkN ∀z ∈ K, ∀N ≥ 1 . (139)
We shall use the multinomial inequality: (
N
α
)k
≤
(
kN
kα
)
. (140)
One way to verify (140) is to regard
(
N
α
)
as the partition function PN (α) for the polytope Σ; i.e., the
number of ways to write α = β1 + · · · + βN , where β ∈ Σ (see §2.1). Now, given kα ∈ kNΣ we first write
kα = α+ · · ·+ α (k times) and then decompose each α as above, resulting in (Nα)k different decompositions
of kα as a sum of kN elements of Σ. This gives us the lower bound for
(
kN
kα
)
in (140).
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We thus have
|m̂NjΣαj |2k =
(
Nj
αj
)k
|χ̂αj |2k ≤
(
kNj
kαj
)
|χ̂kαj |2 = |m̂kNjΣkαj |2 .
Since kαj ∈ NjQβ , it then follows from (139) that
|m̂NjΣαj (z)|2 ≤ |m̂
kNjΣ
kαj |2/k ≤ Π|NjQβ (z, z)1/k ≤ A1/ke−λNj ,
for all z ∈ K, which contradicts (138). Hence the C0 estimate holds.
We now verify the C1 estimate: We have
|m̂α(z)| =
(
N
α
) 1
2
h(z)
N
2 |zα| , h(z) = 1
1 + ‖z‖2 .
Differentiating, we obtain
Dρ|m̂α(z)| =
(
N
α
) 1
2
h(z)
N
2 |zα|
[
α+
N
2
Dρ log h
]
= |m̂α(z)|
[
α+
N
2
Dρ log h
]
,
and hence the C1 estimate follows from the C0 estimate. Differentiating repeatedly, we obtain all the Cl
estimates.
The proof of Proposition 3.1 is now complete.
4. Distribution of Zeros
In order to deduce Theorem 3 from Proposition 3.1, we need to relate E|NP (Zs) to the Szego¨ kernel Π|NP .
The idea is essentially the same as in [SZ1, Prop. 3.1], but neither the statement nor the proof there cover
the application we need. Hence we provide a more general statement for the zeros of general linear systems
on compact Ka¨hler manifolds (Proposition 4.1).
4.1. Expected distribution of zeros and Szego¨ kernels. As in §1.2, we let L → M be a holomorphic
line bundle over a compact Ka¨hler manifold, and we consider a linear subspace S ⊂ H0(M,LN), which we
endow with a Hermitian inner product. (The set of zero divisors {Zs : s ∈ S} ≡ PS is called a linear system
on M .) We let eL be a local holomorphic frame over a trivializing chart U . We choose an orthonormal basis
{Sj : 1 ≤ j ≤ k} for S and we write Sj = fjeL over U . Any section s ∈ S may then be written as
s = 〈c, F 〉e⊗NL , where F = (f1, . . . , fk) , 〈c, F 〉 =
k∑
j=1
cjfj .
The Kodaira map is given by:
ΦS : M 99K CPk−1, ΦS(z) = [f1(z), . . . , fk(z)] . (141)
(We use the symbol ‘99K’ in (141) to indicate that the map ΦS is a rational map; it is holomorphic if and
only if S has no basepoints other than fixed components.) Under a change of orthonormal basis, one gets a
unitarily equivalent map. The current of integration over the zeros of s = 〈c, F 〉e⊗NL is then given locally by
the Poincar’e-Lelong formula:
Zs =
√−1
π
∂∂¯ log |〈c, F 〉| . (142)
It is of course independent of the choice of local frame eL and basis {Sj}.
We write a section locally as s = feL and we write its Hermitian norm as ‖s(z)‖h = a(z)− 12 |f(z)| where
a(z) = ‖eL(z)‖−2h . The curvature form c1(L, h) of L is given locally by
c1(L, h) =
√−1
2π
∂∂¯ log a .
RANDOM POLYNOMIALS WITH PRESCRIBED NEWTON POLYTOPE 43
Proposition 4.1. Let (L, h) be a Hermitian line bundle on a compact complex manifold M . Let S be a
subspace of H0(M,L) of dimension ≥ 2. We give S an inner product and we let γ be the associated Gaussian
probability measure. Then the expected zero current of a random section s ∈ S is given by
Eγ(Zs) =
√−1
2π
∂∂¯ logΠS(z, z) + c1(L, h)
= Φ∗SωFS +D0 ,
where D0 is the fixed component of the linear system PS.
Proof. The Gaussian measure γ is the standard Gaussian for an inner product on S. Let {Sj} be an
orthonormal basis for this inner product. As above, we choose a local nonvanishing section eL of L over
U ⊂M , and we write
s =
k∑
j=1
cjSj = 〈c, F 〉eL ,
where Sj = fjeL, F = (f1, . . . , fk). As in the proof of [SZ1], Proposition 3.1, we then write F (x) = |F (x)|u(x)
so that |u| ≡ 1 and
log |〈c, F 〉| = log |F |+ log |〈c, u〉| . (143)
By (142), we have(
Eγ(Zs), ϕ
)
=
√−1
π
∫
Ck
(
∂∂¯ log |〈c, F 〉|, ϕ) dγ(c)
=
√−1
π
∫
Ck
(
∂∂¯ log |F |, ϕ) dγ(c) + √−1
π
(∫
Ck
∂∂¯ log |〈c, u〉|dγ(c), ϕ
)
,
for all test forms ϕ ∈ Dm−1,m−1(U). Upon integration in c, the second term of (143) becomes constant in z
and the derivatives kill it. The first term is independent of c so we may remove the Gaussian integral. Thus
Eγ(Zs) =
√−1
2π
∂∂¯ log |F |2 =
√−1
2π
∂∂¯
(
log
∑
‖Sj‖2 + log a
)
. (144)
Recalling that ΠS(z, z) =
∑ ‖Sj(z)‖2 and that c1(L, h) = √−12π ∂∂¯ log a, the first identity of the proposition
follows.
Before completing the proof of the second identity, we recall the definition of the pull-back of a form by
a rational map X
g
99K Y : we let Γ˜ be the desingularization of the graph Γ ⊂ X × Y of g so that we have
g ◦ π1 = π2, where π1, π2 are the projections from Γ˜ to X,Y respectively. Then for any smooth form η on Y
we define the pull-back current g∗η := π1∗π∗2η, which is easily seen to have L1 coefficients with singularities
on the indeterminacy locus Ig of g.
We can suppose that U is chosen so that there is a ψ ∈ O(U) with Div(ψ) = D0 on U . Write fj = ψgj .
Then by (144) we have
Eγ(Zs) =
√−1
2π
∂∂¯ log |F |2 =
√−1
2π
∂∂¯ log |ψ|2 +
√−1
2π
∂∂¯ log
∑ |gj|2 .
The first term equals D0. By definition, the second term equals Φ
∗
SωFS outside the indeterminacy locus IΦS .
Since IΦS has real codimension ≥ 4 and log
∑ |gj |2 is (pluri-)subharmonic, the coefficients of i2π∂∂¯ log∑ |gj |2
are measures that do not give mass to IΦS ; i.e., the coefficients are in L1(U). Since the same is true for the
coefficients of Φ∗SωFS , the current equality extends to all of U .
We note that the expected zero current Eγ(Zs) is a smooth form outside the base point set of S. We shall
use the following result on simultaneous expected zeros (away from base points).
Proposition 4.2. Let M be a compact complex manifold, and let (L1, h1), . . . , (Lk, hk) be Hermitian line
bundles on M (1 ≤ k ≤ dimM). Suppose we are given subspaces Sj ⊂ H0(M,Lj) with inner products 〈, 〉j
and let γj denote the associated Gaussian probability measures on the Sj (1 ≤ j ≤ k). Let U be an open
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subset of M on which Sj has no base points for all j. Then the expected simultaneous-zero current of random
sections s1 ∈ S1, . . . , sk ∈ Sk is given over U by
Eγ1×···×γk(Zs1,...,sk) =
k∧
j=1
Eγj (Zsj ) =
k∧
j=1
[√−1
2π
∂∂¯ logΠSj (z, z) + c1(Lj, hj)
]
=
k∧
j=1
Φ∗SjωFS .
Proof. We first note that the expect current is well defined, since for all choices of the sj the total mass
of the zero current Zs1,...,sk equals the Chern number c1(L1) · · · c1(Lk), and hence for each test form ϕ ∈
Dm−k,m−k(U), the function (Zs1,...,sk , ϕ) is in L∞(S1 × · · · × Sk).
Next we note the following functorial property of the expected zero current: Suppose that ρ : Y → M
is a holomorphic mapping of complex manifolds and let ρ∗γj be the pulled-back Gaussian measure on
ρ∗Sj ⊂ H0(Y, ρ∗L). Then
Eρ∗γj (Ztj ) = ρ
∗Eγj (Zsj ) on ρ
−1(U) (tj ∈ ρ∗Sj) . (145)
Indeed, (145) follows immediately from Proposition 4.1 and its proof. As a special case, suppose that Y is
a submanifold of M and ρ is the inclusion. Then (145) becomes
Eγj ([Y ] ∧ Zsj ) = [Y ] ∧Eγj (Zsj ) on U . (146)
(In fact, (146) holds for any subvariety Y , but we don’t need this fact here.)
We now verify the current identity by induction on k. For k = 1, this is Proposition 4.1, so assume that
k > 1 and the proposition has been verified for k − 1. Consider Y = |Zs1,...,sk−1 |. By Bertini’s Theorem, we
know that Y is smooth (and of codimension k − 1) for almost all s1, . . . , sk−1. Therefore by (146),∫
Zs1,...,sk dγk(sk) =
∫
Zs1,...,sk−1 ∧ Zsk dγk(sk) = Zs1,...,sk−1 ∧Eγk(Zsk) for a.a. s1, . . . , sk−1.
Integrating over s1, . . . , sk−1 and using the inductive hypothesis, we obtain
Eγ1×···×γk(Zs1,...,sk) = Eγ1×···×γk−1(Zs1,...,sk−1) ∧Eγk(Zsk) = Eγ1(Zs1) ∧ · · · ∧Eγk(Zsk) .
The other equalities follow from Proposition 4.1.
If we consider the case where M = CPm, we obtain a formula for the expected simultaneous zero current
for random polynomials with given Newton polytopes:
Corollary 4.3. The expected zero current of k independent random polynomials fj ∈ H0(CPm,O(pj), Pj),
1 ≤ j ≤ k, is given over C∗m by
E|P1,...,Pk(Zf1,...,fk) =
k∧
j=1
(√−1
2π
∂∂¯ logΠ|Pj (z, z) + pjω
CP
m
FS
)
on C∗m .
Proof. Since H0(CPm,O(pj), Pj) has no base points in C∗m, the conclusion follows from Proposition 4.2 and
the fact that c1(O(pj), hFS) = pjωFS .
Remark: By Proposition 4.1, the identity of currents
E|P (Zf ) =
√−1
2π
∂∂¯ logΠ|P (z, z) + pωCP
m
FS
(147)
holds on all of CPm.
We say that p is minimal for P if
min
α∈P
αj = 0 (1 ≤ j ≤ n) , max
α∈P
|α| = p . (148)
(Otherwise, we can choose p to be smaller, after translating the polytope if necessary.) The hypothesis that
p is minimal for P guarantees that H0(CPm,O(p), P ) has no fixed divisors. In this case, (147) holds as an
identity of (1, 1)-forms with L1loc coefficients.
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4.2. Asymptotics of zeros. In this section, we prove Theorems 3 and 4 and give some additional asymp-
totic formulas for zeros. Theorem 1 is a special case of Corollaries 5 and 6 of Theorem 4.
To prove Theorem 3, we let uN , u∞ be as in the proof of Proposition 3.2. By Corollary 4.3 (recalling
that ω
FS
=
√−1
2π ∂∂¯ log(1 + ‖z‖2)), we have√−1
2π
∂∂¯uN =
1
N
E|NP (Zf ) on C∗m , (149)
and hence uN is plurisubharmonic. By (135) and (149), we conclude that
1
N
E|NP (Zf )→
√−1
2π
∂∂¯u∞ = pωFS −
√−1
2π
∂∂¯b , (150)
where differentiation is in the distribution sense.
We now show that the current ∂∂¯b ∈ D′1,1(C∗m) is given by a (1, 1)-form with piecewise smooth coeffi-
cients; in fact ∂∂¯b is C∞ on each of the regions RF given by (9). (Equivalently, the Radon measure ∂∂¯b∧ωFS
does not charge the set of transition points, and hence formula (150) can be interpreted as differentiation in
the ordinary sense on the regions RF .) By Proposition 3.1, b ∈ C1(C∗m); i.e., if z0 ∈ ∂RF ∩ ∂RF ′ , then the
values of db(z0) computed in the two regions RF and RF ′ agree. Then for a test form ϕ ∈ Dm−1,m−1(C∗m),
we have
(∂∂¯b, ϕ) =
∑
F
∫
RF
b∂∂¯ϕ =
∑
F
∫
R◦F
∂∂¯b ∧ ϕ−
∑
F
∫
∂RF
(∂¯b ∧ ϕ+ b ∧ ∂ϕ) . (151)
Note that ∂RF consists of C∞ real hypersurfaces (consisting of those points of ∂RF that are contained in
the boundary of only one other region RF ′) together with submanifolds of real codimension ≥ 2, and hence
Stokes’ Theorem applies (see e.g. [Fe, 4.2.14]). Since b and ∂¯b are continuous on C∗m, the boundary integral
terms in (151) cancel out and we obtain
(∂∂¯b, ϕ) =
∑
F
∫
R◦F
∂∂¯b ∧ ϕ =
∫
C∗m\E
∂∂¯b ∧ ϕ , (152)
where E :=
⋃
F ∂RF is the set of transition points. Formula (152) says that the current ∂∂¯b is a (1, 1)-form
with piecewise smooth coefficients obtained by differentiating b on the regions R◦F .
We now let
ψP =
√−1
2π
∂∂¯u∞ = pωFS −
√−1
2π
∂∂¯b (153)
on each of the regions RF . By (152), the current ψP is also a piecewise smooth (1, 1)-form; by (150)
N−1E|NP (Zf )→ ψP (weakly) . (154)
We shall show L1loc convergence of (154) when we prove Theorem 4 below. Continuing with the proof of
Theorem 3, we observe that (ii) is an immediate consequence of (153), since b = 0 on the classically allowed
region.
To verify (iii), we again use the log coordinates ρj + iθj = log zj, so that
u∞ = p log
(
1 +
∑
e2ρj
)
− b(eρ) . (155)
Since u∞ depends only on (ρ1, . . . , ρm), we have
ψP =
√−1
2π
∂∂¯u∞ =
√−1
8π
∑
jk
∂2u∞
∂ρj∂ρk
dζj ∧ dζ¯k ≥ 0 . (156)
Thus we must show that the Hessian of u∞(ρ) has rank r at points z0 ∈ R◦F , where r = dimF . From
(125)–(126) and (155), we obtain
Dρu∞ = 2p µΣ ◦ ξ , (157)
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where ξ(z) = eτz/2 · z as before. Hence 12pD2ρu∞ equals the Jacobian of µΣ ◦ ξ. Since µΣ ◦ ξ(z) = 1pµP (wz),
we easily see that
µΣ ◦ ξ : R◦F → F , (158)
so rankD(µΣ◦ξ) ≤ r. In fact, (158) is a submersion, so that the rank equals r. To see that it is a submersion,
we recall from the proof of Lemma 3.7 that the ‘lipeomorphism’ Φ−1 : Σ◦ → N ◦ restricts to a diffeomorphism
Σ◦ ⊃ µΣ(R◦F ) ≈→ F × CF ⊂ N ◦ , µΣ(z) 7→
(
1
pµP (wz),−τz
)
= (µΣ ◦ ξ(z),−τz) ,
and hence (158) is a submersion, completing the proof of (iii).
We now prove Theorem 4; the case k = 1 of the theorem will then yield part (i) of Theorem 3.
Let P1, . . . , Pk be Delzant polytopes, as in Theorem 4. We first show that
N−kE|NP (Zf1,...,fk)→ ψk := ψP1 ∧ · · · ∧ ψPk (weakly). (159)
For 1 ≤ j ≤ k, we let
ujN =
1
N
logΠ|NPj (z, z) + pj log(1 + ‖z‖2) ,
so that, recalling (135),
ujN(z)→ uj∞(z) := pj log(1 + ‖z‖2)− b(z) = pj log(1 + ‖eτ
j
z/2 · z‖2) + logHPj (τ jz , wjz) ,
where τ jz , w
j
z are as in Lemma 3.8 with P = Pj . By (153),√−1
2π
∂∂¯uj∞ = ψPj .
Recalling Corollary 4.3, we introduce the (k, k)-forms
κN :=
(√−1
2π
∂∂¯u1N
)
∧ · · · ∧
(√−1
2π
∂∂¯ukN
)
= N−kE|NP1,...,NPk(Zf1,...,fk) . (160)
Since ujN → uj∞ locally uniformly, it follows from the Bedford-Taylor Theorem [BT, Kl] that
κN →
(√−1
2π
∂∂¯u1∞
)
∧ · · · ∧
(√−1
2π
∂∂¯uk∞
)
(weakly). (161)
In fact, the limit current in (161) is absolutely continuous, and hence is equal to the locally bounded (piecewise
smooth) (k, k)-form ψk. To see this, we note that by the Bedford-Taylor Theorem,
k∧
j=1
(ψPj ∗ ϕǫ) =
k∧
j=1
[√−1
2π
∂∂¯(uj∞ ∗ ϕǫ)
]
→
k∧
j=1
(√−1
2π
∂∂¯uj∞
)
,
where ϕǫ denotes an approximate identity. Since the currents ψPj have coefficients in L∞loc, the forms∧k
j=1(ψP ∗ ρǫ) have locally uniformly bounded coefficients; absolute continuity of the limit current follows.
The weak limit (159) now follows from (160)–(161).
To complete the proof of Theorem 4, we must show that κN → ψk in L1(K) for all compact K ⊂ C∗m.
Let ε > 0 be arbitrary, and choose a nonnegative function η ∈ D(C∗m) such that η ≡ 1 on a neighborhood
of (E1 ∪ · · · ∪ Ek) ∩K, where Ej is the set of transition points for Pj , and∫
C∗m
ψk ∧ ηωm−kFS < ε .
By (159)–(160), ∫
C∗m
κN ∧ ηωm−kFS < 2ε for N ≫ 0 .
(Note that the above integrands are nonnegative.) Therefore,
‖κN − ψk‖L1(K) ≤ ‖(1− η)(κN − ψk)‖L1(K) + ‖ηκN‖L1(K) + ‖ηψk‖L1(K) .
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Since κN is a positive (k, k)-form,
‖ηκN‖L1(K) =
∫
K
κN ∧ ηωm−kFS < 2ε .
Similarly, ‖ηψk‖L1(K) =
∫
K ψk ∧ ηωm−kFS < ε. Since
(1− η)(κN − ψk)→ 0 uniformly on K ,
it follows that
‖κN − ψk‖L1(K) → 0 ,
completing the proof of Theorems 3 and 4.
We note that the conclusion of Theorem 4 can be replaced with an asymptotic expansion away from
transition points:
Theorem 4.4. Let P1, . . . , Pk be Delzant polytopes. Let U be a relatively compact domain in C
∗m such that
U does not contain transition points for any of the Pj . Then we have a complete asymptotic expansion of
the form
1
Nk
E|NP1,...,NPk(Zf1,...,fk) ∼ ψP1 ∧ · · · ∧ ψPk +
ϕ1
N
+ · · ·+ ϕn
Nn
+ · · · on U ,
with uniform C∞ remainder estimates, where the ϕj are smooth (k, k)-forms on U .
Proof. By (134) and (160) we have
1
Nk
E|NP1,...,NPk(Zf1,...,fk) =
k∧
j=1
√−1
2π
∂∂¯
[
1
N
logΠ|NPj (z, z) + pj log(1 + ‖z‖2)
]
.
The conclusion now follows from the asymptotic expansion of Proposition 3.1.
The proof of Theorem 3(iii) gives us some more information about the expected zero current in the
classically forbidden region, which we state in the theorem below. We first define the complexified normal
cones
C˜F = {τ + iθ : τ ∈ CF , θ ∈ T⊥F } .
(Recall that CF ⊂ T⊥F .) We note that C˜F is a semi-group, which acts on RF by the rule η(z) = eη · z;
we call this action the ‘(joint) normal flow.’ The (maximal) orbits of the normal flow are of the form
C˜F · z0 = {eη · z0 : η ∈ C˜F }, where z0 ∈ µ−1Σ (F ). We note that the orbit C˜F · z0 is a complex (m − r)-
dimensional submanifold (with boundary) of C∗m. (Indeed, (C˜F ·z0)∩R◦F is a submanifold without boundary
in R◦F .)
Theorem 4.5. Let P be a Delzant polytope and let ψP be the limit expected zero current of Theorem 3.
Then ψP vanishes along the orbits of the normal flow.
Proof. Let
O := C˜F · z0 = {eτ+iθ · z0 : τ ∈ CF , θ ∈ T⊥F }
be a maximal orbit of the normal flow, where µΣ(z
0) ∈ F . For z = eτ+iθ · z0 ∈ O, we have
µΣ ◦ ξ(z) = 1
p
µP (wz) =
1
p
µP (weτ ·z0) =
1
p
µP (wz0 ) = µΣ(z
0)
and hence µΣ ◦ ξ is constant on O. It then follows from (156)–(157) that ψP |O = 0.
Remark: Theorem 4.5 tells us about the behavior of tangent directions to typical zero sets |Zf | of polynomials
f ∈ H0(CPm,O(Np), NP ) as N → ∞. Roughly speaking, the tangent spaces of |Zf | are highly likely to
be close to containing the tangent spaces of the orbits of the normal flow, for large N . E.g., let us consider
a region R◦F , where F is an edge (i.e., dimF = 1). Let T flowz denote the holomorphic tangent space to
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the normal flow through a point z ∈ R◦F . Then dimC T flowz = dimC Zf = m − 1, and for any compact set
K ⊂ R◦F , we have
1
N
E|NP
(∫
Zf∩K
dist(T 1,0Zf ,z, T
flow
z )
2 dVolZf (z)
)
−→ 0 , (162)
where ‘dist’ means the distance in the projective space of complex (m− 1)-dimensional subspaces of T 1,0CPm,z.
To verify (162), we let V be a compactly supported vector field on R◦F such that for all z ∈ R◦F , Vz is a
(1, 0)-vector tangent to the normal flow through z. Let ϕ = ∗(iV ∧ V¯ ) ∈ Dm−1,m−1(R◦F ) be given by
λ ∧ ϕz = (λ, iVz ∧ V¯z) 1m!ωmFS , λ ∈ T ∗1,1z Cm , z ∈ R◦F .
By Theorem 4.5, we have
(ψP , ϕ) =
∫
ψP ∧ ϕ =
∫
(ψP , iVz ∧ V¯z) 1m!ωmFS = 0 .
We let Tf ∈ C∞(Zregf , Tm−1,m−1Zf ) denote the dual to the volume form on Z
reg
f , so that∫
Zf
‖Tf ∧ V ∧ V¯ ‖ dVolZf =
∫
Zf
(Tf , ϕ) dVolZf = (Zf , ϕ) . (163)
Hence by Theorem 3(i),
1
NP
E|NP
(∫
Zf
‖Tf ∧ V ∧ V¯ ‖ dVolZf
)
=
1
N
E|NP (Zf , ϕ)→ (ψP , ϕ) = 0 , (164)
which yields (162).
As mentioned in the introduction, we can apply Proposition 4.2 (as in [SZ1] for the case k = 1) to the
asymptotic expansion of the Szego¨ kernel in [Ze] to immediately obtain the following asymptotics using toric
norms:
Proposition 4.6. Let (MP , LP ) be as above, and let Ij , θj be the action-angle variables of the moment map
µP : MP → Rm of the Tm-action on MP . Then we have:
1
Nk
E
γ
MP
N
(Zf1,...,fk) = ω
k
P +O
(
1
N
)
=
 m∑
j=1
dIj ∧ dθj
k +O( 1
N
)
.
Proof. Let ωP =
∑m
j=1 dIj ∧ dθj be the natural Ka¨hler form on MP . We recall the asymptotic formula for
the Szego¨ kernel in [Ze]:
1
N
Φ∗LNP ωFS = ωP +O(1/N) .
By Proposition 4.2 with M =MP , L = L
N
P , we then have
EMP (Zs1,...,sk) = (EMP (Zs))
k = Φ∗LNP ω
k
FS
= Nk
[
ωkP +O(1/N)
]
.
4.3. Amoebas in the plane. The term ‘amoeba’ was introduced by Gelfand, Kapranov and Zelevinsky
[GKZ] to refer to the image under the moment map of a zero set Zf1,...,fk of polynomials, and have been
studied in various contexts (see [FPT, GKZ, Mi1, PR] and the references in the survey article by Mikhalkin
[Mi2]). The image of a zero set under the moment map µΣ is called a compact amoeba, while the image
under the map
Log : C∗m → Rm, (z1, . . . , zm) 7→ (log |z1|, . . . , log |zm|)
is a noncompact amoeba, or simply an amoeba. Note that Log is the moment map for the Tm action with
respect to the Euclidean symplectic form
∑
dxj ∧ dyj , and Log = 12L ◦ µΣ, where L : Σ◦ ≈ Rm is the
diffeomorphism given by (103).
To illustrate what our statistical results can say about amoebas, we consider zero sets in C∗2. An amoeba
in R2 is the image of a plane algebraic curve under the Euclidean moment map Log. An example of an
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amoeba of the form Log (Zf ), where f is a quartic polynomial in two variables with (full) Newton polytope
4Σ, is given in the illustration from [Th] reproduced in Figure 5 below.2
Figure 5. An amoeba with polytope 4Σ
One notices that this amoeba contains 12 ‘tentacles’. By definition, a tentacle on a compact amoeba A
is a connected component of a small neighborhood in A of A ∩ ∂Σ; the tentacles of a noncompact amoeba
correspond to those of the compact amoeba under the diffeomorphism Σ◦ ≈ Rm.
There is a natural injective map from the set of connected components (which are convex sets) of the
complement of a noncompact amoeba A to the set P ∩Z2 of lattice points of the polytope, and that there are
amoebas for which each lattice point is assigned to a component of the complement. (This fact is also valid in
higher dimensions; see [FPT, Mi1].) For a generic 2-dimensional noncompact amoeba with polytope P , each
lattice point in ∂P corresponds to a distinct unbounded component of R2 \ A, and adjacent lattice points
correspond to adjacent unbounded components. (The correspondence is given by [Mi1, §3.1] or [FPT].)
Hence the number of tentacles of A equals the number of points of ∂P ∩Z; this number is called the length of
∂P . (For example, the 12 tentacles in Figure 5 correspond to the 12 lattice points of ∂(4Σ).) Each tentacle
corresponds to a segment connecting 2 adjacent lattice points on ∂P .
We can decompose ∂P into two pieces: ∂◦P = ∂P ∩ pΣ◦ and ∂eP = P ∩ ∂(pΣ). Tentacles corresponding
to segments of ∂◦P end (in the compact picture Σ) at a vertex of Σ, and tentacles corresponding to segments
of ∂eP are free to end anywhere on the face of Σ containing the segment. We call the latter free tentacles ,
and we say that a free tentacle is a classically allowed tentacle if its end is in the classically allowed region
AP . For an amoeba A, we let νAT(A) denote the number of classically allowed tentacles of A. It is clear
from the above that
νAT(A) ≤ #{free tentacles} = Length(∂eP )
and that this bound can be attained for any polytope P . Here, ‘Length’ means the length in the above
sense; i.e., the diagonal face of pΣ is scaled to have length p. As a consequence of Theorem 3 (for m = 1),
we conclude that this maximum is asymptotically the average:
Corollary 4.7. For a Delzant polytope P , we have
1
N
E|NP
(
νAT
(
Log (Zf )
) )→ Length(∂eP ) .
Proof. Let F1, F2, F3 denote the facets of pΣ and apply Theorem 3(ii) to the 1-dimensional polytopes P ∩ F¯j ,
j = 1, 2, 3.
2The authors would like to thank T. Theobald for giving us permission to use this figure from his paper.
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5. Examples
We now compute b(z) and ψP for some examples of toric surfaces (m = 2). Recalling (10) and (135),
b(z) = q(z) · τz + p log
(
1 + ‖z‖2
1 + ‖eτz/2 · z‖2
)
, q(z) = p µΣ(e
τz/2 · z) ∈ ∂P ,
u∞ = −b(z) + p log(1 + ‖z‖2) = p log(1 + ‖eτz/2 · z‖2)− 〈q(z), τz〉 .
Hence by (153),
ψP =
√−1
2π
∂∂¯u∞ =
√−1
2π
∂∂¯
[
p log(1 + ‖eτz/2 · z‖2)− 〈q(z), τz〉
]
. (165)
5.1. The square. For our first example, we let P be the unit square with vertices {(0, 0), (1, 0), (0, 1), (1, 1) }
so that p = 2 and MP = CP
1 × CP1. Recalling that
µΣ(z1, z2) =
( |z1|2
1 + |z1|2 + |z2|2 ,
|z2|2
1 + |z1|2 + |z2|2
)
,
we see that the classically allowed region is given by
|z1|2 − 1 < |z2|2 < |z1|2 + 1 ,
as illustrated in Figure 1 in the introduction. The forbidden region consists of two subregions:
RF = {(z1, z2) : |z2|2 ≥ |z1|2 + 1} , F = {(x1, 12 ) : 0 ≤ x1 ≤ 12} ,
RF∗ = {(z1, z2) : |z2|2 ≤ |z1|2 − 1} , F ∗ = {(12 , x2) : 0 ≤ x2 ≤ 12} .
Suppose that z is a point in the upper forbidden region RF . Write τz = (τ1, τ2); then τ1 = 0 since τ ⊥ TF .
Let
q(z) = 2µΣ(e
τz/2 · z) = (a, 1) ∈ 2F ⊂ ∂P .
Writing
|z1|2 = s1, |z2|2 = s2 , |eτ2/2z2|2 = eτ2s2 = s˜2 ,
we have
s1
1 + s1 + s˜2
=
a
2
,
s˜2
1 + s1 + s˜2
=
1
2
.
Therefore
s1 =
a
1− a , s˜2 =
1
1− a =
s1
a
, a =
s1
1 + s1
=
|z1|2
1 + |z1|2 ,
eτ2 = s˜2/s2 =
s1
as2
=
1 + |z1|2
|z2|2 .
We have
log(1 + ‖eτz/2 · z‖2) = log
(
1 + |z1|2 + 1 + |z1|
2
|z2|2 |z2|
2
)
= log(1 + |z1|2) + log 2 ,
〈q(z), τz〉 =
〈( |z1|2
1 + |z1|2 , 1
)
,
(
0, log
1 + |z1|2
|z2|2
)〉
= log(1 + |z1|2)− log |z2|2 .
Therefore
u∞ = log |z2|2 + log(1 + |z1|2) + log 4 .
We conclude that
ψP =

√−1
2π ∂∂¯ log(1 + |z1|2) for |z1|2 + 1 ≤ |z2|2
2ω
FS
=
√−1
π ∂∂¯ log(1 + |z1|2 + |z2|2) for |z1|2 − 1 ≤ |z2|2 ≤ |z1|2 + 1
√−1
2π ∂∂¯ log(1 + |z2|2) for |z2|2 ≤ |z1|2 − 1
(where the third case is by symmetry). Note that ψP has constant rank 1 in both of the forbidden regions
RF , RF∗ , as indicated in Theorem 3(iii).
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By the above, we also obtain
e−b(z) =
4|z2|2(1 + |z1|2)
(1 + |z1|2 + |z2|2)2 for |z1|
2 + 1 ≤ |z2|2 ,
and similarly for |z2|2 ≤ |z1|2 − 1.
Remark: On the boundary {|z1|2 = |z2|2 − 1}, we have e−b(z) = 1 as expected. On {|z1| = c}, we have the
growth rate e−b(z) ∼ 1/|z2|2 as z2 →∞.
5.2. The Hirzebruch surfaces. We now consider the trapezoidal polytope of Figure 6 below.
2
2
1
1
P
1
1 2
P
2
Figure 6. P = {(0, 0), (1, 0), (2, 0), (0, 1), (1, 1)}
Again p = 2, but this time MP
π→ P2 is the blow up of (0, 0, 1), i.e., MP is the Hirzebruch surface F1
(see [Fu]). Comparing with the case of the square, we see that the classically allowed region is given by
|z2|2 < |z1|2+1, and the forbidden region coincides with the upper forbidden region RF = {|z2|2 ≥ |z1|2+1}
from §5.1. Thus, the map z 7→ (τz, wz) is the same as before when z is in the forbidden region RF . Hence,
e−b(z) and ψP are also the same as in §5.1 on RF . On the classically allowable region, e−b(z) = 1 and
ψP = 2ωFS .
5.2.1. The Hirzebruch surfaces Fn (n ≥ 2). Let n ≥ 2 and consider the polytope
P = {(0, 0), (1, 0), . . . , (n+ 1, 0), (0, 1), (1, 1)} ,
so that MP = Fn (see [Fu]). Here p = n+ 1 and
1
pP has an interior vertex v = (
1
n+1 ,
1
n+1 ) ∈ Σ◦.
We see that the classically allowed region µ−1Σ (
1
pP
◦) is given by
|z2|2 < min
{ |z1|2 + 1
n
,
1
n− 1
}
.
This time, the forbidden region consists of three subregions: RF , Rv, RF ′ , where
F = {(x1, 1n+1 ) : 0 ≤ x1 < 1n+1} , F ′ = {(x1, x2) : x2 = 1n (1− x1), 1n+1 < x1 ≤ 1} .
(See Figure 7 below.)
Suppose that z is a point in the region RF . Then τz = (0, τ2), as before. Let
q(z) = (n+ 1)µΣ(e
τz/2 · z) = (a, 1) ∈ (n+ 1)F ⊂ ∂P (0 < a < 1) .
Again writing
|z1|2 = s1, |z2|2 = s2 , |eτ2/2z2|2 = eτ2s2 = s˜2 ,
we have
s1
1 + s1 + s˜2
=
a
n+ 1
,
s˜2
1 + s1 + s˜2
=
1
n+ 1
.
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RF
Rv
RF ′
|z2|
|z1|
1
1
AP
1 n + 1
1
n + 1
P
F
F ′
v
1
RF
Rv
RF ′
|z2|
|z1|
1
1
AP
1 n + 1
1
n + 1
P
F
F ′
v
1
Figure 7. P = {(0, 0), (1, 0), . . . , (n+ 1, 0), (0, 1), (1, 1)}
Therefore
s1 =
a
n− a , s˜2 =
1
n− a =
s1
a
, a =
ns1
1 + s1
=
n|z1|2
1 + |z1|2 ,
eτ2 = s˜2/s2 =
s1
as2
=
1 + |z1|2
n|z2|2 .
In particular,
a < 1 ⇔ |z1|2 < 1
n− 1
and therefore
RF =
{
(z1, z2) : |z2|2 ≥ |z1|
2 + 1
n
, |z1|2 < 1
n− 1
}
.
We have
log(1 + ‖eτz/2 · z‖2) = log
(
1 + |z1|2 + 1 + |z1|
2
n|z2|2 |z2|
2
)
= log(1 + |z1|2) + log n+ 1
n
,
〈q(z), τz〉 =
〈(
n|z1|2
1 + |z1|2 , 1
)
,
(
0, log
1 + |z1|2
n|z2|2
)〉
= log(1 + |z1|2)− log |z2|2 − logn .
Therefore
u∞ = log |z2|2 + n log(1 + |z1|2) + (n+ 1) log(n+ 1)− n logn .
Hence,
ψP = n
√−1
2π
∂∂¯ log(1 + |z1|2)
e−b(z) =
(n+ 1)n+1
nn
|z2|2(1 + |z1|2)n
(1 + |z1|2 + |z2|2)n+1
 for z ∈ RF .
Now suppose that z is a point in RF ′ . Since τz ⊥ TF ′ , we can write τz = (τ1, nτ1). Let
1
n+ 1
q(z) = µΣ(e
τz/2 · z) =
(
x1,
1
n
(1− x1)
)
∈ F ′ . (166)
As before, we write
s1 = |z1|2, s2 = |z2|2, s˜1 = |eτ1/2z1|2 = eτ1s1, s˜2 = |enτ1/2z2|2 = enτ1s2 .
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By (166), we have
s˜1
1 + s˜1 + s˜2
= x1 ,
s˜2
1 + s˜1 + s˜2
=
1
n
(1 − x1) .
Solving for s˜1, s˜2, we obtain
s˜1 =
n
n− 1
x1
1− x1 , s˜2 =
1
n− 1 . (167)
Therefore, enτ1 = s˜2/s2 = |z2|−2/(n− 1), so we have
τ1 = − 1
n
log(n− 1)|z2|2 , s˜1 = |z1|
2
(n− 1)1/n|z2|2/n .
Thus,
log(1 + ‖eτz/2 · z‖2) = log(1 + s˜1 + s˜2) = log
(
n
n− 1 +
|z1|2
(n− 1)1/n|z2|2/n
)
.
By (166),〈
q(z), τz
〉
= (n+ 1)
〈(
x1,
1
n
(1− x1)
)
, (τ1, nτ1)
〉
= (n+ 1)τ1 = −n+ 1
n
log(n− 1)|z2|2 .
Hence by (165),
ψP = (n+ 1)
√−1
2π
∂∂¯ log
(
n
n− 1 +
|z1|2
(n− 1)1/n|z2|2/n
)
for z ∈ RF ′ .
(Note that ψP has constant rank 1 on RF ′ as indicated by Theorem 3(iii), since ψP = (n+1)g∗ωCP1 on RF ′ ,
where g is the multi-valued holomorphic map to CP1 given by g(z1, z2) = (cnz1, z
1/n
2 ).)
By Theorem 3(iii), we know that ψP = 0 on Rv. To complete the description of ψP , it remains to describe
the regions RF ′ and Rv. We note that a forbidden point z lies in RF ′ if and only if x1 > 1n+1 . By (167),
this is equivalent to s˜1 >
1
n−1 , or
|z2|2 < (n− 1)n−1|z1|2n .
Therefore
RF ′ =
{
(z1, z2) :
1
n− 1 ≤ |z2|
2 < (n− 1)n−1|z1|2n, |z1|2 > 1
n− 1
}
.
This leaves us with
Rv =
{
(z1, z2) : |z2|2 ≥ (n− 1)n−1|z1|2n, |z1|2 ≥ 1
n− 1
}
.
To summarize:
ψP =

(n+ 1)
√−1
2π ∂∂¯ log(1 + |z1|2 + |z2|2) for |z2|2 < min
{
|z1|2+1
n ,
1
n−1
}
n
√−1
2π ∂∂¯ log(1 + |z1|2) for |z2|2 ≥ |z1|
2+1
n , |z1|2 < 1n−1
(n+ 1)
√−1
2π ∂∂¯ log
(
n
n−1 +
|z1|2
(n−1)1/n|z2|2/n
)
for 1n−1 ≤ |z2|2 < (n− 1)n−1|z1|2n
0 for |z2|2 ≥ (n− 1)n−1|z1|2n, |z1|2 ≥ 1n−1
5.3. Remarks on the behavior at transition points. So far, we have studied the uniform asymptotics
of Π|NP (z, z) on compact subsets of the classically allowed region and on compact sets without transition
points in the forbidden region. We now address a few words to the asymptotics at the boundary of the
classically allowed region, which is its caustic set. For background on oscillatory integrals and caustics, we
refer to [AGV].
We thus consider Π|NP (z, z) as an oscillatory integral (denoted KN (z) in (72)) on (C∗)m. Since it is Tm
invariant we may regard it more simply as an oscillatory integral in z = eρ on Rm+ or on pΣ, with the phase
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Ψ of (73) regarded as a function on Tm ×MP × Rm+ . The asymptotics of Π|NP (z, z) are determined by the
component
C0 = {(0, w; eρ) ∈ Rm+ ×MP : µpΣ(eρ) = µP (w)}, (168)
of the critical set on which ϕ = 0, so we may (and will) ignore other critical points which may occur. The
map (0, w; eρ)→ w gives a natural identification of C0 with MP .
As is standard in the theory of oscillatory integrals depending on parameters, we define the map
ιΨ : C
0 → T ∗Rm+ , ιΨ(0, w; eρ) = (eρ, dρΨ), (169)
and we denote the image by Λ0 = ιΨ(C
0). Over the set of parameters z for which the critical point set C0z
is a non-degenerate critical manifold, ιΨ is a fibration and Λ
0 is a Lagrangean manifold. The set of z = eρ
for which the phase is degenerate is known as the caustic set. Under the identification of C0 ∼MP , we have
1
2dzΨ(w; e
ρ) ≡ 0 on C0, hence Λ0 is the zero section of T ∗P . Identifying ιΨ with the map µP × 0, we find
that the caustic set is the boundary of the classically allowed region.
Uniform asymptotic expansions of Π|NP (z, z) in the vicinity of the caustic could be obtained with a careful
study of the singularities of the moment map µP . The uniform expansion would give a smooth transition
in a boundary layer from the Nm mass density in the interior of P (the illuminated or allowed region) to
the e−Nb(z) mass density in the exterior (the shadow or forbidden region). The order of the asymptotics
along the caustic depends on two competing effects: on the one hand, oscillatory integrals whose (analytic)
phase has a degenerate critical point decay more slowly than in the non-degenerate case (by the index of
the singularity at the critical point, see [AGV]). On the other hand, the principal term of the amplitude
may vanish on the caustic, causing more rapid decay. We will be content to illustrate this in the simplest
example.
5.3.1. Example: P = [0, 1], p = 2. We put m = 1, P = [0, 1], p = 2, pΣ = [0, 2]. Thus, MP = CP
1. The only
interior facet is F = {1}; recalling (73), our phase is:
Ψ(w,ϕ; z) = log
1 + e−iϕ|w|2
1 + |w|2 + 2 log
1 + eiϕ|z|2
1 + |z|2 . (170)
We are interested in the asymptotics of Π|NP (z, z) when
µ2Σ(z) =
2|z|2
1 + |z|2 = 1 ⇐⇒ |z| = 1.
We claim that Π|NP (z, z) ∼ CN1 when |z| = 1.
Since µP (w) =
|w|2
1+2|w|2 , we have µP (w) = {1} ⇐⇒ w =∞. To determine the asymptotics of Π|NP (z, z)
at |z| = 1 , we put η = 1w ∈ C and consider the Taylor expansion of the phase at η = 0, ϕ = 0. We change
to polar coordinates η = reiθ around the fixed point of the toric S1 action. The phase and amplitude are
independent of θ and the principal part of the Taylor series (at |z| = 1) has the form:
Ψ(w,ϕ; 1) ∼ iϕr2 − 1
4
ϕ2 +O(|ϕ|3 + |ϕ|2|r|2 + |ϕ||r|4) .
By a general result [AGV], the asymptotics of (generic) oscillatory integrals are determined by the principal
part of the Taylor expansion of the phase at the critical point, which gives the model integral
IN =
∫ π
−π
∫ ∞
0
eN(iϕr
2− 1
4
ϕ2)A(r, ϕ)rdrdϕ,
where A is an amplitude decaying sufficiently rapidly at infinity. Here, we also used that the amplitude
of Π|NP (z, z) is simply the volume density in our local coordinates (ϕ, r, θ). We observe that the phase
f(r, ϕ) = iϕr2 − 14ϕ2 is weighted homogeneous in the sense that
f(N1/4r,N1/2ϕ) = Nf(r, ϕ).
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We also observe that the amplitude vanishes to order one as r → 0. We change variables as indicated to
obtain that
Π|NP (1, 1) ∼ N2IN = N2
∫
R
∫
R
N−1e(iϕr
2+C(z)ϕ2)ρ(N−1/4r,N−1/2ϕ)rdrdϕ ∼ CN ,
as claimed.
Alternatively, we observe that the index of oscillation of the phase with |z| = 1 equals −3/4. This agrees
with the general result (under assumptions satisfied here) that the index of oscillation equals the ‘remoteness’
of the Newton polygon of the phase ([AGV], §II.6, Theorem 4), i.e. the reciprocal of the value of t such that
the ray (t, t), t > 0 intersects the boundary of the Newton polygon. The index of the singularity is therefore
δ = 1/4, and therefore IN ∼ CN−1.
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