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CHAPTER I
INTRODUCTION
Spaces of bivariate piecewise polynomials (splines) defined on meshes consisting of
rectangles or triangles play an important role in approximation theory and numerical
analysis, particularly in the finite-element method. For many applications it is impor-
tant to create local refinements of the meshes. Standard local refinement algorithms
are designed to avoid introducing hanging vertices. However, allowing hanging ver-
tices leads to much simpler refinement algorithms, and produces fewer subrectangles
or subtriangles. Consequently, meshes with hanging vertices have started to attract
attention for use in the finite element method, see e.g. [1, 2, 6, 20, 30]. In addition,
they have also attracted attention in surface fitting [11, 14], and for approximating
signed distance functions [29].
Polynomial splines defined on T-meshes consisting of rectangles are special cases
of T-splines, which are very useful for curve and surface design, see e.g. [27, 28].
They were introduced in 2006 in [3], and were further studied in [4, 9, 15, 16, 10, 17],
where dimension results were developed. Polynomial splines defined on T-meshes are
a generalization of tensor product splines. Tensor product spline spaces have stable
local bases, and they provide optimal order approximation of smooth functions. We
have shown in [25] that polynomial splines on T-meshes have these same properties.
In this dissertation, we generalize the results to spaces of trivariate splines defined
on three-dimensional T-meshes consisting of cuboids. In addition to allowing hanging
vertices, 3D T-meshes also allow hanging edges. An analogous theory for such spline
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spaces is also developed here.
In [25], we established the approximation power of polynomial splines defined
on T-meshes. The proof was based on the construction of a stable local basis and
an associated quasi-interpolation operator. We provided an alternative approach to
getting the approximation power of the same spline spaces in [25]. It is based on an
explicit Hermite interpolation operator. In this dissertation, we also discuss Hermite
interpolation using polynomial splines on 3D T-meshes in detail, leading to a nodal
minimal determining set and an error bound for interpolation of smooth functions.
In [24], we studied Cr splines of degree d ≥ 4r + 1 on triangulations with hang-
ing vertices (H-triangulations), but with the restriction that there are no cycles in the
meshes. There are two basic approaches to refine H-triangulations, and it is shown that
an H-triangulation has no cycles if it is obtained by repeatedly applying the refinement
steps to some cycle-free H-triangulation. Hence, the restriction that there are no cy-
cles in an H-triangulation is not significant for applications. In that paper we have
assumed that d ≥ 4r + 1 to ensure that the disks of radius 2r around vertices remain
separated. One can generalize splines on H-triangulations to splines on tetrahedral
meshes consisting of tetrahedra allowing hanging vertices. This will not be done in
this dissertation.
TR-meshes allow both triangles and rectangles and also allow hanging vertices
and cycles, see [23]. Such TR-meshes include both T-meshes and triangulations with
hanging vertices as special cases. The dimension of spline space on T-meshes depends
on the exact spacing of the grid lines for low values of the polynomial degree compared
to the smoothness, see [13]. This complication carries over to splines on TR-meshes. In
view of this and the likelihood that splines of smoothness r = 0 are of the most interest
to finite element practioners, we focused on C0 splines in that paper. An analogous
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theory on meshes consisting of cuboids and tetrahedra with hanging vertices can be
developed using a similar technique in [23]. This will not be done in this dissertation.
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CHAPTER II
3D T-MESHES
{3DTmesh}
II.1 3D T-meshes and hanging vertices
Definition II.1.1. Let 4 := {Ci}Ni=1 be a collection of axis-aligned closed cuboids such
that the interior of the domain Ω := ∪Ci is connected. In addition, suppose that any
pair of distinct cuboids can intersect each other only at points on their faces. Then we
call 4 a three-dimensional(3D) T-mesh.
Since in my dissertation, we are focusing only on three-dimensional meshes, we will
call them T-meshes for short without any ambiguity. Figures II.1 and II.2 show some
examples of T-meshes. A T-mesh 4 forms a partition of the domain Ω. Moreover,
it may have one or more holes. T-meshes include tensor-product meshes as a special
case. However, in contrast to tensor-product meshes, T-meshes are allowed to have
hanging vertices and hanging edges, which are defined as follows.
Definition II.1.2. A hanging vertex is a vertex of one cuboid that lies in the interior
of an edge or a face of another cuboid of 4.
Here a vertex of a cuboid C is a corner of C, while a vertex of a T-mesh 4 is a
vertex of some cuboid of 4 or an intersection of edges of 4.
Note that from the definition, there are two types of hanging vertices. If a hanging
vertex is a vertex in the interior of a face, then it is called a face-hanging vertex. If
a hanging vertex is not a face-hanging, then it is lying in the interior of an edge, then
4
v1
v2
v3
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w4
Figure II.1: An example of a regular T-mesh. {Tmesh}
u1
u2
u3
u4 w1
w2w3
w4
Figure II.2: Two examples of T-meshes. The left one has cycles and the right one is
not regular. {Tmeshes}
it is called an edge-hanging vertex. Also note that hanging vertices can be either
in the interior or on the boundary of the domain Ω.
Figure II.1 shows an example of a T-mesh with one face-hanging vertices w1, and
five edge-hanging vertices u1, u2, w2, w3, and w4. We refer to T-meshes with no hanging
vertices as ordinary meshes.
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Definition II.1.3. A hanging edge e is a line segment of 4 connecting two vertices
of 4 such that a line segment or all of e lies in the interior of a face of some cuboid
of 4.
In Figure II.1, 〈u1, u2〉, 〈w1, w4〉, 〈u1, w1〉, 〈w1, u2〉 and 〈w2, w3〉 are hanging edges.
Definition II.1.4. We say that a T-mesh 4 is regular provided that for every vertex
v of 4, the union of all cuboids containing v has a connected interior, and that for
every edge e of 4, the union of all cuboids containing e has a connected interior.
The T-mesh in Figure II.1 and the left T-mesh in Figure II.2 are regular, and the
right T-mesh in Figure II.2 is not regular.
In this dissertation we will restrict ourselves to regular T-meshes without cycles
and we also require that every composite face is a rectangle. The concepts of composite
faces and cycles are introduced in the following two sections.
II.2 Composite edges and composite faces
It is important to clarify what we mean by an edge or a face in a T-mesh.
If e := 〈v, w〉 is a line segment of 4 connecting two vertices v, w of 4 such that
there are no vertices lying in the interior of e, then we call e an edge segment. If
e := 〈v, w〉 is a line segment of 4 connecting two vertices v, w of 4 such that all
vertices lying in the interior of e are hanging vertices, and if e cannot be extended to a
longer line segment with the same property, then we say that e is a composite edge
of 4.
Composite edges can consist of one or more edge segments. Note that some com-
posite edges are edges of cuboids in 4, but not all edges of cuboid are composite
edges.
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If P := 〈v1, · · · , vn〉 is a polygon of 4 such that there are no vertices lying in
the interior of P , then we call P a face element. If P := 〈v1, · · · , vn〉 is a polygon
of 4 such that all vertices lying in the interior of P are hanging vertices, and if P
cannot be extended to a larger polygon with the same property, then we say that P is
a composite face of 4.
Composite faces can consist of one or more face elements. Note that some compos-
ite faces are faces of cuboids of 4, but not all faces of cuboids are composite faces. If
4 is a T-mesh such that every composite face is a rectangle, then every edge of a com-
posite face is a composite edge, and every composite edge is contained in a composite
face.
II.3 Cycles of hanging vertices
Definition II.3.1. Suppose w1, . . . , wn is a collection of hanging vertices in a T-mesh
4 such that for each i = 1, . . . , n, the vertex wi lies on a nonhanging composite edge
with an end at wi+1 or a composite face with one conner at wi+1, where we set wn+1 =
w1. Then we say that w1, . . . , wn form a cycle.
Figure II.2(left) shows an example of a T-mesh with cycles, and the T-mesh shown
in Figure II.2(right) does not contain any cycles.
To aid in better understanding cycles, we need some notation similar to that in
[24]. Suppose 4 is a regular T-mesh with rectangular composite faces. Let v be a
hanging vertex of 4, then there is a composite face or a nonhanging composite edge
containing v in its interior. If v is a face-hanging vertex, then let Fv := 〈v1, v2, v3, v4〉
be the composite face containing v in its interior, and we can write v as a convex
combination of the vertices v1, v2, v3 and v4 of Fv. We can represent this geometrically
with a tree with a root and 4 leaves. We label the root as v, and the leaves as v1, v2, v3
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w1 <
u1
w2 <
u2
w3 <
u3
w4 <
u4
w1
Figure II.3: The tree associated with the hanging vertex w1 in Figure II.2(left). {cycle}
and v4. If v is an edge-hanging vertex, let ev := 〈v1, v2〉 be the nonhanging composite
edge containing v in its interior, and we can write v as a convex combination of the
endpoints v1 and v2 of ev. In this case, we can represent this geometrically with a tree
with a root and two leaves. We label the root as v, and the two leaves as v1 and v2.
We can expand this tree by examining each of its leaves. If a leaf is labelled with a
hanging vertex w of 4 and w has not already appeared as a label in the path to the
root of the tree, we split it into subbranches as earlier. Repeating this process, we see
that for every hanging vertex v, there is a unique associated tree Tv. Since there are
a finite number of vertices in 4, this process must end after a finite number of steps,
and we have the desired tree Tv.
We illustrate this concept in Figure II.3. It shows the tree associated with the
hanging vertex v1 in Figure II.2(left).
If the label of a leaf of a tree Tv corresponds to a hanging vertex w, then w must
have appeared as a label on the path to the root v of the tree, and it follows that the
underlying T-mesh 4 contains a cycle of hanging vertices including w. If for every
leaf of the tree Tv, its label corresponds to a nonhanging vertex of 4, we say that Tv
is cycle-free. In this case, there are no cycles in 4 involving hanging vertices whose
labels appear on Tv. This provides a simple way to check whether a given T-mesh has
cycles.
Theorem II.3.2. Suppose 4 is a T-mesh such that for every hanging vertex w, the
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associated tree Tw is cycle-free. Then 4 does not have any cycles.
II.4 Refining a T-mesh
{secrefine}
Given a T-mesh 4, we can refine it by splitting one of its cuboids into two subcuboids.
v5 v6
v7v8
v1 v2
v3v4
v5 v6
v7v8
v1 v2
v3v4
w1 w2
w3w4
Figure II.4: A representation of some cuboid C and a refinement of C. {cuboid}
Let C := 〈v1, v2, v3, v4; v5, v6, v7, v8〉 be a cuboid in the T-mesh4, see Figure II.4(left).
Here the semicolon in the notation indicates that 〈v1, v2, v3, v4〉 and 〈v5, v6, v7, v8〉 are
two parallel faces of the cuboid C and the order of the vertices indicate that 〈v1, v5〉,
〈v2, v6〉, 〈v3, v7〉 and 〈v4, v6〉 are edges of C.
Let w1, w2, w3 and w4 be points of the edges 〈v1, v5〉, 〈v2, v6〉, 〈v3, v7〉 and 〈v4, v8〉
such that the distances from wi to vi are the same for i = 1, 2, 3, 4. We connect
w1, w2, w3 and w4 by introducing four new edges 〈wi, wi+1〉 for i = 1, 2, 3, 4, where
w5 := w1. Then the new face F := 〈w1, w2, w3, w4〉 divides C into two cuboids, see
Figure II.4(right). The new face F is parallel to the pair of faces 〈v1, v2, v3, v4〉 and
〈v5, v6, v7, v8〉. Similarly, we can split C by adding two new faces parallel to the other
two pairs of faces in the cuboid C, respectively.
For the above refinement, if ei := 〈vi, vi+4〉 for some i = 1, 2, 3, 4 is a boundary edge
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of 4, we get a new boundary vertex at wi. If wi was already a vertex before inserting
the new edge segments, it must have been a hanging vertex, and now becomes a
nonhanging vertex or is still a hanging vertex. If e is an interior edge and wi was not
a vertex of 4 before inserting the new face element, then w becomes a new hanging
vertex.
Refinement can be applied repeatedly to locally refine any given T-mesh. However,
in order to insure that spline spaces on the refined T-mesh have good approximation
properties, it is also important to control the spacing of hanging vertices on composite
edges and composite faces, and the lengths of chains of composite edges and composite
faces. See the end of Section V.1.
For 2D T-meshes, [4, 15, 16] deal only with so-called hierarchical T-meshes, which
are obtained by starting with a rectangle, and recursively splitting rectangles into four
subrectangles. One could generalize such split to 3D T-meshes by split one cuboid to
eight subcuboids with the same size. But we can achieve such split by applying the
refinement discussed above several times.
Actually, there does not seem to be agreement on what a hierarchical 2D T-mesh is.
In [4, 11, 14, 20] they are defined as 2D T-meshes obtained by starting with a rectangle
(or in some cases a tensor-product mesh), and applying a splitting algorithm which
splits a given rectangle into four subrectangles. On the other hand, in [18] a hierarchical
2D T-mesh is defined to be the result of refining a given rectangle by repeatly dividing
rectangles into two subrectangles. These 2D T-meshes are more general than those
based on four-splits. This refinement in 2D is similarly to the refinement in 3D here,
but we do not restrict ourselves to a cuboidal domain. However, such refinement is
called local refinement (LR) in [7].
The following theorem connects refinement and the existence of cycles. {nocyc}
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Theorem II.4.1. Suppose 4 is a T-mesh with no cycles, and that 4˜ is a T-mesh
obtained by repeatedly applying the refinement described above. Then 4˜ also has no
cycles.
Proof. For each hanging vertex v in 4, we write Tv for the associated tree. Similarly,
for each hanging vertex u of 4˜, we write T˜u for the associated tree. By assumption the
trees associated with hanging vertices in 4 are cycle-free. We now examine the trees
associated with hanging vertices in 4˜. From the above discussion, we will separate it
into three cases.
Case 1. Suppose w1, w2, w3 and w4 are not vertices of 4. In this case, w1, w2, w3
and w4 are hanging vertices in 4˜. The trees associated with the hanging vertices of
4 remain unchanged, and we get four new tree associated with wi for all i = 1, 2, 3, 4.
Take w1 for an example. If w1 is a face-hanging vertex, then the new tree associated
with w1 can be constructed by labelling the root as w1, and its four children as u1,
u2, u3 and u4, where 〈u1, u2, u3, u4〉 is the composite face in 4 that contains w. If w1
is an edge-hanging vertex, then the new tree associated with w1 can be constructed
by labelling the root as w1, and its two children as u1 and u2, where 〈u1, u2〉 is the
composite edge in 4 that contains w. Now, if uj is a hanging vertex in 4, to construct
T˜w1 we attach the tree Tuj at the node labelled uj. The resulting tree T˜w1 is cycle-free.
Similarly, we can construct the other three trees associates with w2, w3 and w4 in the
same way. It follows that all of the trees associated with hanging vertices in 4˜ are
cycle-free, and we conclude that 4˜ has no cycles.
Case 2. Suppose w1, w2, w3 and w4 are hanging vertices of 4 and all of them become
nonhanging vertices in 4˜. In this case, there are no longer trees associated with them.
All other hanging vertices of 4 remain hanging vertices in 4˜, and no new hanging
vertices are introduced. Suppose for each i = 1, 2, 3, 4, wi lies in the interior of the
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composite edge ei := 〈ui, ui+4〉. Now let v be a hanging vertex in 4. Suppose the tree
associated with v contains at least one node labelled wj for some j ∈ {1, 2, 3, 4}. To
obtain T˜v, we first prune Tv at every node with label wj. Next, suppose the pruned
tree T̂v contains a node labelled with a hanging vertex u that lies on ek for some
k ∈ {1, 2, 3, 4} or in the interior of a composite face F := 〈vm, vm+4, vn+4, vn〉 with two
edges em and en where m,n ∈ {1, 2, 3, 4}. We allow the possibilities that u = v and
that T̂v = Tv. If u lies on ek, say between uk and wk, then the two children of u in T̂v are
labelled as vk and vk+4. To get T˜v, we remove the entire branch attached to the node
corresponding to vk+4, and relable the node as wk. If u lies in the interior of F in 4,
then the four children of u in T̂v are labelled as vm, vm+4, vn+4 and vn. There are three
subcases. If u is in 〈wm, wn〉, to get T˜v, we remove the four branches attached to the
node corresponding to w, and attach two new nodes labelled with wm and wn. If u lies
in the interior of 〈vm, wm, wn, vn〉, then we remove the branches attached to the nodes
corresponding to vm+4 and vn+4, and relable the nodes as wm and wn, respectively. If u
lies in the interior of 〈vm+4, wm, wn, vn+4〉, then we can deal with T̂v similarly as in the
second subcase. The trees T̂v associated with all other hanging vertices of 4 remain
unchanged. As before, we have shown that all of the trees associated with hanging
vertices in 4˜ are cycle-free, and thus the refined triangulation 4˜ has no cycles.
Case 3. Suppose some of w1, w2, w3 and w4 are hanging vertices of 4˜ and some of
them are nonhanging vertices of 4˜. This case is a combination of the above two cases
and gets more complicated. We do not give details since the analysis of this case is
similar to Case 1 and Case 2. Depending on the positions of the split points, some
trees may disappear, new ones may appear, and others may be pruned as described
above. However, arguing as before, we see that the trees associated with all hanging
vertices in 4˜ are cycle-free, and we conclude that 4˜ has no cycles.
12
Figure II.5: A T-mesh 4 obtained from a tensor product mesh. {hier}
Using Theorem II.4.1 we can construct a T-meshes that has no cycles by applying
refinement repeatedly to a tensor product mesh. For example, Figure II.5 shows a
T-mesh 4 without cycles which can be obtained by applying refinement twice to a
tensor product mesh consisting of two cuboids.
From the above discussion, our restriction of T-meshes to regular T-meshes with
no cycles and with rectangular composite faces is not significant for applications. When
we mention T-meshes 4 below, we always refer to such type of T-meshes.
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CHAPTER III
POLYNOMIAL SPLINES ON A T-MESH
Suppose 4 is a T-mesh, and let 0 ≤ r1 < d1 , 0 ≤ r2 < d2 and 0 ≤ r3 < d3 be
given integers. Let r = (r1, r2, r3) and d = (d1, d2, d3). Then we define the associated
space of splines of degree d and smoothness r to be the finite dimensional linear
space
Srd(4) := {s ∈ Cr(Ω) : s|Ci ∈ Pd for all i = 1, . . . , N},
where
Pd := span{xiyjzk}d1,d2,d3i,j,k=0
is the usual space of trivariate tensor product polynomials of degree d1 in x, degree
d2 in y and degree d3 in z. Here C
r(Ω) denotes the space of functions s such that
their mixed derivatives DjxD
j
yD
k
zs are continuous for all 0 ≤ i ≤ r1, 0 ≤ j ≤ r2 and
0 ≤ k ≤ r3.
III.1 Bernstein-Be´zier representations
{bb}
III.1.1 The Bernstein-Be´zier representation of a tensor product
polynomial
{bbp}
Let C := [x1, x2]×[y1, y2]×[z1, z2] be a cuboid, and let p be a tensor product polynomial
in Pd. Let {Bd1i (x)}d1i=0, {Bd2j (y)}d2j=0 and {Bd3k (y)}d3k=0 be the univariate Bernstein
polynomials associated with the intervals [x1, x2], [y1, y2] and [z1, z2], respectively, cf.
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[21]. Then we can represent p in Bernstein-Be´zier form as
p(x, y) =
d1∑
i=0
d2∑
j=0
d3∑
k=0
cCijkB
d1
i (x)B
d2
j (y)B
d3
k (z). (III.1.1)
Let
ξCijk :=
((d1 − i)x1 + ix2
d1
,
(d2 − j)y1 + jy2
d2
,
(d3 − k)z1 + kz2
d3
)
,
for 0 ≤ i ≤ d1, 0 ≤ j ≤ d2 and 0 ≤ k ≤ d3. We call these the domain points
associated with C, and set
DCd := {ξCijk}d1,d2,d3i,j,k=0 .
To get a single subscript notation for the Bernstein-Be´zier representation of p, let
BCξ (x, y, z) := B
d1
i (x)B
d2
j (y)B
d3
k (z), all ξ = ξ
C
ijk ∈ DCd .
Then we can rewrite (III.1.1) as
p(x, y) =
∑
ξ∈DCd
cCξ B
C
ξ (x, y, z). (III.1.2)
We call (III.1.2) the Bernstein-Be´zier representation of p, and refer to the cCξ as
the B-coefficients.
For the cuboid C = [x1, x2] × [y1, y2] × [z1, z2], let v1 = (x1, y1, z1), and let µ =
(µ1, µ2, µ3). Then we call the set of domain points
DCµ (v1) := {ξCijk}µ1,µ2,µ3i,j,k=0
the disk of size µ around v1. Disks around the other seven vertices of C can be
defined similarly.
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Let e := 〈(x1, y1, z1), (x1, y1, z2)〉 be an edge of C. And let ν = (ν1, ν2). Then
domain points of the form ξCijk with 0 ≤ i ≤ ν1 and 0 ≤ j ≤ ν2 are said to lie within
a distance ν of the edge e. We write this as d(ξ, e) ≤ ν, and define the analogous
notation for the other eleven edges of C.
Domain points of the form ξCijk with 0 ≤ i ≤ ι are said to lie within a distance ι of
the left face F of C. We write this as d(F, ξ) ≤ ι, and define the analogous notation
for the other five faces of C.
III.1.2 The Bernstein-Be´zier representation for piecewise polynomials
{bbs}
Given a T-mesh 4, we define the associated set of domain points to be
Dd,4 :=
⋃
C∈4
DCd , (III.1.3)
where here the union is to be understood in the sense that multiple appearances of
the same point are allowed. For an arbitrary T-mesh 4, the set Dd,4 is in one-to-one
correspondence with the space PPd of piecewise tensor product polynomials of degree
d defined over 4, with no continuity required between pieces.
Since Srd(4) is a subspace of PPd, every spline s ∈ Srd(4) can be associated with a
unique set of B-coefficients. However, not every set of numbers {cξ}ξ∈Dd,4 can serve as
the coefficients of a spline in Srd(4) – they must be constrained by certain smoothness
conditions to be discussed in more detail in the following section.
Given µ = (µ1, µ2, µ3) and a vertex v of a T-mesh, we define
Dµ(v) :=
⋃
C∈4v
DCµ (v),
where as in (III.1.3) we allow multiple appearances of the same point in the union.
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Here 4v is the set of all cuboids in 4 that have a vertex at v. Given ν = (ν1, ν2),
if e is a composite edge of 4 and ξ is a domain point in some cuboid with an edge e˜
lying on e, then we write d(ξ, e) ≤ ν provided d(ξ, e˜) ≤ ν. Similarly, given ι, if F is a
composite face of 4 and ξ is a domain point in some cuboid with a face F˜ lying on F ,
then we write d(ξ, F ) ≤ ι provided d(ξ, F˜ ) ≤ ι.
III.2 Smoothness conditions
{smooth}v}
Lemma III.2.1. Given a T-mesh 4. Let s be a spline in Srd(4), and let v be a vertex
of 4. Let C := 〈v, v2, v3, v4; v5, v6, v7, v8〉 and C˜ = 〈v, v9, v10, v11; v12, v13, v14, v15〉 be
two cuboids that share the vertex v. Suppose we are given the coefficients {cξ}ξ∈DCr (v).
Then the coefficients {cη}η∈DC˜r (v) are uniquely determined by the Cr smoothness at v.
Proof. Suppose {cijk}r1,r2,r3i,j,k=0 and {c˜ijk}r1,r2,r3i,j,k=0 are the B-coefficients corresponding to the
domain points in DCr (v) and D
C˜
r (v), respectively. Let D1, D2 and D3 be the directional
derivatives associated with the vectors v2− v, v4− v and v5− v, respectively. Then for
all 0 ≤ i ≤ d1, 0 ≤ j ≤ d2 and 0 ≤ k ≤ d3,
Di1D
j
2D
j
3s|C(v) =
d1!d2!d3!
(d1 − i)!(d2 − j)!(d3 − k)!∆
i
1∆
j
2∆
k
3c000, (III.2.1)
where ∆i1, ∆
j
2 and ∆
k
3 denote the i-th, j-th and k-th forward difference operators
in these three indices, respectively. Similarly, for all 0 ≤ i ≤ d1, 0 ≤ j ≤ d2 and
0 ≤ k ≤ d3,
Di4D
j
5D
k
6s|C˜(v) =
d1!d2!d3!
(d1 − i)!(d2 − j)!(d3 − k)!∆
i
1∆
j
2∆
k
3 c˜000,
where D4, D5 and D6 are the directional derivatives corresponding to the vectors v9−v,
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v11−v and v12−v. Then there exist nonzero constants a1, a2, a3 and a bijection σ from
{1,2,3} to {4,5,6} such that
Di = aiDσ(i), for all i = 1, 2, 3,
depending on the positions of the cuboids C and C˜. Equating the formulae for the
derivatives of s|C and s|C˜ at v for all 0 ≤ i ≤ r1, 0 ≤ j ≤ r2 and 0 ≤ k ≤ r3, we get
(r1 + 1)(r2 + 1)(r3 + 1) equations which can be solved for the coefficients {c˜ijk}r1,r2,r3i,j,k=0
in terms of the coefficients {cijk}r1,r2,r3i,j,k=0 .
III.3 Minimal determining sets
{mds}
Minimal determining sets play an important role in the theory of bivariate splines on
meshes consisting of rectangles or triangles with hanging vertices, see [23], [24] and
[25]. This concept can be extended to work with splines on 3D T-meshs. Let S(4) be
a subspace of PPd.
Definition III.3.1. SupposeM is a subset of Dd,4 such that for any spline s ∈ S(4),
cξ = 0, all ξ ∈M implies s ≡ 0, (III.3.1)
where for any ξ ∈ M, cξ is the corresponding B-coefficient of s. Then we call M a
determining set for S(4). If there is no smaller set with this property, then we call
M a minimal determining set for S(4).
It follows from simple linear algebra that ifM is a determining set for S(4), then
dimS(4) ≤ #M, see [12]. Moreover, if M is a minimal determining set for S(4),
then dimS(4) = #M.
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III.4 Splines on composite edges
{cedge}
In this section we discuss the nature of a spline and its derivatives along a composite
edge. Given such a composite edge e, let
Dνe =

Dν1y D
ν2
z , if e is parallel to the x-axis,
Dν1x D
ν2
z , if e is parallel to the y-axis,
Dν1x D
ν2
y , if e is parallel to the z-axis,
(III.4.1)
for any ν = (ν1, ν2) with integers ν1, ν2 ≥ 0. Also let
re =

(r2, r3), if e is parallel to the x-axis,
(r1, r3), if e is parallel to the y-axis,
(r1, r2), if e is parallel to the z-axis,
and
de =

d1, if e is parallel to the x-axis,
d2, if e is parallel to the y-axis,
d3, if e is parallel to the z-axis.
Let ν := (ν1, ν2) consisting of two nonnegative integers ν1 and ν2, and let µ :=
(µ1, µ2) consists of two nonnegative integers µ1 and µ2. If both ν1 ≤ µ1 and ν2 ≤ µ2,
we write ν ≤ µ. Similarly, write ν < µ if both ν1 < µ1 and ν2 < µ2. {crossedge}
Lemma III.4.1. Let s ∈ Srd(4) and suppose e is a composite edge of 4. Then for
each (0, 0) ≤ ν ≤ re, pν := Dνe s|e is a univariate polynomial of degree de.
Proof. First consider ν = (0, 0). The assertion is trivial if e contains at most one
hanging vertex in its interior, so we may suppose e := 〈v0, vm+1〉 contains hanging
vertices v1, . . . , vm in its interior with m ≥ 2. For each i = 1, . . . ,m, let Ci be a cuboid
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with an edge ei on e such that vi is contained in the interior of ei, and let pi := s|Ci .
Now for each 2 ≤ i ≤ m, the polynomials pi−1 and pi coincide on the interval [vi−1, vi],
and thus pi−1 ≡ pi on e. It follows that p1 ≡ p2 ≡ · · · ≡ pm on e, which establishes the
result for ν = (0, 0). The proof for (0, 0) < ν ≤ re is a minor modification.
Let e = 〈u, v〉 be a composite edge of 4. Let Ce be a cuboid in 4 such that u is
a vertex of Ce and an edge of Ce lies on e. In addition, let Cˆe be a cuboid in 4 such
that v is a vertex of Cˆe and an edge of Cˆ lies on e. Let
Me =

{ξCeijk}d1−r1−1,r2,r3i=r1+1,j=0,k=0, if e is parallel to the x-axis,
{ξCeijk}r1,d2−r2−1,r3i=0,j=r2+1,k=0, if e is parallel to the y-axis,
{ξCeijk}r1,r2,d3−r3−1i=0,j=0,k=r3+1, if e is parallel to the z-axis.
(III.4.2)
These are just the domain points ξ ∈ DCed with d(ξ, e) ≤ re that lie outside the disks
DCer (u) and D
Ce
r (u˜), where u˜ is another vertex of Ce such that u˜ is contained in e. {Medge}
Lemma III.4.2. Let e := 〈u, v〉 be a composite edge of 4, and suppose we are given
the B-coefficients of a spline s ∈ Srd(4) associated with all domain points in
M˜e := DCer (u) ∪DCˆer (v) ∪Me. (III.4.3)
Then all coefficients of s associated with domain points ξ with d(ξ, e) ≤ re are uniquely
determined.
Proof. Let p be the polynomial that agrees with s on Ce. We examine the case where
e is parallel to the x-axis. The cases when it is parallel to the y-axis and when it
is parallel to the z-axis are similar. Let Ce := 〈u1, u2, u3, u4;u5, u6, u7, u8〉 and Cˆe :=
〈v1, v2, v3, v4; v5, v6, v7, v8〉 with u1 = u and v1 = v. We only consider the case shown in
Figure III.1. The other possible cases are similar.
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u = u1 = w˜1 u2
u3u4u5 u6
u7
u8
w˜2 = v1 = v
v2v3
v4
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v6
v7
v8
w1 w2
w3w4
w5 w6
w7w8
w˜3
w˜4
w˜5 w˜6
w˜7
w˜8
Figure III.1: The cuboids in the proof of Lemma III.4.2 {edgeC}
By Lemma III.4.1, p and its derivatives Dνe p up to order re at any point on e agree
with those of s. Let D1, D2, D3, D4, D5 and D6 denote the directional derivatives
associated with the vectors u2 − u1, u4 − u1, u5 − u1, v4 − v1, v2 − v1 and v5 − v1,
respectively. Then using (III.2.1), we can compute
{Di1Dj2Dk3p(u)}r1,r2,r3i,j,k=0 , {Di4Dj5Dk6p(v)}r1,r2,r3i,j,k=0 , (III.4.4)
and
{Di1Dj2Dk3p(u)}d1−r1−1,r2,r3i=r1+1,j=0,k=0 (III.4.5)
from the B-coefficients of p associated with domain points in M˜e.
Now suppose C := 〈w1, w2, w3, w4;w5, w6, w7, w8〉 is a cubiod of 4 such that the
edge 〈w1, w2〉 lies on e. Then we can construct a cuboid C˜ such that e is an edge of C˜
and 〈w3, w4〉, 〈w5, w6〉 and 〈w7, w8〉 are also contained in edges of C˜. See Figure III.1.
Let C˜ := 〈w˜1, w˜2, w˜3, w˜4; w˜5, w˜6, w˜7, w˜8〉 with w˜1 = u and w˜2 = v. Let D˜1, D˜2, D˜3,
D˜4, D˜5 and D˜6 denote the directional derivatives associated with the vectors w˜2 − w˜1,
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w˜4−w˜1, w˜5−w˜1, w˜1−w˜2, w˜3−w˜2 and w˜6−w˜2, respectively. Then there exist constants
such that
D˜i = aiDi, i = 1, . . . , 6. (III.4.6)
Given (III.4.4) and (III.4.5), we can compute the values of the same sets of derivatives
with Di replaced by D˜i. Then we use these to compute the B-coefficients of p relative
to C˜ corresponding to all domain points in DC˜d with d(ξ, e) ≤ re. Finally, we can
get the coefficients of p relative to C corresponding to domain points ξ ∈ DCd with
d(ξ, e) ≤ re by subdivision of the cuboid C˜.
III.5 Splines on composite faces
{cface}
In this section we discuss cross derivatives of a spline on a composite face F . Given
such a face, let DF be the normal derivative, let
dF =

(d2, d3), if F is perpendicular to the x-axis,
(d1, d3), if F is perpendicular to the y-axis,
(d1, d2), if F is perpendicular to the z-axis,
and
rF =

r1, if F is perpendicular to the x-axis,
r2, if F is perpendicular to the y-axis,
r3, if F is perpendicular to the z-axis.
{crossface}
Lemma III.5.1. Let s ∈ Srd(4), and suppose F is a composite face of 4. Then for
any 0 ≤ ι ≤ rF , pι := DιF s|F is a single bivariate polynomial of degree dF .
Proof. First consider ι = 0. The assertion is trivial if F is a face of some cuboid in
4. So we may suppose F is not a face for any cuboid of 4. Then there must be some
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hanging edge segments contained in F . We first pick a hanging edge segment e1 on
the face F . Then we can find a cuboid C1 in 4 with a face F1 containing e1 such that
the interior of e1 is in the interior of F1, i.e., int(e1) ⊂ int(F1). From the assumption,
we know that F \ F1 6= ∅. Then there exists at least one edge e2 of F1, such that e2
is a hanging edge on F . Note that e2 could be a hanging edge segment or the union
of several hanging edge segments. In either case, we can find a cuboid C2 in 4 with a
face F2 containing an edge segment e˜2 of e2 with int(e˜2) ⊂ int(F2).
We can continue this process. Now suppose F \∪n−1i=1 Fi 6= ∅ with n ≥ 2, then there
exists at least one edge en of ∪n−1i=1 Fi, such that en is a hanging edge on F . Find a cuboid
Cn in 4 with a face Fn containing an edge segment e˜n of en with int(e˜n) ⊂ int(Fn).
Since the number of edge segments in F is finite, the process stops after a finite number
of steps. Hence, we get F = ∪mi=1Fi, for some m. From the construction, note that the
interior of (∪n−1i=1 Fi) ∩ Fn is not empty for any n = 2, . . . ,m. Then there exists a face
element F˜n on F such that F˜n is contained in (∪n−1i=1 Fi) ∩ Fn.
For each n = 1, . . . ,m, let pn = s|Cn . We will prove that all the pn are identical
on F by induction. Suppose p1 ≡ p2 ≡ · · · ≡ pn−1 for each 2 ≤ n ≤ m. Then pn−1 is a
polynomial on ∪n−1i=1 Fi. The polynomials pn−1 and pn coincide on the face element F˜n,
and thus pn−1 ≡ pn on F . It follows that p1 ≡ p2 ≡ · · · ≡ pn on F , which establishes
the result for ν = 0. The proof for 1 ≤ ι ≤ rF is a minor modification.
Given a composite face F := 〈v1, v2, v3, v4〉 of 4, for each l = 1, . . . , 4, let el :=
〈vl, vl+1〉 with v5 = v1. Let Cl be a cuboid in 4 with a vertex at vl such that a face of
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Cl is contained in F . Define
MF =

{ξC1ijk}r1,d2−r2−1,d3−r3−1i=0,j=r2+1,k=r3+1 , if F is perpendicular to the x-axis,
{ξC1ijk}d1−r1−1,r2,d3−r3−1i=r1+1,j=0,k=r3+1 , if F is perpendicular to the y-axis,
{ξC1ijk}d1−r1−1,d2−r2−1,r3i=r1+1,j=r2+1,k=0 , if F is perpendicular to the z-axis.
(III.5.1)
These are just the domain points ξ ∈ Dd,C1 with d(ξ, F ) ≤ rF such that d(ξ, e) > re
for each edge e of C1 lying on F .
Let MC1e1 := Me1 where we choose C1 as Ce1 , see Section III.4. We can define
MC1e4 , MC3e2 and MC3e3 , similarly. {Mface}
Lemma III.5.2. Let F := 〈v1, v2, v3, v4〉 be a composite face of 4, and suppose we are
given the B-coefficients of a spline s ∈ Srd(4) associated with all domain points in
M˜F :=
( ∪4l=1 DClr (vi)) ∪MC1e1 ∪MC1e4 ∪MC3e2 ∪MC3e3 ∪MF . (III.5.2)
Then all coefficients of s associated with domain points ξ with d(ξ, F ) ≤ rF are uniquely
determined.
Proof. Let p be the polynomial that agrees with s on C1. We examine the case where
F is perpendicular to the z-axis. The cases when it is perpendicular to the x-axis and
when it is perpendicular to the y-axis are similar. Let Cl := 〈ul1, ul2, ul3, ul4;ul5, ul6, ul7, ul8〉,
for l = 1, 2, 3, 4. We also assume 〈v1, v2〉 is parallel to the x-axis and only consider the
case that ul1 = vl with u
l
2 contained in el = 〈vl, vl+1〉 with v5 = v1. The other possible
cases are similar.
By Lemma III.5.1, p and its derivatives DιFp up to order rF at any point on F agree
with those of s. For each l = 1, 2, 3, 4, let D3l−2, D3l−1 and D3l denote the directional
derivatives associated with the vectors corresponding to the edges of Cl that start from
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v1 v2
v3v4
C1
C2
C3C4
w1 w2
w3w4
w5 w6
w7w8
w˜1 w˜2
w˜3w˜4
Figure III.2: The cuboids in the proof of Lemma III.5.2 {faceC}
ul1 and are parallel to the x, y and z-axis, respectively. Then using (III.2.1), we can
compute
{Di3l−2Dj3l−1Dk3lp(vl)}r1,r2,r3i,j,k=0 , for l = 1, . . . , 4, (III.5.3)
{Di1Dj2Dk3p(v1)}d1−r1−1,r2,r3i=r1+1,j=0,k=0, {Di1Dj2Dk3p(v1)}r1,d2−r2−1,r3i=0,j=r2+1,k=0, (III.5.4)
{Di7Dj8Dk9p(v3)}d1−r1−1,r2,r3i=r1+1,j=0,k=0, {Di7Dj8Dk9p(v3)}r1,d2−r2−1,r3i=0,j=r2+1,k=0, (III.5.5)
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and
{Di1Dj2Dk3p(v1)}d1−r1−1,d2−r2−1,r3i=r1+1,j=r2+1,k=0 , (III.5.6)
from the B-coefficients of p associated with domain points in M˜F .
Now suppose C := 〈w1, w2, w3, w4;w5, w6, w7, w8〉 is a cuboid of 4 such that the
face 〈w1, w2, w3, w4〉 lies on F . Then we can construct a cuboid C˜ such that F is a face of
C˜ and 〈w5, w6, w7, w8〉 is contained in a face of C˜. Let C˜ := 〈v1, v2, v3, v4; w˜5, w˜6, w˜7, w˜8〉.
For each l = 1, 2, 3, 4, let D˜3l−2, D˜3l−1 and D˜3l denote the directional derivatives
associated with the vectors corresponding to the edges of Cl that start from v
l and are
parallel to the x, y and z-axis, respectively. Then there exist constants ai such that
D˜i = aiDi, i = 1, . . . , 12. (III.5.7)
Given equations (III.5.3) – (III.5.6), we can compute the values of the same sets of
derivatives with Di replaced by D˜i. Then we use these to compute the B-coefficients
of p relative to C˜ corresponding to all domain points in DC˜d with d(ξ, F ) ≤ rF . Finally,
we can get the coefficients of p relative to C corresponding to domain points ξ ∈ DCd
with d(ξ, F ) ≤ rF by subdivision of the cuboid C˜.
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CHAPTER IV
A DIMENSION FORMULA FOR SPLINE
SPACES
{dim}
Suppose 4 is a T-mesh, and let d ≥ 2r + 1, i.e., d1 ≥ 2r1 + 1, d2 ≥ 2r2 + 1
and d3 ≥ 2r3 + 1. In this section we prove a formula for the dimension of Srd(4),
and construct a convenient basis for it. The key is to construct a natural minimal
determining set for Srd(4).
Let VNH , ENH and Fc be the sets of nonhanging vertices, nonhanging composite
edges and composite faces of 4, respectively. For each v ∈ VNT , let Cv be a cuboid
with a vertex v. Let Mv be the disk DCvr (v). See the definitions of Me and MF in
(III.4.2) and (III.5.1), respectively.
Finally, for each cuboid C of 4, let
MC := {ξCijk}d1−r1−1,d2−r2−1,d2−r3−1i=r1+1,j=r2+1,k=r3+1 .
These are the domain points ξ ∈ Dd,C with d(ξ, F ) > rF for each face F of C.
Now let
M :=
⋃
v∈VNH
Mv ∪
⋃
e∈ENH
Me ∪
⋃
F∈Fc
MF ∪
⋃
C∈4
MC . (IV.0.1)
{DS}
Lemma IV.0.1. The set M is a determining set for Srd(4), i.e., (III.3.1) holds.
Proof. Suppose s ∈ Srd(4) and that cξ = 0 for all ξ ∈ M. Let v ∈ VNH . Then using
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Lemma III.2.1 we see that all B-coefficients of s associated with domain points in
Dr(v) are zero. Mark all of the vertices in VNH . Now let e be a nonhanging composite
edge in ENH whose ends are both marked, then by Lemma III.4.2 and the definition
of M, it follows that cξ = 0 for all domain points ξ with d(ξ, e) ≤ re. Mark all of
these composite edges. If F be a composite face whose edges are all marked, then by
Lemma III.5.2 and the definition of M, we can get that cξ = 0 for all domain points
ξ with d(ξ, F ) ≤ rF . Mark these composite faces. We now proceed iteratively. Then
repeat the following steps until all composite faces have been dealt with:
1) For each unmarked hanging vertex v on a determined composite face, use Lemma III.5.2
to conclude that all B-coefficients of s associated with domain points in the disk
Dr(v) are zero. Mark these vertices as determined.
2) For each unmarked hanging vertex v on a determined composite edge, use Lemma III.4.2
to conclude that all B-coefficients of s associated with domain points in the disk
Dr(v) are zero. Mark these vertices as determined.
3) For each unmarked nonhanging composite edge e such that both u and v are deter-
mined, using Lemma III.4.2, we can get that all B-coefficients of s associated with
domain points ξ with d(ξ, e) ≤ re must be zero. Mark these composite edges as
determined.
4) For each unmarked hanging composite edge e on a determined composite face, using
Lemma III.5.2, we can get that all B-coefficients of s associated with domain points
ξ with d(ξ, e) ≤ re must be zero. Mark these composite edges as determined.
5) For each unmarked composite face F such that all the edges of F are determined,
use Lemma III.5.2 to show that all B-coefficients of s associated with domain points
ξ with d(ξ, F ) ≤ rF must be zero. Mark these faces as determined.
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Since 4 does not contain any cycles, this process stops only when all vertices, com-
posite edges and composited faces are marked, which means that all B-coefficients of s
corresponding to domain points within a distance rF of any face F of 4 must be zero.
To complete the proof thatM is a determining set, we now show that the remaining
B-coefficients are also zero. These are the coefficients corresponding to domain points
whose distance to any face F of 4 is greater then rF . But these are just the domain
points in the setsMC , and by the definition ofM, we conclude that these coefficients
are also zero. We have shown that s ≡ 0, and the proof of the lemma is complete.
For any domain point ξ ∈ Dd,4 and any spline s ∈ Srd(4), we define γξs = cξ,
where cξ is the B-coefficient of s associated with ξ.
Lemma IV.0.2. For each ξ ∈M there exists a unique spline ψξ ∈ Srd(4) such that
γηψξ = δξ,η, all η ∈M. (IV.0.2)
Proof. Fix ξ ∈ M and set cξ = 1 and cη = 0 for all other η ∈ M. We then determine
the polynomial pieces of ψξ stepwise exactly as in the proof of Lemma IV.0.1, except
that now we start with one nonzero coefficient. In carrying out this process, no incon-
sistencies arise in computing the B-coefficients of ψξ since the disks of size r around
the vertices are separated. This is why we have assumed that d ≥ 2r + 1.
Given a T-mesh4, in order to give a dimension formula for the spline space Srd(4),
we need to introduce some notation. Let
VNH = the number of vertices of 4 that are not hanging vertices,
ExNH = the number of nonhanging composite edges of 4 that are parallel to the
x-axis,
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EyNH = the number of nonhanging composite edges of 4 that are parallel to the
y-axis,
EzNH = the number of nonhanging composite edges of 4 that are parallel to the
z-axis,
ENH = E
x
NH + E
y
NH + E
z
NH = the number of nonhanging composite edges in 4,
NxCF = the number of composite faces of 4 that are perpendicular to the x-axis,
NyCF = the number of composite faces of 4 that are perpendicular to the y-axis,
N zCF = the number of composite faces of 4 that are perpendicular to the z-axis,
NCF = N
x
CF +N
y
CF +N
z
CF = the number of composite faces in 4,
N = the number of cuboids in 4. {srddim}
Theorem IV.0.3. The set M is a minimal determining set for Srd(4), and
dimSrd(4) = (r1 + 1)(r2 + 1)(r3 + 1)VNH
+(d1 − 2r1 − 1)(r2 + 1)(r3 + 1)ExNH
+(r1 + 1)(d2 − 2r2 − 1)(r3 + 1)EyNH
+(r1 + 1)(r2 + 1)(d3 − 2r3 − 1)EzNH
+(r1 + 1)(d2 − 2r2 − 1)(d3 − 2r3 − 1)NxCF
+(d1 − 2r1 − 1)(r2 + 1)(d3 − 2r3 − 1)NyCF
+(d1 − 2r1 − 1)(d2 − 2r2 − 1)(r3 + 1)N zCF
+(d1 − 2r1 − 1)(d2 − 2r2 − 1)(d3 − 2r3 − 1)N (IV.0.3)
Moreover, the set Ψ := {ψξ}ξ∈M is a basis for Srd(4).
Proof. As observed in Section III.3, the fact that M is a determining set for Srd(4)
implies dimSrd(4) ≤ #M. On the other hand, the splines in Ψ are clearly linearly
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independent in view of the dual property (IV.0.2), and thus dimSrd(4) ≥ #M. We
conclude that M is a minimal determining set, dimSrd(4) = #M, and Ψ is a basis
for Srd(4). To complete the proof, we observe that the cardinality of M is given by
the formula in (IV.0.3).
Corollary IV.0.4. Suppose 4 is a T-mesh, and let d = (d, d, d) and r = (r, r, r) with
d ≥ 2r + 1. Then
dimSrd(4) = (r+1)3VNH+(r+1)2(d−2r−1)ENH+(r+1)(d−2r−1)2NCF+(d−2r−1)3N.
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CHAPTER V
PROPERTIES OF THE MDS M AND THE
BASIS Ψ
V.1 Support properties of the basis Ψ
{property}
In this section we show how the support properties of the basis Ψ for Srd(4) depend
on the nature of the T-mesh 4. We begin with two definitions.
Definition V.1.1. For every composite edge e := 〈u, v〉 of 4, define star(e) to be the
set of cuboids that have an edge contained in e. Similarly, for every composite face F
of 4, we define star(F ) to be the set of cuboids that have a face contained in F .
Definition V.1.2. Let G be a nonhanging composite edge or a composite face of4, and
suppose G1, . . . , Gm is a maximal sequence of nonhanging composite edges or composite
faces such that for each i = 1, . . . ,m, one vertex of Gi lies in the interior of Gi+1, where
Gm+1 = G. We call G1, . . . , Gm a chain ending at G. We refer to m as the length
of the chain.
We illustrate this concept in Figure V.1. 〈w1, w2〉 and 〈u1, u2〉 is a chain with length
two ending at the face 〈v1, v2, v3, v4〉. 〈w3, w4〉 and 〈u3, u4〉 is a chain with length two
ending at the edge 〈v1, v4〉. Moreover, 〈u1, u2, u3, u4〉 is a chain with length one ending
at the face 〈v1, v2, v3, v4〉.
To state a result on the supports of the basis functions in Ψ, we need some addi-
tional notation. Let G be a nonhanging composite edge or composite face of 4. If G
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v1
v2
v3
v4
u1 u2
u3
u4
w1
w2
w3
w4
Figure V.1: An example of chains ending at a composite edge or a composite face. {chains}
does not contain any hanging vertices in its interior, then there are no chains ending at
G, and we define AG = {G}. If there are m hanging vertices in the interior of G, then
there are at least m chains ending on G. In this case we define AG to be the union of
G together with all nonhanging composite edges and composite faces that lie on these
chains. For any nonhanging vertex v, let Av be the union of all AG corresponding to
composite edges or composite faces G with v as one vertex.
Let C be a cuboid of 4. An edge or a face G of C is said to be contained in a
chain if G is contained in a nonhanging composite edge or composite face of the chain.
Theorem V.1.3. Let {ψξ}ξ∈M be the dual basis for Srd(4) defined in Lemma IV.0.2.
Then for each ξ ∈M, the support of σ(ψξ) of ψξ satisfies
σ(ψξ) ⊆

⋃ eG∈Av star(G˜), if ξ ∈Mv for some vertex v ∈ VNT ,⋃ eG∈AG star(G˜), if ξ ∈MG for some nonhanging composite edge
or composite face G,
C, if ξ ∈MC for some cuboid C.
Proof. Suppose ξ ∈ Mv for some vertex v ∈ VNT . Let C be a cuboid of 4 with the
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property that none of its edges and faces is contained in a chain ending at a composite
edge or a composite face with a vertex at v. Then for each edge e of C, ψξ and all of
its cross derivatives up to order re vanish at all points on e. For any face F of C, since
γηψξ = 0 for all η ∈MF , we can get that ψξ and all of its cross derivatives up to order
rF vanish at all points on F . Since γηψξ = 0 for all η ∈MC , it follows that ψξ|C ≡ 0.
Now suppose ξ ∈ MG for some nonhanging composite edge or composite face G
of 4. Let C be a cuboid of 4 with the property that none of its edges and faces is
contained in a chain ending at G. Then for every edge e of C, ψξ and all of its cross
derivatives up to order re vanish at all points of e. For any face F of C, since γηψξ = 0
for all η ∈MF , we can get that ψξ and all of its cross derivatives up to order rF vanish
at all points on F . Since γηψξ = 0 for all η ∈MC , it follows that ψξ|C ≡ 0.
Finally, suppose ξ ∈MC for some cuboid C of 4. Then for every edge e of C, ψξ
and all of its cross derivatives up to order re vanish on e, and for every face F of C, ψξ
and all of its cross derivatives up to order rF vanish on F . It follows that ψξ vanishes
except on C.
Clearly, once we allow hanging vertices, the supports of some of the basis functions
can become large. For example, let r = (0, 0, 0) and d = (1, 1, 1) and consider the T-
mesh in Figure V.2. Mark the point ξ in the center with a dot. Then ξ ∈ M and the
basis function corresponding to ξ has support on the entire region minus the shaded
region. On the other hand, if C is one of the cubiods in the shaded region, then every
basis function in Srd(4) with support overlapping C (i.e. with σ(ψ) ∩ C = C) has
a small support. Thus, if we choose 4 with some care, we can ensure that at least
on parts of the domain, all basis functions with support there have small supports.
This means that we can locally refine T-meshes to get spaces with better localized
approximation properties, see Section VI.3 below.
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Figure V.2: A T-mesh with some basis functions with large support and others with
very small support. {refinement}
V.2 Stability of the MDS M and the basis Ψ
To state our results, we need some additional notation. For every composite edge e
consisting of m edge segments e1, . . . , em with m ≥ 1, let
αe := max
{ |e|
|e1| ,
|e|
|em|
}
,
and let βe be the length of the longest chain ending on e. For every composite edge F ,
let βF be the length of the longest chain ending on F . For each cuboid C in 4, let |C|
be the length of its longest edge, and let κC be the ratio of |C| to the shortest edge of
35
C. Let
α4 := max
e∈ENH
αe, β4 := max{max
e∈ENH
βe, max
F∈Fc
βF}, κ4 := max
C∈4
κC . (V.2.1)
We now show that the minimal determining set M for Srd(4) is stable. {stabM}
Theorem V.2.1. For any s ∈ Srd(4), its associated B-coefficients satisfy
|cη| ≤ K1 max
ξ∈M
|cξ|, η ∈ Dd,4 (V.2.2)
where K1 is a constant depending only on d, α4, β4, and κ4.
Proof. Suppose we are given the B-coefficients {cξ}ξ∈M of a spline s ∈ Srd(4). Then
following the steps in the proof of Lemma IV.0.1, we can compute all of the other
B-coefficients of s. We claim that all of these computed coefficients are bounded as in
(V.2.2).
We begin by showing that (V.2.2) holds if η lies in a disk Dr(v) around a vertex
v ∈ VNH . Recall that Mv = DCvr (v), where Cv is a cuboid with a vertex at v. Now
for any other cuboid C˜ with a vertex at v, we apply Lemma III.2.1 to compute the
coefficients cη of s corresponding to all domain points η in D
C˜
r (v). The constants
a1, a2, a3 appearing in the proof of that lemma are bounded by a constant depending
only on κ4. Since derivatives up to at most max(r1, r2, r3) are involved, it follows that
|cη| ≤ L1 max
ξ∈Mv
|cξ|, η ∈ DC˜r (v),
where L1 depends only on d and κ4.
Next we examine the computation in Lemma III.4.2 associated with a composite
edge e. We make use of the notation in that lemma and in Figure III.1. In particular,
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let M˜e be as in (III.4.3), and let p be the polynomial that agrees with s on Ce. Then
by the formula in (III.2.1), it follows that all of the derivatives in (III.4.4) and (III.4.5)
are bounded by L2 maxξ∈M˜e |cξ|, where L2 is a constant depending only on d. Using
these, we can compute the analogous sets of derivatives with Di replaced by D˜i for
i = 1, . . . , 6. The constants in (III.4.6) are bounded by a constant depending on d, α4
and κ4. From these derivatives we compute the coefficients of p associated with domain
points η ∈ C˜ with d(η, e) ≤ re. These coefficients are bounded by L3 maxξ∈M˜e |cξ|,
where L3 is a constant depending only on d, α4 and κ4. The coefficients corresponding
to domain points in any subcuboid of C˜ are obtained by subdivision, and can only be
smaller.
Now we examine the computation in Lemma III.5.2 associated with a composite
face F . We make use of the notation in that lemma and in Figure III.2. In particular,
let M˜F be as in (III.5.2), and let p be the polynomial that agrees with s on C1. Then
by the formula in (III.2.1), it follows that all of the derivatives in (III.5.3) – (III.5.6)
are bounded by L4 maxξ∈M˜F |cξ|, where L4 is a constant depending only on d. Using
these, we can compute the analogous sets of derivatives with Di replaced by D˜i for
i = 1, . . . , 12. The constants in (III.5.7) are bounded by a constant depending on d, α4
and κ4. From these derivatives we compute the coefficients of p associated with domain
points η ∈ C˜ with d(η, e) ≤ re. These coefficients are bounded by L5 maxξ∈M˜e |cξ|,
where L5 is a constant depending only on d, α4 and κ4. The coefficients corresponding
to domain points in any subcuboid of C˜ are obtained by subdivision, and can only be
smaller.
To finish the proof, we have to carry out the iterative process described in Steps
1) – 5) of the proof of Lemma IV.0.1. The coefficients in Step 1) are associated with
domain points in Dr(v), where v is a hanging vertex lying on a composite face F .
These were already determined when we computed the coefficients corresponding to
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domain points with d(ξ, F ) ≤ rF . Similarly, the coefficients in Step 2) are associated
with domain points in Dr(v), where v is a hanging vertex lying on a composite edge e.
These were also already determined when we computed the coefficients corresponding
to domain points with d(ξ, e) ≤ re. Bounds for Step 3) follow as in the above argument
on composite edges. However, as we carry out these steps, the constants can multiply.
But the number of times this can happen is limited by the size of β4. As for the
coefficients in Step 2), the coefficients in Step 4) are associated with domain points
within a distance re to a composite edge e, where e is contained in a determined
composite face F . These were already determined when we computed the coefficients
corresponding to domain points with d(ξ, F ) ≤ rF . Bounds for Step 5) also follow as
in the above argument on composite faces. However, as we carry out these steps, the
constants can multiply. But the number of times this can happen is limited by the size
of β4.
For any cuboid C, the associated tensor-product Bernstein polynomials are non-
negative and sum to one. This means that they are bounded by one at all points in C,
and Theorem V.2.1 implies
‖s‖Ω ≤ K1 max
ξ∈M
|cξ|, (V.2.3)
where K1 is the constant in (V.2.2).
Theorem V.2.2. The basis Ψ is stable in the sense that
‖ψξ‖ ≤ K1, for all ξ ∈M, (V.2.4)
where K1 is the constant in (V.2.2).
Proof. Fix ξ ∈M, and consider ψξ. Then for all η ∈M, we have cη = δξ,η, and (V.2.4)
follows immediately from (V.2.3).
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CHAPTER VI
APPROXIMATION POWER
VI.1 A Hermite Interpolating Spline
{hermsp}
In this section we discuss a Hermite interpolating spline which will be used in Sec-
tion VI.3 to show that Srd(4) has optimal approximation order for smooth functions.
For a detailed study of Hermite interpolation with tensor product polynomials, see [19].
For a more general treatment of polynomial interpolation in multi-variables where only
certain powers are allowed, see [5] and also Sect. 13.4 of [21].
Suppose e is either a composite edge or an edge of a cuboid of 4 that is parallel
to the x-axis. Then we define Λe := {ξe,i}d1−2r1−1i=1 to be the set of d1 − 2r1 − 1 equally
spaced points in the interior of e. Similarly, for every composite edge e or an edge of a
cuboid that is parallel to the y-axis, let Λe := {ξe,j}d2−2r2−1j=1 be the set of d2 − 2r2 − 1
equally spaced points in the interior of e. For every composite edge e or an edge of a
cuboid that is parallel to the z-axis, let Λe := {ξe,k}d3−2r3−1k=1 be the set of d3 − 2r3 − 1
equally spaced points in the interior of e.
Now suppose F is either a composite face or a face of a cuboid of 4 that is
perpendicular to the x-axis. Then all the points on F have the same x-coordinate xF .
Let
ΛF := {uFjk} := {(xF , ξye,j, ξze˜,k)}d2−2r2−1,d3−2r3−1j=1,k=1 , (VI.1.1)
where e and e˜ are a pair of nonparallel edges of F , and the superscripts y and z denote
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the y and z-coordinates, respectively. Here we assume that e is parallel to the y-axis
and e˜ is parallel to the z-axis. Similarly, we can define the sets ΛF for composite faces
or faces F of cuboids of 4 that are perpendicular to the y-axis or the z-axis.
For every cuboid C in 4, let
ΛC := {ηCijk} := {(ξxe,i, ξye˜,j, ξzeˆ,k)}d1−2r1−1,d2−2r2−1,d3−2r3−1i=1,j=1,k=1 , (VI.1.2)
where e, e˜ and eˆ are a trio of edges of F that share a vertex and are parallel to the x,
y and z-axis, respectively. As above the superscripts x, y and z denote the x, y and
z-coordinates, respectively.
For any positive integers ν1, ν2, µ1 and µ2, let ν = (ν1, ν2) and µ = (µ1, µ2). Recall
the notation ν ≤ µ means ν1 ≤ µ1 and ν2 ≤ µ2. For any composite edge e and any
composite face F of 4, see Sections III.2, III.4 and III.5 for the notation Dνe , re, de,
rF and dF . Now we introduce
re =

r1, if e is parallel to the x-axis,
r2, if e is parallel to the y-axis,
r3, if e is parallel to the z-axis,
de =

d1, if e is parallel to the x-axis,
d2, if e is parallel to the y-axis,
d3, if e is parallel to the z-axis,
and
rF =

(r2, r3), if F is perpendicular to the x-axis,
(r1, r3), if F is perpendicular to the y-axis,
(r1, r2), if F is perpendicular to the z-axis.
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The following result describes Hermite interpolation with Srd(4). {hermite}
Theorem VI.1.1. Suppose d ≥ 2r+1, i.e., d1 ≥ 2r1+1, d2 ≥ 2r2+1 and d3 ≥ 2r3+1.
Then the values
1) {DixDjyDkzs(v)}r1,r2,r3i,j,k=0 for every nonhanging vertex v,
2) {Dνe s(ξe,i)}(0,0)≤ν≤re,1≤i≤de−2re−1, for every nonhanging composite edge e,
3) {DkF s(uν)}0≤k≤rF ,(1,1)≤ν≤dF−2rF−1 for every composite face F ,
4) {s(η)}η∈ΛC for every cuboid C,
uniquely determine a spline s ∈ Srd(4).
From the Bernstein-Be´zier representation of polynomials and splines in Section III.1,
it is enough to show how to uniquely compute B-coefficients of s from the given Hermite
data. {hermpol}
Lemma VI.1.2. Let d ≥ 2r + 1. For every cuboid C, the B-coefficients in (III.1.1)
are uniquely determined from the values
1) {DixDjyDkzs(v)}r1,r2,r3i,j,k=0 for each corner v of C,
2) {Dνe s(ξe,i)}(0,0)≤ν≤re,1≤i≤de−2re−1, for each edges e of C,
3) {DkF s(uν)}0≤k≤rF ,(1,1)≤ν≤dF−2rF−1, for each face F of C,
4) {s(η)}η∈ΛC .
This lemma can be applied to any cuboid whose eight corners are all nonhanging
vertices of C. But if C is a cuboid with a corner v that is a hanging vertex of 4, then
the set of data in Theorem VI.1.1 does not include Hermite data at v. However, these
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values can be computed by working through the composite edges and composite faces
of 4. To describe an algorithm, we first observe that for each composite edge e of 4
parallel to the x-axis, and for each 0 ≤ j ≤ r2 and 0 ≤ k ≤ r3, DjyDkzs|e is a univariate
polynomial of degree d1, see Lemma III.4.1. For composite edges e of 4 parallel to the
y-axis or the z-axis we have similar results. {edge}
Lemma VI.1.3. Let e := 〈v1, v2〉 be a composite edge of 4 parallel to the x-axis and
let d1 ≥ 2r1 +1. Then the following set of data uniquely defines a univariate polynomial
p of degree d1 defined on e:
{Dixp(v1)}r1i=0 ∪ {p(ξe,i)}d1−2r1−1i=1 ∪ {Dixp(v2)}r1i=0,
where ξe,i are the points in Λe. The analogous assertion holds for composite edges
parallel to the y-axis or the z-axis.
This lemma together with Lemma III.4.1 can be applied to a spline s ∈ Srd(4)
as follows. Suppose e := 〈v1, v2〉 is a composite edge of 4 parallel to the x-axis,
and let 0 ≤ j ≤ r2, 0 ≤ k ≤ r3. Then we can use the values {DixDjyDkzs(v1)}r1i=0,
{DjyDkzs(ξe,i)}d1−2r1−1i=1 and {DixDjyDkzs(v2)}r1i=0 to compute {DixDjyDkzs(w)}r1i=0 for any
point w in the interior of e. Composite edges parallel to the y-axis or the z-axis can
be handled in a similar way.
Now for each composite face F of 4 perpendicular to the x-axis, and for each
0 ≤ i ≤ r1, Dixs|F is a bivariate polynomial of degree (d2, d3), see Lemma III.5.1. For
composite faces F of 4 perpendicular to the y-axis or the z-axis, we also have similar
results. {face}
Lemma VI.1.4. Let F := 〈v1, v2, v3, v4〉 be a composite face of 4 perpendicular to the
x-axis and let d1 ≥ 2r1 + 1. Assume the edges e1 := 〈v1, v2〉 and e3 := 〈v3, v4〉 are
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parallel to the y-axis, while the edges e2 := 〈v2, v3〉 and e4 := 〈v4, v1〉 are parallel to
the z-axis. Then the following set of data uniquely defines a bivariate polynomial p of
degree (d2, d3) defined on F :
4⋃
i=0
{DjyDkzp(vi)}r2,r3j,k=0 ∪ {Dkzp(ξe1,j)}d2−2r2−1,r3j=1,k=0 ∪ {Dkzp(ξe3,j)}d2−2r2−1,r3j=1,k=0 ∪
{Djyp(ξe2,k)}r2,d3−2r3−1j=0,k=1 ∪ {Djyp(ξe4,k)}r2,d3−2r3−1j=0,k=1 ∪ {p(uFjk)}d2−2r2−1,d3−2r3−1j=1,k=1 ,
The analogous assertion holds for composite edges parallel to the y-axis or the z-axis.
This lemma together with Lemma III.5.1 can be applied to a spline s ∈ Srd(4)
as follows. Suppose F := 〈v1, v2, v3, v4〉 is a composite face of 4 perpendicular to the
x-axis. Then we can use the values in Lemma VI.1.4 with pi = D
i
xs for 0 ≤ i ≤ r1
to compute {DixDjyDkzs(w)}d2,d3j,k=0 for any point w in the interior of F . Composite faces
perpendicular to the y-axis or the z-axis can be handled in a similar way.
Now we are ready to solve the Hermite interpolation problem. Suppose we are given
the values listed in Theorem VI.1.1 for a spline s ∈ Srd(4). Then we can compute all
B-coefficients of s as follows. {alg}
Algorithm VI.1.5.
1) Mark all nonhanging vertices. Mark all nonhanging composite edges of 4 that do
not contain any hanging vertices in their interior, and whose endpoints are both
nonhanging vertices. Also mark all composite faces of 4 that do not contain any
hanging vertices or hanging edge segments in their interior, and whose edges are all
marked.
2) For each unmarked composite edge e := 〈v1, v2〉 both of whose endpoints are marked,
use the Hermite data in Lemma VI.1.3 to find the univariate polynomials pe,ν :=
Dνe s|e for (0, 0) ≤ ν ≤ re. Use these polynomials to compute
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a) {DixDjyDkzs(w)}r1,r2,r3i,j,k=0 , for each edge-hanging vertex w lying in the interior of
e. Mark these hanging vertices.
b) {Dνe s(ξeˆ,i)}(0,0)≤ν≤re,1≤i≤de−2re−1, for each cuboid edge eˆ lying on e.
Mark e.
3) For each unmarked composite face F := 〈v1, v2, v3, v4〉 whose edges are all marked,
use the Hermite data in Lemma VI.1.4 to find the bivariate polynomials pe,k :=
DkF s|F for 0 ≤ k ≤ rF . Use these polynomials to compute
a) {DixDjyDkzs(w)}r1,r2,r3i,j,k=0 , for each face-hanging vertex w lying on F . Mark these
hanging vertices.
b) {Dνe s(ξe,i)}(0,0)≤ν≤re,1≤i≤de−2re−1, for each cuboid edge or hanging composite
edge e lying on F . Mark these hanging composite edges.
c) {DkF s(u)}0≤k≤rFˆ ,u∈ΛFˆ , for each cuboid face Fˆ lying on F .
Mark F .
4) If there remain unmarked composite edges or unmarked composite faces, repeat steps
2)–3).
5) For every cuboid C, use the Hermite data computed above to compute the B-
coefficients of s|C, see Lemma VI.1.2.
This algorithm must terminate after a finite number of steps since there are only a
fixed number of composite edges and composite faces. We number the composite edges
and composite faces in the order they are treated in the algorithm as G1, . . . , GN , where
Gi (i = 1, . . . , N) represents a composite edge or a composite face. Note that if e is a
composite edge whose endpoints are not both nonhanging vertices, then s|e depends on
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Hermite data at points on one or more composite edges and composite faces preceeding
e in the list. If F is a composite face whose vertices are not all nonhanging vertices
and whose edges are not all nonhanging edges, then s|F depends on Hermite data at
points on one or more composite edges and composite faces preceeding F in the list.
A similar situation persists for cuboids. If C is a cuboid of 4, then the B-
coefficients of s|C may depend on Hermite data at points outside of C. We define
ΩC to be the smallest set of cuboids such that s|C depends on Hermite data at points
in ΩC .
VI.2 A Nodal Minimal Determining Set for Srd(4)
In Chapter IV we established a dimension formula for Srd(4) by constructing a minimal
determining set. In this section we show that the same result can also be established by
constructing a nodal determining set, see [12] for the analog in the setting of polynomial
splines on triangulations, and see [26] for the analog for bivariate polynomial splines
on 2D T-meshes. For any point t ∈ Ω, let t denote point evaluation at t. For each
nonhanging vertex v of 4, let
Nv := {vDixDjyDkz}r1,r2,r3i,j,k=0 .
For each composite edge e, let
Ne :=
⋃
ξ∈Λe
{ξDνe }(0,0)≤ν≤re ,
where Dνe is defined in (III.4.1) and Λe is the set defined in Section VI.1.
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For each composite face F , let
NF :=
⋃
u∈ΛF
{uDkF}0≤k≤rF ,
where DF is the normal derivative of F defined in Section III.5 and ΛF is the set in
(VI.1.1). Finally, for each cuboid C, let
NC := {η}η∈ΛC ,
where ΛC is the set in (VI.1.2). Now let VNH , ENH and Fc be the sets of nonhanging
vertices, nonhanging composite edges and composite faces of 4, respectively, as in
Chapter IV, and let
N :=
⋃
v∈VNH
Nv ∪
⋃
e∈ENH
Ne ∪
⋃
F∈Fc
MF ∪
⋃
C∈4
NC .
Theorem VI.2.1. The set N is a nodal minimal determining set for Srd(4).
Proof. Suppose s ∈ Srd(4) is such that λs = 0 for all λ ∈ N . Then following Algo-
rithm VI.1.5, we see that for all vertices v of 4, DixDjyDkzs(v) = 0 for 0 ≤ i ≤ r1,
0 ≤ j ≤ r2 and 0 ≤ k ≤ r3. We also see that {Dνe s}(0,0)≤ν≤re vanish identically on
every composite edge of 4, and {DkF s}rFk=0 vanish identically on every composite face
of 4. By the definition of N , for every cuboid C, s also vanishes at all of the points
in the sets ΛC defined in (VI.1.2). It follows that s|C ≡ 0 for every cuboid C of 4, see
Lemma VI.1.2. This implies s ≡ 0, and we conclude that N is a nodal determining
set. To show it is minimal, we note that {λs}λ∈N can be assigned arbitrary values.
Arguing as in [12] for the case of splines on triangulations, it is easy to see that the
dimension of Srd(4) is the cardinality of the nodal minimal determining set N . Then
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by a simple count we can get the same formula obtained in Theorem IV.0.3.
VI.3 Approximation power of Srd(4)
{approx}
In this section we show that Srd(4) has optimal approximation order for smooth func-
tions.
VI.3.1 Hermite Interpolation by Univariate Polynomials
{hermuni}
In this subsection we collect some properties of Hermite interpolation with univariate
polynomials, see [26]. Let a = t1 < · · · < tI = b, and suppose m1, . . . ,mI are nonneg-
ative integers. Let d =
∑I
i=1(mi + 1) − 1, and let m = max1≤i≤I mi. The following
result is well known. {uherm}
Lemma VI.3.1. For any f ∈ Cm[a, b], there exists a unique univariate polynomial p
of degree d such that for all 1 ≤ i ≤ I,
p(ν)(ti) = f
(ν)(ti), for all 0 ≤ ν ≤ mi.
Hermite interpolation defines a linear operator H1 mapping C
m[a, b] onto the space
of univariate polynomials of degree d. To derive some additional properties of H1, we
now introduce certain cardinal polynomials. For each 1 ≤ i ≤ I and 0 ≤ j ≤ mi, let
li,j be the unique polynomial of degree d such that
l
(ν)
i,j (ti) = δν,j, ν = 0, . . . ,mi,
and
l
(ν)
i,j (tµ) = 0, ν = 0, . . . ,mµ,
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for all µ = 1, . . . , I with µ 6= i. In terms of these cardinal polynomials, it is clear that
we can write
H1f(x) =
I∑
i=1
mi∑
j=0
f (j)(ti)li,j(x).
Let h = b − a, and let σ := h/hmin, where hmin := min1≤i≤I−1(ti+1 − ti). Note that
σ = I − 1 if the points are equally spaced.
We have the following two lemmas needed for error bounds of Hermite interpolating
splines, see [26] for their proofs. In the following lemmas and throughout the remainder
of the paper except for Section VI.3.2, all norms are maximum norms. {LB}
Lemma VI.3.2. For all 1 ≤ i ≤ I and for all 0 ≤ ν ≤ d,
‖l(ν)i,j ‖ ≤ K4hj−ν , j = 0, . . . ,mi.
The constant K4 depends only on d and the ratio σ. {H1bnd}
Lemma VI.3.3. For any f ∈ Cm[a, b] and all 0 ≤ l ≤ d,
‖(H1f)(l)‖ ≤ K2
m∑
i=0
hi−l‖f (i)‖,
where the constant K2 depends only on d and the ratio σ. Moreover, if f ∈ Cn[a, b] for
some m ≤ n ≤ d+ 1, then
‖(f −H1f)(ν)‖ ≤ K3 hn−ν‖f (n)‖, (VI.3.1)
for all 0 ≤ ν ≤ n. The constant K3 depends on the same quantities as K2.
Taylor interpolation is a special example of Hermite interpolation. The constant in
(VI.3.1) for Taylor interpolation only depends on the degree of the Taylor polynomial.
The error bound for Taylor interpolation is stated as follows.
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Suppose f ∈ Cn[a, b] with 0 ≤ n ≤ d + 1, and let p be the Taylor polynomial of
degree n− 1 expanded about the point a. Then
‖(f − p)(i)‖ ≤ 1
(n− i)!h
n−i‖f (n)‖, (VI.3.2)
for all 0 ≤ i ≤ n.
VI.3.2 Error Bounds for Tensor Product Interpolation Methods
{tpinter}
In this subsection we describe a simple approach to getting error bounds for trivariate
tensor products of univariate interpolation operators. In [26], we have given the error
bounds for bivariate tensor product interpolation. We will extend the result to the
trivariate case in this subsection. The discussion includes tensor product Hermite
interpolation with polynomials as a special case, which will be treated in the following
subsection. Let Φ := {φi}nxi=1 be a set of univariate functions defined on an interval
[a1, b1], and let {λi}nxi=1 be a set of linear functionals operating on functions defined
on [a1, b1]. For example, we may take the linear functionals to be defined by point
evaluations of a function (or its derivatives) at a collection of points a1 ≤ t1 < · · · <
tI ≤ b1 in [a1, b1], or we may define them by weighted integrals over all or part of [a1, b1].
Suppose for every sufficiently smooth function f , there exists a unique s ∈ span Φ such
that
λis = λif, i = 1, . . . , nx.
This defines a linear operator Qx mapping sufficiently smooth functions to the span of
Φ.
Suppose there exist constants Lx, hx, and mx such that for all f ∈ Cmx [a1, b1],
‖Dix(f −Qxf)‖ ≤ Lxhmx−ix ‖Dmxx f‖, i = 0, . . . ,mx. (VI.3.3)
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Here, and throughout this subsection we do not restrict ourselves to the maximum
norm.
Let Qy and Qz be similar interpolation operators defined on the intervals [a2, b2]
and [a3, b3], respectively. We consider the tensor-product operator defined by Qf :=
QxQyQzf for sufficiently smooth functions on the cuboid C := [a1, b2]×[a2, b2]×[a3, b3].
Our aim is to establish error bounds for how well Qf approximates f . We also want
results for mixed derivatives. Note that Dx commutes with Qy and Qz but generally
not with Qx. Similarly, Dy commutes with Qx and Qz, but generally not with Qy, and
Dz commutes with Qx and Qy, but generally not with Qz. The operators Qx, Qy and
Qz commute with each other. {genH}
Theorem VI.3.4. Suppose f ∈ C(mx,my ,mz)(C). Then
‖DixDjyDkz (f −Qf)‖ ≤ Lxhmx−ix ‖Dmxx DjyDkzf‖+ Lyhmy−jy ‖DixDmyy Dkzf‖
+Lzh
mz−k
z ‖DixDjyDmzz f‖
+LyLzh
my−j
y h
mz−k
z ‖DixDmyy Dmzz f‖
+LxLzh
mx−i
x h
mz−k
z ‖Dmxx DjyDmzz f‖
+LxLyh
mx−i
x h
my−j
y ‖Dmxx Dmyy Dkzf‖
+LxLyLzh
mx−i
x h
my−j
y h
mz−k
z ‖Dmxx Dmyy Dmyz f‖,
for all 0 ≤ i ≤ mx, 0 ≤ j ≤ my and 0 ≤ k ≤ mz.
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Proof. Using (VI.3.3) and its analog for Qy and Qz, we have
‖DixDjyDkz (f −QxQyQzf)‖ ≤ ‖Dix(DjyDkzf −QxDjyDkzf)‖
+‖Djy(DixQxDkzf −QyDixQxDkzf)‖
+‖Dkz (DixDjyQxQyf −QzDixDjyQxQyf)‖
≤ Lxhmx−ix ‖Dmxx DjyDkzf‖
+Lyh
my−j
y ‖DixQxDmyy Dkzf‖
+Lzh
mz−k
z ‖DixQxDjyQyDmzz f‖.
Using (VI.3.3) with f replaced by D
my
y Dkzf and D
j
yQyD
mz
z f , and also using an analo-
gous inequality for the y-variable as (VI.3.3) with f replaced byDixD
mz
z f andD
mx
x D
mz
z f ,
we have
‖DixQxDmyy Dkzf‖ ≤ ‖DixDmyy Dkzf‖+ Lxhmx−ix ‖Dmxx Dmyy Dkzf‖,
and
‖DixQxDjyQyDmzz f‖ ≤ ‖DjyQyDixDmzz f‖+ Lxhmx−ix ‖DjyQyDmxx Dmzz f‖
≤ ‖DixDjyDmzz f‖+ Lyhmy−jy ‖DixDmyy Dmzz f‖
+Lxh
mx−i
x (‖Dmxx DjyDmzz f‖+ Lyhmy−jy ‖Dmxx Dmyy Dmzz f‖).
The result follows.
The result in this section are not restricted to Hermite interpolation. For example,
they can be applied to give error bounds for tensor product versions of the lacunary
interpolation methods described in [8].
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VI.3.3 Hermite Interpolation by Tensor Product Polynomials
{tppoly}
Suppose C := [a1, b1] × [a2, b2] × [a3, b3] is a cuboid of length hx, width hy and height
hz. Let a1 = t1 < · · · < tI = b1, and m1, . . . ,mI be as Section VI.3.1, and let
d1 =
∑I
i=1(mi + 1) − 1 and m = max1≤i≤I mi. Similarly, let a2 = t˜1 < · · · < t˜J = b2
and nonnegative integers m˜1, . . . , m˜J , let d2 =
∑J
j=1(m˜j+1)−1 and m˜ = max1≤j≤J m˜j.
Let a3 = tˆ1 < · · · < tˆK = b3 and nonnegative integers mˆ1, . . . , mˆK , let d3 =
∑K
k=1(mˆk+
1)− 1 and mˆ = max1≤k≤K mˆk. Now given f ∈ C(m,m˜,mˆ)(C), let
Hf(x, y, z) =
M∑
i=1
mi∑
ν=0
J∑
j=1
m˜j∑
µ=0
K∑
k=1
mˆk∑
ι=0
DνxD
µ
yD
ι
zf(ti, t˜j, tˆk) li,ν(x)l˜j,µ(y)lˆk,ι(z), (VI.3.4)
where li,ν are the cardinal polynomials of Section VI.3.1, and l˜j,µ(y), lˆk,ι(z) are the
analogs for the intervals [a2, b2], [a3, b3], respectively. {tpherm}
Lemma VI.3.5. Let f ∈ C(m,m˜,mˆ)(C). Then for all 1 ≤ i ≤ I, 1 ≤ j ≤ J and
1 ≤ k ≤ K,
DνxD
µ
yD
ι
zHf(ti, t˜j, tˆk) = D
ν
xD
µ
yD
ι
zf(ti, t˜j, tˆk),
for all 0 ≤ ν ≤ mi, 0 ≤ µ ≤ m˜j and 0 ≤ ι ≤ mˆk. Moreover,
‖Hf‖ ≤ K5
m∑
ν=0
m˜∑
µ=0
mˆ∑
ι=0
hνxh
µ
yh
ι
z ‖DνxDµyDιzf‖, (VI.3.5)
where the constant K5 depends only on the constants in Lemma VI.3.2 and their analogs
in the second and third variables.
Proof. The fact that Hf satisfies the Hermite interpolation conditions follows imme-
diately from properties of the cardinal polynomials. The bound (VI.3.5) then follows
from Lemma VI.3.2.
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We now give an error bound showing how well Hf approximates smooth func-
tions on the cuboid C. Let σ1 := hx/hx,min, where hx = b1 − a1 and hx,min :=
min1≤i≤I−1(ti+1−ti). Note that σ1 is bounded by I if the points are equally spaced. Let
hy = b2 − a2, and let σ2 be the analogous ratio for the points t˜1, . . . , t˜J . It is bounded
by J if these points are equally spaced. Similarly, let hz = b3 − a3, and let σ3 be the
analogous ratio for the points tˆ1, . . . , tˆK . It is bounded by K if these points are also
equally spaced. {tpherr}
Theorem VI.3.6. Suppose f ∈ C(n1,n2,n3)(C) for some m ≤ n1 ≤ d1 + 1, m˜ ≤ n2 ≤
d2 + 1 and mˆ ≤ n3 ≤ d3 + 1. Then
‖DνxDµyDιz(f −Hf)‖ ≤ K6 hn1−νx ‖Dn1x DµyDιzf‖+K7 hn2−µy ‖DνxDn2y Dιzf‖
+K8 h
n3−ι
z ‖DνxDµyDn3z f‖
+K7K8 h
n2−µ
y h
n3−ι
z ‖DνxDn2y Dn3z f‖
+K6K8 h
n1−ν
x h
n3−ι
z ‖Dn1x DµyDn3z f‖
+K6K7 h
n1−ν
x h
n2−µ
y ‖Dn1x Dn2y Dιzf‖
+K6K7K8 h
n1−ν
x h
n2−µ
y h
n3−ι
z ‖Dn1x Dn2y Dn3z f‖,
for all 0 ≤ ν ≤ n1, 0 ≤ µ ≤ n2 and 0 ≤ ι ≤ n3. The constants K6, K7 and K8 depend
only on d1 and σ1, d2 and σ1, d3 and σ3, respectively.
Proof. This result follows immediately from the general result on tensor product ap-
proximation given in Theorem VI.3.4, coupled with the error bound (VI.3.1) given in
Lemma VI.3.3 for the univariate Hermite interpolant. The constant K6 is equal to
the constant K3 in (VI.3.1), and K7, K8 are the analogous constants for the intervals
[a2, b2], [a3, b3], respectively.
Theorem VI.3.4 together with the bound (VI.3.2) for the univariate Taylor poly-
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nomial immediately implies that the tensor-product Taylor polynomial Tf of degree
(d1, d2, d3) satisfies the same error bounds as Hf , but with a constant that depends
only on d1, d2 and d3.
VI.3.4 A Bound on H
The Hermite interpolation method described in Theorem VI.1.1 defines a linear opera-
tor H mapping functions f ∈ Cr(Ω) into splines in Srd(4). The following bound on H
plays a key role in the proof of our main result of this chapter, which is Theorem VI.3.8
in the following subsection giving an error bound for how well the Hermite interpolants
Hf approximate smooth functions f .
We need some additional notation, some of which are already introduced in (V.2.1).
Given a composite edge e, suppose e˜1, . . . , e˜m is the set of edges of cuboids lying on e.
Then we define
α˜e := max
1≤i≤m
|e|
|e˜i| .
For a composite face F , suppose F˜1, . . . , F˜n is the set of faces of cuboids lying on F .
Then we define
α˜F := max
1≤i≤n
|F |
|F˜i|
,
where |F | is the length of the longest edge of F . Let
α˜4 := max{max
e∈ENH
α˜e, max
F∈FC
α˜F}, (VI.3.6)
where ENH is the set of nonhanging composite edges of4, and FC is the set of composite
faces of 4.
Recall that βe is the length of the longest chain ending on a composite edge e and
that βF is the length of the longest chain ending on a composite face F . For each
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cuboid C in 4, recall that |C| is the length of its longest edge, and that κC is the ratio
of |C| to the shortest edge of C, see Section V.1. In (V.2.1), we have the following
contants
β4 := max{max
e∈E
βe,max
F∈F
βF}, κ4 := max
C∈4
κC . (VI.3.7)
Given a cuboid C of 4, recall that ΩC is the smallest set of cuboids in 4 such
that Hf |C depends on values of f and its derivatives at points in ΩC . Let |ΩC | be the
maximum edge length of the smallest cuboid containing ΩC . {thmcHbnd}
Lemma VI.3.7. For any g ∈ C(r1,r2,r3)(ΩC),
‖H g‖C ≤ K9
r1∑
ν=0
r2∑
µ=0
r3∑
ι=0
|ΩC |ν+µ+ι‖DνxDµyDιzg‖ΩC , (VI.3.8)
where K9 depends only on d1, d2, d3, and the constants in (VI.3.6) and (VI.3.7).
Proof. For convenience, we write s = Hg. Let G1, . . . , GN be the composite edges and
composite faces in the order they appear in Algorithm VI.1.5. We claim that there
exists a constant L1 depending on the same quantities as K9 such that for every point
(x, y, z) on the composite edge or composite face Gi,
|DαxDβyDγz s(x, y, z)| ≤ L1
r1∑
ν=0
r2∑
µ=0
r3∑
ι=0
|ΩC |ν+µ+ι−α−β−γ‖DνxDµyDιzg‖ΩC , (VI.3.9)
for 0 ≤ α ≤ r1, 0 ≤ β ≤ r2 and 0 ≤ γ ≤ r3.
We establish (VI.3.9) by induction. From Algorithm VI.1.5, we know that G1 is
a composite edge, and denote it as e1 := 〈v1, v2〉. Without loss of generality, we may
suppose that it is parallel to the x-axis. Set I = d1 − 2r1 + 1, and let t1, . . . , tI be the
x-coordinates of the points v1, ξe1,1, . . . , ξe1,I−2, v2, where the ξe1,i are the points in the
set Λe1 associated with e1, see Section VI.1. Let m1 = r1, mi = 0 for i = 2, . . . , I − 1,
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and mI = r1. Then for any (x, y, z) on e1 and each 0 ≤ α ≤ r1, 0 ≤ β ≤ r2 and
0 ≤ γ ≤ r3, we have
DαxD
β
yD
γ
z s(x, y, z) =
I∑
i=1
mi∑
k=0
DkxD
β
yD
γ
z s(ti, y, z)l
(α)
i,k (x). (VI.3.10)
Note that we can replace s by g in (VI.3.10) due to the fact that s is the Hermite inter-
polant of g on e1. The bound (VI.3.9) now follows from the bounds in Lemma VI.3.2
on the cardinal polynomials and the fact that |e1| ≤ |ΩC |. A similar argument applies
if e1 is a composite edge that is parallel to the y or z-axis. It also applies to all other
composite edges that were initially marked in the algorithm.
Now suppose we have shown that (VI.3.9) holds for the composite edges and com-
posite faces G1, . . . , Gl−1. We now show that it also holds for Gl. There are two cases.
1) Suppose Gl is a composite edge, and denote it by el. According to the algo-
rithm, el is now a composite edge whose endpoints are both marked. We may
assume el is parallel to the x-axis. Then for any (x, y, z) on el, we may write
DαxD
β
yD
γ
z s(x, y, z) in the form (VI.3.10) using the cardinal polynomials associated
with el. For 0 ≤ β ≤ r2 and 0 ≤ γ ≤ r3, the derivatives DβyDγz s agree with DβyDγz g
at the points ξel,1, . . . , ξel,I−2 in the interior of el. However, if an endpoint v of
el is a hanging vertex, then the derivatives {DαxDβyDγz s(v)}r1,r2,r3α,β,γ=0 do not generally
agree with {DαxDβyDγz g(v)}r1,r2,r3α,β,γ=0. But these derivatives satisfy a bound of the form
(VI.3.9). Combining (VI.3.9) and (VI.3.10) and simplifying, we see that (VI.3.9)
also holds for el. Note that the constants accumulate as we go through the inductive
steps, but are controlled by the maximum chain length β4.
2) Suppose Gl is a composite face. Then denote it as Fl := 〈v1, v2, v3, v4〉. According
to the algorithm, Fl is now a composite face whose edges are all marked. Without
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loss of generality, we may assume Fl is perpendicular to the z-axis and the edge
e := 〈v1, v2〉 is parallel to the x-axis. Set I = d1 − 2r1 + 1. Let t1, . . . , tI be the
x-coordinates of the points v1, ξe,1, . . . , ξe,I−2, v2, where the ξe,i are the points in the
set Λe associated with e. Let m1 = r1, mi = 0 for i = 2, . . . , I − 1, and mI = r1.
Similarly, set J = d2−2r2 +1. Then let t˜1, . . . , t˜J be the y-coordinates of the points
v2, ξe˜,1, . . . , ξe˜,J−2, v3, where e˜ := 〈v2, v3〉. Let m˜1 = r2, m˜i = 0 for i = 2, . . . , J − 1,
and m˜J = r2. Then for any (x, y, z) on Fl and each 0 ≤ α ≤ r1, 0 ≤ β ≤ r2 and
0 ≤ γ ≤ r3, we have
DαxD
β
yD
γ
z s(x, y, z) =
I∑
i=1
mi∑
k=0
J∑
j=1
mj∑
n=0
DkxD
n
yD
γ
z s(ti, t˜j, z)l
(α)
i,k (x)l˜
(β)
j,n (y). (VI.3.11)
Note that for 0 ≤ γ ≤ r3, the derivatives Dγz s agree with Dγz g at the points
{ti, t˜j}I−1,J−1i=2,j=2 in the interior of Fl, i.e. the set ΛF defined in Section VI.1. However,
if a vertex v of Fl is a hanging vertex, then the derivatives {DαxDβyDγz s(v)}r1,r2,r3α,β,γ=0 do
not generally agree with {DαxDβyDγz g(v)}r1,r2,r3α,β,γ=0. If an edge eˆ of Fl is a hanging edge,
then the derivatives {DβyDγz s(v)}r2,r3β,γ=0 do not generally agree with {DβyDγz g(v)}r2,r3β,γ=0
if eˆ is parallel to the x-axis, and {DαxDγz s(v)}r1,r3α,γ=0 do not generally agree with
{DαxDγz g(v)}r1,r3α,γ=0 if eˆ is parallel to the y-axis. But these derivatives satisfy a bound
of the form (VI.3.9). Combining (VI.3.9) and (VI.3.11) and simplifying, we see
that (VI.3.9) also holds for Fl. Also note that the constants accumulate as we go
through the inductive steps, but are controlled by the maximum chain length β4.
Now suppose C is a cuboid in4. We now have bounds on the size of the derivatives
appearing in the expansion (VI.3.4) of the Hermite tensor product polynomial defined
on C. Substituting the bounds (VI.3.9) into (VI.3.5), we end up with (VI.3.8).
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VI.3.5 An Error Bound for the Hermite Interpolating Spline
Now we are ready to give a bound on how well Hf approximates f . {thmerrH}
Theorem VI.3.8. Given a cuboid C ∈ 4, suppose h = |C| ≤ 1. Suppose f ∈
C(m1,m2,m3)(ΩC) with r1 ≤ m1 ≤ d1 + 1, r2 ≤ m2 ≤ d2 + 1 and r3 ≤ m3 ≤ d3 + 1. Then
for all 0 ≤ ν ≤ m1, 0 ≤ µ ≤ m2 and 0 ≤ ι ≤ m3 with ν + µ+ ι ≤ min(m1,m2,m3),
‖DνxDµyDιz(f −Hf)‖C ≤ K10
(
hm1−ν−µ−ι
r2∑
j=0
r3∑
k=0
hj+k‖Dm1x DjyDkzf‖ΩC
+hm2−ν−µ−ι
r1∑
i=0
r3∑
k=0
hi+k‖DixDm2y Dkzf‖ΩC
+hm3−ν−µ−ι
r1∑
i=0
r2∑
j=0
hi+j‖DixDjyDm3z f‖ΩC
+hm2+m3−ν−µ−ι
r1∑
i=0
‖DixDm2y Dm3z f‖ΩC
+hm1+m3−ν−µ−ι
r2∑
j=0
‖Dm1x DjyDm3z f‖ΩC
+hm1+m2−ν−µ−ι
r3∑
k=0
‖Dm1x Dm2y Dkzf‖ΩC
+hm1+m2+m3−ν−µ−ι ‖Dm1x Dm2y Dm3z f‖ΩC
)
, (VI.3.12)
where the constant K10 depends only on d1, d2, d3 and the constants in (VI.3.6) and
(VI.3.7).
Proof. Given f ∈ C(m1,m2,m3)(ΩC) and a point in the interior of C, let p be the as-
sociated tensor product Taylor polynomial in P(m1−1,m2−1,m3−1). Then as shown in
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Section VI.3.3, for all 0 ≤ i ≤ m1, 0 ≤ j ≤ m2 and 0 ≤ k ≤ m3,
‖DixDjyDkz (f − p)‖ΩC ≤ L1(|ΩC |mx−i‖Dmxx DjyDkzf‖ΩC
+|ΩC |my−j‖DixDmyy Dkzf‖ΩC
+|ΩC |mz−k‖DixDjyDmzz f‖ΩC
+|ΩC |my+mz−j−k‖DixDmyy Dmzz f‖ΩC
+|ΩC |mx+mz−i−k‖Dmxx DjyDmzz f‖ΩC
+|ΩC |mx+my−i−j‖Dmxx Dmyy Dkzf‖ΩC
+|ΩC |mx+my+mz−i−j−k‖Dmxx Dmyy Dmyz f‖ΩC ),(VI.3.13)
where the constant L1 depends only on d1, d2 and d3. It is easy to see that there
is a constant L2 depending only on the constants in (VI.3.6) and (VI.3.7) such that
|ΩC | ≤ L2|h|. Now fix ν, µ and ι as in the statement of the theorem. Using the fact
that Hp = p, we can write
‖DνxDµyDιz(f −Hf)‖C ≤ ‖DνxDµyDιz(f − p)‖C + ‖DνxDµyDιzH(f − p)‖C .
In view of (VI.3.13) and the assumption that h ≤ 1, we can focus on the second term.
We show in Theorem VI.3.7 that for any g ∈ C(r1,r2,r3)(ΩC),
‖H g‖R ≤ K9
r1∑
i=0
r2∑
j=0
r3∑
k=0
|ΩC |i+j+k‖DixDjyDkzg‖ΩC , (VI.3.14)
where K9 depends only on d1, d2, d3, and the constants in (VI.3.6) and (VI.3.7). Since
H(f − p) is a tensor product polynomial on C, we can apply the Markov inequality,
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and then using (VI.3.14) with g = f − p, we get
‖DνxDµyDιzH(f − p)‖C ≤ L3h−ν−µ−ι
r1∑
i=0
r2∑
j=0
r3∑
k=0
|ΩC |i+j+k‖DixDjyDkz (f − p)‖ΩC .
This constant also depends only on d1, d2, d3,and the constants in (VI.3.6) and (VI.3.7).
Inserting (VI.3.13) and simplifying, we get (VI.3.12).
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CHAPTER VII
CONCLUDING REMARKS
Remark 1. We conjecture that our dimension formula (IV.0.3) is also valid for T-
meshes with cycles. For r = 0, we believe that it can be proved similarly as in paper
[23]. The key technique in that paper was a certain maximum principle based on trees
of vertices, which unfortunately does not seem to carry over to the case r > 0.
Remark 2. In [23], we dealt with TR meshes consisting of triangles and rectangles.
We may can consider the natural analog of TR-meshes in 3D that consist of cuboids
and tetrahedra. The edges of cuboids are not necessarily aligned with the axes. Such
3D meshes include meshes consisting of tetrahedra with hanging vertices and 3D T-
meshes as special cases. As mentioned in Remark 1, the method in paper [23] should
work for these 3D meshes with r = 0.
Remark 3. Following the ideas used to treat splines on H-triangulations, see [24], we
can extend our results to meshes consisting of tetrahedra with hanging vertices. A
analog result can be obtained for the case d ≥ 3r + 2.
Remark 4. In the dissertation, we exclude T-meshes with cycles. Suppose we start
with a tensor product mesh or a more general mesh with no cycles, and apply the
refinement defined in II.4 repeatedly, then the new mesh also has no cycles, according
to Theorem II.4.1. Therefore, it is not significant to consider T-meshes with cycles.
Remark 5. Our results on the support of basis splines suggest that in using 2D T-
mesh or H-triangulations in practice, we should not allow too many hanging vertices
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on any composite edge, and we should not allow hanging vertices to be too close to
the ends of a composite edge. Analogous attention should be paid when we apply
refinement on 3D T-meshes.
Remark 6. The error bound in Theorem VI.3.8 shows that ‖DνxDµyDιz(f −Hf)‖C ≤
O(hm−k), where m = min(m1,m2,m3) and k = ν + µ + ι. We can get the same
approximation order using quasi-interpolants, see [25] for the quasi-interpolants on
bivariate polynomial spline spaces.
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