Traditionally, application spec@ computations have been focusing on numerically intensive data manipulation. Modern communications and DSP applications, such as and video-on-demand, howevel; are increasingly more data management oriented. At the same time, the technological trends indicate that magnetic disk system performance is rapidly becoming a principal component in overall system behaviol:
Introduction
The rapidly increasing importance of massive storage systems in application specific systems is the consequence of convergence of application and technological trends. Both recent trends and future market prediction indicate that emphasis in application specific systems has been shifting from the data manipulation paradigm to the data management paradigm. Internet-based applications (e.g. world wide web), video-on-demand, and interactive television are only a subset of exciting and economically important modern data-management based application specific systems.
At the same time, all technology trends also indicate that key design metrics of modern and future application specific designs, such as throughput, latency, power, weight, and cost, will be dominated by massive storage elements. Both modern microprocessor and ASIC 0-8186-7563-2196 $5.00 0 1996 IEEE 133 technology are advancing at exponential rates and speedups of more than 50% compounded annually have become the standard. Although, disk capacity increase and disk cost decrease follow even faster trends (between 60 and 80%), performance of disks has been improving at rate smaller than 10% compounded annually. And disk is already a bottleneck in current computing and communication systems.
In disk-based application-specific systems, tasks may require data from disks for its execution. Given a static periodic schedule of tasks, the disk head movement distance for the given task schedule will be significantly different and so will be the throughput of the system, depending on how the data blocks are stored on a disk. We make some assumptions here to clarify the explanations to be made in this subsection, though the assumptions will be furnished in more details in the later sections. We assume that the data block for a task is stored in contiguous integer multiples of cylinders. The disk head movement distance between two blocks is also assumed to be the number of disk cylinders between the center points of the two blocks. We consider a small example of 10 tasks where a single disk is used for the storage of all data blocks and each task requires one disk cylinder for storage of its data. Given a task schedule <7,6, 1,9,7,2,5, 8,4, 10,6,7, 1,6,4,6,3, 1,4, 8>, a positioning solution c6, 8,2, 1, 3, 10,5,9,4,7> results in 100 cylinders of disk head movement per period while a different positioning solution <2, 5, 8, 10, 4, 6, 7, 1, 3, 9> incurs only 36 cylinders of disk head movement per period. Even on this small example, a properly selected positioning solution can improve the resulting throughput almost by a factor of 3.
It is common that the multiple disks are used for the storage of data blocks to exploit economies of scale. Some video-on-demand storage server contains more than 100 disk drives. In the limit case, if a disk can hold only a single cylinder of data and the same number of disks as that of tasks are used, the disk head movement distance becomes zero. However, the minimum size of available disks is usually much larger than the data requirement for a single task. Thus, we only deal with the cases when a few disks are available, where they can just fit in data for all the tasks and each disk must store data for many tasks. We consider the same example of 10 tasks. The two disks with 5 cylinders each are available. The problems that we need to address are how to partition the tasks and where in each disk the partitioned tasks are positioned. A partitioning and positioning solution <Disk 1 : 9, 1,6,5, 10 Disk 2: 3, 4, 8, 7, 2> makes the head to move 24 disk cylinders per period for the given schedule. The use of 2 smaller disks reduced the disk seek time by a factor of 1.5 from the larger single disk solution.
Paper Organization
The rest of the paper is organized in the following way. We first present the background material which for the sake of completeness includes a short disk technology description and several disk timing models. After presenting related works in Section 3, Section 4 contains synthesis and optimization core of the paper, where the problem we address is formally defined and technical details of the approach for reducing seek time in application specific systems are presented. After presenting extensive experimental results in Section 5, we conclude the paper by outlining main contributions.
Background Material
In this section we briefly discuss timing models of a magnetic disk and the selected hardware model.
A seek moves the disk head (arm) from track to track. Recently, several techniques have been proposed for analytic and empirical modeling of seek time [Rue94, Wor951. All the models share the common property that longer distance which arm has to travel corresponds to larger time overhead. Typical seek times for an IBM disk are given in We assume that each of tasks follows homogeneous synchronous data flow semantics and syntax individually [Lee95]. Therefore, each task is periodic, and is fully specified by its period and its running time of one iteration of an available processor. In the schedule period, a task can appear zero or a few times in the schedule. Since context switching overhead is usually high for modern systems, we assume no task preemption. Note that this preemption restriction, actually does not impact any of the proposed methods, since in all discussed design cases nonpreemptive policies yield superior results in comparison with preemptive policies.
Furthermore, each task has a need to read or read and write data on the disk. We assume that for each task a set of continuous cylinders is allocated, where the required data for the task is stored. Seek time is proportional to distance which disk's head has to travel. The goal is to properly position task data blocks so that given a periodic static task schedule, the disk seek time is minimized.
Related Work
Although there have been constant stream of alternative massive storage technologies, such as charge-coupled devices, bubble memories, optical and semiconductor disks, and holographic storage, magnetic disks have dominated secondary storage since the mid sixties. They provide superior trade-off of cost, memory capacity, bandwidth, and reliability in comparison with all other alternatives. Detailed description of magnetic disks can be found in many books [Meego, Jor961. An introductory exposition of basic disk principles is also given in modern architecture and operating systems textbooks [Pet85, Pat901. Relative comparison of magnetic disks with other massive storage alternatives is given on [Dou94] .
The early disk-related research in operating systems has focused on development of scheduling algorithms for efficient use of high-volume storage in time-shared mainframes [Den67, Teo72, HofSO] 
Problems Formulation, Complexity, and Optimization Strategy
We now formulate the problem of throughput optimization and show how to reformulate the problem into a graphtheoretic problem. We also establish the computational complexity of the problem and provide our optimization strategies for the problem.
The throughput optimization using positioning problem is defined using the standard Garey-Johnson [Gar791 format.
Problem: Disk Head Movement Minimization using Positioning
Instance: Given a s c h e d u l e of t a s k s , the d a t a requirements of the tasks and a disk which just fits in all data blocks.
Question:
Is there a positioning of data blocks for the tasks in a disk such that the disk head movement distance for the given schedule is at most L?
The throughput optimization using partitioning and positioning problem is similarly defined in the standard Garey-Johnson format.
Problem: Disk Head Movement Minimization using Positioning and Partitioning
Instance: Given a s c h e d u l e of tasks, the d a t a requirements of the tasks and K disks which just fit in all data blocks.
Question:
Are there a partitioning of data blocks for the tasks into the K disks and a positioning of assigned data blocks on each disk such that the disk head movement distance for the given schedule is at most L?
T h e Disk Head Movement Minimization Using Positioning problem can be reformulated using the graphtheoretic abstraction. The given schedule of tasks can be described by a undirected weighted graph G(YE) of tasks.
The weight W(i,j) of an edge between task i and j is the number of times that the two tasks i and j are adjacent in the schedule. Let D(i,j) denote the disk head movement distance between the blocks i and j in a disk. The disk head movement distance for a given schedule is the sum of
When a graph G is not weighted and each task requires only one track for its data, the resulting problem is reduced to the Optimal Linear Arrangement which is NP-complete [Gar79]. For a special case when the graph of n nodes is a tree, there exists an optimal algorithm whose running time is O(n1ogn)
[Ado73].
T h e Disk Head Movement Minimization Using Positioning and Partitioning problem can be also reformulated using the similar graph-theoretic abstraction. Once a partition is performed, for each partition of tasks, a separate schedule can be constructed from the original schedule by considering only the tasks in the partition. For each schedule, a undirected weighted graph G ( V E ) of tasks is generated. The disk head movement distance for the original schedule is the sum of the disk head movement distance for each partition which is computed in the same way as described above.
We only need to prove that the Disk Head Movement Minimization Using Positioning problem is NP-complete because the Disk Head Movement Minimization Using Positioning and Partitioning problem is reduced to it when only a single disk is available. We proved, using the standard Karp's polynomial reduction technique that this problem is NP-complete, with the transformation from Optimal Linear Arrangement problem [Gar791 into an instance of our problem.
Since the computational complexity of the throughput optimization problem forbids an exact or optimal solution, an efficient and effective heuristic method has been developed for the problem. We first describe our heuristic for the positioning with the assumptions of uniform task data requirement and uniform cylinder capacity, and then show how to extend it to handle the positioning problem without the restrictions. After that, we discuss our heuristic for the partitioning problem.
Given the order of disk block accesses, intelligent decisions can be made when deciding how to place the data blocks. Proper arrangement of the data on the disk improves the efficiency of disk access. The goal of such an efficient arrangement would be to minimize the seek time required when moving the readwrite head to the location of the data for the next task to be run. In order to simplify the construction of such an arrangement, it is initially assumed that the data for each task will occupy exactly one cylinder on the disk. While this may be unrealistic, especially given the varying capacities of different cylinders, it enables clearer explanation of the essence of the problem and heuristic techniques. Later in this section we examine the situation in which the number of cylinders required varies from task to task.
Given a task schedule, the cost of any specific arrangement can be determined. The cost of an arrangement is defined as the number of disk cylinders that must be traversed during the entire schedule period. Whenever one task finishes and another begins, the readwrite head must be moved to the location of the data for the new task. Obviously, this distance depends on the arrangement of the task data on the disk. If the data is located on an adjacent cylinder, the cost of moving is 1. If the head must move over k intervening cylinders to reach the appropriate data, the movement cost is k+l. Each time the head moves between data locations the total cost is increased by the required amount.
We now present our heuristic approach for addressing this computationally intractable problem. The following is the pseudo code for our heuristic. Our heuristic arranges task data one task at a time. A task may be assigned to any position, even between tasks that are already placed, but once the task has been added, the group of tasks may not be rearranged. Subsequent tasks may be inserted anywhere within the group, but the order of the previous tasks is not altered. By doing this, the number of combinations which is examined is reduced from n! 1 2 to less than (n2 + n) 12.
Sort tasks in descending order of scheduled mms
Since many possible arrangements are eliminated from consideration, great care must be taken to insure that the remaining arrangements contain a solution which is as close to optimal as possible. And the quality of the final arrangement chosen by our heuristic is very dependent on the order in which the tasks are placed. In an attempt to arrive at a simple, yet meaningful, criterion for ordering the task placement, the number of times each task is scheduled during the period is totaled. Since tasks need to access their data every time they run, the total number of schedule times appears to be a useful measure when ranking the tasks for placement. This is much simpler, though surely less accurate, than trying to determine the relationship between each of the tasks.
Once the tasks have been ranked according to their respective number of scheduled turns, they are sorted into descending order and their data is placed with respect to this order. Tasks that will be scheduled frequently during the period are placed first and those that will be scheduled the least (or not at all) are placed last. The order of placement for tasks with equal rank is not specified by the algorithm, but the current implementation places them in order of task number. This is one area in which a slightly more complex scheme could decide more intelligently on the order of task placement. This placement ordering was arrived at during the initial development of our heuristic. Initially, tasks were added only to the beginning or at the end of the group of previously arranged tasks. They were not inserted between tasks which were already in place. This arrangement scheme was based on the premise that frequently accessed data should be placed on cylinders near the middle of the disk, while seldomly used data should be kept out of the way on cylinders near the edge or near the center of the disk. In this way, the maximum seek distance for regularly accessed data would be kept to around half the disk. This algorithm reduced the number of combinations that were examined to 2n. While this resulted in good performance, the solutions offered were often poor. By expanding the arrangements considered to include all possible placements for new tasks, rather than only two, much better results were obtained.
Restricting task data to a single disk cylinder is often unrealistic assumption. Expanding our heuristic to consider different cylinder needs for each task would allow the heuristic to model much more reasonable situations. While introducing this limitation did much to simplify the design of the heuristic, the resulting algorithm is simple enough that it should be possible to extend its capabilities. There are two factors which could result in a task needing more than a single cylinder for its data. The first is the size of the data that needs to be stored for the task and the second is the varying capacity of disk's cylinders. Each of these has different implications and will be looked at individually.
As the amount of data for a task increases, so may the required number of cylinders. Since we are not yet concerned with the varying capacity of different cylinders, the number of cylinders required by a particular task would remain constant regardless of where on the disk the data is placed. If this quantity is known, changing the cost calculation function to take the data size into consideration would be quite simple. Instead of adding one for each task crossed while seeking, the number of cylinders required by each task crossed would be added. A much more complex problem may be deciding in what order to arrange the data within the assigned cylinders. Since the readwrite head may be moving in either direction when traveling to the data, the layout of the data will affect the distance required to reach the beginning of the data. Thus, it is reasonable that the distance is the number of cylinders between the center points of two disk blocks. Also of importance is the effect the varying cylinder requirements should have on the order in which the tasks are assigned for placement. Using an approach similar to the one originally used to decide upon placement order, it would seem reasonable to place tasks which require the fewest cylinders in the middle of the disk, and to place those which require the largest number of cylinders near the edge or near the center of the disk. This would attempt to prevent frequent seeks over tasks which occupy a significant number of cylinders. Of course, the number of cylinders and the number of scheduled turns may result in conflicting desired placements. Where do you place a task which is scheduled frequently but requires many cylinders? Different approaches to placement ordering based on the frequency and the size of the tasks should be experimented with to find a reasonable solution.
Note that the disk itself also complicates matters. Because of the structure of the disk, cylinders decrease in size (and capacity) the closer they are to the center of the disk. So, while the size of the data required by each task may not change, the number of cylinders required to store the data will change depending on which cylinders are allocated. Once again, it should be relatively simple to allow the heuristic to calculate the actual number of cylinders required given the size of the task's data and its position within the arrangement. However, another side-effect of varying cylinder capacities i s that reversals of arrangements, which were previously considered equal, may now have vastly different costs. The placement 0,2,3,1,4 and the placement 4,1,3,2,0 will now have to be considered independently. This can easily be done within the cost calculation function, but will double the already considerable amount of work performed in order to calculate the cost of each arrangement.
Another situation which merits attention is the case in which the task data is stored on multiple small disks rather than on a single large disk. This is an attractive implementation option and may be used to significantly improve the efficiency of disk access. Smaller disks have a smaller number of cylinders and, thus, the maximum seek distance required to access a particular cylinder is proportionally less. For example, with 100 tasks stored on a single, 100 cylinder disk, the maximum seek distance would be 99 cylinders. By storing the tasks on two, 50 cylinder disks, the maximum seek distance is reduced to 49 cylinders. Also, with a greater number of active disks, the likelihood that the desired data is beneath (or within a few cylinders of) the current position of one of the read/ write heads is increased. Of course, the increased cost of buying and maintaining multiple disks must be weighed against the benefit of increased performance. A balance between desired cost and desired efficiency must be found.
Once the number of disks has been chosen, it must then be decided how to arrange the task data on the disks. Once again, the simplicity of our heuristic makes this transition quite natural. Assuming that the tasks will be placed in decreasing order of scheduled turns (as with the current, single disk implementation), a logical way to begin would be to place one task on each of the disks. By placing the most frequently accessed data on separate disks, the greatest benefits of using multiple disks can be seen. Once these initial tasks have been placed, the heuristic can operate in the same basic fashion that it did with a single disk. For each subsequent task, consider all possible placements and choose the arrangement with the least cost. While the separation of data onto multiple disks will increase the total number of considered arrangements, the increase will not be very significant.
Experimental Results
We have generated random examples by varying the number of tasks and the schedule period. The numbers of the tasks considered are 50, 100, 150, and 200 to see the effects of problem size on the performance. For all the cases, we consider several different periods to see how the schedule length affects the heuristic performance. We have generated 10 different schedules for each case. For all the test examples, we assume the uniform task data requirement such that each task requires a single cylinder Table 2 : The results for the positioning problem for its data, and the uniform cylinder capacity. Experimental results illustrate the effectiveness of the throughput optimization using positioning and partitioning for the test examples. All the comparisons of the performances are based on the best results. Using positioning, our heuristic reduces the disk head movement by a factor of 2.68 for the examples from a random solution. We note that the heuristic solution quality does not depend on the number of tasks, but on the schedule period. The longer the schedule period, the less the improvement has been achieved. Using partitioning and positioning, our heuristic has produced a factor of 1.94 (5.06) reduction in disk head movement with 2(5) disks for the examples of 200 tasks compared to a heuristic solution for a single disk without using more disk space. Experimental results show the effectiveness of the heuristics used. They show that the careful positioning of data blocks can significantly improve the throughput and the use of multiple disks significantly improves the throughput without increasing the storage capacity.
Conclusion
We studied a novel problem of throughput optimization in disk-based hard real-time application specific systems. We formulated the problem, established its computational complexity, and developed a simple, but effective heuristics for data assignment and disk partitioning so that overall performances of a disk-based application specific system are optimized. The approach yielded significant improvements on a large set of simulated designs.
