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Sharp estimation of local convergence radius
for the Picard iteration
S¸tefan Ma˘rus¸ter and Laura Ma˘rus¸ter
Abstract. We investigate the local convergence radius of a general Picard
iteration in the frame of a real Hilbert space. We propose a new algo-
rithm to estimate the local convergence radius. Numerical experiments
show that the proposed procedure gives sharp estimation (i.e., close to
or even identical with the best one) for several well known or recent
iterative methods and for various nonlinear mappings. Particularly, we
applied the proposed algorithm for classical Newton method, for multi-
step Newton method (in particular for third-order Potra–Ptak method)
and for ﬁfth-order “M5” method. We present also a new formula to
estimate the local convergence radius for multi-step Newton method.
Mathematics Subject Classification. Primary 26A18, 47J25, 65J15, Sec-
ondary 34K28.
Keywords. Picard iteration, Local convergence, Radius of convergence.
1. Introduction
The problem of the estimation of the local radius of convergence for various
iterative methods was considered by several authors and numerous results
were obtained particularly for the Newton method and its variants. However
“... eﬀective, computable estimates for convergence radii are rarely available”
[1]. Similar remarks were made in more recent papers: “... no estimate for
the size of an attraction ball is known” [2], “The location of starting approx-
imations, from which the iterative methods converge to a solution of the
equation, is a diﬃcult problem to solve” [3].
We propose a new algorithm to estimate the local convergence radius
for general Picard iteration in the frame of a real Hilbert space and we apply
it to classical Newton method, to multi-step Newton method (in particular to
the third-order Potra–Ptak method) and to the ﬁfth-order M5 method [4,5].
The multi-step Newton method(other terms:“modiﬁed Newton method”,
“multi-step frozen Jacobian version of the Newton method”, etc.) is, in
its essence, the classical Newton method in which the ﬁrst derivative is
re-evaluated periodically after m steps. It can be deﬁned as follows. Let
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F : C → B be a nonlinear mapping, where B is a Banach space and C
is an open subset of B. Suppose that F satisﬁes some common conditions
(for example, F is Fre´chet diﬀerentiable and there exits F ′(x)−1 on C). If x
denotes the current iteration, then the iteration function T is deﬁned by:
y1(x) = x,
yk+1(x) = yk(x) − F ′(x)−1F (yk(x)), k = 1, ...,m,




The method has high convergence order, equal to m + 1, and the com-
putational cost per iteration is due by the LU factorization and the inner
steps for the computation of yk. The semilocal convergence of (1.1) and the
study of its eﬃciency and dynamics are presented in [6].
The particular case m = 2 was considered by Potra and Ptak [7]. Using
non-discrete induction, they proved the order three of convergence and gave
sharp a priori and a posteriori error for this particular case. Often it is called
“Potra–Ptak” method [8,9]. Ortega and Rheinboldt [10] proved order three
of convergence for Potra–Ptak method in n-dimensional spaces (Theorem
10.2.4, [10]). Note that Potra–Ptak method is a particular case of a multipoint
iterative process with order three of convergence considered by Ezquerro and
Hernandez [11].
We will discuss also the ﬁfth-order M5 method introduced relative
recently (2015) by Cordero et al. [4,5] and deﬁned by:
y1(x) = x − F ′(x)−1F (x),
y2(x) = y1(x) − 5F ′(x)−1F (y1(x)),
T (x) = x − F ′(x)−1(F (x) + 95F (y1(x) + 15F (y2(x))).
The M5 method is similar with the multi-step Newton method (1.1) for m = 3
and with some coeﬃcients in inner steps and outer iteration. It is worth notic-
ing that with this very simple modiﬁcation (which does not aﬀect the compu-
tational eﬀort) the convergence order grows from 4 to 5. The M5 method was
studied recently (2016) by Sharma and Guha [12], showing that “in general,
the new method is more eﬃcient than the existing counterparts”.
The advantages of such methods (higher order of convergence and
improved eﬃciency index) are partly canceled by reducing to a great extent
the domain of convergence (attraction basin). Indeed, the attraction basin
of these iterations, as commonly occurs for high-order methods, is an unpre-
dictable and sophisticated set. Therefore, ﬁnding a local convergence ball (or
a good starting point) for these methods is a very diﬃcult task.
In Sect. 4, we are concerned with the estimation of the convergence ball
for the Picard iteration. Based on the convergence properties of such type
of iteration for the class of demicontractive mappings [13,14], we propose
an algorithm for estimating the convergence radius of the Picard iteration.
Numerical experiments show that the proposed algorithm gives convergence
radius close to or even identical with the best one. The Potra–Ptak and M5
methods are examples for this remarkable property of the proposed algorithm.
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Recently, Hernandes and Romero [3] gave the following algorithm (for-
mula) to estimate the local convergence radius for Ezquerro–Hernandez
method. Suppose that x∗ is a solution of the equation F (x) = 0, there
exists F ′(x∗)−1, ‖F ′(x∗)−1‖ ≤ β, and F ′ is k-Lipschitz continuous on some
B(x∗, r0) = {x : ‖x−x∗‖ ≤ r0}. Let r˜ = min{r0, r}, where r = ζ0/[(1+ζ0)βk]
and ζ0 is the positive real root of a polynomial equation of degree three (in
the particular case of Potra–Ptak iteration this equation is t3 +4t2 − 8 = 0).
Then r˜ estimates the local radius of convergence.
In [2], Catinas proposes a simple and elegant formula to estimate the
radius of convergence for the general Picard iteration and the algorithm pre-
sumptively gives a sharp value. More precisely, let T : D ⊂ Rm → D be a
nonlinear mapping and x∗ a ﬁxed point of T . Suppose that T is diﬀerentiable
on some ball centred in x∗, B(x∗, r1), and the derivative of T satisﬁes
‖T ′(x∗)‖ ≤ q < 1,









then r = min{r1, r2} is an estimation of local convergence radius.
2. Preliminary lemmas








, r1 = r,
where r > 0. Then {rk} is strictly decreasing if α < 23 and strictly increasing
if α > 23 .
The proof can be done easily by induction on k.















It is easy to prove that gm(0) = 0 and gm(1) > 1. Let η be such that
0 < η < 1. The polynomial equation gm(y) − η = 0 has at least a solution in
(0, 1).
Lemma 2. For any η, 0 < η < 1, the equation gm(y) − η = 0 has a unique
positive solution αm and αm → α =
√
3 − 1, m → ∞. If η > 0.4286... then
αm > 2/3.
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Proof. (1) The recurrence formulas (2.1) are equivalent with
f1(y) = y,
f2(y) = y(1 + 12y),









The polynomial sequence {fk} and the function gm have the following
two properties. If 0 < y < α then
(a) fk(y) < 1 and fk(α) = 1, k = 2, 3, ...;
(b) gm(y) < α and gm(α) = α.
The both statements can be done very easily by induction on k
and m, respectively. Indeed:
(a) For k = 2, f2(y) = 12y
2 + y and y < α implies f2(y) < 1 and
f2(α) = 1.
Suppose that fk(y) < 1. We must prove that fk+1(y) = fk(y)2 −
yfk(y) + y < 1. The quadratic polynomial in fk(y), P (fk(y)) =
fk(y)2 − yfk(y) + y − 1 has the zeros fk(y) − 1 and 1. It results
P (fk(y)) < 0. If fk(α) = 1, then fk+1(α) = fk(α)2 −αfk(α)+α =
1.











and y < α implies g2(y) < α.
Suppose that for y < α, gm(y) = 2[fm(y)2 − yfm(y)]/y < α. We
must prove that gm+1(y) = 2(fm+1(y)/y − 1)fm+1(y) < α. We have
gm+1(y) = 2
(








[fm(y)2 − yfm(y)]fm+1(y) < αfm+1(y) < α.




fk(α) = f1(α) = α.
(2) We prove now that, for any 0 < x < α, we have
fk+1(x) < fk(x), k = 2, 3, ... (2.2)
(2.2) is equivalent with f2k (x) − (x + 1)fk(x) + x < 0. The quadratic
polynomial t2 − (x + 1)t + x has the zeros x and 1. As fk(x) < 1 (the
property a), (2.2) is satisﬁed if x < fk(x). This last inequality can be
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proved by induction on k. For k = 2, x < x2/2 + x. Suppose that for
j = 2, 3, ..., k − 1, x < fj(x). We have
fk+1(x) − x = (fk(x) − x)fk(x) = ... = (f2(x) − x)f2(x)...fk(x) > 0.
We notice that fk+1(x) < (f2(x)−x)f2(x)k−1 and f2(x) < 1 (since
0 < x < α =
√
3 − 1) we obtain for any x ∈ (0, α)
fk(x) → x, k → ∞.
(3) The function gm is strictly increasing on (0, α). It results that for any
0 < η < α the equation gm(x)−η = 0 has a unique solution αm ∈ (0, α).
Indeed, it can be proved by induction on k that






which imply gm(x) < gm(y).
(4) αm → α, m → ∞. The sequence {αm} is monotone strictly increasing.
Indeed, as gm+1(x) < gm(x), ∀x ∈ (0, α), we have
gm(αm+1) − η > gm+1(αm+1) − η = 0.
Therefore, gm(0) − η = −η < 0 and gm(αm+1) − η > 0 and αm ∈
(0, αm+1). Let α∗ be the the right limit of {αm} and suppose that α∗ <
α. We have η = gm(αm) < gm(α∗). On the other hand, gm(α∗) →
0, m → ∞ and the hypothesis α∗ < α is false.
















The proof can be done easily by induction on m.
3. A simple formula for the local convergence radius of the
multi-step Newton method
Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖·‖ and let C
be an open subset of H. We assume that F : C → H is Fre´chet diﬀerentiable
on C and that the set of solutions of the equation F (x) = 0 is nonempty (or
the set of ﬁxed points of T is nonempty).
Theorem 1. Suppose that there exists F ′(x)−1, ‖F ′(x)−1‖ ≤ β, ∀x ∈ C and
that F ′ is L-Lipschitz continuous on C. Let αm be the solution of the equation
gm(y)− η = 0 for some fixed η > 0.4286.. and let r be such that 0 < r ≤ αmβL .
Suppose that B(p, rm) ⊂ C, where p is a solution of the equation F (x) = 0
and rm is defined in Lemma 1 for α = αm. Then the sequence {xn} given
by the multi-step Newton method with starting point x0 ∈ B(p, r), remains in
B(p, r) and converges to the unique solution p in B(p, r).
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Proof. We prove ﬁrst that yk ∈ C, k = 1, ...,m. Let x be a point in B(p, r).
We prove by induction that ‖yk − p‖ ≤ rk. We have ‖y1 − p0‖ = ‖x − p‖ ≤
r = r1. Suppose that ‖yk − p‖ ≤ rk. We can write
‖yk+1 − p‖ = ‖yk − p − F ′(x)−1(F (yk) − F (p))‖
= ‖(yk − p) − F ′(x)−1
(∫ 1
0
F ′(p + t(yk − p))dt
)
(yk − p)‖
≤ β‖yk − p‖
∫ 1
0
‖F ′(x) − F ′(p + t(yk − p))‖dt
≤ βL‖yk − p‖
∫ 1
0
‖(x − p − t(yk − p)‖dt
≤ αm‖yk − p‖(1 + ‖yk−p‖2r ).
Thus




We can conclude that yk ∈ C, k = 1, ...,m.
We prove now that for any x ∈ B(p, r)









F ′(p + t(yj − p))dt, j = 1, ....,m.
We have
yk+1 − p = yk − p − F ′(x)−1(F (yk) − F (p)) = F ′(x)−1(F ′(x) − Δk)(yk − p),
and successively replacing yk − p by its previous value, we get





F ′(x)−1(F ′(x) − Δk−j)
⎞
⎠ (x − p), k = 2, ...,m (3.1)
and
















′(x)−1(F ′(x) − Δk−j)
)
(x − p).
From Lemma 3, we have
x − T (x) = (I − Δ(x))(x − p).




β‖F ′(x) − Δj‖.
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From ‖F ′(x)−1‖ ≤ β and (3.1), we obtain
β‖F ′(x) − Δk‖ ≤ β
∫ 1
0
‖F ′(x) − F ′(p + t(yk − p))‖dt
≤ βL ∫ 1
0
‖(x − p) − t(yk − p)‖dt















β‖F ′(x) − Δj‖
⎞
⎠ (3.2)
From (2.1), (3.2) and Lemma 2 we have that β‖F ′(x)−Δk‖ ≤ fk(βLr), k =
1, ...,m. We obtain ‖Δ(x)‖ ≤ gm(βLr) and from βLr < αm it results
‖Δ(x)‖ ≤ η.
From ‖Δ(x)‖ ≤ η, using Banach lemma, we have that I − Δ(x) is
invertible and ‖(I − Δ(x))−1‖ ≤ 1/(1 − η). Thus, since x − T (x) = (I −
Δ(x)(x − p), we obtain
‖x − p‖ ≤ ‖(I − Δ(x))−1‖‖x − T (x)‖ ≤ 1
1 − η ‖x − T (x)‖, ∀x ∈ B(p, r).
Therefore, T is quasi-expansive and p is the unique ﬁxed point of T in B(p, r).
The convergence of the sequence generated by xn+1 = T (xn) results
from
‖T (x) − p‖ = ‖Δ(x)(x − p)‖ ≤ η‖x − p‖.
Remark 1. The ﬁrst three equations deﬁned by (2.1) are: x − η = 0, y3 +
2y2 − 2η = 0, y7 + 4y6 + 4y5 + 4y4 + 8y3 − 8η = 0 and for η = 0.95 each has
a unique solution in (0, 1): 0.95, 0.820723..., 0.782393..., respectively.
4. Radius of convergence
It is worth mentioning that, in general, the estimation of convergence radius
given by Theorem 1, r ≤ αm/(βL), though is satisfactory good, it is not very
sharp (see the example in Table 1, Section 5). More interesting estimates can
be obtained by applying the convergence property of the Picard iteration in
the case of demicontractive mapping [16].
A mapping T : C → H is said to be demicontractive if the set of ﬁxed
points of T is nonempty, Fix(T ) = ∅, and
‖T (x) − p‖2 ≤ ‖x − p‖2 + L‖x − T (x)‖2, ∀(x, p) ∈ C × Fix(T ),
where L > 0. This condition is equivalent to either of the following two:
〈x − T (x), x − p〉 ≥ λ‖x − T (x)‖2, ∀(x, p) ∈ C × Fix(T ), (4.1)
‖T (x) − p‖ ≤ ‖x − p‖ +
√
L‖T (x) − x‖, ∀(x, p) ∈ C × Fix(T ), (4.2)
where λ = (1−L)/2. Note that (4.1) is often more suitable in Hilbert spaces,
allowing easier handling of the scalar products and norms. The condition
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(4.2) was considered in [17] to prove T-stability of the Picard iteration for
this class of mappings. Note that the set of ﬁxed points of a demicontractive
mapping is closed and convex [18].
We say that the mapping T is quasi-expansive if
‖x − p‖ ≤ β‖x − T (x)‖, ∀x ∈ C, (4.3)
where β > 0. If β < 1 then ‖x − p‖ ≤ β1−β ‖T (x) − p‖ which justiﬁes the
terminology. It is also obvious that the set of ﬁxed points of a mapping T
which satisﬁes (4.3) consists of a unique element p in C.
Theorem 2. [16] Let T : C → H be a (nonlinear) mapping with nonempty
set of fixed points, where C is an open set of a real Hilbert space H. Let p be
a fixed point and let r be such that B(p, r) ⊂ C. Suppose further that
(i) I − T is demiclosed at zero on C,
(ii) T is demicontractive with λ > 0.5 on B(p, r). Then, the sequence {xn}
given by Picard iteration, xn+1 = T (xn), x0 ∈ B(p, r) remains in
B(p, r) and converges weakly to some fixed point of T . If, in addition,
(iii) T is quasi-expansive on B(p, r),
then p is the unique fixed point of T in B(p, r) and the sequence {xn}
converges strongly to p.
The main idea of the proposed algorithm is to ﬁnd a ball as large as
possible on which the conditions of Theorem 2 are satisﬁed. In ﬁnite dimen-
sional spaces the condition of quasi-expansivity is superﬂuous, the ﬁrst two
conditions are suﬃcient for the convergence of Picard iteration. Therefore,
supposing that condition (i) is fulﬁlled we can develop the following algorithm
to estimate the local radius of convergence in ﬁnite dimensional spaces:
Find the largest value for r such that
m = min
x∈B(p,r)
〈x − T (x), x − p〉
‖x − T (x)‖2 , and m > 0.5. (4.4)
This procedure involves the following main processing:
1. Apply a search line algorithm (for example of the type half-step algo-
rithm) on the positive real axis to ﬁnd the largest value for r;
2. At every step 1 solve the constrained optimization problem (4.4) and
verify the condition m > 0.5.
Remark 2. Solving repeatedly the constrained optimization problem is the
most expensive computation of the proposed algorithm. However, the com-
putation is relieved by the fact that the cost function is deﬁned with the
help of vector norm and scalar product. To our best knowledge, there exists
a few number of algorithms having this good calculability characteristic, for
example, the algorithm of Deufhlard and Potra [19].
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Figure 1. The attraction basins and the estimated balls
for classical Newton method; Example 1 (a), Example 2 (b),
Example 3 (c)
5. Numerical experiments
The numerical experiments in this section are devoted to illustrate the sharp-
ness of the proposed algorithm. We performed a signiﬁcant number of numer-
ical experiments for diﬀerent iterative methods and for mappings in one or
several variables.
We present here the results for classical Newton method, for Potra–Ptak
method, for M5 method and for the following two functions in one variable,
f(x) = x5 − 2x2 + x, p = 1, f(x) = x − cos(x), p = 0.739..., and for the
following three functions in two variables (referred in the rest of the paper as
Examples 1, 2 and 3),
F1(x) =
(
3x21 − x1x2 + 3x2
















Experiment 1. We investigated the sharpness of the proposed algorithm for
functions in one variable. In the most of considered cases, it gives radii of
convergence very close to the best ones. For example, in the case of Newton
method and for the function f(x) = x−cos(x), the estimation is 2.5671684091
and the best radius is 2.5671684098. In the case of the Potra–Ptak method the
two radii (estimation and the best) are, practically, identical. For example, for
the function f(x) = x5 −2x2+x the estimate and the best radius (computed
with 15 decimal digits) are identical, r = 0.080959069788847.
Experiment 2. In this experiment, we investigated the sharpness of the pro-
posed algorithm for the classical Newton method and for functions in two
variables. In the case of considered test functions the results are present
graphically in Fig. 1.
The black area represents the entire attraction basin and the white
circle the local convergence ball. It can be seen that the proposed algorithm
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Figure 2. The attraction basins and the estimated balls for
Potra–Ptak method; Example 1 (a), Example 2 (b), Example
3 (c)




Formula from Theorem 1 0.228784
Catinas formula ≈ 0.4212
Proposed algorithm 0.616845
Maximum radius 0.616845
gives convergence radii satisfactory good. In our experiments, the attraction
basin was computed by directly checking the convergence of the iteration
process starting from all points of a given net of points. The attraction basin
(hence the maximum convergence radius) computed in this way has only
relative precision. Nevertheless, we obtain signiﬁcant information about the
attraction basins, and the characteristics of the proposed algorithm can be
evaluated.
Experiment 3. In this experiment, we investigated the sharpness of the pro-
posed algorithm for the Potra–Ptak method and for functions in several vari-
ables. For the test function the results are given in Fig. 2.
The numerical values of convergence radii for the Potra–Ptak method
and for Example 1 computed with six decimal digits are given in Table 1.
For comparison, in Table 1 the values computed with several algo-
rithms/formulas (Hernandez–Romerro algorithm, Formula from Theorem 1,
Catinas formula, proposed algorithm, and the best convergence radius) are
presented.
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Figure 3. The attraction basins and the estimated balls for
M5 method; Example 1 (a), Example 2 (b), Example 3 (c)
Remark 3. It is worth noticing that in several cases the proposed algorithm
provides convergence radii identical with the best ones (as in the ﬁrst part of
Experiment 1 and in Example 1, Table 1). In other cases the radius computed
with this algorithm is close to the best one, but it is not identical with it.
For example, in the case of Potra–Ptak method and Example 3, the radius
given by proposed algorithm (computed with six decimal digits) is 0.274267
and the best radius is 0.275904.
Experiment 4. In this experiment, we computed the convergence radius with
the proposed algorithm for M5 method and for functions in several variables.
In the case of the three test systems the results are presented in Fig. 3.
It can be seen that the proposed algorithm gives radii of convergence
very close to the best ones.
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