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1. INTRODUCTION 
A method of approximation of an automorphism T on a nonatomic 
Lebesgue space by sequences {T,,} of periodic transformations was developed 
by Katok and Stepin in (41 and [5] and later investigated and modified by 
others in [ 1 ] and [2]. The main point of this paper is to further develop the 
relationship between the spectral structure of the approximating transfor- 
mations T, and the spectral structure of T employing the mean ergodic 
theorem as the main tool. 
In Section 3, two very useful corollaries to the mean ergodic theorem are 
developed. The main theorem in that section is a version of the mean ergodic 
theorem giving strong convergence of certain averages of operators 
associated with the approximating transformations T, to projection operators 
associated with T. This in turn is used to develop strong convergence of 
projection operators associated with T, to projection operators of T. A 
natural set relationship between the sets n(T,) of eigenvalues of T,, and the 
set /i(T) of eigenvalues of T is obtained. This relationship is investigated in 
Section 4. As an application of this theory, several results in [ 2,5, 7 ] can be 
strengthened. In [7], results were established for transformations produced 
by stacking procedures. These stacking procedures represent specific 
examples of approximation by periodic transformations. Some of these 
theorems are extended to the more general case here. This in turn adds a 
characterization of complete ergodicity and weak mixing properties in terms 
of convergence of projection operators of T,,. 
2. DEFINITIONS AND PRELIMINARIES 
Let (X, Q, p) be a measure space and let T be an invertible bimeasurable 
point transformation mapping X onto X. T is measure preserving if 
,u(TA)=p(A)=p(T-‘A), AEQ. T is ergodic if ,@)>O and TAcA 
implies p(A) = 1. T is completely ergodic if Tk is ergodic for each positive 
integer k. Each invertible measure preserving transformation T induces on 
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L,(X) a unitary operator U, defined by U,f(x) =f(T(x)). By the spectral 
properties of T, we mean the spectral properties of U,. An ergodic transfor- 
mation T is weakly mixing if 1 is the only eigenvalue of T. T has discrete 
spectrum if the orthogonal sum of all subspaces of eigenfunctions is the 
whole space L,(X). In general, strong convergence of a sequence ( V,] of 
operators on a complex Hilbert space H to an operator V on H will be 
denoted by V, + V, i.e., for each f E H, V,, f -+ Vf as n --) co. In what 
follows, by a transformation T we mean an invertible bimeasurable mapping 
which maps X onto X and is measure preserving. (X, a,,~) will be a 
normalized nonatomic Lebesgue space; i.e., a measure space isomorphic to 
the unit interval. 
DEFINITION 2.1. If r = (C(l), C(2),..., C(h)) is a finite collection of 
pairwise disjoint measurable sets whose union r’ c X, then we say [ is a 
partition. 
In general, c’ is a proper subset of X. We denote the complement of this 
set by R = X-t’. By T,, we mean an arbitrary transformation which 
transposes the elements of r cyclically. That is, T,C(i) = C(i + 1) for 
i = 1, 2,..., h-, and Tl C(h) = C( 1) and Tl acts arbitrarily on R. 
DEFINITION 2.2. Given a transformation T on X, we say a partition 
[ = (C(i): i = I,..., h) is T-admissible if TC(i) = C(i + 1) for i = 1, 2 ,..., h - 1. 
DEFINITION 2.3. A sequence (r(n)} of partitions is said to converge to 
the unit partition, denoted r(n) -+ E, provided for each A E Q there exists a 
sequence {A(n)} of sets such that A(n) is a union of sets from r(n) and such 
that ,u(A(n) AA) + 0 as n + 00. 
DEFINITION 2.4. Let T be a transformation and f(n) a monotonic 
sequence of positive numbers such thatf(n) -+ 0 as n -+ co. T admits a cyclic 
approximation by periodic transformations (cyclic a.p.t.) with speed f(n) if 
there exists a sequence kZ(n)l of partitions where T(n) = 
G(l), G(2)...., C,(h(4N an d a corresponding sequence ( Tlcn,) of transfor- 
mations for which 
0) t(n) --+ E. 
(4 Cl?/ PU(TC,W ~T~~,,C&)) <f (h(4). 
If in addition to (i) and (ii), we have 
(iii) r(n) is T-admissible 
then T admits an approximation by partitions with speed f (n). 
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The notion of cyclic a.p.t. can be found in [4] and that of approximation 
by partitions in [ 11. 
We remark that the term periodic is used here in the context of 
permutations on the elements of r(n) and does not necessarily imply 
pointwise periodic. Also, it is clear from the definition of TE(,, that the 
epxression Cri:’ ,u(TC,(~) dTl,,, C,(j)) is independent of the particular Tt(,, 
chosen and how Tt(,,) is defined on R(n). Actually, Katok and Stepin only 
assume TIC,) preserves the measure of the elements of r(n) and so 
,u(C,(j)) = l/h(n) for i = 1,2,..., h(n). The additional assumptions on Tt(,, 
used here involve no loss of generality. 
We state several results obtained by Katok and Stepin in [5]. 
THEOREM 2.1. If T admits a cyclic a.p.t. with speed f(n) = 9,/n and 
8 < 4, then T is ergodic. 
THEOREM 2.2. If T admits a cyclic a.p.t. with speed f(n) = e/n and 
0 < 2, then T is not strongly mixing. 
THEOREM 2.3. If T admits a cyclic a.p.t. with respect to (c(n)} with 
arbitrary speed f (n), then T has discrete spectrum and all its eigenvalues are 
roots of unity. 
A sequence {a(n)} of numbers is called a (k,j)pair sequence if there exists 
a k and aj with j# 0 such that a(2n) = ka(2n - 1) +j for n = 1,2,.... The 
above definition can be found in [7] and was motivated by the definition of 
Chacon [2] of a k-pair sequence which is a (k,j) pair with j = 1. 
DEFINITION 2.5. A transformation T is said to admit a cyclic a.p.t. in 
(k, j) pairs or an approximation by partitions in (k, j) pairs with speed f (n) if 
T admits a cyclic a.p.t. or, respectively, an approximation by partitions with 
speed f (n) and if the sequence {h(n)}, where h(n) is the number of elements 
in r(n), has a subsequence which is a (k, j) pair sequence. 
The following was obtained by Chacon in [2]. 
THEOREM 2.4. If T admits a cyclic a.p.t. in k-pairs with speed f (n) = e/n 
and B c 2, then T is weakly mixing. 
In the proof of the above theorem, the following statement was established. 
LEMMA 2.1. If T admits a cyclic a.p.t. with speed f (n) = e/n and 0 < 2 
and tf A E A(T), where A(T) is the set of all eigenvalues of T, then 
lim,,, Ah(n) = 1. 
The next lemma will be used in the following sections. It also indicates 
that the hypotheses of several following theorems are natural. 
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LEMMA 2.2. If T admits an approximation by partitions with some 
speed, then T admits a cyclic a.p.t. with speed f (n) = O/n with 6 < 2. 
Proof. Since T admits an approximation by partitions, there is a 
sequence (r(n)} of T-admissible partitions such that c(n) + E. Let 
y = sup(h(n)p(C,(l) - T,,,,C,(h(n)): n = 1, 2,...} and let 8= 2~. Since 
h(n)dC,(l) - T,,,,C,Mn))) < h(n)dC,(l)) =,4?(n)> < 1 for all n, Y < 1 
and so 0 < 2. Then, since r(n) is T-admissible for each n, 
= cWC,,(h(n)) dC,( 1)) 
= 4TC,(O)) u C,( 1)) - ,4TC,,(h(n)) n CA 1)) 
= .4TC,(h(n)f) +~u(C,(l H- 2,4TC,(h(n)) n C,,t 1)) 
= WC,,(l) - TC,,(h(n))) 
= 2hh),4C,,( 1) - TC,(h(n)))/h(n) 
G W(n) 
= O/h(n) 
=.f (h(n)) 
where f (n) = O/n. 
3. ERGODIC THEOREMS AND PROJECTIONS 
We will adopt the following version of the mean ergodic theorem. A proof 
of the theorem due to Riesz can be found in 131. 
THEOREM 3.1 (THE MEAN ERGODIC THEOREM). Zf U is a unitary 
operator on a complex Hilbert space H and if P’ is the projection on the 
space H’= (gEH: Ug=g}, then (l/n)CJ:,‘U’*P’. 
COROLLARY 3.1.1. Let K be the unit circle in the complex plane, U a 
unitary operator on H, and PA be the projection on HA = { g E H: Ug = Ag}. 
Then (l/n) CJ’:J 1 -jUj 3 Pa for each A E K. 
COROLLARY 3.1.2. Let T be a periodic transformation on (X. Q,,u) with 
period p and U its induced unitary operator on L,(X). Then 
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(i) Pa = (l/p) Cf:d A-jUj ifAP = 1 and P’ = 0 ifnP # 1 and 
(ii) T has discrete spectrum with eigenvalues the p th roots of unity. 
The proofs of the following lemma and theorem were motivated by Riesz’s 
proof of the mean ergodic theorem. 
LEMMA 3.1. For each unitary operator U and each L E K, H = 
H’ 0 Cl(S”), where Cf(SA) is the closure of Sa with Sa = (f: f = Lg - Ug 
for some g E H}. 
THEOREM 3.2. If T admits an approximation by partitions with speed 
Vn and 13 < 2 with respect to {t(n)}, then for each A E K, 
(l/h(n)) CT2d-l L-jUi, + Pa with n, where U,, is the unitary operator 
associated with an arbitrary transformation Trc,, and P’ is the projection on 
H’= {gEH: Ug=lg}. 
Proof. The result will first be shown for a specific sequence { Tt(,,,}. For 
each n, define T, = Tt(,, by T,(x) = T(x) for x E r’(n) - C,(h(n)), 
T,(x) = T- h(n)+r(x) for x E C,(h(n)), and T,(x) = x for x E R(n). Note that 
T,, is periodic with period h(n). For 1 E K and each n, define 
At = Cj”y2-r A-jVL, where V, is the unitary operator associated with T, 
defined by V,f=f(T,J. 
The following two statements will be established: 
Ajjf-+Paf as n+co, LEK, fEHa; (1) 
A;f+O as It--, co, A E K, f E Cl(S’). (2) 
Then Lemma 3.1 will be used to establish the conclusion of the theorem for 
this sequence { V,). 
To establish (I), fix 1 E A(T) and f E HA. Upon examining the definition 
of T,, we see on the set C,(k) that Ti = Tj for j = 0, l,..., h(n) - k and 
Tj = Tim*(“) forj = (h(n) - k) + l,..., h(n) - 1. Thus on C,(k) ” 
h(n)-1 
At f = (l/h(n)) 2 A-if(T$ 
j=O 
h(n)-k h(n)- 1 
= (l/h(n)) c L-‘f(p) + (l/h(n)) 2 2 -‘f(Tj-h(n)) 
j=O j=*(n)-k+ 1 
h(n)-k h(n)-1 
= (l/h(n)) s A-jAjf+ (l/h(n)) 
j=O 
= (l/h(n))(h(n) - k + l)f + [(k - 1)/h(n)] IE-h’“‘f 
=f + [(k- l)/h(n)](n-hc”’ - l)J 
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If AEK-A(T), P={O} and the above equality still holds. We have 
established 
&f=f+ [(k - l)//z(n)](P’“’ - I)f 
on C,(k), 1 < k<h(n), AE K, fEH’. (3) 
Since T is ergodic, iff E HA, then f has constant absolute value and hence 
IfI =M. Then, using (3) and noting IAifl GM, 
r14if-P-2fI12 = Iw--“ill’ 
For L E A(T), by Lemma 2.1, Ahcnl + 1. Since c(n) -+ E, by a little argument, 
p@(n))+0 and soAif+P’f=f. IfkEK-A(T), HA= (0) and the same 
results follow so (1) is established. 
To prove (2), consider the case when f E S’. Then f = Lg - Ug for some 
gE H =L,(X). Thus on C,,(k) 
A;lf=riA;Ig-A$g(T) 
h(n)-1 h(n)-1 
= (W(n)) y A-‘+‘g(Tj,) - (l/h(n)) K’ A-jg(T(Tj,)) 
j=O 1% 
h(n)-k h(n)- I 
= (l/h(n)) x n-j’lg(P) + (l/h(n)) y 1 -j+ lg(Tj-hWJ) 
j=O j=h(n)Fk+l 
h(n)-k h(n)- I 
- (l/h(n)) 1 A -jg(T’+ ‘> - (l/h(n)) 
j=O 
jTh(gek+, A-w-h’n)+l) 
I 
h(n)-k 
= (I/h(n)) Rg + t] A-‘+ ‘g(P) 
j= L I 
h(n)- I 
+ (l/W)) A- 
hW+kg(T-k+l) + 
j=h,;dk+2 ~-“‘g(T’-h’n)~] 
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h(n)-k-l 
r 
,TO 
n-ig(Tj+I) + ~-h(n)+kg(p+k+l 
)I 
h(n)-2 7 
- W(n)) 
[ 
- (l/W)) 
[. 
r ~-jg(Tj-h(n)tl)+I*-h(n)+lg 
i=h(n)-kt 1 J 
=(I/h(n))[(l -A-h’“‘)Ag+A-h(“)+k(g(T’-k)-g(Th(n)t’-k))J. (4) 
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First assume g is bounded, say, 1 g(x)/ <I%&. So for f = Ag - Ug and upon 
using (4) we have 
h(n) 
=V 
J ky1 C,(k) 
I(l/h(n))[(l -A-h(n))Ag+A-h(“)tk(g(T1-k) 
- g(T 
h(n)t I-k>)]l’ dp 
h(n) 
< -v U/W)* 
&El 
h(n) 
( 1 - Ah(n)l2 I,
n 
(k) Ig12 dP 
+ ‘v (l/h(n))2 I, (&)I g(T’-&) -g(Th’“‘+‘-k)12 4 
k:l ” 
+2 ‘+) (l/h(n))* 11 -Aacn)l( 
k:l 
Igl Ig(T1-k)-g(Th’“‘+‘-k)ldp 
C.(k) 
+I I~;g-hm% 
R(n) 
< ( l/h(n))2 ( 1 - Ah( ~(<‘(n)) M* + (l/h(nN2 &t’(n)) 4i@ 
+2(1/h(n))’ ) 1 -Ah’“‘)&<‘(n)) 2A4’ +,@(n)) 4M*. 
Note that since r(n) + E, I@) -+ 0 and h(n) + ~0. Thus 
A;jf+O, f E S’ with f = Ag - Ug and g bounded. (5) 
We wish to generalize (5) so let f~ SA with f = ;lg - Ug, where g is not 
necessarily bounded. Choose a sequence { gk} of bounded functions in H 
such that g, + g and let fk = Agk - Ug,. Clearly&, -+ f as k -+ co, and by (51, 
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A;lfk + 0 as n + 00 for each k. Now, since &4fli < 1 for all n, we have 
First choose k sufficiently large to make Ilf-fkll small independently of n, 
and then choose n sufficiently large to make IIA,fJl small. Hence At f + 0 
for eachSE Sa. ForfE CI(S’), repeat the argument by approachingfwith a 
sequence (fk} withy, E SA for each k. It follows A;j fk + 0 as n + co for each 
k and, using the above, (2) is established. 
Now, let f f H. By Lemma 3.1, H = HA 0 CI(SA). Thus there exists an 
f, E HA and an fi E CI(S’) such that f =f, + fi. Then 
II&f- P"f I/= IIA;j(fi +fi) -P'"(fi +fi>ll 
= llAf;f, +A% -f, II 
G II At.6 -f, II + lIA;lfiII. 
By (l), //Aif, -f, 1) -+ 0 and by (2), //Ai f2j/ + 0. We conclude Ai * Pa and 
the proof of the theorem is complete for this specific sequence of transfor- 
mations (T,) as previously defined. 
Let ( Ttcn,} be an arbitrary sequence of transformations defined with 
respect to (r(n)} and let U, f =f (Trcn,> and Bi = (l/h(n)) C,“l,d-’ APiUj, for 
each n. We must show Bt a P’. 
Let H, be the subspace of L,(X) consisting of all functions which are 
constant on elements of c(n). LetfE H. Since T(n) + E, it can be shown that 
there exists a sequence of functions {f,,} with f, -+ f and f, E H, ; namely, f, 
is the projection off on H,. Then 
li~;lf-B;jfll=lIA;lf-B;jf,+B;lf,--A;lf,+A;If,-B;lfll 
<ll(& -B%Ff,)ll + llA% -B;lfnll 
G lIA-;l - RI/ Ilf -fn II + IIA;ffn - Bifnll 
G 2 Ilf-frill + IIA;fn -%fnll. (6) 
For x E c’(n), T!(x) and Tic”,(x) are in the same element of r(n) for 
j= 0, I,..., h(n) - 1. Since f, is constant on elements of r(n), f,(Ti(x)) = 
./XT&&)) for j = 0, I,..., h(n) - 1. It follows Ai f,, = Btf, on T’(n). First 
assume f is bounded and say If (x)1 < M. Then 
607/51/3-5 
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Since p@(n))--+ 0, IIAif, - Bt f,ll -+ 0. Using this in (6) along with the fact 
A;jz-Pa, it follows Bi f + P’f for f bounded. Proceed by approximation to 
the general case and the theorem is proved. 
COROLLARY 3.2. If T admits an approximation by partitions with speed 
e/n and 0 -C 2 with respect to {&t)}, and Tt(,,, is periodic with period h(n), 
then 
(i) Pt z- Pa for each 1 E lim infA(T,,,,) and, in particular, P,‘, S-P’ 
and 
(ii) Pi =F P’ for all 1 E K if and only if/i(T) c lim inf /i(Tt,,,), where 
Pt is the projection on Hi = {g E L,(X): U, g = Lgzg) with U, g = g(Tl,,,) 
and lim infA(T,,,,) = IJ,“=, np==, A(Tt,,,). 
ProoJ Fix A E lim infA(T&. Then there exists an N such that 
I. E A(Tt,,,) for all n > N, Smce TIC,, has period h(n), by Corollary 3.1.2, 
W,,,,) =4h(nNt h w ere A(h(n)) denotes the h(n) roots of unity. Thus, 
Ah(“) = 1 for all n > N. Hence, using the same corollary, Pi = 
(l/h(n)) C,“Fd-’ A-jUj, for n > N. By the theorem, Pi 3 P’. By noting that 
1 is always contained in lim infA(T,,,,), the first assertion follows. 
To establish (ii), first assume A(T) c lim infA(T&. If A E A(T), then by 
(i), P;1 *Pa. So let 1 E K -A(T). Then P*f = 0 for ail f E H. Since 
P~=B~=Cj’~J,“L-jUj, or Pi=O, then in either case, IIP~fil<IIB~fl/. 
By the theorem, IlBi f /I + IIP”f II = 0, and so IlP: f II+ 0. Thus Pi f + Pa. 
To show the converse, proceed by contradiction and assume Pi +-Pa for 
all I E K and A(T) Ct lim inf A(Tt(,,). Hence there eixsts a /I E A(T) and a 
subsequence {n(j)} such that AhtnCi)) # 1 forj = 1,2,... . Since 1 E A(T), there 
exists an f E H” with f # 0 and P’f =J By our assumption, Piti, f -+ P’f = f 
as j+ co. Since Ah(“U)) # 1, Ptti, = 0 for all j. By the above convergence, we 
produce the contradiction that f = 0. 
Remark 1. If T admits a cyclic a.p.t. with speed f(n) with respect to 
M41 and &,I with G,, arbitrary, then by possibly redefining Tt(,, on 
C,(W) by Ttc&> = Tl(,h,(? x an on R(n) as the identity function, TIC,,, is > d 
now periodic with period h(n) which is the smallest possible period. The 
speed function f(n) does not change since (ii) in Definition 2.4 is 
independent of the particular Tt(,, chosen. 
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Remark 2. For an arbitrary TI(,,, n(T,,,,) I Il(h(n)). This follows by 
observing for ,I E n(h(n)), if f i ’ 1s defined by f;(x) = Aj-’ on C,(j) for 
j = 1, 2,..., h(n) and f:(x) = 0 on R(n), then fi(T,,,,(x)) = y:(x) for x E X 
and so 1 E n(T,,,,). Thus if TIC,, is chosen to be periodic with period h(n) 
for each n, then lim inf/i(T,,,,) is minimal. This is desirable because of the 
set containment developed in the previous corollary. 
4. APPROXIMATION AND PROJECTIONS 
In light of the remarks at the end of the previous section, in this section if 
T admits a cyclic a.p.t. with respect to {c(n)}, we will assume the 
corresponding approximating transformations ( Tlcn,} are periodic with 
period h(n). 
Our objective is to investigate conditions for strong convergence of (Pi} 
to PA as mentioned in Corollary 3.2 and to apply this theory to strengthen 
several previously established results. 
The conclusions of the following two theorems along with their first 
corollaries were proven in [ 71 for a transformation T produced by a stacking 
procedure. Such a T represents a specific example of an approximation by 
partitions. However, in light of what has been done here, the methods of 
proof can be generalized with slight modification to the general case of 
cyclic a.p.t. with speed 0/n and 0 ( 2. We give the proof of Theorem 4.1 and 
Corollary 4.1.1 to illustrate some of the ideas used in [7] and the 
modifications required here. 
THEOREM 4.1. If T admits a cyclic a.p.t. with speed O/n and 6 < 2, then 
A(T) n K’ c lim infA(T,,,,), where K’ is the subset of K consisting of all 
roots of unity. 
Proof Let k E A(T) f-l K’. We may assume A# 1. Now ,I E K’ implies 
kk = 1 for some positive integer k and assume k is the least such positive 
integer. Let h(n) = u(n) k + r(n), where 0 < r(n) < k. We have 1 Ah(“) - I ( = 
IA 
a(n)k+r(n) _ 11 = (or - I\-+0 as n+ co by Lemma2.1. 
Assume there exists a subsequence { r(nj)) such that r(nj) > 0 for all j. For 
any exponent r(nj) with 0 < r(nj) < k, ],Ircnj) - 1 / 2 (eSRilk - 11 # 0, which 
contradicts the convergence of this subsequence to 1. Therefore no such 
subsequence exists. This implies r(n) = 0 for n sufficiently large, say, n >, IV. 
Thus Ihtn) = Akacn) = 1 for all n > N. Hence ;1 E lim inf/i(Tt,,,) and the 
conclusion follows. 
Intuitively speaking, this result indicates that if k is an eigenvalue of T and 
a root of unity, then it must be an eigenvalue of all the TIC,,‘s from some 
point on. 
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COROLLARY 4.1.1. If T admits a cyclic a.p.t. with speed f (n) = e/n and 
B < 2, and there exists a subsequence {h(n,)} such that h(n,,) and h(n,,-,) 
are relatively prime for m = 1, 2,..., then T is completely ergodic. 
Proof: Choose A E K’. If a and b are two integers with 1” = Lb = 1, then 
it follows Ag = 1, where g = (a, b). If A E lim infA(h(n)), then there is an N 
such that A.“(“) = 1 for all n > N. Choose m so large such that nz,,-, > N. 
Then Ahtn2m) = Ah(n2m-1) = 1. Since (h(n,,), h(n,,- 1)) = g = 1, Ag = A= 1 and 
so lim infA(h(n)) = { 1). By the theorem, A(T)nK’ = {I}. 
If T is not completely ergodic, there exists a 3, E A(T) with 1 # 1 and 
Ik = 1 for some integer k. By the above, this is impossible and so the 
corollary in proved. 
Using Theorem 4.1 and Corollary 3.2, the following is established. 
COROLLARY 4.1.2. If T admits an approximation by partitions with 
speed O/n and B < 2, then P;j 3 Pa for all A E A(T) n K’. 
The proofs of the following theorem and its corollary are almost identical 
to those of Theorem 2 and its ensuing corollary in [7] and so are omitted 
here. 
THEOREM 4.2. If T admits a cyclic a.p.t. in (k, j) pairs with speed e/n 
and 8 < 2, then A(T) c lim infA(T,,,,). 
COROLLARY 4.2.1. If T admits a cyclic a.p.t. in (k, j) pairs with speed 
B/n and 0 < 2, then 
(i) T is weakly mixing if and only if T is completely ergodic, and 
(ii) if there exists a subsequence {h(n,)} with (h(n,,), h(n,,- 1)) = 1 
for m = 1, 2,... or, in particular, if the (k, j) pair is a k-pair subsequence, then 
T is weakly mixing. 
We remark that the subsequence {h(n,)} in (ii) does no have to be the 
same subsequence which is the (k, j) pair subsequence. However, if T admits 
a cyclic a.p.t. in k-pairs, which is a (k, j) pair with j= 1, then the 
corresponding subsequence h(n,) where h(n,,) = kh(n,,-,) + 1 for 
m = 1, 2,... clearly satisfies (h(n,,), h(n,,- r)) = 1 for each m. Thus (ii) of 
this corollary is a generalization of Theorem 2.4. 
COROLLARY 4.2.2. If T admits an approximation by partitions in (k,j) 
pairs with speed B/n and B < 2, then 
(i) Pi S- Pa for all 1 E K and 
(ii) the following are equivalent: 
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(a) T is weakly mixing, 
(b) T is completely ergodic, 
(c) Pi S- 0 for all A E K, A # 1. 
Proof. Statement (i) is a consequence of the theorem along with 
Corollary 3.2. In statement (ii), (a) and (b) are equivalent by 
Corollary 4.2.1. If T is weakly mixing, then A(T) = { 1). Thus PA = 0 for 
A # 1 and, along with (i), Pi z-- 0 for all A f K, A # 1. The converse follows 
similarly. 
THEOREM 4.3. If T admits a cyclic a.p.t. with respect to (r(n)\ with 
arbitrary speed, then T has discrete spectrum with A(T) = lim infA(T,,,,) 
and Pi + PA for all ,I E K. 
Proof. By Theorem 2.1, T has discrete spectrum and A(T) c K’. 
Employing Theorem 4.1, A(T) c lim inf ,4 (Trcn,). 
Now, by an appropriate choice of a speed function f(n), 
Cj”:i ~u(TCn(.d Q,,,C,W) = 0 and so T admits an approximation by 
partitions with arbitrary speed. For A E lim inf A (T& and for each n, 
define f ;1 as in Remark 2. That is, St(x) = /Ij-’ for x f C,(j), 
j = 1, 2,..., h(n). Choose N large enough so that A”(‘) = 1 for n > N. It is easy 
to seefi(T(x)) = Aff;l( x ) f or n > N and so A E A(T). The rest of the theorem 
follows using Corollary 3.2. 
One may ask if strong convergence of (Pt) to P” always occurs. In 161, a 
transformation T was produced by a stacking method with the required 
speed with a non-root of unity ;1 as an eigenvalue. Since 1 is a non-root of 
unity Pt = 0 for all n and so the following theorem results. 
THEOREM 4.4. There exists a transformation T which admits an approx- 
imation by partitions with speed BJn and 0 < 2 and a A E A(T) such that 
(Pt 1 does not converge strong& to PA. 
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