This study introduces a totally unsupervised method for the detection and location of dense crowds in images without context-awareness. With the perspective of setting up fully autonomous video-surveillance systems, automatic detection and location of crowds is a crucial step that is going to point which areas of the image have to be analyzed. After retrieving multiscale texturerelated feature vectors from the image, a binary classification is conducted to determine which parts of the image belong to the crowd and which to the background. The algorithm presented can be operated on images without any prior knowledge of any kind and is totally unsupervised.
The study deals with images taken by non-calibrated cameras. There-123 fore, the size of the sample from which the features are extracted cannot be 124 determined uniquely. This problem is avoided by considering that each size 125 of this window of observation gives a different value of the same feature. 126 Therefore, if we suppose that we extract n features using m sizes of window of observation {r 1 , . . . , r m }, then, at every pixel (u, v) of the image I, the value of the i th feature for the j th size of window of observation r j is f i,r j u,v and we obtain the multiscale feature vector F u,v : Therefore, for each pixel (u, v) of the image I and for each size of window of observation r j , the computation of these three features gives respectively
Because of the angular nature of the terms of I h , we use their complex valuesĨ h and the smallest angular difference ∆ θ 2 θ 1 for the computation of the LoG:
In the following, ⊗ denotes a term-by-term multiplication, * a convolution:
with LoG I the customized LoG:
and G σ j and G σ 1 , the normalized gaussian filters defined respectively by
B k is the binary image corresponding to the k th bin of the histogram of b bins used to compute the entropy: and to build the diffusion map with these clusters and no longer with the 187 data themselves. The coarse-grained version of the original diffusion map is 188 supposed to have the same spectral properties provided that the choice of 189 the clusters has been made correctly.
190
Our approach is different in the sense that it tries to coarsen the graph 191 while considering the spatial relationship between the elements of the graph.
192
It is based on the computation of a quadtree. The difficulty with quadtrees lies into finding the criterion that will indi-195 cate if a region of rank k contains data that are homogeneous enough or else 196 if it needs to be split into four sub-regions of rank k + 1.
197
In our case, the data used for each sub-region is the mean vector of all the multiscale feature vectors attached to the pixels contained in this sub- 
F alse otherwise.
With α a parameter set by the user. With the experience, we choose α between 0% and 20%. If H is false, the region M 0 i is considered as not homogeneous, it is split into the four sub-regions
which level of homogeneity is going to be tested at the next iteration of k. If H is true, the region M 0 i is considered as homogeneous, it will not be further split and becomes a leaf of our quadtree. If M 0 i is the j th leaf of the quadtree we note:
In the end, the quadtree is composed of N leaves {L 0 , · · · , L N −1 } with 198 their respective data {d 0 , · · · , d N−1 }. These are the data used to compute 199 the diffusion map and perform the binary classification described in 3.2. The results showed that the parameter t gives optimum results for t = 1.
278
For t greater than 1, the diffusion map algorithm tends to bring the data too 279 close from each other in the diffusion space, which leads to a bad separation 280 of the data. That is the reason why we choose to keep t = 1. assumed to be the most challenging for our algorithm.
296
As expected, the performances are quite good on the first three images.
297
The algorithm achieves the detection of the crowd. However, it does not into the crowd and those belonging to the walls as part of the background.
302
On the marble and Brownian noise backgrounds, the algorithm proves to 303 be very efficient with results comparable to those obtained on the simpler 304 backgrounds.
305
Finally, our algorithm is out-challenged by the Markov Random Field 
More results and performances
This Subsection is providing more results and performances of our al-325 gorithm on two sets of images. The first set is composed of ten images 326 synthesized by Agoraset, the second has ten images from Google Images.
327
In the results that we are providing on Figure 4 , one can see that our 328 algorithm comes with good performances and detects efficiently the crowds 329 on the various images that have been used. The F-score computed for the 330 images from the synthetic dataset indicates that our results are less accurate 331 on those images than on the ones from the Google Images dataset. This 332 can be explained by two factors. First, the ground truth for the synthetic 333 dataset is computed by the simulator itself which segments very precisely 334 each pedestrian. On the dataset taken from the Internet, the ground truth 335 has been annotated manually and is therefore subject to the simplifications 336 a human-being tends to make naturally. Since our algorithm works with a 337 quadtree, it mimics this behavior. The second reason that explains the lower 338 performances on the synthetic dataset is that this dataset contains images 339 with isolated pedestrians. Even though the algorithm achieves to detect 340 these pedestrians, it fails most of the time to detect them entirely causing 341 the F-score to drop down. 342 We would like also to emphasize the problem of the subjectivity inherent Figure 5a and 5c.
358
The entanglement of beams combined with the steps at the bottom of Figure   359 5c or the furniture present on the right side of Figure 5a show a structural 360 information too close to the crowd for our algorithm. The shadow on the 361 right part of Figure 5c tricks it too. Experience shows that with a higher α 362 this last problem disappears.
363
Finally, another limitation of our algorithm is displayed on Figure 5b .
364
The image was shot in a train station with a low-positioned camera resulting 365 in an almost horizontal field of view. As a result, people in the foreground 366 appear much bigger than those in the background. First, it is reasonable to think that the three types of features that we are 383 using so far are not the only ones that are relevant for the targeted purpose.
384
Therefore, our multiscale feature vector could be enriched with some new 385 features. We have focused in this paper on static images, however, as it has 386 been reminded in Section 2, motion is also a very important feature of a 387 crowd. We are therefore thinking of including some dynamic features to our 388 multiscale feature vectors.
389
Second, the way to compute the multiscale feature vector can most cer-390 tainly be improved in two ways: each type of feature can be explored within 391 its own range of size of windows of observation. Some features are better 392 used locally, some others are more relevant when computed at a larger scale.
393
Moreover, the weight attributed to each type of feature is a point that de-394 serves to be studied furthermore. Finally, we believe that if a human-being is able to detect and locate a 396 crowd in an image in spite of its resemblance to other natural phenomenon, 397 it is because of his capacity to extract from this image some higher-level 398 information. Raising the problem at a semantic level would provide us with 399 a context that could help us quantify the probability of dealing with a crowd 400 or not.
