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ABSTRACT
Highly eccentric binary systems appear in many astrophysical contexts, ranging from
tidal capture in dense star clusters, precursors of stellar disruption by massive black
holes, to high-eccentricity migration of giant planets. In a highly eccentric binary, the
tidal potential of one body can excite oscillatory modes in the other during a peri-
centre passage, resulting in energy exchange between the modes and the binary orbit.
These modes exhibit one of three behaviours over multiple passages: low-amplitude
oscillations, large amplitude oscillations corresponding to a resonance between the or-
bital frequency and the mode frequency, and chaotic growth, with the mode energy
reaching a level comparable to the orbital binding energy. We study these phenomena
with an iterative map that includes mode dissipation, fully exploring how the mode
evolution depends on the orbital and mode properties of the system. The dissipation
of mode energy drives the system toward a quasi-steady state, with gradual orbital
decay punctuated by resonances. We quantify the quasi-steady state and the long-term
evolution of the system. A newly captured star around a black hole can experience
significant orbital decay and heating due to the chaotic growth of the mode amplitude
and dissipation. A giant planet pushed into a high-eccentricity orbit may experience
a similar effect and become a hot or warm Jupiter.
Key words: binaries: general — hydrodynamics — planets and satellites: dynamical
evolution and stability — stars: kinematics and dynamics
1 INTRODUCTION
Highly eccentric binaries appear in a variety of astrophysi-
cal contexts. In dense stellar clusters, two stars can be cap-
tured into a bound orbit with each other if a close encounter
transfers enough energy into stellar oscillations (Fabian et al.
1975; Press & Teukolsky 1977; Lee & Ostriker 1986). Such
tidally captured binaries are highly eccentric and often in-
volve compact objects (black holes and neutron stars). Mas-
sive black holes in nuclear star clusters may tidally cap-
ture normal stars, and could build up significant masses
through successive captures (Stone et al. 2017). Indeed,
stars on highly eccentric orbits around massive black holes
could be precursors of tidal disruption events (Rees 1988),
dozens of which have already been observed, e.g. Stone &
Metzger (2016); Guillochon (2016). Heating from tidal dis-
sipation may affect the structure of stars moving toward
disruption and potentially alter the observational signal of
these events (Vick et al. 2017; MacLeod et al. 2014). In ex-
oplanetary systems, hot and warm Jupiters may be formed
through high-eccentricity migration, in which a giant planet
is pushed into a highly eccentric orbit by the gravitational
perturbation from a distant companion (a star or planet);
at periastron, tidal dissipation in the planet reduces the or-
bital energy, leading to inward migration and circulariza-
tion of the planet’s orbit (Wu & Murray 2003; Fabrycky
& Tremaine 2007; Nagasawa et al. 2008; Petrovich 2015;
Anderson et al. 2016; Mun˜oz et al. 2016). Finally, the Ke-
pler spacecraft has revealed a class of high-eccentricity stel-
lar binaries with short orbital periods, whose light curves
are shaped by tidal distortion and reflection at periastron
(Thompson et al. 2012; Beck et al. 2014; Kirk et al. 2016);
many of these “heartbeat stars” also exhibit signatures of
tidally induced stellar oscillations (Welsh et al. 2011; Fuller
& Lai 2012; Burkart et al. 2012; Fuller 2017).
In a highly eccentric binary, dynamical tidal interac-
tion occurs mainly near pericentre and manifests as re-
peated tidal excitations of stellar oscillation modes. Since
tidal excitation depends on the oscillation phase, the mag-
nitude and direction of the energy transfer between the or-
bit and the modes may vary from one pericentre passage to
the next (Kochanek 1992). Earlier works in the context of
tidal-capture binaries have shown that for some combina-
tions of orbital parameters, the energy in stellar modes may
behave chaotically and grow to very large values. Mardling
(1995a,b) first uncovered this phenomenon in numerical in-
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tegrations of forced stellar oscillations and orbital evolution
and explored the conditions for chaotic behaviour via Lya-
punov analysis. In a later work, Mardling & Aarseth (2001)
presented an empirical fitting formula for the location of a
“chaos boundary,” beyond which tighter and more eccentric
binaries exhibit chaotic orbital evolution. The possibility of
chaotic growth of mode energy was also explored analyti-
cally in Ivanov & Papaloizou (2004, 2007, 2011) in the con-
text of giant planets on eccentric orbits. On the other hand,
it is also expected that the long-term evolution of the bi-
nary depends on how effectively the binary components can
dissipate energy (Kumar & Goodman 1996). Indeed, in the
presence of dissipation, the system may reach a quasi-steady
state in which the orbit-averaged mode energy remains con-
stant (Lai 1996, 1997; Fuller & Lai 2012). Numerical results
from Mardling (1995b) have shown that chaotically evolving
systems will eventually settle into a quiescent state of orbital
evolution when modes are allowed to dissipate. The proper-
ties of this quasi-steady state that emerges from a chaotic
dynamical system are unclear.
Given the important role played by dynamical tides in
various eccentric stellar/planetary binary systems, a clear
understanding of the dynamics of repeated tidal excitations
of oscillation modes and the related tidal dissipation is de-
sirable. In this paper, we develop an iterative map (Section
2) that accurately captures the dynamics and dissipation
of the coupled “eccentric orbit + oscillation modes” system.
Using this map, we aim to (i) characterize the classes of be-
haviours exhibited by eccentric binaries due to dynamical
tides, (ii) explore the orbital parameters that lead to these
behaviours, and (iii) study how the inclusion of mode damp-
ing affects the evolution of the system. As we shall see, the
coupled“eccentric orbit + oscillation modes”system exhibits
a richer sets of behaviours (see Section 3) than recognized
in the previous works by Mardling (1995a,b) and Ivanov &
Papaloizou (2004). In particular, the regime of chaotic mode
growth (assuming a single mode) is determined by two di-
mensionless parameters (see Fig. 1 below), not one. Res-
onances between the oscillation mode and orbital motion
can significantly influence the chaotic boundary for mode
growth. In the presence of mode dissipation, we show that
even a chaotic system eventually reaches a quasi-steady state
(Section 4); we quantify the properties of the quasi-steady
state and the long-term evolution of the system. In Section
5, we generalize our analysis to multi-mode systems.
The results of this study are applicable to a variety of
systems mentioned at the beginning of this section. Some of
these applications are briefly discussed in Section 6. Of par-
ticular interest is the possibility that, in the high-eccentricity
migration scenario of hot Jupiter formation, chaotic mode
growth, combined with non-linear damping, may lead to ef-
ficient formation of warm Jupiters and hot Jupiters.
2 ITERATIVE MAP FOR MODE
AMPLITUDES
Consider a binary system consisting of a primary body M (a
star or planet) on an eccentric orbit with a companion M ′
(treated as a point mass). Near pericentre, the tidal force
from M ′ excites oscillations in M . When the oscillation am-
plitudes are sufficiently small, we can follow the evolution
of the modes and the orbit using linear hydrodynamics. For
highly eccentric orbits (1 − e  1), the orbital trajectory
around the pericentre remains almost unchanged even for
large changes in the binary semi-major axis. Under these
conditions, the full hydrodynamical solution of the system
can be reduced to an iterative map (see Appendix A). We
present the following map for a single-mode system and will
discuss later the effects of multiple modes.
We define the dimensionless mode energy and binary
orbital energy in units of |EB,0| (the initial binary orbital
energy), i.e., E˜ = E/|EB,0|. Consider a single mode of the
star with frequency ω and (linear) damping rate γ. Let ak−1
be the mode amplitude just before the k-th pericentre pas-
sage. Immediately after the k-th passage, the mode ampli-
tude becomes
ak− = ak−1 + ∆a, (1)
where ∆a (real) is the mode amplitude change in the “first”
passage (i.e., when there is no pre-existing oscillation). We
normalize ak such that the (dimensionless) mode energy just
after k-th passage is E˜k− = |ak−|2. Thus the energy transfer
to the mode in the k-th passage is
∆E˜k = |ak−|2 − |ak−1|2 = |ak−1 + ∆a|2 − |ak−1|2. (2)
In physical units, the energy transfer in the “first” passage
is given by ∆E1 = (∆a)
2|EB,0|. The binary orbital energy
(E˜B,k) immediately after the k-th passage is given by
E˜B,k = E˜B,k−1 −∆E˜k = E˜B,0 −
k∑
j=1
∆E˜j , (3)
and the corresponding orbital period is
Pk
P0
=
(
E˜B,0
E˜B,k
)3/2
, (4)
where E˜B,0 = −1. The mode amplitude just before the (k+
1)-th passage is
ak = ak− e
−(iω+γ)Pk = (ak−1 + ∆a) e
−(i+γˆ)Pˆk , (5)
where we have defined the dimensionless damping rate and
orbital period
γˆ =
γ
ω
, Pˆk = ωPk. (6)
Equations (1)-(5) complete the map from one orbit to the
next, starting from the initial condition a0 = 0, E˜0 = 0,
E˜B,0 = −1. In the absence of dissipation, this map reduces
to that of Ivanov & Papaloizou (2004). The map depends on
three parameters:
Pˆ0 ≡ ωP0, (7)
|∆Pˆ1| ≡ ω|∆P1| ' 3
2
Pˆ0(∆a)
2 =
3
2
Pˆ0
(
∆E1
|EB,0|
)
, (8)
γˆ =
γ
ω
=
γP0
Pˆ0
=
1
Pˆ0
(
P0
tdamp
)
. (9)
To relate Pˆ0 and |∆Pˆ1| to the physical parameters of
the system, we scale the mode frequency ω to Ωperi ≡
(GMt/r
3
peri)
1/2 (where Mt = M +M
′, and rperi is the peri-
centre distance), and find
Pˆ0 =
2pi(ω/Ωperi)
(1− e)3/2 . (10)
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The parameter |∆Pˆ1| is related to the energy transfer in the
“first” pericentre passage via |∆Pˆ1|/Pˆ0 = (3/2)|∆E1/EB,0|.
If we scale rperi by the tidal radius rtide = R(Mt/M)
1/3
(where R is the stellar radius), i.e., η = rperi/rtide, we have,
for l = 2,
∆E1 = −GM
′2R5
r6peri
T (η, ω/Ωperi, e), (11)
where T is a dimensionless function of η, ω/Ωperi, and
e (though T becomes independent of e as e approaches
unity). The exact form of T (η, ω/Ωperi, e) is provided in Ap-
pendix A. Then,
|∆Pˆ1| = 6pi(ω/Ωperi)
(1− e)5/2
(
M ′
M
)(
M
Mt
)5/3
η−5T (η, ω/Ωperi, e).
(12)
In general, |∆Pˆ1| falls off steeply with η. However, even when
η is large (weak tidal encounter), |∆Pˆ1| can be significant for
highly eccentric systems (with 1− e 1).
The map (1)-(5) assumes that (i) energy transfer oc-
curs instantaneously at pericentre; (ii) at each pericentre
passage, the change in mode amplitude, ak− − ak−1, is the
same; and (iii) the mode energy is always much less than
the binding energy of the star. The first condition is satis-
fied when 1 − e  1. Eccentric systems that exhibit oscil-
latory behaviour (see Section 3) easily satisfy this condition
over many orbits. Chaotic systems (see Section 3) can evolve
through a larger range of mode energies and orbital eccen-
tricities. For this condition to hold throughout evolution,
they must begin with very large eccentricities. The second
condition requires that the pericentre distance remains con-
stant, which in turn requires that the fractional change in
orbital angular momentum, ∆L/L, remain small throughout
orbital evolution. Using ∆L ∼ ∆EB/Ωperi as an estimate,
we find that the condition ∆L/L 1 becomes
∆L
L
∼ 1
2
√
2
∆E˜B(1− e) 1. (13)
Thus, for sufficiently eccentric orbits, rperi is roughly con-
stant even when the orbital energy changes by ∆E˜B ∼ 10.
The third condition, Ek  GM2/R, yields the expression
E˜k(1− e)
2η
(
M ′
M
)(
Mt
M
)−1/3
 1. (14)
Again, this is easiest to satisfy for very eccentric orbits.
3 MODE ENERGY EVOLUTION WITHOUT
DISSIPATION
We first study the dynamics of the “eccentric orbit + mode”
system without dissipation (γˆ = 0). The iterative map de-
scribed in equations (1)-(5) displays a variety of behaviours
depending on Pˆ0 and |∆Pˆ1|. We can gain insight into the
evolution of the system by recording E˜max, the maximum
mode energy reached over many orbits; this quantity reveals
whether energy transfer to stellar modes is relatively small
or whether the orbit can change substantially by transfer-
ring large amounts of energy. Figure 1 shows E˜max after
104 orbits for systems with a range of Pˆ0 and |∆Pˆ1|. Simi-
larly, Fig. 2 displays E˜max as a function of rperi and e for an
n = 1.5 polytrope stellar model in a binary with mass ratio
M ′/M = 1. The relationship between the physical parame-
ters rperi and e and the mapping parameters Pˆ0 and |∆Pˆ1| is
given by equations (10) and (12) (see Appendix A for more
detail).
The system evolution has a complex dependence on
Pˆ0 and |∆Pˆ1|. In general, the mode energy exhibits oscil-
latory behaviour for small |∆Pˆ1| and chaotic growth for
large |∆Pˆ1|. However, Fig. 1 shows exceptions to this trend.
The figure also suggests that the response to Pˆ0 is periodic
and the mode amplitude is larger in magnitude near reso-
nances where the orbital frequency is commensurate with
the mode frequency. The map displays three primary types
of behaviours — low-amplitude oscillation, resonant oscil-
lation, and chaotic evolution. Transitions between the three
regimes are complicated. However, within each regime, E˜max
exhibits simple dependence on Pˆ0 and |∆Pˆ1|. We now dis-
cuss the three types of behaviour in detail.
3.1 Oscillatory Behaviour
When |∆Pˆ1|/(2pi) . 0.05 and Pˆ0/(2pi) is not close to an inte-
ger, the mode exhibits low-amplitude oscillations, shown in
the top panels of Fig. 3. In this regime, the orbital period is
nearly constant (Pˆk ' Pˆ0), and the map from equations (1)-
(5) can be written simply as
ak ' (ak−1 + ∆a) e−iPˆ0 . (15)
This can be solved with the initial condition a0 = 0, yielding
ak ' ∆a
eiPˆ0 − 1
(
1− e−iPˆ0k
)
. (16)
Note that, in the complex plane, this solution has the form
of a circle of radius |1/(eiPˆ0 − 1)| centred on 1/(eiPˆ0 − 1),
as shown in Fig. 3 [a result previously seen in Ivanov &
Papaloizou (2004)]. From equation (16), the maximum mode
energy in this regime is
E˜max ' 2(∆a)
2
1− cos Pˆ0
. (17)
This result demonstrates that our assumption of Pˆk ' Pˆ0
performs well when (∆a)2  1 and Pˆ0 is not too close to
an integer multiple of 2pi. Under these conditions, the mode
energy remains of order (∆a)2 = ∆E˜1, the energy transfer
in the “first” pericentre passage.
3.2 Resonance
Figure 1 indicates that the stellar mode exhibits large-
amplitude oscillations for Pˆ0 ' 2piN (with N =integer),
i.e., when the orbital period P0 is nearly an integer multiple
of the mode period 2pi/ω. To understand this behaviour, we
assume E˜k = |ak|2  1, which holds true in the non-chaotic
regime. With no dissipation, equation (4) is replaced by
Pˆk ' Pˆ0
(
1− 3
2
|ak−|2
)
= Pˆ0 − |∆Pˆ1||zk|2, (18)
where we have defined zk ≡ ak−/∆a and used equation (8).
The map can then be written as
zk+1 = 1 + zk e
−iPˆk ' 1 + zk e−iPˆ0+i|∆Pˆ1||zk|
2
. (19)
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Figure 1. The maximum mode energy reached in 104 orbits as a function of |∆Pˆ1|/2pi and Pˆ0/2pi. The energy is normalized to the
initial orbital energy of the binary. In the dark blue regions, the mode exhibits low-energy oscillations. In the light green regions, the
mode exhibits high-amplitude oscillations corresponding to a resonance. The red regions indicate chaotic mode evolution.
Near a resonance, with |δPˆ0| = |Pˆ0 − 2piN |  1, the above
map can be further simplified to zk+1−zk ' 1+zk(−iδPˆ0 +
i|∆P1||zk|2). The maximum mode amplitude near resonance
is determined by setting the non-linear term |∆Pˆ1||zk|3 ∼ 1,
giving |zres| ∼ |∆Pˆ1|−1/3. The corresponding mode energy
is
E˜res ∼ (∆a)
2
|∆Pˆ1|2/3
∼ |∆Pˆ1|
1/3
Pˆ0
. (20)
Equation (20) is valid for |δPˆ0| . |∆Pˆ1|1/3, and agrees with
our numerical result (see Appendix B1 for more details).
3.3 Chaotic Growth
Chaotic growth of mode energy typically occurs when
|∆Pˆ1| & 1, i.e., when enough energy is transferred in a peri-
centre passage to change the orbital period and cause ap-
preciable phase shift of the mode. In this regime, the mode
amplitude fills a circle in the complex plane after the binary
evolves for many orbits, as shown in the bottom panels of
Fig. 3.
We can verify that the dynamical behaviour of sys-
tems with a large |∆Pˆ1| is chaotic by examining the dif-
ference between a trajectory and its shadow to estimate
the Lyapunov exponent. The shadow trajectory is calcu-
lated with a slightly different initial value a0,shadow, such
that δa0 ≡ |a0,shadow| − |a0|  1. We follow the evolution of
δak ≡ ||ak,shadow| − |ak||. For chaotic behaviour, we expect
δak ≈ δa0 eλk, (21)
where λ is the Lyapunov exponent.
Figure 4 suggests that systems with |∆Pˆ1| ∼ 1 indeed
undergo chaotic evolution, with δak growing exponentially
(but eventually saturating when δak ∼ 0.1). For the system
depicted in Fig. 4, λ ≈ 1.77. The exact value of λ can change
slightly with the parameters Pˆ0 and |∆Pˆ1|. Similar Lya-
punov calculations were preformed in Mardling (1995a,b) to
determine numerically the boundary for chaotic behaviour
in the rperi − e plane [e.g. Fig. 13 in Mardling (1995a),
which qualitatively agrees with our Fig. 2]. The condition
|∆Pˆ1| & 1 for chaotic behaviour was first identified by Ivanov
& Papaloizou (2004).
While the Lyapunov saturation of δak occurs after 10’s
of orbits, the mode energy can continue to climb over much
longer timescales (as in the bottom panel of Fig. 3). In the
absence of dissipation, the mode amplitude map is simply
ak = (ak−1 + ∆a) e
−iPˆk , with Pˆk = Pˆ0
(
1 + |ak|2
)−3/2
.
(22)
When the change in orbital period between pericentre pas-
sages, ∆Pˆk = Pˆk − Pˆk−1, is much larger than unity, Pˆk
approximately takes on random phases. This random-phase
model, previously studied in Mardling (1995a); Ivanov & Pa-
paloizou (2004), captures the key features of mode growth
in the chaotic regime (see Fig. 5). The mode energy after
the k-th passages can be written as
E˜k =
k∑
j=1
∆E˜j =
k∑
j=1
[
(∆a)2 + 2(∆a)Re(aj−1)
]
. (23)
MNRAS 000, 1–15 (2018)
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Figure 2. The maximum mode energy reached in 104 orbits as a function of the pericentre distance, rperi, and e for the l = 2 f-mode of
an n = 1.5 polytrope in a binary with mass ratio M ′/M = 1. The energy is normalized to the energy transferred in the first pericentre
passage, ∆E˜1. In the dark blue region, the mode exhibits low-amplitude oscillations. The light blue “fingerprint” ridges correspond to
resonances. The yellow/orange region displays chaotic mode evolution. The black line indicates |∆Pˆ1| = 1. Note that, in this figure, the
mode energy of the chaotic systems may not have attained the true “theoretical” maximum [see equation (26)] in 104 orbits; the energy
may continue to climb to a large value if the system is allowed to continue evolving.
If we assume that aj−1 exhibits random phases, then
〈E˜k〉 ∼ (∆a)2k, (24)
a result previously obtained by Mardling (1995a) and Ivanov
& Papaloizou (2004). This provides a crude description of
the chaotic mode growth, shown in Fig. 5.
Although E˜max can become very large, Fig. 3 suggests
that the mode energy cannot exceed a maximum value, a
feature not captured by the random-phase model, but pre-
viously seen in some examples of numerical integrations of
chaotic mode evolution (Mardling 1995b). This can be un-
derstood from the fact that as the mode energy increases,
the the range of possible ∆Pˆk decreases. Indeed, from equa-
tion (22) we find
∆Pˆk ≡ Pˆk − Pˆk−1 ' −3∆aPˆ0 Re(ak−1)
(1 + |ak−1|2)5/2 . (25)
Setting ∆Pˆk ∼ 1 leads to a maximum mode energy
E˜max =
(|ak|2)max ∼ (Pˆ0∆a)1/2 ∼ (|∆Pˆ1|Pˆ0)1/4 . (26)
More discussion on the maximum mode energy in the chaotic
regime can be found in Appendix B3. Note that E˜max of
order a few can be easily reached for a large range of Pˆ0 and
|∆Pˆ1| (see Fig. 3). Such a large mode energy implies order
unity change in the semi-major axis of the orbit, but for 1−
e 1 it does not necessarily violate the requirements needed
for the validity of the iterative map [see equations (13)-(14)].
4 MODE ENERGY EVOLUTION WITH
DISSIPATION
We now consider the effect of dissipation on the evolution of
the system. In the presence of mode damping (γ 6= 0), en-
ergy is preferentially transferred from the orbit to the stel-
lar mode which then dissipates, causing long-term orbital
decay. In the extreme case when the mode damping time
tdamp = γ
−1 is shorter than the orbital period P , the energy
transfer in each pericentre passage ∆E1 is dissipated, and
the orbital energy EB simply decays according to
dEB
dt
' −∆E1
P
, (for tdamp . P ). (27)
Below, we will consider the more realistic situation of
tdamp  P .
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Figure 3. Left Column: The evolution of the mode energy over multiple pericentre passages. Right Column: The complex mode
amplitude ak (normalized to ∆a, the change in mode amplitude during the first pericentre passage). From top to bottom, the three rows
correspond to different types of behaviours — low-amplitude oscillations, resonant behaviour, and chaotic evolution. The red line is from
equation (B14) in Appendix B1.
4.1 Quasi-Steady State
Consider a system with |∆Pˆ1|  1 and an orbital period
that is far from resonance. The mode energy will stay around
∆E1, and can attain a quasi-steady state after a few damp-
ing times (see Fig. 6). Indeed, since the orbital period P
remains roughly constant over multiple damping times, the
map simplifies to
ak ' (ak−1 + ∆a) e−(i+γˆ)Pˆ . (28)
Assuming a0 = 0, we find
ak ' ∆a
e(i+γˆ)Pˆ − 1
[
1− e−(i+γˆ)Pˆ k
]
. (29)
Clearly, the mode amplitude approaches a constant value
after a few damping times (kP  γ−1), and the mode energy
reaches the steady-state value (Lai 1997):
E˜ss ' ∆E˜1 e
−γˆP˜
2(cosh γˆPˆ − cos Pˆ ) '
∆E˜1
4 sin2(Pˆ /2) + (γˆPˆ )2
, (30)
where the second equality assumes γˆPˆ = γP  1, or
tdamp  P . The steady-state energy is of order ∆E˜1, pro-
vided that the system is not near a resonance. In the steady
state, the star dissipates all the“additional”energy gained at
each pericentre passage, and thus the orbital energy decays
according to
dE˜B
dt
' −2γE˜ss or dEB
dt
' − 2Ess
tdamp
, (for tdamp  P ).
(31)
4.2 Passing Through Resonances
As the binary orbit experiences quasi-steady decay,
it will encounter resonances with the stellar mode
(Pˆ /2pi =integer), during which rapid orbital decay occurs
(see Fig. 7).
The change in orbital energy when a system moves
through a resonance depends on how the resonance time
tres (the timescale for the mode energy of a system near res-
onance to reach E˜res) compares with tdamp. In most likely
situations, the resonance time tres ∼ P/|∆Pˆ1|1/3 (see Ap-
MNRAS 000, 1–15 (2018)
Dynamical Tides in Highly Eccentric Binaries 7
Figure 4. The blue dots show the difference between the mode
amplitude of a trajectory and its shadow, δak, as a function of
orbits. The green line shows a fit to the exponential rise with
λ ≈ 1.77, where λ is defined in equation (21). For k & 20, δak
saturates around 0.1.
pendix B2) is much shorter than tdamp, so the orbital en-
ergy is quickly transferred to the stellar mode as the system
approaches the resonance, and the mode energy reaches the
maximum resonance value given by equation (20). All of
this energy is dissipated within a few tdamp, resulting in
a net change in the orbital energy during the resonance
∆E˜B,res ' E˜res ∼ |∆Pˆ1|1/3/Pˆ . By comparison, the quasi-
steady orbital energy change between adjacent resonances
[from Pˆ = 2piN to Pˆ = 2pi(N − 1)] is (assuming N  1)
∆E˜B,ss ' 4pi
3Pˆ
. (32)
Thus ∆E˜B,res/∆E˜B,ss ∼ 0.2|∆Pˆ1|1/3. In practice, systems
that evolve into resonance rather than starting in resonance
will reach a maximum mode energy of a few times equa-
tion (20), so ∆E˜B,res can be comparable to ∆E˜B,ss.
4.3 Tamed Chaos
In the presence of dissipation, even systems that experience
chaotic mode growth eventually settle into a quasi-steady
state. Figure 8 depicts an example. We see that initially the
mode energy increases rapidly, accompanied by a large de-
crease in the orbital energy. This behaviour has been seen
in numerical integrations of forced stellar oscillations and
orbital evolution by Mardling (1995b), where the orbital ec-
centricity quickly decreases to a value dictated by the “chaos
boundary”before settling into a state of gradual decay. With
our exact “dissipative” map, we can predict the steady-state
mode energy and orbital decay rate that emerge after a pe-
riod of chaotic evolution. For systems with relatively large
damping rates, the mode energy may not reach the full
“chaotic maximum” given by equation (26). However, for
systems with relatively small damping rates, the full maxi-
mum energy is attainable. In either case, the mode energy
ultimately decays to a quasi-steady value of order ∆E1 af-
ter a timescale of ∼ tdamp ln(Emax/∆E1). The evolution of
the system in quasi-steady state is well described by equa-
tions (30)-(31).
We can understand how an initially chaotic system
(with |∆Pˆ1| ∼ 1) is brought into the “regular” regime by
renormalizing various quantities to their “post-chaotic” val-
ues (see the lower panel of Fig. 8). Recall that the key pa-
rameter that determines the dynamical state of the system is
|∆Pˆ | = ω|∆P |, with ∆P the change in the orbital period in
a the first pericentre passage (i.e. when there is no prior oscil-
lation). Since |∆P |/P ' 3∆E/(2|EB |) and ∆E is indepen-
dent of the semi-major axis a (it depends only rperi, which is
almost unchanged), we find |∆Pˆ | ∝ a5/2 ∝ (1 − e)−5/2 [for
rperi = constant; see equation (12)]. Thus, after significant
orbital decay (with a decreased by a factor of a few), |∆Pˆ |
is reduced to a “non-chaotic” value, and the system settles
into the regular quasi-steady state.
We can approximate the orbital parameters of a“tamed”
chaotic system that has reached quasi-steady state from the
evolution of the orbital energy, E˜B. Our map assumes that
angular momentum is conserved as the orbit evolves. Given
this constraint, the orbital eccentricity just before the (k+1)-
th pericentre passage is
ek =
[
1− |E˜B,k|(1− e20)
]1/2
. (33)
As an example, a system with initial eccentricity e0 = 0.99
that settles to a quasi-steady state orbital energy E˜B ≈ −5
would retain an eccentricity of e ≈ 0.95. Note that less ec-
centric binaries (even e = 0.9) can circularize substantially
over the course of chaotic evolution and strain the assump-
tions of our map (see Section 2).
Our model assumes linear mode damping. In reality,
modes that are excited to high amplitudes may experience
non-linear damping. This will likely make the system evolve
to the quasi-steady state more quickly. Other than this
change of timescale, we expect that the various dynamical
features revealed in our model remain valid. We note that
a rapidly heated star/planet may undergo significant struc-
tural change depending on where heat is deposited. This may
alter the frequencies of stellar modes. Our current model
does not account for such feedback.
5 SYSTEMS WITH MULTIPLE MODES
Our analysis can be easily generalized to systems with mul-
tiple modes (labelled by the index α). The total energy in
modes just before the (k+1)-th passage is E˜k =
∑
α |aα,k|2.
During a pericentre passage, the amplitude of each mode
changes by ∆aα. The total energy transferred to stellar
modes in the k-th passage is
∆E˜k =
∑
α
[|aα,k−1 + ∆aα|2 − |aα,k−1|2] . (34)
As before, the orbital energy after the k-th passage is given
by E˜B,k = E˜B,0 −
∑k
j=1 ∆E˜j . The relationship between the
orbital energy and the period is given by equation (4). The
mode amplitude of each mode just before the (k + 1)-th
passage is
aα,k = [aα,k−1 + ∆aα] e
−(i+γˆα)Pˆα,k (35)
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Figure 5. The mode energy evolution for two slightly different values of |∆Pˆ1|. The blue lines are the results from the iterative map;
the light green lines show examples of the random phase model [where Pˆk in equation (22) takes on random values between 0 and 2pi];
the dark green is an average of 100 iterations of the random phase model; and the red lines show the expected average growth of the
mode energy in the diffusion model.
Figure 6. The stellar mode energy (blue dots) and the orbital
energy (green dots; shifted for comparison) over 50 pericentre
passages. Energy is normalized to the initial orbital energy of the
binary. The solid red line shows the steady-state mode energy
given by equation (30), and the dashed red line shows the orbital
decay rate from equation (31).
Figure 7. The mode energy (in blue) and the orbital energy (in
green) over many pericentre passages. Energy is normalized to
the initial orbital energy of the binary. The analytic orbital decay
rate for the quasi-steady state is plotted in dashed red. The red
lines are spaced by 5.46E˜res with E˜res given by equation (20).
MNRAS 000, 1–15 (2018)
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Figure 8. The mode energy (in blue) and the binary orbital energy (in green) over many pericentre passages. In the upper panel, the
energy is normalized to the initial orbital energy of the binary. The mode energy undergoes chaotic evolution, and damps to a quasi-steady
sate after a few tdamp. The lower panel shows the later phase of the evolution (to the right of the dashed red line in the upper panel),
with the energy re-normalized to the energy of the binary after 50,000 orbits. The predicted quasi-steady state mode energy is shown
as a solid red line. The values of Pˆ and |∆Pˆ | at 50,000 orbits are indicated. Note that because of the significant orbital decay during
chaotic evolution, we use time (in units of P0) rather than the number of orbits for the x-axis.
where Pˆα,k ≡ ωαPk. Similarly, we define |∆Pˆα,1| ≡ ωα|∆P1|.
The evolution of the system is completely determined by
Pˆα,0, |∆Pˆα,1| and γˆα = γα/ωα.
In general, systems with multiple modes exhibit the
same types of behaviours seen in the single-mode system.
Systems with small |∆Pˆα,1| pass through multiple reso-
nances over many orbits. For systems with many modes,
resonances play a significant role in the orbital evolution,
as shown in Fig. 9. Multi-mode systems also exhibit chaotic
growth that damps into a quasi-steady state (see Fig. 10).
Figure 11 shows two examples similar to Fig. 1 that
explore the parameter space of systems with three modes
— one with a dominant mode, and another with (∆aα)
roughly equal for all modes. For application to stellar bi-
naries, the example with a dominant mode is characteristic
of a binary with M ∼ (a few)M and a small pericentre
separation (η ∼ 3). For systems with larger η’s, the tidal
potential tends to excite higher-order modes to similar am-
plitudes. Appendix C provides more detail on the choice of
mode properties, which are determined using MESA stellar
models and the non-adiabatic GYRE pulsation code (Pax-
ton et al. 2011; Townsend & Teitler 2013). In general, includ-
ing multiple modes does not alter the classes of behaviours
that the system exhibits. However, the multiple-mode model
is more prone to chaotic evolution. Additionally, all modes,
even those with relatively small ∆aα can guide the evolution
of the system near resonance.
6 SUMMARY AND DISCUSSION
We have developed a mathematically simple model that ac-
curately captures the evolution of eccentric binary systems
driven by dynamical tides. This model is exact for linear
tidal oscillations in highly eccentric systems (see the last
paragraph of Section 2 for the regime of validity of the
model). The evolution of the “eccentric orbit + oscillation
mode” system can be described by an iterative map, and de-
pends on three parameters (for a single mode system): Pˆ0,
|∆Pˆ1| and γˆ [see equations (7)-(9)], corresponding to the ini-
tial orbital period, the change in orbital period during the
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Figure 9. The total mode energy and orbital energy of a system with three modes that evolves through multiple resonances. The
properties of the modes are discussed in detail in Appendix C. For this system, the parameters are Pˆα,0/2pi = 123, 56.6, 50.4 and
|∆Pˆα,1|/2pi = 0.1, 0.05, 0.04. The mode damping times are all of order tdamp ∼ 100P0. Resonances for different modes are shown with
vertical solid, dashed, and dot-dashed lines.
Figure 10. The total mode energy and orbital energy of a system with three modes that undergoes initial chaotic growth and eventually
damps to a quasi-steady state. The properties of the modes are discussed in detail in Appendix C. For this system, the parameters are
Pˆα,0/2pi = 123, 137, 113 and |∆Pˆα,1|/2pi = 2.3, 2.5, 2.1. The mode damping times are all of order tdamp ∼ 100P0.
first pericentre passage, and the damping rate of an oscilla-
tion mode. Multiple modes can be easily incorporated.
The iterative map reveals the following key findings:
• For non-dissipative systems, the mode evolution exhibits
three types of behaviours, depending on the values of |∆Pˆ1|
and Pˆ0 (see Figs. 1 and 3):
(i) For small |∆Pˆ1| and an orbital frequency far from reso-
nance with the mode frequency (i.e. Pˆ0/2pi not close to an
integer), the mode experiences low-amplitude oscillations
with a maximum mode energy given by equation (17).
(ii) For small |∆Pˆ1| and near resonance (Pˆ0/2pi close to an
integer), the mode exhibits larger-amplitude oscillations
with a maximum energy given by equation (20).
(iii) For |∆Pˆ1| & 1, the mode energy can grow chaotically (see
Fig. 4), reaching a maximum of order the orbital binding
energy [see equation (26)]. The chaotic mode growth can
be approximately described by a diffusion model [equation
(24)], although such a model would not contain the energy
maximum.
• When mode dissipation is added, all systems, even those
evolving chaotically, decay to a quasi-steady state (see
Figs. 6-8), with the mode energy and orbital decay rate given
by equations (30) and (31), respectively. Continued orbital
decay is punctuated by resonances (see Section 4.2).
These results are applicable to a variety of astrophysi-
cal systems mentioned in the introduction. In particular, a
tidally captured star around a compact object in dense clus-
ters (Mardling & Aarseth 2001) or a massive black hole, (e.g.
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Figure 11. The maximum mode energy (summed over all modes) reached in 10,000 orbits as a function of ω1|∆P1|/2pi and ω1P0/2pi.
In the dark blue regions, the modes exhibit low-energy oscillations, while in the dark red regions the modes grow chaotically to large
amplitudes. The left panel shows a system with one dominant mode. The frequency ratios are ω2/ω1 = 0.41 and ω3/ω1 = 0.46. The
energy ratios are ∆E˜2,1/∆E˜1,1 = 0.04 and ∆E˜3,1/∆E˜1,1 = 0.03. The dashed line corresponds to ω2Pˆ0/2pi = 23, the dot-dashed line to
ω3Pˆ0/2pi = 26, and the solid lines to resonances for ω1. The right panel shows a system where all three modes are excited to similar
energies. The frequency ratios are ω2/ω1 = 1.11 and ω3/ω1 = 0.92. The energy ratios are ∆E˜2,1/∆E˜1,1 = 0.94 and ∆E˜3,1/∆E˜1,1 = 0.58.
The dashed lines corresponds to ω2Pˆ0/2pi = 62, 63, 64, the dot-dashed lines to ω3Pˆ0/2pi = 51, 52, 53, and the solid lines to resonances for
ω1.
Li & Loeb 2013) at the centre of galaxies may experience
chaotic growth of mode amplitude during multiple pericen-
tre passages, accompanied by significant orbital decay and
tidal heating. A similar evolution may occur when a giant
planet (“cold Jupiter”) is excited into a high-eccentricity or-
bit by an external companion (a distant star or a nearby
planet) via the Lidov-Kozai mechanism (Wu & Murray 2003;
Fabrycky & Tremaine 2007; Nagasawa et al. 2008; Petro-
vich 2015; Anderson et al. 2016; Mun˜oz et al. 2016). We
have found that a mp ∼ 1 MJ planet pushed into an orbit
with pericentre distance . 0.015 AU and e & 0.95 will enter
the chaotic regime for the growth of f-modes. The planet
can spend an appreciable time in the high-e phase of the
Lidov-Kozai cycle, allowing the mode energy to climb to a
large value at which the mode becomes non-linear and suf-
fers rapid decay. The consequence is that the planet’s orbit
quickly shrinks (by a factor of a few), similar to the be-
haviour depicted in Fig. 8, and the system eventually enters
a quasi-steady state with slow orbital decay. We suggest that
this is a promising mechanism for forming eccentric warm
Jupiters, whose origin remains poorly understood (Petro-
vich & Tremaine 2016; Antonini et al. 2016; Huang et al.
2016; Anderson & Lai 2017). This mechanism also speeds
up the formation of hot Jupiters through high-eccentricity
migration channels.
Our study has revealed a rich variety of dynamical be-
haviours for highly eccentric binaries undergoing tidal inter-
actions. Nevertheless, our model is still idealized. One ef-
fect we did not include is stellar (or planetary) rotation.
The qualitative behaviours of systems that undergo low-
amplitude oscillations or chaotic evolution are unlikely to
change with the inclusion of rotation. However, tidal spin-
up of the star (and tidal heating) can directly affect the
mode frequencies, giving rise to the possibility of resonance
locking under some conditions, which may extend the time
frame over which the orbital energy rapidly decreases (Witte
& Savonije 1999; Fuller & Lai 2012; Burkart et al. 2012;
Fuller 2017). In addition, as noted above, our assumption
of linear damping may fail in the chaotic regime; non-linear
damping could lead to even more rapid orbital evolution and
significant structural changes in the excited star or planet.
All of these issues deserve further study.
As this paper was under review, an independent work on
dynamical tides in eccentric giant planets was submitted by
Wu (2017). She considers the effect of chaotic f-mode evo-
lution (approximately diffusive evolution) on the orbits of
gas giants undergoing high-eccentricity migration, assuming
that the f-mode damps non-linearly when its amplitude be-
comes too large. Her conclusion that dynamical tides rapidly
shrink the orbit, overtaking secular migration, agrees with
our results and the discussion above.
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APPENDIX A: PHYSICAL JUSTIFICATION
FOR THE ITERATIVE MAP
We present a brief derivation of the iterative map based on
the hydrodynamics of forced stellar oscillations in binaries.
We consider the tidally-excited oscillations of the primary
body (mass M and radius R) by the companion of mass
M ′. The gravitational potential produced by M ′ reads
U(r, t) = −GM ′
∑
lm
Wlmr
l
Dl+1
e−imΦ(t)Ylm(θ, φ), (A1)
where r = (r, θ, φ) is the position vector (in spherical coordi-
nates) relative to the centre of mass of M , D(t) is the binary
separation and Φ is the orbital true anomaly. The dominant
quadrupole terms have l = |m| = 2 and m = 0, for which
W2±2 = (3pi/10)1/2 and W20 = (pi/5)1/2. For simplicity, we
neglect stellar rotation [see Schenk et al. (2002); Lai & Wu
(2006)]. To linear order, the response of star M to the tidal
forcing frequency is specified by the Lagrangian displace-
ment ξ(r, t). A free oscillation mode of frequency ωα has
the form ξα(r, t) = ξα(r) e
−iωαt ∝ eimφ−iωαt. We carry out
phase-space expansion of ξ(r, t) in terms of the eigenmodes
Schenk et al. (2002):[
ξ
∂ξ/∂t
]
=
∑
α
cα(t)
[
ξα(r)
−iωαξα(r)
]
. (A2)
The linear fluid dynamics equations for the forced stellar
oscillations then reduce to the evolution equation for the
mode amplitude cα(t) (Lai & Wu 2006):
c˙α + (iωα + γα)cα =
iGM ′WlmQα
2ωαDl+1
e−imΦ(t), (A3)
where γα is the mode (amplitude) damping rate, and
Qα =
1
M1/2R(l−1)
∫
d3x ρξ?α · ∇(rlYlm) (A4)
is the dimensionless tidal overlap integral. The eigenmode
is normalized according to
∫
d3xρ(r)|ξα(r)|2 = 1, which im-
plies that ξ has units of M−1/2.
The general solution to equation (A3) is
cα = e
−(iωα+γα)t
∫ t
t0
iGM ′WlmQα
2ωαDl+1
e(iωα+γα)t
′−imΦ(t′) dt′.
(A5)
For eccentric binaries, we can write this as a sum over mul-
tiple pericentre passages. To do so, let tk be the time of the
k-th apocentre passage. [Note that, for the moment, this use
of k differs from the meaning used in equations (1)-(5), where
it is used to describe the number of pericentre passages]. We
can relate tk to tk−1 via
tk = tk−1 +
1
2
(Pk−1 + Pk). (A6)
Now define
∆cα =
∫ Pk/2
−Pk−1/2
iGM ′WlmQα
2ωαDl+1
e(iωα+γα)t
′−imΦ(t′) dt′. (A7)
This is the change in mode amplitude during a pericentre
passage, and it is approximately constant for any k provided
the orbit is very eccentric and the pericentre distance rperi
remains constant (see the main text for discussion). We can
then write cα at time tk simply as
cα,k = e
−(iωα+γα)tk∆cα
k∑
j=1
e(iωα+γα)(tj−1+Pj−1/2). (A8)
We can reorganize equation (A8) into an iterative form
cα,k = cα,k−1 e
−(iωα+γα)(Pk−1+Pk)/2 + e−(iωα+γα)Pk/2∆cα.
(A9)
We now shift the index k to count pericentre passages rather
than apocentre passages by defining
aα,k =
√
2ωαcα,k e
−iωPk/2/|EB,0|, (A10)
where we have also re-normalized the mode amplitude
so that the scaled mode energy (in units of |EB,0|) is
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E˜α,k = |aα,k|2. (Note the mode energy is given by Eα,k =
2ω2α|cα,k|2.) Equation (A9) then reduces to
aα,k = (aα,k−1 + ∆aα) e
−(iωα+γα)Pk , (A11)
where ∆aα =
√
2ωα∆cα/|EB,0|.
Using equation (A7), we can write ∆Eα,1 explicitly in
terms of orbital parameters and mode properties:
∆Eα,1 = |EB,0|(∆aα)2 = GM
′2
R
(
R
rperi
)2(l+1)
T (η, ωα/Ωperi, e),
(A12)
where the dimensionless function T is given by
T = 2pi2Q2αK
2
lm. (A13)
Ignoring the negligible effect of mode damping at pericentre,
we have
Klm =
Wlm
2pi
(
GM
R3
)1/2 ∫ P/2
−P/2
dt′
(rperi
D
)l+1
eiωαt
′−imΦ(t′).
(A14)
The energy transfer for a parabolic passage (e → 1) was
first derived in Press & Teukolsky (1977). Equations (A12)-
(A14), which apply to eccentric orbits as well, were presented
in Lai (1997) [see equations (22)-(23)] and in Fuller & Lai
(2012) [see equation (14)-(15); note that in equation (15), R
should be replaced by Dp.]
Note that the integral in equation (A14) is difficult to
calculate accurately and efficiently because the mode fre-
quency is typically orders of magnitude larger than the or-
bital frequency. However, for parabolic orbits, Klm can be
evaluated in the limit ωα/Ωperi  1 (Lai 1997). For example,
for l = 2, m = 2,
K22 =
2z3/2η3/2e−2z/3√
15
(
1−
√
pi
4
√
z
+ · · ·
)
, (A15)
where
z ≡
√
2ωα/Ωperi. (A16)
This expansion approximates Klm to within a few percent
for (1− e) << 1 and z & 3. For typical f-mode frequencies,
the latter condition is satisfied for η & a few.
APPENDIX B: NON-DISSIPATIVE SYSTEMS
B1 Maximum Mode Energy for Non-Chaotic
Systems
In the oscillatory and resonant regimes, the mode energy
E˜k  1, and the iterative map given by equation (19) can
be rewritten:
zk+1 ' 1 + zk e−iPˆ0+i|∆Pˆ1||zk|
2
, (B1)
where zk ≡ ak−/∆a = ak−1/∆a+ 1.
Oscillatory Regime: When |δPˆ0| = |Pˆ0 − 2piN | 
|∆Pˆ1||zk|2, the map simplifies to
zk+1 ' 1 + zk e−iPˆ0 . (B2)
This yields the solution (for z1 = 1)
zk ' 1− e
−ikPˆ0
1− e−iPˆ0 , (B3)
which is equivalent to equation (16). The validity of this
oscillatory solution requires |δPˆ0|  |∆Pˆ1|/(1 − cos Pˆ0) or
|δPˆ0|3  |∆Pˆ1|.
Resonant Regime: When |δPˆ0|3  |∆Pˆ1|, the system
is in the resonant regime, and the map becomes
zk+1 − zk ' 1 + i|∆Pˆ1||zk|2zk. (B4)
For k  1, we can approximate the mode amplitude as a
continuous function of k, and the above equation reduces to
dz
dk
' 1 + i|∆Pˆ1||z|2z. (B5)
Now we express z explicitly in terms of an amplitude A and
phase θ:
z = A eiθ. (B6)
Equation (B5) can be rewritten as two differential equations:
dA
dk
' cos θ, (B7)
dθ
dk
' 1
A
(
|∆Pˆ1|A3 − sin θ
)
. (B8)
We combine these to examine how the amplitude varies with
the phase:
dA
dθ
=
A cos θ(
|∆Pˆ1|A3 − sin θ
) . (B9)
To solve the above equation, we use the substitutions
u = |∆Pˆ1|A3, v = sin θ. (B10)
Equation (B9) then simplifies to
du
dv
=
3u
u− v . (B11)
For the initial condition u = v = 0, which corresponds to
a0 = 0, the solution is simply u = 4v, or
A =
(
4 sin θ
|∆Pˆ1|
)1/3
, (B12)
which has the maximum value (4/|∆Pˆ1|)1/3. The maximum
mode energy for a system near resonance is therefore
E˜res ≡ E˜k,max = (∆a)2
(
4
|∆Pˆ1|
)2/3
' 2
7/3
3
|∆Pˆ1|1/3
Pˆ0
.
(B13)
We can use the above result to approximate the shape
that the mode amplitude traces in the complex plane over
many orbits. Our numerical calculation (see Fig. 3) shows
that the mode amplitude as a function of its phase can be
described by
∣∣∣ ak
∆a
+ 0.5
∣∣∣ ' (4 sin θ|∆Pˆ1|
)1/3
, (B14)
where θ is the phase of ak/∆a + 0.5. This is similar to
equation (B12) except for a shift along the real axis. For
|∆Pˆ1|  1, this approximation performs very well, as seen
in Fig. 3.
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B2 Resonant Timescale
The mode of a non-dissipative system near resonance evolves
periodically, repeatedly tracing out a closed shape in the
complex amplitude plane. We define tres as the period of
the resonant oscillations. To calculate this timescale, we use
equations (B7) and (B12) to find
dθ
dk
'
(
|∆Pˆ1|
4
)1/3
3(sin θ)2/3. (B15)
Integrating the above differential equation from θ = 0 to
θ = pi gives
tres ' 3.85 P |∆Pˆ1|−1/3, (B16)
where P is the orbital period associated with the resonance.
In order of magnitude, the number of orbits necessary to
reach the maximum mode amplitude |ares| ∼ |∆Pˆ1|−1/3∆a
is simply |ares|/∆a.
B3 Maximum Mode Energy for Chaotic Systems
As discussed in the main text, the mode energy of a chaotic
system initially grows stochastically with an expected value
of 〈E˜k〉 ∼ ∆E˜1k [see equation (24) and Fig. 5], but cannot
exceed a maximum value, E˜max. As the mode energy in-
creases, the change in the orbital period between pericentre
passages, ∆Pˆk, decreases [see equation (25)]. The maximum
mode energy is approximately set by |∆Pˆk| ∼ 1, and is given
by equation (26).
This condition is related to that found in Mardling
(1995a,b), where the maximum mode energy is set by a
“chaos boundary” that separates orbital parameters that
produce chaotic behaviour from those that produce oscil-
latory behaviour. The location of the boundary depends on
the current mode amplitude. The iterative map in this pa-
per demonstrates that such boundaries are determined by
the size of |∆Pˆk|, which depends on ∆a and ak−1 [see equa-
tion (25)]. Both the onset of chaotic behaviour and the max-
imum mode energy are set by conditions on |∆Pˆk| (where
k = 1 when considering the onset). It follows that both con-
ditions are related to “chaos boundaries”, as observed by
Mardling (1995a,b).
In reality, the dependence of E˜max on Pˆ0 and |∆Pˆ1|
is more complicated than the power law trend from equa-
tion (26). Figures B1 and B2 show “jumps” and “drops” in
E˜max at some values of Pˆ0 and |∆Pˆ1|. To understand this
step-like behaviour, we note that the maximum mode energy
for a non-dissipative system is associated with the minimum
(dimensionless) orbital period by
Pˆmin = Pˆ0
(
1
1 + E˜max
)3/2
. (B17)
We have found that for a chaotic system, as |∆Pˆk| decreases
toward unity, the orbital period tends to evolve away from
resonances with the stellar mode and to linger directly be-
tween them. This behaviour can be understood from the
fact that, for a system near resonance, the shifts in mode
amplitude during pericentre tend to add over successive pas-
sages, pushing the system away from the resonance. Impos-
Figure B1. Numerical results for E˜max (blue dots) after 3× 106
orbits for chaotic systems with |∆P˜1|/2pi = 0.2. The red line is
1.5(Pˆ0|∆Pˆ1|)1/4 [see equation (26)]. The dotted lines are from
equation (B18) with different values of N .
Figure B2. Numerical results for E˜max (blue dots) after 3× 106
orbits for chaotic systems with Pˆ0/2pi = 55.41. The red line is
1.5(Pˆ0|∆Pˆ1|)1/4 [see equation (26)]. The dotted lines are from
equation (B18 with different values of N).
ing Pˆmin ' 2pi(N + 1/2) yields
E˜max '
[
Pˆ0
2pi(N + 1/2)
]2/3
− 1. (B18)
Equation (B18) is in good agreement with results shown in
Figs. B1 and B2. We see that the jumps in E˜max correspond
to changes inN . Combining equation (B18) with the broader
trend of equation (26) captures the main features of how
E˜max depends on Pˆ0 and |∆Pˆ1| for chaotic systems.
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APPENDIX C: G-MODE PROPERTIES OF
STELLAR MODELS
One application of our model is the tidal capture of main-
sequence stars by compact objects, including massive black
holes. We use the stellar evolution code, MESA (Paxton
et al. 2011), and the non-adiabatic pulsation code, GYRE
(Townsend & Teitler 2013), to determine the properties of
g-modes in the radiative envelope of stars between 2 and
10M. The characteristic damping times of modes are found
using the imaginative part of the mode frequency. These val-
ues are generally in good agreement with a quasi-adiabatic
approximation that assumes radiative damping. Figure C1
shows the computed damping rates for three stellar models.
For the 2M model, the damping rate only varies by a fac-
tor of a few for the relevant g-modes. For the 10M model
(and other models with 10M 6M 6 20M), the damping
rates are much smaller for higher frequency modes.
The amount of energy transferred to a mode (labelled α)
in the “first” pericentre passage ∆Eα,1 (i.e., when the oscil-
lation amplitude is zero before the passage) depends on the
stellar structure and mode properties. We use the method
of Press & Teukolsky (1977) to calculate ∆Eα,1. The quasi-
steady-state mode dissipation rate from equation (30) is of
order γα∆Eα,1. Figure C2 shows an example of the calcu-
lated ∆Eα,1 and the energy dissipation rates for systems
with different stellar properties and η = 3. We find that
stars with M . 5M tend to have a single low-order g-mode
with large ∆E˜α,1 that dominates the energy transfer rate.
To represent a system with a dominant mode, we choose the
ω and γ ratios between modes from the 2M model and the
E˜α,1 ratio for η = 3. More massive stars (M & M) have
a number of g-modes that contribute roughly equally to the
energy transfer rate. To represent a system where multiple
modes are important for energy transfer, we choose the ω
and γ ratios between modes from the 10M model and the
E˜α,1 ratio for η = 3.
The orbital parameter η = (rperi/R)(M/Mt)
1/3 (where
rperi is the pericentre distance) also strongly affects ∆Eα,1,
though the dependence on e is negligible for highly eccentric
orbits. For larger η, the orbital frequency at pericentre is
smaller, and higher-order g-modes contribute more to tidal
energy transfer, as illustrated in Fig. C3.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
Figure C1. Numerical results for the g-mode frequencies (ω)
and damping rates (γ) of three MESA stellar models analysed
with the non-adiabatic stellar pulsation code, GYRE. The dip in
γ/ω for the 5M model is typical for models in the mass range
4− 8M.
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Figure C2. Numerical results for ∆Eα,1 and γα∆Eα,1 vs. ng
(the radial mode number) for three MESA stellar models analysed
with the non-adiabatic stellar pulsation code, GYRE. The energy
transfer ∆Eα,1 is calculated assuming η = 3 and e = 0.95.
Figure C3. Numerical results for ∆Eα,1 for four g-modes of
the 10M stellar model as a function of η. For larger η, higher
order g-modes receive more energy at pericentre than lower-order
g-modes.
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