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The Cauchy problem for the Finsler heat equation
Goro Akagi, Kazuhiro Ishige and Ryuichi Sato
Abstract
Let H be a norm of RN and H0 the dual norm of H . Denote by ∆H the Finsler-
Laplace operator defined by ∆Hu := div (H(∇u)∇ξH(∇u)). In this paper we prove
that the Finsler-Laplace operator ∆H acts as a linear operator to H0-radially sym-
metric smooth functions. Furthermore, we obtain an optimal sufficient condition for
the existence of the solution to the Cauchy problem for the Finsler heat equation
∂tu = ∆Hu, x ∈ RN , t > 0,
where N ≥ 1 and ∂t := ∂/∂t.
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1
1 Introduction
Let N ≥ 1 and let H ∈ C(RN ) ∩ C1(RN \ {0}) be a norm of RN , that is

H ≥ 0 in RN and H(ξ) = 0 if and only if ξ = 0,
H is convex in RN ,
H(αξ) = |α|H(ξ) for ξ ∈ RN and α ∈ R.
(1.1)
We denote by H0 the dual norm of H defined by
H0(x) := sup
ξ∈RN\{0}
x · ξ
H(ξ)
.
Then
|x · ξ| ≤ H0(x)H(ξ), H(ξ) = sup
x∈RN\{0}
x · ξ
H0(x)
. (1.2)
For any x ∈ RN , ξ ∈ RN and R > 0, we set
BH(ξ,R) :={η ∈ RN : H(η − ξ) < R},
BH0(x,R) :={y ∈ RN : H0(y − x) < R}.
Throughout this paper we assume that
BH(0, 1) is strictly convex, (1.3)
which is equivalent to H0 ∈ C1(RN \ {0}) (see [33, Corollary 1.7.3]).
Let ∆H be the Finsler-Laplace operator associated with the norm H, that is
∆H u := div(∇ξV (∇u)) = div(H(∇u)∇ξH(∇u)),
where V (ξ) := H(ξ)2/2. We remark that ∆H = ∆ if H(ξ) = |ξ| for ξ ∈ RN . The Finsler-
Laplace operator has been treated by many mathematicians from various points of view
(see e.g., [4], [6], [8], [10], [11], [12], [18], [31], [32], [34], [36] and references therein). This
paper is concerned with the Cauchy problem for the Finsler heat equation
∂tu = ∆H u, x ∈ RN , t > 0, (1.4)
which is introduced as a gradient flow of the energy
I[u] :=
1
2
∫
RN
H(∇u)2 dx.
Equation (1.4) is a nonlinear parabolic equation with the following nice property:
If u is a solution of (1.4), then ku and u(kx, k2t) are also solutions of (1.4)
for any k ∈ R (1.5)
(see Definition 1.1 and Section 2).
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The Finsler-Laplace operator enjoys nice properties for “smooth radial” functions. To
be more precise, for any function v in RN , we say that v is H0-radially symmetric in R
N
if there exists a function v♯ on [0,∞) such that
v(x) = v♯(r) for x ∈ RN with r = H0(x).
Set v∗(x) := v♯(|x|) for x ∈ RN . For k ∈ {0, 1, 2, . . . }, we say that an H0-radially
symmetric function v is CkH0-smooth if v
∗ ∈ Ck(RN ). One of main purposes of this
paper is to obtain the following two nice properties of H0-radially symmetric C
2
H0
-smooth
functions.
Theorem 1.1 Assume (1.1) and (1.3). Let v and w be H0-radially symmetric C
2
H0
-smooth
functions in RN . Then
(a) (∆Hv)(x) = (∆v
∗)(y) for x ∈ RN with y = H0(x);
(b) ∆H(αv + βw) = α∆Hv + β∆Hw in R
N for any α, β ∈ R.
The Finsler-Laplace operator is a nonlinear operator and often has a complicated form.
Nevertheless, Theorem 1.1 implies that the Finsler-Laplace operator acts as a linear oper-
ator to H0-radially symmetric C
2
H0
-smooth functions. Furthermore, Theorem 1.1 enables
us to bring rich mathematical results for radially symmetric functions to the study of
H0-radially symmetric functions. See also Section 2.
The other purpose of this paper is to obtain an optimal growth condition on initial
data for the existence of solutions to the Cauchy problem for the Finsler heat equation
∂tu = ∆H u, x ∈ RN , t > 0, u(·, 0) = µ in RN , (1.6)
where µ is a (signed) Radon measure in RN . The study of the growth conditions on
initial data for the existence of solutions to parabolic equations is a classical subject.
The growth conditions generally depend on the diffusion and the nonlinear terms in the
parabolic problems (see e.g., [1]–[3], [5], [7], [15], [16], [19]–[25], [27], [35] and [37]). For
the heat equation, the following holds.
(H1) Let u be a nonnegative solution of ∂tu = ∆u in R
N × (0, T ), where T > 0. Then
there exists a unique nonnegative Radon measure µ in RN such that
lim
t→+0
∫
RN
u(y, t)φ(y) dy =
∫
RN
φ(y) dµ(y), φ ∈ C0(RN ).
Furthermore, µ satisfies
sup
x∈RN
∫
B(x,1/
√
Λ)
e−Λ|x|
2
dµ <∞ for some Λ > 0.
(H2) Let µ be a (signed) Radon measure in RN such that
sup
x∈RN
∫
B(x,1/
√
Λ)
e−Λ|x|
2
d|µ| <∞ for some Λ > 0. (1.7)
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Then
u(x, t) := (4πt)−
N
2
∫
RN
exp
(
−|x− y|
2
4t
)
dµ(y)
satisfies
∂tu = ∆u in R
N × (0, 1/4Λ), u(·, 0) = µ in RN . (1.8)
(H3) Let Λ > 0 and set
v(x, t) := (1− 4Λt)−N2 exp
(
Λ|x|2
1− 4Λt
)
.
Then v is a solution of (1.8) and it satisfies (1.7) and
min
x∈RN
v(x, t) = v(0, t)→∞ as t→ 1
4Λ
.
See [3] and [35]. (See also [23] and [25]).
Consider the Cauchy problem for the porous medium equation
∂tu = ∆(|u|m−1u), x ∈ RN , t > 0, u(·, 0) = µ in RN , (1.9)
where m > 1. Be´nilan, Crandall and Pierre [7] proved that problem (1.9) possesses a
solution provided that
lim sup
ρ→∞
ρ−N−
2
m−1
∫
B(0,ρ)
d |µ| <∞.
On the other hand, in the case of (N − 2)+/2 < m < 1, Herrero and Pierre [20] proved
that problem (1.9) possesses a solution for any L1loc(R
N ) initial data. For similar results
to parabolic p-Laplace equations and more general nonlinear parabolic equations, see e.g.,
[1], [15], [16], [22], [23] and [24].
We formulate a definition of solutions to (1.6).
Definition 1.1 Let u be a measurable function u in RN × (0, T ), where T > 0.
(i) We say that u is a solution of (1.4) in RN × (0, T ) if
u ∈ C((0, T ) : L1(BH0(0, R))) ∩ L1((0, T − ǫ) : W 1,1(BH0(0, R))) (1.10)
for any R > 0 and 0 < ǫ < T and u satisfies∫
RN
u(y, t)ϕ(y, t) dy +
∫ t
τ
∫
RN
[−u∂tϕ+H(∇u)∇ξH(∇u)∇ϕ] dy ds
=
∫
RN
u(y, τ)ϕ(y, τ) dy
for all 0 < τ < t < T and ϕ ∈ C∞0 (RN × (0, T )).
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(ii) Let µ be a (signed ) Radon measure in RN . Then we say that u is a solution of (1.6)
in RN × [0, T ) if u satisfies (1.10) and∫
RN
u(y, t)ϕ(y, t) dy +
∫ t
0
∫
RN
[−u∂tϕ+H(∇u)∇ξH(∇u)∇ϕ] dy ds
=
∫
RN
ϕ(y, 0) dµ(y)
for all 0 < t < T and ϕ ∈ C∞0 (RN × [0, T )).
Now we are ready to state the second theorem of this paper. In the following Theo-
rem 1.2 we obtain similar results as in statements (H1), (H2) and (H3) for the Cauchy
problem to the Finsler heat equation.
Theorem 1.2 Assume (1.1) and (1.3).
(i) Let u be a nonnegative solution of (1.4) in RN × (0, T ) for some T > 0. Then there
exists a unique nonnegative Radon measure µ in RN such that
lim
t→+0
∫
RN
u(y, t)φ(y) dy =
∫
RN
φ(y) dµ(y), φ ∈ C0(RN ). (1.11)
Furthermore,
sup
x∈RN
∫
BH0 (x,1/
√
Λ)
e−ΛH0(y)
2
dµ(y) <∞ for some Λ > 0.
(ii) Let µ be a (signed ) Radon measure in RN such that
sup
x∈RN
∫
BH0 (x,1/
√
Λ)
e−ΛH0(y)
2
d|µ|(y) <∞ for some Λ > 0. (1.12)
Then there exists a nonnegative solution u of (1.6) in RN × [0, SΛ), where SΛ :=
1/4Λ, such that
(a) u ∈ C1,α;0,α/2(RN × (0, SΛ)) for some α ∈ (0, 1);
(b) For any λ > Λ, there exists a constant C such that
sup
0<t<Sλ
∫
RN
e−gλ(x,t)|u(y, t)| dy ≤ C sup
x∈RN
∫
BH0 (x,1/
√
Λ)
e−ΛH0(y)
2
d|µ|(y).
(1.13)
Here gλ(x, t) := λH0(x)
2/(1− 4λt).
Theorem 1.3 assures that SΛ is the optimal maximal existence time of the solution of (1.6)
under assumption (1.12).
Theorem 1.3 Let Λ > 0 and set
v(x, t) := (1− 4Λt)−N2 exp
(
ΛH0(x)
2
1− 4Λt
)
.
Then v is a solution of (1.4) in RN × [0, SΛ) and it satisfies (1.12) and
min
x∈RN
v(x, t) = v(0, t)→∞ as t→ SΛ.
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We explain an idea of the proof of Theorem 1.2. Since ∆H is a nonlinear operator,
we cannot apply the standard theory for linear parabolic equations to the Finsler heat
equation. On the other hand, setting
A(ξ) := H(ξ)∇ξH(ξ) for ξ 6= 0, A(ξ) := 0 for ξ = 0,
we have
A ∈ C(RN ;RN ), ∆Hu = divA(∇u) in D ′,
A(ξ) · ξ = H(ξ)2 and H0(A(ξ)) = H(ξ) for ξ ∈ RN .
(1.14)
Since H and H0 are equivalent to the Euclidean norm of R
N , it follows from (1.14) that
A(ξ) · ξ ≥ C1|ξ|2 and |A(ξ)| ≤ C2|ξ| for ξ ∈ RN , (1.15)
where C1 and C2 are positive constants. Then we can apply the arguments in [25, Theo-
rem 1.8] to obtain assertion (i).
For the proof of assertion (ii), by property (1.5) it suffices to consider the case of Λ < 1.
We introduce some new techniques to obtain uniform estimates of approximate solutions.
Firstly, we construct approximate solutions {un} by using a subdifferential formulation,
in order to preserve structure of the Finsler-Laplace operator (see, e.g., (1.5)). Secondly,
for any sufficiently small δ > 0, we obtain uniformly local L1+δ estimates of {un} with the
aid of the Besicovitch covering theorem (see Lemma 3.2). Then we modify the arguments
used in [22]–[24] to obtain uniformly local L1 estimates of the functions
Un := F
(
e−H0(y)
2(1+sℓ)|un(y, s)|
)
,
where 0 < ℓ < 1 and
F (v) :=
∫ v
0
min{τ δ, 1} dτ =
{
v1+δ/(1 + δ) for 0 ≤ v ≤ 1,
v − δ/(1 + δ) for v > 1.
Furthermore, employing property (1.5), we improve uniformly local L1 estimates for Un,
which also asserts those for the functions e−H0(y)
2(1+sℓ)un. Finally, carrying out a similar
argument as in [22]–[24], we show the existence of solutions to (1.6) and complete the
proof of assertion (ii).
The rest of this paper is organized as follows. In Section 2 we recall some basic
properties of H and H0 and prove Theorems 1.1 and 1.3. In Section 3 we obtain a priori
estimates of the solutions of (1.6) by improving the arguments in [23]. In Section 4 we
complete the proof of Theorem 1.2.
2 Proof of Theorems 1.1 and 1.3
In this section we recall some basic properties of H and H0 and prove Theorems 1.1 and
1.3. Assume (1.1) and (1.3). Then H, H0 ∈ C1(RN \ {0}). Furthermore, we have

ξ · ∇ξH(ξ) = H(ξ), ξ ∈ RN ,
∇ξH(tξ) = sign (t)∇ξH(ξ), ξ ∈ RN \ {0}, t 6= 0,
H0(∇ξH(ξ)) = 1, ξ ∈ RN \ {0},
H(ξ)∇xH0(∇ξH(ξ)) = ξ, ξ ∈ RN ,
(2.1)
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

x · ∇H0(x) = H0(x), x ∈ RN ,
∇H0(tx) = sign (t)∇H0(x), x ∈ RN \ {0}, t 6= 0,
H(∇H0(x)) = 1, x ∈ RN \ {0},
H0(x)∇ξH(∇H0(x)) = x, x ∈ RN .
(2.2)
Here ξ · ∇ξH(ξ), H(ξ)∇ξH(ξ) and x · ∇H0(x), H0(x)∇H0(x) are taken to be 0 at ξ = 0
and x = 0, respectively. See [10] and [18].
Proof of Theorem 1.1. Let v(x) = v♯(H0(x)), v
∗(x) := v♯(|x|), w(x) = w♯(H0(x)) and
w∗(x) := w♯(|x|) for x ∈ RN . Assume that v∗, w∗ ∈ C2(RN ). It follows that
(∇v)(x) = (∂rv♯)(H0(x))∇H0(x),
H((∇v)(x))∇ξH((∇v)(x)) = (∂rv♯)(H0(x))∇ξH(∇H0(x)) = (∂rv
♯)(H0(x))x
H0(x)
,
(2.3)
for x ∈ RN \ {0}. Then
(∆Hv)(x) = div
(
(∂rv
♯)(H0(x))
H0(x)
x
)
=
[(∂2r v
♯)(H0(x))∇H0(x) · x+ (∂rv♯)(H0(x))N ]H0(x)− (∂rv♯)(H0(x))x∇H0(x)
H0(x)2
=
(∂2r v
♯)(H0(x))H0(x)
2 + (N − 1)(∂rv♯)(H0(x))H0(x)
H0(x)2
= (∂2r v
♯)(r) +
N − 1
r
(∂rv
♯)(r)
∣∣∣∣
r=H0(x)
= (∆v∗)(y) with y = H0(x)
(2.4)
for x ∈ RN \ {0}. Since (∂rv♯)(0) = 0, it follows from (2.3) that
H((∇v)(x))∇ξiH((∇v)(x)) = (∂2rv♯)(0)xi + o(|x|) near x = 0,
where i ∈ {1, . . . , N}. This implies that
(∆Hv)(0) = N(∂
2
rv
♯)(0) = (∆v∗)(0). (2.5)
By (2.4) and (2.5) we obtain assertion (a). Furthermore, we deduce from assertion (a)
that
[∆H(v + w)](x) = [∆(v
∗ + w∗)](|x|) = (∆v∗)(|x|) + (∆w∗)(|x|)
= (∆Hv)(x) + (∆Hw)(x)
for x ∈ RN . Thus assertion (b) follows, and the proof is complete. ✷
Theorem 1.3 immediately follows from Theorem 1.1 (a) and (H3). Similarly, we can find
the following H0-radially functions.
• (Finsler Gauss kernel)
Let
GH0(x, t) := (4πt)
−N
2 exp
(
−H0(x)
2
4t
)
.
Then GH0 is a solution of (1.4) in R
N × (0,∞). (See also [31, Example 4.3].)
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• (Finsler Barenblatt solution)
Let m > 1 and C > 0. Set
UH0(x, t) := t−α(C − kH0(x)2t−2β)
1
m−1
+ ,
where (s)+ := max{s, 0} and
α :=
N
N(m− 1) + 2 , β :=
α
N
, k :=
α(m− 1)
2mN
.
Then UH0 is a solution of the Finsler porous medium equation
∂tv = ∆Hv
m in RN × (0,∞).
• (Singular solutions to the m-th order Finsler-Laplace equation)
Let m ∈ {1, 2, . . . }. Set
v(x) :=
{
H0(x)
−N+2m if N − 2m 6∈ {−2h : h = 0, 1, 2, . . . },
H0(x)
−N+2m logH0(x) if N − 2m ∈ {−2h : h = 0, 1, 2, . . . }.
Then v satisfies
(∆H)
mv = cδ
for some constant c ∈ R, where δ is the Dirac measure in RN .
• (Finsler Talenti function)
Let p > 1. Set
w(x) :=
(
A+BH0(x)
p
p−1
)1−N
p
,
where A > 0 and B > 0. Then w satisfies
−∆H w = wp in RN .
Due to assertion (ii) of Theorem 1.1, we have a explicit representation of the H0-radially
symmetric solution of (1.6). Set
I(z) :=
∫
SN−1
ezθ1 dθ.
Theorem 2.1 Let ϕ be an H0-radially symmetric, bounded and continuous function in
RN . Then
u(x, t) := (4πt)−
N
2 exp
(
−H0(x)
2
4t
)∫ ∞
0
I
(
H0(x)r
2t
)
exp
(
−r
2
4t
)
ϕ♯(r)rN−1 dr (2.6)
is a solution of (1.4) such that u(x, 0) = ϕ(x) in RN .
Proof. Let u∗(x, t) := et∆ϕ∗, that is
u∗(x, t) = (4πt)−
N
2
∫
RN
exp
(
−|x− y|
2
4t
)
ϕ∗(y) dy
= (4πt)−
N
2 exp
(
−|x|
2
4t
)∫
RN
exp
(x · y
2t
)
exp
(
−|y|
2
4t
)
ϕ♯(|y|) dy
= (4πt)−
N
2 exp
(
−|x|
2
4t
)
×
∫ ∞
0
∫
SN−1
exp
(
r|x|
2t
x
|x|θ
)
dθ exp
(
−r
2
4t
)
ϕ♯(r)rN−1 dr
= (4πt)−
N
2 exp
(
−|x|
2
4t
)∫ ∞
0
I
(
r|x|
2t
)
exp
(
−r
2
4t
)
ϕ♯(r)rN−1 dr.
This together with Theorem 1.1 implies that the function u defined by (2.6) is a solution
of (1.4) such that u(x, 0) = ϕ(x) in RN . Thus Theorem 2.1 follows. ✷
Remark 2.1 Let N = 2. Then
I(z) =
∫ 2π
0
exp(z cos θ) dθ =
1
i
∮
Γ
exp
(z
2
(ξ + ξ−1)
) dξ
ξ
= 2πRes
(
exp
(z
2
(ξ + ξ−1)
)
ξ−1; 0
)
, z > 0,
where Γ denotes the unit circle centered at the origin in the complex plane. Noting that
exp
(z
2
(ξ + ξ−1)
)
ξ−1 =
∞∑
n=0
∞∑
m=0
1
n!
1
m!
(z
2
)n+m
ξn−m−1
for ξ 6= 0, we see that
Res
(
exp
(z
2
(ξ + ξ−1)
)
ξ−1; 0
)
=
∞∑
n=0
1
(n!)2
(z
2
)2n
= I0(z),
where I0 denotes the modified Bessel function of the first kind defined by
I0(z) :=
∞∑
n=0
(z/2)2n
(n!)2
for z ∈ C \ (−∞, 0].
Therefore we deduce that I(z) = 2πI0(z) for z > 0.
3 Cauchy-Dirichlet problem
Let R ≥ 1, Ω = BH0(0, R) and φ ∈ C∞0 (Ω). Consider the Cauchy-Dirichlet problem

∂tu = ∆H u in Ω× (0,∞),
u = 0 on ∂Ω× (0,∞),
u(·, 0) = φ in Ω.
(3.1)
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Problem (3.1) possesses a unique solution u in Ω× [0,∞) such that
u ∈W 1,2(0,∞ : L2(Ω)) ∩ C([0,∞) : H10 (Ω)). (3.2)
To prove this fact, we define a functional ψ on H := L2(Ω) by
ψ(u) :=


1
2
∫
Ω
H(∇u(x))2 dx if u ∈ H10 (Ω),
+∞ otherwise.
(3.3)
Then ψ is convex and D(ψ) := {w ∈ H : ψ(w) < +∞} = H10 (Ω). Moreover, ψ is lower
semicontinuous in H. Indeed, let λ ≥ 0 be arbitrarily fixed and let u ∈ H and un ∈ [ψ ≤
λ] := {w ∈ H : ψ(un) ≤ λ} be such that un → u strongly in H. Then {un} is bounded in
H10 (Ω) by the equivalence of H(·) to the Euclidean norm of RN . Hence un → u weakly in
H10 (Ω). Now, since the set [ψ ≤ λ] is convex and closed in the strong topology of H10 (Ω),
so is it in the weak topology. Hence u belongs to [ψ ≤ λ]. Thus [ψ ≤ λ] turns out to be
closed in H, and then, ψ is lower semicontinuous in H. Next we define the subdifferential
operator ∂ψ : H → 2H of ψ by
∂ψ(u) := {ξ ∈ H : ψ(v) − ψ(u) ≥ (ξ, v − u)H for all v ∈ D(ψ)},
where (·, ·)H is the inner product of H. Here we remark that ∂ψ is maximal monotone in
H since ψ is proper (i.e., ψ 6≡ +∞), lower semicontinuous and convex in H. We note by
(1.1) that ψ|H10 (Ω) is Fre´chet differentiable and its Fre´chet derivative dψ|H10 (Ω)(u) coincides
with −∆Hu (in H−1(Ω)) for u ∈ H10 (Ω). Moreover, by the definition of subdifferentials
we see that
∂ψ(u) ⊂ ∂ψ|H10 (Ω)(u) = {dψ|H10 (Ω)(u)}
for u ∈ D(∂ψ) := {u ∈ H10 (Ω) : ∂ψ(u) 6= ∅}. This implies that
∂ψ(u) = {−∆Hu} in H
for u ∈ D(∂ψ) = {u ∈ H10 (Ω) : ∆Hu ∈ H}. Hence (3.3) is reduced to an abstract Cauchy
problem in the Hilbert space H of the form
∂tu+ ∂ψ(u) ∋ 0 in H, 0 < t <∞, u(0) = φ, (3.4)
which has been well studied. In particular, the global-in-time well-posedness for (3.4) is
guaranteed by Ko¯mura-Bre´zis theory (see e.g., [9, Theorem 3.6]). Thus we conclude that
problem (3.1) has a unique strong solution u satisfying (3.2).
In the rest of this section we improve the arguments in [23, Section 4] to prove the
following proposition.
Proposition 3.1 Assume (1.1) and (1.3). Let u be a solution of (3.1), R ≥ 1 and
0 < ℓ < 1/2. Then there exist constants C∗ > 0 and T∗ ∈ (0, 1) such that
sup
x∈Ω
∫
Ω∩BH0 (x,1)
e−h(y,t)|u(y, t)| dy ≤ C∗ sup
x∈Ω
∫
Ω∩BH0 (x,1)
e−H0(y)
2 |φ(y)| dy (3.5)
for all t ∈ (0, T∗], where h(x, t) := H0(x)2(1 + tℓ). Here C∗ and T∗ depend only on N and
ℓ.
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In what follows, the letter C denotes generic positive constants independent of Ω and it
may have different values also within the same line. We start with proving an energy
estimate of the solution of (3.1).
Lemma 3.1 Assume the same conditions as in Proposition 3.1. Set
z(x, t) := e−h(x,t)u(x, t) = e−H0(x)
2(1+tℓ)u(x, t).
Then there exist C > 0 and T1 ∈ (0, 1) such that
sup
t1<s<t
∫
Ω∩BH0 (x,R2)
z(y, s)2ζ2x dy +
∫∫
Q2
H(∇(zζx))2 dy ds
≤ C[(R2 −R1)−2 + (t1 − t2)−1]
∫∫
Q2
z(y, s)2 dy ds
(3.6)
and ∫∫
Q1
z2κ dy ds ≤ C
([
(R2 −R1)−2 + (t1 − t2)−1
] ∫∫
Q2
z2 dy ds
)κ
, (3.7)
for all x ∈ Ω, 0 < R1 < R2 and 0 < t2 < t1 < t ≤ T1, where κ := (N + 2)/N and
ζx(y, s) :=
1
R2 −R1 min{max{R2 −H0(y − x), 0}, R2 −R1}
× 1
t1 − t2 min{max{s − t2, 0}, t1 − t2}
(3.8)
for x, y ∈ RN and s > 0. Here
Q1 := [Ω ∩ BH0(x,R1)]× (t1, t), Q2 := [Ω ∩ BH0(x,R2)]× (t2, t).
Proof. It follows from (2.2) and (3.8) that
0 ≤ ζx ≤ 1 in RN × (0,∞), ζx = 1 on Q1, ζx = 0 on ∂pQ2,
H(∇ζx) ≤ 1
R2 −R1 and 0 ≤ ∂tζx ≤
1
t1 − t2 in Q2.
(3.9)
Thanks to (1.1), (1.2) and (2.1), by (3.9) we have∫∫
Q2
H(∇u)∇ξH(∇u)∇[e−2huζ2x] dy ds
=
∫∫
Q2
H(∇u)∇ξH(∇u)[−2e−2h∇huζ2x + e−2h∇uζ2x + 2e−2huζx∇ζx] dy ds
≥
∫∫
Q2
e−2hH(∇u)2ζ2x dy ds− 2
∫∫
Q2
e−2hH(∇u)H0(∇ξH(∇u))H(∇h)uζ2x dy ds
− 2
∫∫
Q2
e−2hH(∇u)H0(∇ξH(∇u))H(∇ζx)uζx dy ds
=
∫∫
Q2
e−2hH(∇u)2ζ2x dy ds− 2
∫∫
Q2
e−2hH(∇u)H(∇h)uζ2x dy ds
− 2
∫∫
Q2
e−2hH(∇u)H(∇ζx)uζx dy ds
≥ 1
2
∫∫
Q2
e−2hH(∇u)2ζ2x dy ds − 4
∫∫
Q2
e−2h[H(∇h)2ζ2x +H(∇ζx)2]u2 dy ds.
(3.10)
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Since H is a norm of RN , it follows that
H(∇(zζx))2 ≤ [e−huζxH(∇h) + e−hH(∇u)ζx + e−hH(∇ζx)u]2
≤ 3e−2h[u2ζ2xH(∇h)2 +H(∇u)2ζ2x +H(∇ζx)2u2].
These imply that∫∫
Q2
H(∇u)∇ξH(∇u)∇[e−2huζ2x] dy ds
≥ 1
6
∫∫
Q2
H(∇(zζx))2 dy ds− C
∫∫
Q2
[H(∇h)2ζ2x +H(∇ζx)2]z2 dy ds.
Therefore, multiplying (1.4) by e−2huζ2x and integrating it on Q2, we obtain
1
2
∫
Ω∩BH0 (x,R2)
z(y, t)2ζx(y, t)
2 dy +
∫∫
Q2
z2[(∂th)ζ
2
x − ζx∂tζx] dy ds
+
1
6
∫∫
Q2
H(∇(zζx))2 dy ds ≤ C
∫∫
Q2
[H(∇h)2ζ2x +H(∇ζx)2]z2 dy ds.
(3.11)
Let 0 < T1 ≤ 1. Since h(x, t) := H0(x)2(1 + tℓ), it follows from (2.2) that
∂th ≥ ℓT ℓ−11 H0(x)2, H(∇h)2 = 4H0(x)2(1 + tℓ)2 ≤ 16H0(x)2, (3.12)
for all x ∈ RN and 0 < t < T1. Since 0 < ℓ < 1/2, by (3.11) and (3.12), taking a
sufficiently small T1 > 0 if necessary, we obtain
1
2
∫
Ω∩BH0 (x,R2)
z(y, t)2ζ2x dy +
1
6
∫∫
Q2
H(∇(zζx))2 dy ds
≤
∫∫
Q2
[CH(∇ζx)2 + ζx∂tζx]z2 dy ds,
which together with (3.9) implies (3.6).
Since H is an equivalent norm to the Euclidean norm of RN , by the Gagliardo-
Nirenberg inequality we have∫ t
t1
∫
Ω∩BH0 (x,R2)
(zζx)
2κ dy ds
≤ C
∫ t
t1
∫
Ω∩BH0(x,R2)
|∇(zζx)|2 dy
(∫
Ω∩BH0 (x,R2)
(zζx)
2 dy
) 2
N
ds
≤ C
∫ t
t1
∫
Ω∩BH0(x,R2)
H(∇(zζx))2 dy ds sup
t1<s<t
(∫
Ω∩BH0 (x,R2)
(zζx)
2(y, s) dy
) 2
N
for all x ∈ Ω and t > t1. This together with (3.6) and (3.9) implies the desired inequality
and Lemma 3.1 follows. ✷
By Lemma 3.1 and the Besicovitch covering theorem we prove the following lemma.
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Lemma 3.2 Assume the same conditions as in Lemma 3.1. Then, for any δ ∈ (0, 1],
there exists a positive constant C such that
sup
x∈Ω
‖z(t)‖L1+δ(Ω∩BH0 (x,1)) ≤ Ct
−N
2 (1− 11+δ ) sup
0<s<t
sup
x∈Ω
‖z(s)‖L1(Ω∩BH0 (x,1)) (3.13)
for all 0 < t < T1, where T1 is as in Lemma 3.1.
Proof. Let x ∈ Ω, ρ > 0 and 0 < t < T1. Set
σn :=
n∑
i=1
2−i, Qn := [Ω ∩ BH0(x, (1 + σn)ρ)]×
(
t
4
(
1− 1
2
σn
)
, t
)
.
It follows that
Q0 := [Ω ∩ BH0(x, ρ)] ×
(
t
4
, t
)
⊂ Qn ⊂ Qn+1 ⊂ Q∞ = [Ω ∩ BH0(x, 2ρ)] ×
(
t
8
, t
)
for n = 1, 2, . . . . Then we apply Lemma 3.1 with Q1 and Q2 replaced by Qn and Qn+1,
respectively, and obtain
‖z‖L2κ(Qn) ≤ CD1/2n ‖z‖L2(Qn+1), (3.14)
whereDn := 2
2n(ρ−2+t−1). Furthermore, for any ǫ > 0, the Ho¨lder and Young inequalities
imply that
CD1/2n ‖z‖L2(Qn+1) ≤ CD1/2n ‖z‖θL1(Qn+1)‖z‖1−θL2κ(Qn+1)
≤ ǫ‖z‖L2κ(Qn+1) + ǫ−(1−θ)/θ
[
CD1/2n ‖z‖θL1(Qn+1)
] 1
θ
≤ ǫ‖z‖L2κ(Qn+1) + ǫ−(1−θ)/θC1/θD1/2θn ‖z‖L1(Qn+1),
(3.15)
where
1
2
= θ +
1− θ
2κ
.
By (3.14) and (3.15) we see that
‖z‖L2κ(Qn) ≤ ǫ‖z‖L2κ(Qn+1) + Cǫ−(1−θ)/θD1/2θn ‖z‖L1(Qn+1)
for n = 0, 1, 2, . . . . Then it follows that
‖z‖L2κ(Q0) ≤ ǫk‖z‖L2κ(Qk) + Cǫ−(1−θ)/θ
k−1∑
n=0
ǫnD1/2θn ‖z‖L1(Qn+1)
≤ ǫk‖z‖L2κ(Qk) + Cǫ−(1−θ)/θ
k−1∑
n=0
ǫn
[
22n(ρ−2 + t−1)
]1/2θ ‖z‖L1(Qn+1)
(3.16)
for k = 1, 2, . . . . Taking a sufficiently small ǫ > 0 so that ǫ21/θ ≤ 1/2 and passing to the
limit, by (3.16) we obtain
‖z‖L2κ([Ω∩BH0 (x,ρ)]×( t4 ,t)) = ‖z‖L2κ(Q0)
≤ C[ρ−2 + t−1]1/2θ‖z‖L1(Q∞) = C[ρ−2 + t−1]1/2θ‖z‖L1(BH0 (x,2ρ)×( t8 ,t))
(3.17)
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for x ∈ Ω, ρ > 0 and 0 < t < T1.
On the other hand, by the Ho¨lder inequality and (3.6) we have
‖z(t)‖L1+δ(Ω∩BH0 (x,
√
t)) ≤ |BH0(x,
√
t)| 11+δ− 12‖z(t)‖L2(Ω∩BH0 (x,
√
t))
≤ CtN2 ( 11+δ− 12)t− 12
(∫ t
t/4
∫
Ω∩BH0 (x,2
√
t)
z2 dy ds
) 1
2
≤ CtN2 ( 11+δ− 12)t− 12
(
t|BH0(x,
√
t)|
) 1
2
(1− 1
κ
)
(∫ t
t/4
∫
Ω∩BH0 (x,2
√
t)
z2κ dy ds
) 1
2κ
.
(3.18)
Applying (3.17) with ρ = 2
√
t to (3.18), we obtain
‖z(t)‖L1+δ(Ω∩BH0 (x,
√
t))
≤ CtN2 ( 11+δ− 12)t− 12 (t1+N2 ) 12 (1− 1κ )t− 12θ
∫ t
t/8
∫
Ω∩BH0 (x,4
√
t)
|z| dy ds
≤ Ct−N2 (1− 11+δ ) sup
t/8<s<t
∫
Ω∩BH0(x,4
√
t)
|z(y, s)| dy
(3.19)
for all x ∈ Ω and 0 < t < T1.
Let x0 ∈ Ω. By the Besicovitch covering theorem (see e.g., [17]) we can find
G1 := {BH0(y1,k,
√
t)}, . . . , Gn := {BH0(yn,k,
√
t)}
⊂ F :=
{
BH0(y,
√
t) : y ∈ BH0(x0, 1)
}
such that each Gi (i = 1, . . . , n) is a countable correction of disjoint balls in F and
BH0(x0, 1) ⊂
n⋃
i=1
⋃
k
BH0(yi,k,
√
t), (3.20)
where n is an integer depending only on N . Then there exists an integer m depending
only on N such that
#
{
yj,ℓ : BH0(yj,ℓ, 4
√
t) ∩ BH0(yi,k, 4
√
t) 6= ∅
}
≤ m (3.21)
for any yi,k. Therefore, by (3.19), (3.20) and (3.21) we obtain
‖z(t)‖L1+δ(Ω∩BH0 (x0,1)) ≤
∥∥∥∥∥
n∑
i=1
∑
k
|z(t)|χBH0 (yi,k ,
√
t)
∥∥∥∥∥
L1+δ(Ω∩BH0(x0,1))
≤
n∑
i=1
∑
k
‖z(t)‖L1+δ(Ω∩BH0 (yi,k ,
√
t))
≤ Ct−N2 (1− 11+δ )
n∑
i=1
∑
k
sup
t/8<s<t
∫
Ω∩BH0 (yi,k ,4
√
t)
|z(y, s)| dy
≤ Ct−N2 (1− 11+δ ) sup
t/8<s<t
∫
Ω∩BH0(x0,1+4
√
t)
|z(y, s)| dy.
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Since x0 is arbitrary, we deduce that
sup
x∈Ω
‖z(t)‖L1+δ(Ω∩BH0 (x,1)) ≤ Ct
−N
2 (1− 11+δ ) sup
0<s<t
sup
x∈Ω
∫
Ω∩BH0 (x,1+4
√
t)
|z(y, s)| dy
≤ Ct−N2 (1− 11+δ ) sup
0<s<t
sup
x∈Ω
∫
Ω∩BH0 (x,1)
|z(y, s)| dy
for all 0 < t < T1. Thus (3.13) holds. The proof is complete. ✷
Next, applying a similar argument as in [23, Lemma 4.2], we have:
Lemma 3.3 Assume the same conditions as in Lemma 3.1. Let x ∈ Ω and η(y) :=
min{max{2−H0(y − x), 0}, 1}. For ǫ > 0, σ > 0 and δ > 0, set
J ǫ±(x, t) :=
∫ t
0
∫
Ω∩BH0 (x,2)
sσe−h
H(∇u±)2
u± + ǫ
[e−h(u± + ǫ)]δη2 dy ds,
u± := max{±u, 0}, z± = e−hu±.
Then, for any σ ∈ (0, 1/2) and δ ∈ (0, 2σ/N), there exist positive constants C and T2 such
that
lim sup
ǫ→0
J ǫ±(x, t) ≤ C
∫ t
0
∫
Ω∩BH0(x,2)
sσ−1z1+δ± dy ds (3.22)
for all 0 < t < T2 and x ∈ Ω.
Proof. For any ǫ > 0, set zǫ± := e−h(u± + ǫ) and ψǫ± := sσe−h(zǫ±)δη2. Then
lim
ǫ→0
∫ t
0
∫
Ω∩BH0(x,2)
(∂tu)ψ
ǫ
± dy ds
= lim
ǫ→0
∫ t
0
∫
Ω∩BH0(x,2)
[eh∂tz± + (u± + ǫ)∂th]sσe−h(zǫ±)
δη2 dy ds
=
∫ t
0
∫
Ω∩BH0 (x,2)
[sσ(∂tz±)zδ±η
2 + sσz1+δ± η
2∂th] dy ds
=
1
1 + δ
∫ t
0
∫
Ω∩BH0(x,2)
sση2∂t(z
1+δ
± ) dy ds+
∫ t
0
∫
Ω∩BH0(x,2)
sσz1+δ± η
2∂thdy ds
≥ − σ
1 + δ
∫ t
0
∫
Ω∩BH0 (x,2)
sσ−1z1+δ± η
2 dy ds+
∫ t
0
∫
Ω∩BH0 (x,2)
sσz1+δ± η
2∂thdy ds.
(3.23)
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Furthermore, by (1.2), (2.1) and (2.2) we obtain∫ t
0
∫
Ω∩BH0 (x,2)
H(∇u±)∇ξH(∇u±)∇ψǫ± dy ds
=
∫ t
0
∫
Ω∩BH0 (x,2)
H(∇u±)∇ξH(∇u±)∇(sσe−h(zǫ±)δη2) dy ds
≥ δ
2
∫ t
0
∫
Ω∩BH0 (x,2)
sσe−2hH(∇u±)2(zǫ±)−1+δη2 dy ds
− C
∫ t
0
∫
Ω∩BH0 (x,2)
sσ(zǫ±)
1+δ [H(∇h)2η2 +H(∇η)2] dy ds
≥ δ
2
∫ t
0
∫
Ω∩BH0 (x,2)
sσe−h
H(∇u±)2
u± + ǫ
[e−h(u± + ǫ)]δη2 dy ds
− C
∫ t
0
∫
Ω∩BH0 (x,2)
sσ(zǫ±)
1+δ [H(∇h)2η2 + 1] dy ds.
(3.24)
On the other hand, by [13, Chapter II, Section 1] we see that u+ and u− are subsolutions
of (3.1). Then, similarly to (3.11), we deduce from (3.23) and (3.24) that
δ
2
lim sup
ǫ→0
∫ t
0
∫
Ω∩BH0 (x,2)
sσe−h
H(∇u±)2
u± + ǫ
[e−h(u± + ǫ)]δη2 dy ds
≤ σ
1 + δ
∫ t
0
∫
Ω∩BH0 (x,2)
sσ−1z1+δ± η
2 dy ds
+
∫ t
0
∫
Ω∩BH0 (x,2)
sσz1+δ± [CH(∇h)2η2 − (∂th)η2 + C] dy ds
≤ C
∫ t
0
∫
Ω∩BH0 (x,2)
sσ−1z1+δ± dy ds
+
∫ t
0
∫
Ω∩BH0 (x,2)
sσz1+δ± [CH(∇h)2η2 − (∂th)η2] dy ds.
(3.25)
Furthermore, by (3.12) we can find T2 ∈ (0, 1) such that
CH(∇h)2 − ∂th ≤ 0 in RN × (0, T2).
This together with (3.25) implies (3.22). The proof is complete. ✷
Now we are ready to prove Proposition 3.1.
Proof of Proposition 3.1. Let x ∈ RN and let η be as in Lemma 3.3. Let δ be a
sufficiently small positive constant. Following [23] and Lemma 3.3, we set
F (v) :=
∫ v
0
min{τ δ , 1} dτ =
{
v1+δ/(1 + δ) for 0 ≤ v ≤ 1,
v − δ/(1 + δ) for v > 1,
ϕǫ±(y, s) := e
−hF ′(e−h(u± + ǫ))η2, z± = e−hu±, zǫ = e−h(u± + ǫ).
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Then F ′(v) = vδ for 0 ≤ v ≤ 1 and F ′(v) = 1 for v > 1. Taking a sufficiently small δ > 0
if necessary, we can assume that
F (v) ≤ v for v ≥ 0 and v ≤ 2F (v) for v ≥ 1. (3.26)
Let 0 < σ < 1− ℓ. Then we have
lim
ǫ→0
∫ t
0
∫
Ω∩BH0 (x,2)
∂tu±ϕǫ± dy ds =
∫ t
0
∫
Ω∩BH0 (x,2)
[∂tz± + z±∂th]F ′(z±)η2 dy ds
=
∫
Ω∩BH0 (x,2)
F (z±(s))η2 dy
∣∣∣∣
s=t
s=0
+
∫ t
0
∫
Ω∩BH0 (x,2)
[
z1+δ± χ{z±≤1} + z±χ{z±>1}
]
(∂th)η
2 dy ds.
Furthermore, similarly to (3.24), we obtain
∫ t
0
∫
Ω∩BH0 (x,2)
H(∇u±)∇ξH(∇u±)∇ϕǫ± dy ds
=
∫ t
0
∫
Ω∩BH0 (x,2)
H(∇u±)∇ξH(∇u±)e−h[−zǫ±∇h+ e−h∇u±]δ(zǫ±)−1+δη2χ{zǫ±≤1} dy ds
+
∫ t
0
∫
Ω∩BH0 (x,2)
H(∇u±)∇ξH(∇u±)[−e−h∇hη2 + e−h2η∇η]F ′(zǫ±) dy ds
≥ δ
∫ t
0
∫
Ω∩BH0 (x,2)
e−2hH(∇u±)2(zǫ±)−1+δη2χ{zǫ±≤1} dy ds
− δ
∫ t
0
∫
Ω∩BH0 (x,2)
e−hH(∇u±)H(∇h)(zǫ±)δη2χ{zǫ±≤1} dy ds
−
∫ t
0
∫
Ω∩BH0 (x,2)
e−hH(∇u±)(H(∇h)η2 + 2ηH(∇η))[(zǫ±)δχ{zǫ±≤1} + χ{zǫ±>1}] dy ds
≥ −
∫ t
0
∫
Ω∩BH0 (x,2)
sσe−2hH(∇u±)2(zǫ±)−1+δη2 dy ds
− C
∫ t
0
∫
Ω∩BH0 (x,2)
s−σ(zǫ±)
1+δ[H(∇h)2η2 +H(∇η)2]χ{zǫ
±
≤1} dy ds
− C
∫ t
0
∫
Ω∩BH0 (x,2)
s−σ(zǫ±)
1−δ[H(∇h)2η2 +H(∇η)2]χ{zǫ
±
>1} dy ds.
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Similarly to (3.25), these imply that
∫
Ω∩BH0 (x,2)
F (z±(s))η2 dy
∣∣∣∣
s=t
s=0
≤ lim sup
ǫ→0
∫ t
0
∫
Ω∩BH0 (x,2)
sσe−2hH(∇u±)2(zǫ±)−1+δη2 dy ds
+ C
∫ t
0
∫
Ω∩BH0 (x,2)
s−σ[z1+δ± χ{z±≤1} + z
1−δ
± χ{z±>1}][H(∇h)2η2 +H(∇η)2] dy ds
−
∫ t
0
∫
Ω∩BH0 (x,2)
[z1+δ± χ{z±≤1} + z±χ{z±>1}](∂th)η
2 dy ds.
(3.27)
On the other hand, since ℓ+ σ < 1, we can find a constant T2 ∈ (0, T1) such that
∂th = ℓs
ℓ−1H0(y)2 ≥ ℓT ℓ+σ−12 s−σH0(y)2,
Cs−σH(∇h)2 = 4C(1 + sℓ)2s−σH0(y)2 ≤ 4C(1 + T ℓ2 )2s−σH0(y)2 ≤ ∂th,
(3.28)
for y ∈ RN and 0 < t < T2. Since z1−δ± χ{z±>1} ≤ z±χ{z±>1}, by (3.27) and (3.28) we
obtain∫
Ω∩BH0 (x,2)
F (z±(s))η2 dy
∣∣∣∣
s=t
s=0
≤ lim sup
ǫ→0
J ǫ±(x, t) + C
∫ t
0
∫
Ω∩BH0 (x,2)
s−σ[z1+δ± χ{z±≤1} + z±χ{z±>1}]H(∇η)2 dy ds
≤ lim sup
ǫ→0
J ǫ±(x, t) + C
∫ t
0
∫
Ω∩BH0 (x,2)
s−σF (z±) dy ds
for x ∈ Ω and 0 < t < T2. This together with Lemma 3.3 implies that∫
Ω∩BH0 (x,1)
F (|z(t)|) dy ≤
∫
Ω∩BH0 (x,2)
F (|z(0)|) dy
+ C
∫ t
0
∫
Ω∩BH0 (x,2)
sσ−1|z|1+δ dy ds+ C
∫ t
0
∫
Ω∩BH0 (x,2)
s−σF (z) dy ds
(3.29)
for x ∈ Ω and 0 < t < T2.
Set
I(t) := sup
0≤s≤t
sup
x∈Ω
∫
Ω∩BH0 (x,1)
|z(y, s)| dy, t > 0.
If I(0) = 0, then u ≡ 0 in Ω× (0,∞) and Proposition 3.1 holds. So it suffices to consider
the case I(0) 6= 0. Furthermore, thanks to (1.5), we can assume, without loss of generality,
that
I(0) = sup
x∈Ω
∫
Ω∩BH0 (x,1)
|z(y, 0)| dy = sup
x∈Ω
∫
Ω∩BH0 (x,1)
e−H0(y)
2 |φ(y)| dy = 1. (3.30)
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On the other hand, for any x ∈ RN , there exist an integer M depending only on N and
a set {xj}Mj=1 such that
BH0(x, 2) ⊂
M⋃
j=1
BH0(xj, 1) (3.31)
(see e.g., [26, Lemma 2.1]). Then, by (3.26), (3.29), (3.30) and (3.31) we see that
sup
x∈Ω
∫
Ω∩BH0 (x,1)
F (|z(y, t)|) dy
≤ sup
x∈Ω
∫
Ω∩BH0 (x,2)
|z(y, 0)| dy + C sup
x∈Ω
∫ t
0
∫
Ω∩BH0 (x,2)
sσ−1|z(y, s)|1+δ dy ds
+C sup
x∈Ω
∫ t
0
∫
Ω∩BH0(x,2)
s−σ|z(y, s)| dy ds
≤M sup
x∈Ω
∫
Ω∩BH0 (x,1)
|z(y, 0)| dy + CM sup
x∈Ω
∫ t
0
∫
Ω∩BH0(x,1)
sσ−1|z(y, s)|1+δ dy ds
+CM sup
x∈Ω
∫ t
0
∫
Ω∩BH0 (x,1)
s−σ|z(y, s)| dy ds
for 0 < t < T2. This together with Lemma 3.2 implies that
sup
x∈Ω
∫
Ω∩BH0 (x,1)
F (|z(y, t)|) dy
≤MI(0) + C
∫ t
0
sσ−1 sup
x∈Ω
‖z(s)‖1+δ
L1+δ(Ω∩BH0 (x,1))
ds+ C
∫ t
0
s−σI(s) ds
≤M + C
∫ t
0
sσ−1−
δN
2 I(s)1+δ ds+ C
∫ t
0
s−σI(s) ds
(3.32)
for all 0 < t < T2. Since I(0) = 1 < 5M , we can define
T∗ := sup {t ∈ (0, T2] : I(t) ≤ L := 5M + |BH0(0, 1)|} .
Since δN/2 < σ < 1 (see Lemma 3.3), taking a sufficiently small T2 > 0 if necessary, by
(3.32) we obtain
sup
x∈Ω
∫
Ω∩BH0 (x,1)
F (|z(y, t)|) dy ≤M + CL1+δ
∫ t
0
sσ−1−
δN
2 ds+ CL
∫ t
0
s−σ ds ≤ 2M
(3.33)
for all 0 < t ≤ T2. On the other hand, it follows from (3.26) that
sup
x∈Ω
∫
Ω∩BH0 (x,1)
|z(y, t)| dy
≤ sup
x∈Ω
∫
Ω∩BH0 (x,1)
χ{|z(y,t)|<1}(y) dy + sup
x∈Ω
∫
Ω∩BH0 (x,1)
|z(y, t)|χ{|z(y,t)|≥1}(y) dy
≤ |BH0(0, 1)| + 2 sup
x∈RN
∫
Ω∩BH0(x,1)
F (|z(y, t)|) dy
(3.34)
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for all t > 0. Therefore we deduce from (3.33) and (3.34) that
I(t) ≤ |BH0(0, 1)| + 4M
for all 0 < t ≤ T∗. This means that T∗ = T2 and I(t) ≤ L = LI(0) for all 0 < t ≤ T2.
Thus (3.5) holds for t ∈ (0, T2] and Proposition 3.1 follows. ✷
By Proposition 3.1 we have:
Proposition 3.2 Assume the same conditions as in Proposition 3.1. Then there exist
positive constants C1 and σ
′ such that
sup
x∈Ω
∫ t
0
∫
Ω∩BH0 (x,1)
e−h(y,s)H(∇u(y, s)) dy ds
≤ C1tσ′ sup
x∈Ω
∫
Ω∩BH0(x,1)
e−H0(y)
2 |φ(y)| dy
(3.35)
for all t ∈ (0, T∗), where T∗ is as in Proposition 3.1. Furthermore, there exists a positive
constant C2 such that
sup
x∈Ω
(∫
Ω∩BH0(x,1)
|e−h(y,t)u(y, t)|2 dy
) 1
2
≤ C2t−
N
4 sup
x∈Ω
∫
Ω∩BH0 (x,1)
e−H0(y)
2 |φ(y)| dy
(3.36)
for all t ∈ (0, T∗).
Proof. We use the same notation and assume I(0) = 1 as in the proof of Proposition 3.1.
By Lemma 3.3 we have∫ t
0
∫
Ω∩BH0(x,1)
e−h(y,s)H(∇u(y, s)) dy ds
≤ 1
2
lim sup
ǫ→0
[J ǫ+(x, t) + J
ǫ
−(x, t)] +
1
2
∫ t
0
∫
Ω∩BH0(x,2)
s−σ|z|1−δη2 dy ds
≤ C
∫ t
0
∫
Ω∩BH0 (x,2)
sσ−1|z|1+δ dy ds+ M
2
∫ t
0
∫
Ω∩BH0(x,1)
s−σ[1 + |z|] dy ds
for all x ∈ Ω and 0 < t < T∗ = T2. Then, similarly to (3.32), by Lemma 3.2 and (3.31) we
obtain
sup
x∈Ω
∫ t
0
∫
Ω∩BH0 (x,1)
e−h(y,s)H(∇u(y, s)) dy ds
≤ C
∫ t
0
sσ−1−
δN
2 I(s)1+δ ds+
M
2
∫ t
0
s−σ[I(s) + |BH0(x, 1)|] ds
for all 0 < t < T∗ = T2. This together with Proposition 3.1 implies that
sup
x∈Ω
∫ t
0
∫
Ω∩BH0 (x,1)
e−h(y,s)H(∇u(y, s)) dy ds ≤ C
[
tσ−
δN
2 + t1−σ + t
]
I(0) ≤ Ctσ′I(0)
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for all 0 < t < T∗ = T2, where σ′ = min{σ − δN/2, 1 − σ, 1}. Thus (3.35) holds.
On the other hand, by Lemma 3.2 and Proposition 3.1 we have
sup
x∈Ω
‖z(t)‖L2(Ω∩BH0(x,1)) ≤ Ct
−N
4 sup
0<s<t
sup
x∈Ω
‖z(s)‖L1(Ω∩BH0 (x,1)) ≤ Ct
−N
4 I(0)
for all 0 < t < T∗. This implies (3.36). Thus Proposition 3.2 follows. ✷
4 Proof of Theorem 1.2
In this section we prove Theorem 1.2. We prepare the following proposition.
Proposition 4.1 Assume (1.1) and (1.3). Let u be a solution of (3.1). Then
sup
0<t<Sλ
∫
Ω
e−2g(y,t)u(y, t)2 dy ≤
∫
Ω
e−2λH0(y)
2
φ(y)2 dy, (4.1)
where λ > 0, g(x, t) := λH0(x)
2/(1 − 4λt) and Sλ = 1/4λ.
Proof. Similarly to (3.10), it follows that∫ t
0
∫
Ω
H(∇u)∇ξH(∇u)∇[e−2gu] dy ds
≥
∫ t
0
∫
Ω
e−2gH(∇u)2 dy ds− 2
∫ t
0
∫
Ω
e−2gH(∇u)H(∇g)u dy ds
≥ (1− µ)
∫ t
0
∫
Ω
e−2gH(∇u)2 dy ds− µ−1
∫ t
0
∫
Ω
e−2gu2H(∇g)2 dy ds
for all t ∈ (0, Sλ), where µ > 0. Then, similarly to (3.11), by (3.1) we have
1
2
∫
Ω
e−2gu(y, s)2 dy
∣∣∣∣
s=t
s=0
+ (1− µ)
∫ t
0
∫
Ω
e−2gH(∇u)2 dy ds
≤
∫ t
0
∫
Ω
e−2gu2
[
µ−1H(∇g)2 − ∂tg
]
dy ds
(4.2)
for t ∈ (0, Sλ). Setting µ = 1, by (2.2) we see that
µ−1H(∇g)2 − ∂tg = 4λ
2
(1− 4λt)2H0(y)
2 − 4λ
2H0(y)
2
(1 − 4λt)2 = 0.
This together with (4.2) implies that
1
2
∫
Ω
e−2g(y,t)u(y, t)2 dy ≤ 1
2
∫
Ω
e−2g(y,0)u(y, 0)2 dy
for all t ∈ (0, Sλ). Thus (4.1) holds. The proof is complete. ✷
Now we are ready to complete the proof of assertion (ii) of Theorem 1.2.
Proof of assertion (ii) of Theorem 1.2. It suffices to consider the case |µ|(RN ) 6= 0.
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Let λ > Λ > 0 and assume (1.12). Due to (1.5), we can assume, without loss of generality,
that λ > 1 > Λ > 0.
By the Jordan decomposition theorem there exist two nonnegative Radon measure µ+
and µ− such that µ = µ+ − µ−. Furthermore, we can find sequences {µ±n } ⊂ C∞(RN )
such that
lim
n→∞
∫
RN
µ±n (x)ψ(x) dx =
∫
RN
ψ(x) dµ±(y) for ψ ∈ C0(RN ). (4.3)
For any m = 1, 2, . . . , let ζm ∈ C∞0 (RN ) be such that
ζm = 1 in BH0(0,m/2), supp ζm ⊂ BH0(0,m), 0 ≤ ζm ≤ 1 in RN .
Let um,n be a solution of (3.1) with Ω and φ replaced by Bm := BH0(0,m) and µm,n :=
ζm(µ
+
n −µ−n ) ∈ C∞0 (Bm), respectively. Setting um,n(·, t) = 0 outside Bm for any t > 0 and
applying Propositions 3.1 and 3.2, we obtain
sup
0<t<T∗
sup
x∈RN
∫
Bm ∩BH0 (x,1)
e−h(y,t)|um,n(y, t)| dy
+ sup
0<t<T∗
t−σ
′
sup
x∈RN
∫ t
0
∫
Bm ∩BH0 (x,1)
e−h(y,s)H(∇um,n(y, s)) dy ds
+ sup
0<t<T∗
t
N
4 sup
x∈RN
(∫
Bm ∩BH0(x,1)
|e−h(y,t)um,n(y, t)|2 dy
) 1
2
≤ CIm,n with Im,n := sup
x∈RN
∫
Bm ∩BH0 (x,1)
e−H0(y)
2 |µm,n(y)| dy
(4.4)
for allm, n = 1, 2, . . . , where T∗ and σ′ are as in Propositions 3.1 and 3.2, respectively, and
h(x, t) := H0(x)
2(1 + tℓ). Here and in what follows, C denotes generic positive constant
independent of m and n.
Let 1 < λ′ < λ. Then we can find t∗ ∈ (0, T∗) such that 1+ tℓ∗ < λ′. Then, by (4.4) we
see that ∫
RN
e−2λ
′H0(y)2um,n(y, τ)
2 dy =
∫
Bm
e−2λ
′H0(y)2um,n(y, τ)
2 dy
≤ C sup
x∈RN
∫
Bm ∩BH0(x,1)
e−2h(y,τ)um,n(y, τ)2 dy ≤ Cτ−
N
2 I2m,n
for τ ∈ (0, t∗]. Applying Proposition 4.1 with u(y, t) = um,n(y, t+τ) and λ = λ′, we obtain
sup
τ<t<Sλ′+τ
∫
RN
e
− 2λ
′H0(y)
2
1−4λ′(t−τ)um,n(y, t)
2 dy ≤ C
∫
RN
e−2λ
′H0(y)2um,n(y, τ)
2 dy
≤ Cτ−N2 I2m,n
(4.5)
for all τ ∈ (0, t∗]. Taking a sufficiently small t∗ ∈ (0, T∗) if necessary, we see that
1 + tℓ ≤ 1 + tℓ∗ < λ′ < λ <
λ
1− 4λt for 0 < t < t∗,
1
1− 4λ′(t− t∗) <
1
1− 4λt − 2λt∗ for 0 < t < Sλ.
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Then, by (4.4) and by applying the Ho¨lder inequality to (4.5) with τ = t∗, we obtain
sup
0<t<Sλ
∫
RN
e−λH0(y)
2/(1−4λt)|um,n(y, t)| dy ≤ CIm,n (4.6)
for m, n = 1, 2, . . . .
On the other hand, it follows from (1.12) with Λ < 1 and (4.3) that
lim sup
n→∞
Im,n ≤ lim
n→∞
∫
Bm
e−H0(y)
2 |µm,n(y)| dy
= lim
n→∞
∫
RN
e−H0(y)
2
ζm(y)[µ
+
n (y) + µ
−
n (y)] dy =
∫
RN
e−H0(y)
2
ζm(y) d|µ|(y)
≤
∫
RN
e−H0(y)
2
d|µ|(y) ≤ C sup
x∈RN
∫
BH0 (x,1/
√
Λ)
e−ΛH0(y)
2
d|µ|(y) <∞
for m = 1, 2, . . . . Since |µ|(RN ) 6= 0, by the diagonal argument we can find a sequence
{nm}∞m=1 such that
sup
m
Im,nm ≤ C sup
x∈RN
∫
BH0(x,1/
√
Λ)
e−ΛH0(y)
2
d|µ|(y) <∞. (4.7)
This together with (4.5) implies that
sup
m
‖um,nm‖L2(K) <∞
for any compact set K ⊂ RN × (0, Sλ) and m = 1, 2, . . . . Then, by (1.15) we apply the
standard parabolic regularity theorems to the solution um,nm and we can find α ∈ (0, 1)
such that
sup
m
‖um,nm‖C1,α;0,α/2(K) <∞ (4.8)
for any compact setK ⊂ RN×(0, Sλ). See [30, Chapter III]. (See also [14], [28], [29] and the
last comment in [10].) Therefore, by the Ascoli-Arzela` theorem and the diagonal argument,
taking a subsequence if necessary, we can find a function u ∈ C1,α;0,α/2(RN × (0, Sλ)) such
that
lim
m→∞um,nm(x, t) = u(x, t), limm→∞∇um,nm(x, t) = ∇u(x, t), (4.9)
uniformly on any compact set K ⊂ RN × (0, Sλ). Furthermore, due to (4.4), (4.7) and
(4.9), the Fatou lemma implies that u ∈ L1loc([0, Sλ) : W 1,1(BH0(0, R))) for any R > 0.
Moreover, by (4.4) and (4.7) we see that∫ ǫ
0
∫
BH0 (0,R)
[|um,nm |+H(∇um,nm)|] dy ds ≤ C[ǫ+ ǫσ
′
] (4.10)
for all sufficiently small ǫ > 0. Then, by (4.8), (4.9) and (4.10) we apply the Lebesgue
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dominated convergence theorem to obtain
lim
m→∞
∫ t
0
∫
RN
[−um,nm∂tϕ+H(∇um,nm)∇ξH(∇um,nm)∇ϕ] dy ds
= lim
m→∞
∫ ǫ
0
∫
RN
[−um,nm∂tϕ+H(∇um,nm)∇ξH(∇um,nm)∇ϕ] dy ds
+ lim
m→∞
∫ t
ǫ
∫
RN
[−um,nm∂tϕ+H(∇um,nm)∇ξH(∇um,nm)∇ϕ] dy ds
= O(ǫ+ ǫσ
′
) +
∫ t
ǫ
∫
RN
[−u∂tϕ+H(∇u)∇ξH(∇u)∇ϕ] dy ds
for any ϕ ∈ C∞0 (RN × [0, Sλ)) and 0 < t < Sλ. Since u ∈ L1loc([0, Sλ) : W 1,1(BH0(0, R)))
for any R > 0 and ǫ is arbitrary, we deduce that
lim
m→∞
∫ t
0
∫
RN
[−um,nm∂tϕ+H(∇um,nm)∇ξH(∇um,nm)∇ϕ] dy ds
=
∫ t
0
∫
RN
[−u∂tϕ+H(∇u)∇ξH(∇u)∇ϕ] dy ds.
Furthermore, recalling the weak formulation of (3.1) with u = um,nm, we see that
lim
m→∞
∫
RN
um,nm(y, t)ϕ(y, t) dy +
∫ t
0
∫
RN
[−u∂tϕ+H(∇u)∇ξH(∇u)∇ϕ] dy ds
= lim
m→∞
∫
RN
ϕ(y, 0)µm,nm(y) dy
for all ϕ ∈ C∞0 (BH0(0, R) × [0, Sλ)) and 0 < t < Sλ. This together with (4.3) and (4.9)
implies that∫
RN
u(y, t)ϕ(y, t) dy +
∫ t
0
∫
RN
[−u∂tϕ+H(∇u)∇ξH(∇u)∇ϕ] dy ds
=
∫
RN
ϕ(y, 0) dµ(y)
for all 0 < t < Sλ and ϕ ∈ C∞0 (BH0(0, R)× [0, Sλ)). In addition, by (4.6), (4.7) and (4.9)
we apply the Fatou lemma again and see that u satisfies (1.13). Therefore u is the desired
solution of (1.6). Thus assertion (ii) of Theorem 1.2 follows. ✷
Proof of assertion (i) of Theorem 1.2. Let u be a nonnegative solution of (1.4) in
RN × (0, T ) for some T > 0. By (1.15), applying the same argument as in [25], we can
find a unique Radon measure µ in RN such that µ satisfies (1.11) and∫
RN
e−C|y|
2
dµ(y) <∞
for some constant C > 0. Since H0 is an equivalent norm to the Euclidean norm | · | of
RN , we obtain ∫
RN
e−C
′H0(y)2dµ(y) <∞.
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Thus assertion (i) of Theorem 1.2 follows. ✷
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