In this paper, we consider the communication problem that involves transmission of correlated sources over broadcast channels. We consider a graph-based framework for this information transmission problem. The system involves a source coding module and a channel coding module. In the source coding module, the sources are efficiently mapped into a nearly semi-regular bipartite graph, and in the channel coding module, the edges of this graph are reliably transmitted over a broadcast channel. We consider nearly semi-regular bipartite graphs as discrete interface between source coding and channel coding in this multiterminal setting. We provide an information-theoretic characterization of 1) the rate of exponential growth (as a function of the number of channel uses) of the size of the bipartite graphs whose edges can be reliably transmitted over a broadcast channel and 2) the rate of exponential growth (as a function of the number of source samples) of the size of the bipartite graphs which can reliably represent a pair of correlated sources to be transmitted over a broadcast channel.
I. INTRODUCTION
W ITH the emergence of a new set of applications such as wireless sensor networks, the problem of transmission of correlated information sources over multiterminal channels has received renewed attention. In this problem, many correlated information sources are accessed by a set of transmitter terminals, and they wish to simultaneously transmit some subset of them to another set of receiver terminals over a channel. In this paper, we address the one-to-many communication system, where one transmitter terminal has access to all the information sources, and wishes to transmit them to many receiver terminals. One such model involving two receiver terminals was considered by Han and Costa in [1] , and is described in the following. Consider a pair of correlated discrete memoryless sources with some generic joint distribution and a pair of finite alphabets and , respectively. The encoder observes long sequences of realizations of these sources (of length Manuscript received August 1, 2006;  revised August 17, 2007 . This work was supported by the National Science Foundation under CAREER Grant CCF-0448115. The material in this paper was presented in part at the 39th Conference on Information Sciences and Systems (CISS), Baltimore, MD say ), and wishes to transmit them over a broadcast channel which has one input and two outputs and , and Receiver has access to as shown in Fig. 1 . The channel behavior is governed by a generic conditional distribution . The channel is assumed to be discrete memoryless and is used without feedback. The encoder maps -length source sequence pairs into -length channel input sequences. Each receiver maps its corresponding -length channel output sequences into its corresponding -length source reconstruction sequences. The receivers would like to produce a reconstruction sequence pair such that the probability that this deviates from the original pair goes to zero as block length becomes large. If it is possible to build such sequences of mappings, then we say that the source pair is transmissible over the broadcast channel. The goal is to find the set of all sources that are transmissible over a given broadcast channel or the set of all channels over which a given source pair is transmissible.
Two approaches have been proposed for this problem in the literature. One is called the joint source-channel coding approach and the other is the separation approach. The former approach [1] addresses the problem directly by finding the mappings for the given source pair and broadcast channel. A sufficient condition for transmissibility of a source over a channel has been given in [1] for this problem. The joint source-channel coding has also been considered in different settings recently in [2] , [3] . In the separation approach, we divide the encoding task into two subtasks (source encoding and channel encoding), and similarly, the decoding task is accomplished in two steps (channel decoding and source decoding). In source encoding, the -length source pair is mapped into three indices (referred to as , , and ) coming from three finite sets of size say , , and , respectively. The first index (common message) is meant for both receivers, and the second and the third indices (private messages) are meant for Receiver 1 and Receiver 2, respectively. The goal is to remove all the redundancy from the pair to produce three independent bit streams. Then in channel encoding, these three indices are mapped to -length channel input sequences. On the other side of the channel, Receiver first maps its -length channel output into a pair of indices ( and ) for under channel decoding. Then they independently produce source reconstruction sequences from the common and the private messages under source decoding. The first goal is to find the set (called the rate region) of all the rate tuples , where for at which a reliable representation of the given source pair can be accomplished. The second goal is to find the set (called the capacity region) of all rate tuples , at which a reliable communication of indices over the given channel can be accomplished. The source coding part works under the assumption that the channel is noiseless, and the channel coding part works under the assumption that the messages , , and are independent. The capacity region has been found for many interesting classes of broadcast channels [4] - [17] . Marton [14] (also see [18] , [20] ) established an inner bound to the capacity region for the discrete memoryless broadcast channel, which contains all the known achievable rate regions. Outer bounds to the capacity region have been obtained in [14] , [21] , [22] . The source coding part was addressed by Gray and Wyner in [23] , where a complete characterization of the rate region was given. We refer to this source coding problem as Gray-Wyner problem. However, it is well known that the separation approach is not optimal for the one-to-many communication problem, unlike the case of point-to-point information transmission problem. An important point worth noting regarding the separation approach is the following. In the characterization of the rate region in [23] , it turns out that for certain choices of the triple that belongs to the boundary of the rate region, i.e., optimal triple, the private indices produced by the joint encoder are not independent asymptotically. Hence, the channel coding module that follows, which works under the assumptions of independence, cannot exploit this correlation, and is wasteful of resources. For example, in [23, eq. (15a)], if one chooses such that do not form a Markov chain, then the triple has this property. Alternatively, to produce asymptotically independent messages, one has to restrict the auxiliary random variable to satisfy the Markov chain , as was done in [24] . In our recent work [25] , we have reported a bipartite graphbased framework for the problem of transmission of information in the many-to-one case. A similar approach was also studied in [26] . In the present work, we consider a similar approach to the one-to-many communication scenario. The fundamental motivation for this comes from the concept of typicality [27] . Given a correlated source pair , a sequence in is said to be typical (or individually typical) with respect to , if its empirical histogram is close to . Similarly, one can define typical sequences in . A sequence pair in is said to be jointly typical if its empirical joint histogram is close to . Using the law of large numbers, it follows that a) there are roughly and individually typical sequences in and , respectively, where denotes entropy [27] ; b) there are roughly jointly typical sequence pairs in ; c) for every typical sequence in , there are roughly typical sequences in that are jointly typical and vice versa; d) the probability, under , of the set of jointly typical sequences (called jointly typical set) is close to ; and e) the probability, under , of every jointly typical sequence pair is roughly equal to . These five properties lead one to associate a bipartite graph on the jointly typical set, with vertices formed by individually typical sequences, and two vertices are connected by an edge if they are jointly typical. Such bipartite graphs, where the degree of the vertices of one set is close to one constant, and the degree of that of the other set is close to another constant, are referred to as nearly semi-regular graphs [28] . Hence, graphs can naturally capture the behavior of the source pair. The details regarding the source distribution can be dispensed with, and one can just work with this bipartite graph. This may also lead to the possibility of using them as discrete interface for one-to-many communication. The source encoder would now act on the source pair and produce correlated messages, or edges in a bipartite graph, and the channel encoder would now work with correlated messages and reliably transmit the edges in the graph over the broadcast channel. We would still have a source coding module and a channel coding module. However, now they would be interfaced using nearly semi-regular bipartite graphs rather than just a finite collection of products of finite sets. Of course, a finite collection of products of finite sets is also a nearly semi-regular bipartite graph. We now present a brief summary of the results presented in this paper, for which we need some definitions. A nearly semi-regular bipartite graph is said to have parameters if the th vertex set has size nearly equal to for and the degrees of vertices of the first set is nearly equal to and vice versa. With a slight abuse of notation, a nearly semi-regular bipartite graph is said to have parameters if it is the union of disjoint subgraphs each having parameters . A tuple of rates is said to be achievable for the given broadcast channel if there exists a bipartite graph with parameters whose edges can be reliably transmitted by using the channel times for large . Similarly, a tuple of rates is said to be achievable for a given pair of correlated sources if there exists a bipartite graph with parameters which can reliably represent realizations of the pair for large . We provide information-theoretic partial characterizations of the sets of achievable tuples for a broadcast channel and a correlated source pair. These are presented in Theorems 1-3. Having the significance of the proposed framework mentioned first, let us look at the limitations of this optimistic framework as well.
The nonempty intersection of the rate region of the source pair and that of the channel still does not guarantee successful transmission. This is because, graphs having the same set of parameters may have different structures. It turns out that these graphs (that have the same set of parameters) can be partitioned into equivalence classes, where all graphs in an equivalence class have the same structure. This structure of the graphs has been studied under the name of graph isomorphism [28] in the literature. Hence, a graph with parameters (say) which can reliably represent a source pair may not belong to the equivalence class of a graph with the same set of parameters whose edges can be transmitted reliably over the channel. In other words, to guarantee successful transmission of the source over the channel, we need to construct at least one pair of transmission systems (one for Fig. 2 . The source samples are first mapped into edges in a bipartite graph. The output of the source encoder is a random edge in the graph shown. For this random edge, W denotes the first label of the two vertices, W denotes the second label of the vertex on the left side, and W denotes the second label of the vertex on the right side. The graph shown below the triple (W ;W ;W ) is its alphabet. The edges coming from this graph are reliably transmitted over a broadcast channel. The ith channel decoder wishes to reconstruct (W ;W ) for i = 1; 2. The random messages are shown above the arrow, and their alphabets are shown below the arrow.
the source component and one for the channel component) for every equivalence class. In this work, we show a) the existence of an equivalence class for which a transmission system could be built in the source coding component, and b) the existence of an equivalence class for which a transmission system could be built in the channel coding component. Although this paper gives only partial results, we believe that they may lead to a first step toward a possibly optimal discrete interface for multiuser communication. It can be noted that when there are more than two sources and receivers in the transmission system, one can use multipartite hypergraphs [29] . The concepts presented in this paper can be easily generalized to handle these objects.
The outline of the remaining part of this paper is as follows. In Section II, we formulate the problem and consider certain properties of bipartite graphs that are relevant to our later discussion. Then channel coding part will be discussed in Section III, resulting in an achievable rate region for the broadcast channel with correlated messages. We also consider the special case of broadcast channels with one deterministic component. Thereafter, the complementary source coding part, the representation of correlated sources into graphs, will be described in Section IV. After that, an example and some interpretations are provided in Section V. Finally, Section VI provides some concluding remarks.
II. PROBLEM FORMULATION
A discrete memoryless stationary correlated source pair is characterized by two finite sets and , and joint distribution . In other words, a pair of correlated sources is an ordered tuple . Similarly, a two-user discrete memoryless stationary broadcast channel (used without feedback) is an ordered tuple consisting of an input alphabet , a pair of output alphabets , and a conditional distribution . The problem we are addressing is the simultaneous transmission of two correlated sources over a broadcast channel , with one sender and two receivers as shown in Fig. 1 . Here, the encoder can access both sources and the receivers cannot communicate with each other. The encoder is given by a mapping . The decoders are given by mappings and . The performance measure associated with this transmission system is the probability of decoding error (1) A source pair is said to be transmissible over the channel if , and sufficiently large , there exists an encoder and a pair of decoders as described above such that the probability of decoding error is smaller than . The problem is to find the set of all sources that can be transmissible over a given broadcast channel. This is the main motivation for the problems considered in the subsequent sections.
Our graph-based modular approach to this problem is shown in Fig. 2 . The system has two modules: the source coding module and the channel coding module. Each module has an encoder and a pair of decoders. Each module has three parameters. The first parameter is a positive integer, the second parameter is a bipartite graph, and the third parameter is a real number between and . Let denote the parameters of the source coding module and denote the parameters of the channel coding module. The encoder of the source coding module maps the -product of the source alphabet, into . In other words, the source encoder produces a random edge in . The th decoder has access to the th vertex of the random edge produced by the encoder for . Let denote the th vertex set of for , i.e., where denotes the edge set of a graph . Then the first decoder is a mapping from to and the second decoder is a mapping from to . denote the probability that the reconstruction vectors produced by the decoders are not equal to the source vectors.
The output of the encoder of the source coding module is fed to the encoder of the channel coding module. The channel coding module is built on the assumption that the random edge produced by the source coding module is uniformly distributed over a bipartite graph . The encoder of this module is a mapping from to the -product of the channel input . The th decoder maps -product of the corresponding channel output alphabet to the th vertex set of for , where . Let denote the average probability of decoding error. The output of the th decoder of the channel coding module is fed to the th decoder of the source coding module. The source coding module is working on the assumption that , while the channel coding module is working on the assumption that the random edge is uniformly distributed over the graph. For reliable transmission of the sources over the channel we need and and to be small. Essentially, the source encoder produces two correlated random variables and that are distributed over and , respectively. The correlation structure is loosely captured through the bipartite graph. Further, these random variables may have a common part in the sense of [30] , [31] , i.e., and , where is the common part. For the case of nontrivial common part, we can interpret source encoding as follows. The source encoder produces three correlated messages , , and . is called the common message to be transmitted to both the decoders.
is the th private message to be transmitted to the th decoder, for . One can note that when is a nontrivial random variable, then the corresponding bipartite graph (the alphabet of the pair ) has disconnected components. This is illustrated in Fig. 2 with an example. Here and The alphabets of the random messages are shown below the arrows. The task of the channel coding module is to communicate reliably to the th decoder for .
Definition 1:
• A bipartite graph is defined as an ordered tuple where and are two nonempty sets of vertices, and is a set of edges, i.e., . • Let and denote the first and the second vertex sets of , respectively, and denote the edge set of . is said to be a complete bipartite graph if . • The degree of a vertex in a graph , denoted by , is the number of edges connected to for
Since we consider a specific type of bipartite graphs in our discussion, let us define those bipartite graphs as well.
Definition 2:
A bipartite graph is called nearly semi-regular with parameters for if it satisfies:
• for , • , , and , .
Note that is a slackness parameter, which determines the range of degrees of vertices. known that this set can be partitioned into equivalence classes where equivalence relation is permutation and relabeling of the vertices in the graphs. One element in a class can be obtained from the other in the same class by permutation and relabeling of the vertices. This means that if we have a transmission system for a broadcast channel which can reliably transmit the edges of a graph (i.e., the correlation of the message pairs are modeled using ) then this transmission system can be used to reliably transmit edges of any graph that belongs to the equivalence class of . Similarly, if one can construct a source representation system that can represent a source pair using a graph (i.e., the correlation of the index pairs produced by the source encoder is modeled using ), then it can be used to represent the source pair using any graph that belongs to the equivalence class of .
III. BROADCAST CHANNELS WITH CORRELATED MESSAGES
In this section, we consider the channel coding module and characterize a related performance limit. The block diagram is illustrated in Fig. 4 .
A. Summary of Results
For analytical tractability, as is typical in Shannon theory, we allow some slackness with regard to the degrees of the vertices of these graphs, and consider the asymptotic case when this slackness is bounded in some way. Definition 5: A tuple of rates is said to be achievable for a given broadcast channel with correlated messages, if , and sufficiently large , there exists a bipartite graph with parameters and an associated -transmission system as defined above satisfying:
, for , , and the corresponding average probability of error .
In broadcast channels, the goal of the channel encoder is to reliably transmit two pairs of messages and to receiver 1 and receiver 2, respectively, over the channel. In terms of graphs, it is to reliably transmit a random edge in a graph which is associated with the triple of messages over the channel. The correlation structure of the messages is captured through a bipartite graph. Note that in the above definition, we have taken an optimistic point of view. As long as one can find a sequence of nearly semi-regular graphs where the number of vertices and the degrees are increasing exponentially with given rates, such that the edges from these graphs are reliably transmitted over the given broadcast channel, we allow the corresponding rate tuple to belong to the achievable rate region. The goal is to find the capacity region which is the set of all achievable tuple of rates . In the following, we provide an information-theoretic characterization of an achievable rate region. This is an inner bound to the capacity region , and is also a per-letter characterization. This is one of the main results of this paper.
Theorem 1: For a discrete memoryless broadcast channel , where
where , , and are auxiliary random variables with finite alphabets , , and , respectively, and satisfies the Markov chain .
Remark 1: When the private messages are independent, i.e., when all the elements in the set can occur with nonzero and equal probability, the rate region becomes exactly the same as Marton's [14] (see [32, Problem 10(c) on p. 391]). However, when the private messages are correlated, the sum rate can be larger. As the amount of correlation between the messages increases the achievable rate region also becomes larger. This can be seen from the constraint on the rate sum . If one ignores the correlation among the messages, then the same constraint will be imposed on , resulting in a smaller rate region as .
B. Proof of Theorem 1
In this subsection, we prove Theorem 1 by using the method of random coding, random binning, the concept of joint typicality of sequence pairs, and some concepts from the theory of random graphs [29] . In addition to using the techniques given in [18] , we devise a concept of a "super-bin," which is a group of consecutive bins, to take into account the correlation between the messages. In the following, we give a five-step procedure to construct a transmission system. Given a broadcast channel with distribution , consider a fixed joint distribution where , , and are auxiliary random variables on . Also, fix , an integer . Let us choose as follows. Choose , and such that
Choose and such that , where
Since for , we have the following conditions on and :
. 
where without loss of generality and are considered to be integers, and denotes the set of integers from to .
Step 2. Graph Generation: As shown in Fig. 5 , for each in , a random graph can be associated with the bins as follows. 1) and .
2)
, if and only if there exists in at least one -strongly jointly typical sequence pair that belongs to , where is the set of pairs of sequences that are jointly -typical with the sequence , i.e., for , the set Let denote the random graph that is the union of random graphs for .
Encoding Error Events Due to the Degree Condition: Before we proceed to the encoding and decoding procedure, we need to make sure that the generated codebooks satisfy certain properties. If vertices of the graph do not satisfy the degree conditions, the message pairs cannot be transmitted with arbitrarily small probability of error. An encoding error will be declared if either one of the following events occur:
is a continuous function of with as , and is characterized in Appendix I, and .
Step 3. Choosing Message Correlation: If none of the above two error events and occurs, choose . Clearly, has parameters , , , , , . If any of the above two error events occurs, then pick any graph with parameters , , , , , , and call it as . The distribution of , and is chosen as follows.
, if and , otherwise. For this graph , and the given broadcast channel, using the above random auxiliary codebooks, we construct an -transmission system, where .
Step 4. Final Codebook Generation: A random channel codebook can be generated from the graph as follows. If none of and occurs, then for every and every , first find one pair of sequences Then draw a random codeword uniformly from , where . Thus, the size of the codebook is equal to the size of the edge set of the graph , i.e., . If occurs, then create for every , a sequence from independently with uniform distribution.
Step 5. Encoding and Decoding: The encoder transmits the codeword over the channel to deliver two pairs of messages and to receiver 1 and receiver 2, respectively. Let . Receiver 1 finds the unique index pair such that is -jointly typical. Similarly, Receiver 2 finds the unique index pair such that is -jointly typical. Then, each receiver finds the decoded private messages and such that and , respectively, and is declared as the common message. Otherwise, an error will be declared.
Probability of Error Analysis:
So, the probability of error can be given by (10) Now we show that the probability of these error events can be made arbitrarily small under certain conditions. Let us define four events as follows.
(a) :
: such that . Toward proving the required statements, we need a lemma given in [33] about certain properties of typical sets.
Lemma 1: For any triple of finite-valued random variables
, any (sufficiently small), any two positive real numbers and such that , and any (with ), consider the following random experiment. Generate two collections of sequences and of size and from and , respectively, with uniform distribution and with replacement. Let denote the probability that . Then, , with and
Proof: The proof of this lemma requires certain concepts from the theory of random graphs [29] . Essentially, an exponential type of inequality (e.g., Chernoff inequality) is required for a class of correlated random variables. Note that is the sum of correlated indicator random variables. However, each random variable is correlated to only a small fraction of the rest of the random variables. One can exploit this fact to obtain a proof of this lemma. We will not give the proof here. A proof of a more general result (Theorem 3.1) is given in [33] .
The proof of the next lemma uses this result.
Lemma 2: For any
, and sufficiently large for (12) Proof: Refer to Appendix I. Proof: Refer to Appendix I.
Note that and . Thus, according to the Lemmas 2 and 3, it is easy to see that, for sufficiently large , , and , if and , respectively. So, we have shown that with high probability we can obtain a nearly semi-regular bipartite graph composed of disjoint subgraphs such that for each , each vertex in has degree nearly equal to and each vertex in has degree nearly equal to . The size of is and that of is . The second probability in (10) can be bounded as given in the following lemma.
Lemma 4: For any
, and sufficiently large ,
Proof: Refer to Appendix I.
Therefore, by applying the union bound we have . Since in every realization of random codebooks, we have chosen a nearly semi-regular graph with parameters , , , , , , and averaged over the ensemble of random codebooks, the average probability of error is smaller than , there must exist a graph with parameters , , ,
, , , and a codebook such that the average probability of error is smaller than . Hence, we have shown the achievability of the following rate tuple: where , , , and . We can now use the following rate transfer arguments to achieve the other points on the boundary of the rate region given in Theorem 1. Without loss of generality let , and . (a0): This implies that the tuples given by , ,
, and are achievable. To transfer from the bound on to that on , follow (a1) and (a2). (a1): Create dummy random bits. In Step 1, change the size of the auxiliary codebook from to . For each belonging to , change the size of from to . Then the rest of the procedure can be continued except the decoding operation. The decoding operation of the second decoder is as before. The new decoding operation of the first decoder proceeds by choosing the unique pair such that . Using the arguments similar to those given in Lemma 1-4 (also see the proof of Theorem 2 in [14] ) one can show that the tuples given by , , , and are achievable. (a2): Now transfer dummy bits to and so that the tuples given by , , , and are achievable. An example is illustrated for , , , , in Fig. 6 . The two graphs on the left (indexed by the dummy bit) of parameters lead to a graph on the right with parameters . In Fig. 6 , vertices and of the left graph become vertex of the right graph. Let us simply denote this by . In a similar way, and
. For the other vertices, , , , , , and . This implies that rate tuples given by , , , and are achievable.
(b): When , then again, an argument given in (a1) and (a2) could be given that shows that if is achievable then is also achievable for , , and . Hence, the proof of Theorem 1 has been completed.
Next, we consider the capacity region of broadcast channels with one deterministic component with correlated messages, , when there is no common message, i.e., when . In this case, as expected, we can provide a converse coding theorem.
Theorem 2: For a discrete memoryless semi-deterministic broadcast channel where and the probability of given is , where
for some on , where is an auxiliary random variable with finite alphabet such that , .
Proof: The direct part follows from Theorem 1 by choosing . The converse follows by a minor modification of the converse to the capacity region of the broadcast channel with independent messages. The difference is that now the messages are correlated, and the total rate of the messages to be conveyed from the transmitter to the receivers is .
IV. REPRESENTATION OF CORRELATED SOURCES INTO GRAPHS
In this section, we consider the problem of representation of correlated sources into graphs for transmission over broadcast channels, i.e., the source coding module. The block diagram is illustrated in Fig. 7 . This problem can be interpreted as the Gray-Wyner problem with correlated messages. We consider a pair of correlated sources .
A. Summary of Results
In this problem, the goal is to reliably represent two correlated sources into a triple of messages which can be associated with a nearly semi-regular bipartite graph with parameters as defined in Definition 3. The output of source encoder is the triple , , and . We assume that two pairs of messages and are sent to receiver 1 and receiver 2, respectively, over the channel without error. From the received message pairs, the two source decoders wish to reliably reconstruct the original source sequences and , respectively, without communicating with each other. For ease of exposition let us consider two simple functions and both having domain as and range as given by and for all .
Definition 6: An -transmission system for a nearly semi-regular bipartite graph with parameters ( , , , , , ), and a pair of correlated sources is an ordered tuple , consisting of one encoding mapping and two decoding mappings and where • , • , , • such that a performance measure given by the probability of error satisfies An example of a transmission system is illustrated in Fig. 8 . and . There are eight outcomes with probability , given by the graph on the left. A transmission system with parameters is illustrated here for this source and graph that is shown on the right with parameters . The the first four edges of the source pair is mapped to the first subgraph of and the next four edges are mapped to the second subgraph of . The decoders that can recover the sources error-free are evident from the figure.
Now we define achievable rates for this problem as follows.
Definition 7:
A tuple of rates is said to be achievable for a pair of correlated sources (for transmission over broadcast channels), if , and sufficiently large , there exists a bipartite graph with parameters and an associated -transmission system as defined above satisfying: for , for , , and the corresponding probability of error .
The goal is to find the achievable rate region which is the set of all achievable tuple of rates . We have obtained an information-theoretic characterization of . It is one of the main results of this paper. 
is an auxiliary random variable with a finite alphabet such that , , and denotes convex closure.
Remark 2: Note that for points on the boundary of the rate region, we can obtain by combining the conditions in Theorem 3. This means that in every optimal nearly semi-regular bipartite graph used to represent the source, as expected, the total number of edges must be nearly equal to . In other words, from a "global" perspective, all these representations have the same redundancy. , where denotes the common information of Wyner [24] . In this case, , , , ,
, since and are conditionally independent given . So, each subgraph becomes nearly complete. This also means that the private messages for Receiver 1 and Receiver 2 become nearly independent. Note that the subgraph for any cannot be complete if because, by definition, is the infimum of such that . In summary, Case A can be thought of as situated at one end of the spectrum, and Case B as situated on the other end of the spectrum.
B. Proof of Theorem 3
In this subsection, we present a proof of Theorem 3. First let us consider the direct part. We use a random coding procedure and the notion of strongly jointly typical sequences. In the following we give a four-step procedure to construct a transmission system. Let us consider a fixed finite set , and a joint probability distribution on . Also, fix , and real numbers , , , for . Without loss of generality we assume that for .
Step 1. Encoding Error Events: Before we proceed further, let us make sure that the generated codebooks satisfy certain properties. If the vertices of do not satisfy certain degree requirements, we may not be able to reliably represent the sources using this graph. For the triple , consider the function as defined in the proof of Theorem 1 in the previous section. Let . An encoding error will be declared if either one of the following events occurs: such that ; such that .
Step 3. Choosing Message Correlation: If none of the above error events and occurs, then choose . If any of the above two error events occurs, then pick any graph with parameters and call it and no guarantee will be given regarding the probability of decoding error. For this graph , and the given correlated sources and , using the above random codebooks and , we construct an -transmission system, where .
Step 4. Encoding and Decoding: If occurs, then the encoder is some arbitrary mapping . Otherwise, for a given , find an index , for , such that , , . If there is no such index , let be a random index chosen uniformly from . Also, find a pair of indices where (and , respectively) is the index such that (and , respectively). If there is no such sequence pair, let be a random edge from the corresponding subgraph of . The encoder sends and to receiver 1 and receiver 2, respectively. Decoding is performed in the following way. Given the received index pair , receiver 1 declares . Similarly, given , receiver 2 declares .
Probability of Error Analysis: Let denote the event , that the reconstruction vector pair is not equal to the source vector pair. The probability of error can be given by (21) Using the following lemma, it can be shown that the probability of the first event of (21) can be made arbitrarily small for large .
Lemma 5: For any
, and sufficiently large , we have , for . Proof: The proofs of these two results are similar, respectively, to those of Lemmas 2 and 3. Hence, for conciseness we omit the proof.
So by Lemma 5,  . Hence, we can obtain a bipartite graph where each vertex in has degree nearly equal to and each vertex in has degree nearly equal to . The second probability in (21) can be bounded as given in the following lemma. 
where as and . Proof: Refer to Appendix II. Thus, . Therefore, for sufficiently large . In every realization of random codebooks we have obtained a graph with the same set of parameters, and averaged over this ensemble, we have made sure that the probability of error is within the tolerance level of . We have shown the achievability for the choice , , and , . Now we can transfer rates from to and from to while keeping the total fixed. This can be done until and . To see this, let the graph associated with a given transmission system has parameters . To transfer a rate of from to , we can map to another graph with parameters in the following way. Split each vertex on the left side into children vertices. Each child vertex gets edges of its mother vertex. The set of edges of the mother vertex is partitioned into the sets of edges of its children.
Since we have shown the achievability of the tuple from the above rate transfer arguments, it follows that the following tuples are achievable , where , , . Hence, the proof of the direct coding theorem is completed.
A proof of the converse part of Theorem 3 is given in Appendix II.
V. INTERPRETATION AND EXAMPLE

A. End-to-End Performance
Let us combine the results of Theorems 1 and 3 and state the conditions required for reliable transmission of the source pair over the broadcast channel. The source coding module represents the source pair using a bipartite graph (a realization of source vector pair is mapped to an edge in the graph). The random edge is fed to the encoder of the channel coding module. Toward the goal of transmitting this information reliably over the channel, the encoder maps this edge to a channel input vector. Each decoder of this module operates on the corresponding channel output vector to get the corresponding random vertex. This is fed to the source coding module. Thus, with high probability, each source decoder has access to the corresponding vertex of the random edge produced by the source encoder, and using this information wishes to reconstruct the corresponding source vector. A source can be reliably transmitted over a broadcast channel if the following two conditions are satisfied:
(a) there is a nonempty intersection of and , and for at least one of the points in the intersection, the following condition must hold: (b) let , and denote the (sequence of) equivalence classes, respectively, of the (sequence of) graphs , corresponding to the (sequence of) transmission systems of the source coding problem and the channel coding problem corresponding to the point of intersection of the rate regions, then there exists a (sequence of) graph and a (sequence of) graph such that .
B. Example
Let us consider an example given in [1] from the perspective of graphs and the proposed coding scheme. This example deals with transmission of two correlated sources over a deterministic broadcast channel. This example can be considered as a special case where the typicality graph of the sources and that of channel outputs match exactly. So, we can apply our coding theorem to this case. The source pair has the joint distribution given by over binary alphabets . The broadcast channel is a Blackwell channel with , where the channel transition probabilities are specified by . If we assign , and to , , and , respectively, then and determine and without error, respectively. In the conventional separation approach with independent messages, is first factored into three independent messages , , and . Let the rate of be for and . Then, as the channel in consideration is deterministic, the sum of these rates must be bounded as . According to [24] , the most efficient decomposition of this kind with the constraint is attained when
In this case
For this triangular source, where . Therefore, (bits). Consequently, or . Since and for any distribution, receiver 1 cannot reliably reproduce or receiver 2 cannot reliably reproduce . Thus, there is no way of reliably transmitting this triangular source via the Blackwell channel by factoring the sources into , , and as shown above. Now let us apply the graph-based separation approach. Let and . It follows that and . Consider the rate tuple . Clearly, this point belongs to as this tuple corresponds to the typicality graph of . Note that the above broadcast channel is a deterministic broadcast channel. Using the arguments presented in Section III, it can be shown that for any deterministic broadcast channel, for the special case when , the capacity region is obtained, by choosing in Theorem 2, as for (29)
Choosing equally likely over , it follows that the rate tuple belongs to , which, of course, implies that belongs to . In this case, the distribution of the channel output is the same as the distribution of the sources . Further, the graph of the transmission system corresponding to the tuple in source coding is the same as the graph of the transmission system corresponding to the tuple in channel coding. In summary, there is a match between and . Hence, the given sources can be reliably sent over the given broadcast channel.
C. Interpretation of the Coding Scheme of [1]
Let us note the differences between the proposed approach and that of [1] . The former approach is based on a discrete interface between graph-based source coding and graph-based channel coding. Hence, these two modules can be designed separately. A given channel coding module can transmit any source pair that satisfy the conditions given above by just plugging together their corresponding transmission systems. However, in the latter approach, for every pair of source and channel, a separate joint system has to be designed. On the other hand, both systems cannot use traditional channel encoder that takes independent messages. Hence, they are similar in this aspect.
Further, the latter system can also be interpreted from the perspective of the graph-based framework. Since memoryless test channels are used in the latter system to characterize an inner bound to the performance limit, it turns out that for every typical sequence pair of the sources , a typical sequence triple of the auxiliary random variables is produced, and a function of this triple is transmitted over the channel. In essence, this construction of the joint source-channel coding scheme leads to a match between the source graph and the channel graph .
VI. CONCLUSION
We have considered the problem of transmission of correlated sources over broadcast channels. We have considered a graph-based modular architecture involving two components: a channel-coding component and a source-coding component. The graphs are used to model the correlation between the messages. Correlated sources are first mapped into such graphs, and the edges coming from these graphs are reliably transmitted over a broadcast channel. We have given a partial characterization of the set of all graphs that can be used to represent a given pair of correlated sources, and similarly we have given a partial characterization of the set of all graphs such that edges coming those graphs are reliably transmitted over a given broadcast channel. We have also considered special cases such as deterministic broadcast channels and broadcast channels with one deterministic component, where converse results are provided. We have applied this analysis to the case of transmission of a triangular source over a Blackwell channel as an example. The goal of this work is to show that graphs may be used as discrete interface in this modular approach to multiterminal communication problems.
APPENDIX I CHANNEL CODING
A Characterization of
: For a precise characterization of the error events, we need a function of , and in turn certain properties of typical sets. For any triple of finite-valued random variables, there exists [32] a continuous positive function (that depends on the triple) such that a) as and b) for all (sufficiently small), there exists an integer such that the following conditions hold simultaneously: 1) for all (A1) (A2) (A3) 2)
, and
where is obtained by using a uniform distribution on . 3) , and (A5) where is obtained by using a uniform distribution on . 4) (A6)
where and are obtained independently by using a uniform distribution on and , respectively.
Proof of Lemma 2: The event
can be considered as
where is the event that . Note that each vertex in is only connected with a subset of for some , . We define super-bins and for and , each of which is a union of consecutive bins and , respectively, i.e.,
The size of each super-bin and is and respectively. Recall that . Before we proceed further, let us observe that , , and are collections of , , and , respectively, of random sequences. Then, the event can be expressed, using the "pigeonhole principle" [34] , as (A10)
where is the event that is empty. So, by using the union bound, the probability of this event can be bounded as Therefore, for sufficiently large , the probability of the event can be bounded by applying the union bound given in (A11) at the bottom of the page, where is from Lemma 1 because (A12)   and is a sufficiently large number satisfying . In a similar way, we can also show that for sufficiently large . 
Proof of
where is obtained because for and is bounded by (the same as the bound on the unconditional expectation as in inequality (A13)) regardless of the particular sequence collection and . To see this crucial step clearly let us rewrite (see (A16)), using the union bound on the outcome of the bin , as follows:
where is the event that a sequence drawn from belongs to . Since all sequences in , given that , are drawn from , by using (A1)-(A6) we can obtain (A28) Therefore, for (A29)
To get a tighter upper bound, let us denote , for . Then, and . So, has the minimum value when .
Thus, is bounded as (A30) where and . Hence, we get (A31) and (A32) shown at the bottom of the page, where . Note that for large , since i)
, ii) for , is increasing function of and , and iii) . Therefore, for sufficiently large , by applying the union bound (A33)
In a similar way, we can also show that for sufficiently large .
Proof of Lemma 4: Now let us calculate the probability
. Without loss of generality, let us assume that the outcome of the message triple is given by . Let be the pair of sequences that are jointly typical in the bin and . Consider the following error events.
: : Decoding step fails at receiver 1, i.e., such that or such that : Decoding step fails at receiver 2, i.e., such that or such that
Using the arguments given in [25] , and the Markov lemma [27] , [35] Proof of the Converse Part of Theorem 3: Let , , be a fixed sequence of encoder and decoders. Also, let . We can bound the rate as shown in (B37) and (B38 at the top of the page . Using the constraints on the degrees of the vertices in the graph associated with messages, we can also have (B39)
where is from the constraints on the degrees of the graph. Also, we can also bound the rate as follows:
Similarly, we also can obtain (B48)
Therefore, using arguments similar to those of [24] , we can have the converse by dividing the inequalities (B38), (B43), (B47), and (B48) by , and taking the limit as . The cardinality of can be bounded using the standard convexity arguments [32] .
