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Abstract
Cokriging is the common method of spatial interpolation (best lin-
ear unbiased prediction) in multivariate geostatistics. While best linear
prediction has been well understood in univariate spatial statistics, the
literature for the multivariate case has been elusive so far. The new chal-
lenges provided by modern spatial datasets, being typically multivariate,
call for a deeper study of cokriging. In particular, we deal with the prob-
lem of misspecified cokriging prediction within the framework of fixed
domain asymptotics. Specifically, we provide conditions for equivalence
of measures associated with multivariate Gaussian random fields, with
index set in a compact set of a d-dimensional Euclidean space. Such con-
ditions have been elusive for over about 50 years of spatial statistics.
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We then focus on the multivariate Mate´rn and Generalized Wendland
classes of matrix valued covariance functions, that have been very pop-
ular for having parameters that are crucial to spatial interpolation, and
that control the mean square differentiability of the associated Gaussian
process. We provide sufficient conditions, for equivalence of Gaussian
measures, relying on the covariance parameters of these two classes. This
enables to identify the parameters that are crucial to asymptotically equiv-
alent interpolation in multivariate geostatistics. Our findings are then il-
lustrated through simulation studies.
Keywords: Cokriging, Equivalence of Gaussian Measures, Fixed Do-
main Asymptotics, Functional Analysis, Generalized Wendland, Mate´rn,
Spectral Analysis
1 Introduction
1.1 Context
Our paper deals with equivalence of Gaussian measures and asymptotically
equivalent cokriging prediction in multivariate geostatistics. We consider a mul-
tivariate (p-variate) stationary Gaussian fieldZ = {Z(s) = (Z1(s), . . . , Zp(s))>, s ∈
D}, where D is a fixed bounded subset of Rd with non-empty interior. Through-
out, the integers d and p are fixed. The assumption of Gaussianity implies that
modeling, inference and prediction depend exclusively on the mean of Z, which
is constant and assumed to be zero, and on the multivariate covariance function,
being a p× p matrix function R = [Rij ]pi,j=1, defined in Rd, such that
Rij(h) = Cov(Zi(t), Zj(s)), h = t − s,
for t , s ∈ D and i, j = 1, . . . , p. Throughout, the diagonal elements Rii are
called marginal covariances, whereas the off-diagonal members Rij are called
cross-covariances. The mapping R must be positive definite, which means that
n∑
`=1
n∑
k=1
a>` R(s` − sk)ak ≥ 0, (1)
for all positive integer n, {s1, . . . , sn} ⊂ D and {a1, . . . ,an} ⊂ Rp.
Spatial prediction in multivariate geostatistics is known as cokriging, which
is the analogue of best linear unbiased prediction in classical regression. Given Z
as above and given observation locations {s1, . . . , sn} ⊂ D, letZn = (Z>1;n, . . . ,Z>p;n)>
be the observation vector obtained from Z, where Zi;n = (Zi(s1), . . . , Zi(sn))
>,
i = 1, . . . , p. Then the cokriging predictor of the j-th component of Z at a target
point s0, denoted Ẑ
CK
j;n (s0), is given by
ẐCKj;n (s0) = E (Zj(s0)|Zn) , j = 1, . . . , p.
The simple kriging predictor of Zj at a target point s0, denoted Ẑ
SK
j;n(s0), is
instead given by ẐSKj;n(s0) = E (Zj(s0)|Zj;n) . In this present paper, we put
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emphasis on the following problems:
A. How important is the multivariate covariance function for spatial prediction?
B. Which covariance parameters are important to cokriging?
We provide answers to these two questions and, in doing so, we obtain general
sufficient conditions for equivalence of multivariate Gaussian measures, that are
of independent interest. Notice that [Zhang and Cai, 2015] have previously also
addressed these two questions and provided more partial answers.
1.2 Literature Review
Multivariate Covariance Functions
Multivariate covariance functions in d-dimensional Euclidean spaces have be-
come ubiquitous and we refer the reader to [Genton and Kleiber, 2015] for a
detailed account. Recently, there has been some work on multivariate covariance
functions on non planar surfaces, and the reader is referred to [Alegria et al., 2019],
[Alegria and Porcu, 2017], [Porcu et al., 2016] and [Bevilacqua et al., 2019].
As for constructive methods to provide new models, the linear model of
coregionalization [Wackernagel, 2003] is based on representing any component
of the multivariate field Z as a linear combination of latent, uncorrelated fields.
Such a technique has been constructively criticized by [Gneiting et al., 2010] and
[Daley et al., 2015] as the smoothness of any component of the multivariate field
amounts to that of the roughest underlying univariate process. Moreover, the
number of parameters can quickly become massive as the number of components
increases. Scale mixture techniques as in [Porcu and Zastavnyi, 2011], as well as
latent dimension approaches [Porcu et al., 2006, Apanasovich and Genton, 2010,
Porcu and Zastavnyi, 2011] have been largely used to propose new multivariate
models. [Bevilacqua et al., 2019] call the following construction principle mul-
tivariate parametric adaptation: let {R(·;λ) : [0,∞) → R, λ ∈ Rk} be a
parametric family of continuous functions, such that R(|| · ||;λ) is a correlation
function in Rd (R(0;λ) = 1), indexed by a parameter vector λ = (λ1, . . . , λk)>.
Call λij = (λij,1, . . . , λij,k)
>, i, j = 1, . . . , p a collection of parameter vectors in
Rk. Then, define R : [0,∞)→ Rp×p through
R(x) = [Rij(x)]
p
i,j=1 , x ∈ [0,∞),
with elements Rij defined as
Rij(x) = σiiσjjρijR(x;λij), x ∈ [0,∞), (2)
where σ2ii is the variance of the ith component of the multivariate random field
and where ρii = 1 and ρij , i 6= j, is the colocated correlation coefficient. Thus,
the problem is finding the restriction on the parameters λij such that R(|| · ||)
is positive definite as in (1).
A crucial benefit of this strategy, by comparison with the linear model of
coregionalization, is a clear physical interpretation of the parameters [Bevilacqua et al., 2015].
For example, for a bivariate random field, the colocated correlation param-
eter, ρ12, expresses the marginal correlation between the components, since
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R12(0) = R21(0) = ρ12 if σ
2
11 = σ
2
22 = 1. In Euclidean spaces this strategy
has been adopted by [Gneiting et al., 2010], [Apanasovich et al., 2012] and by
[Daley et al., 2015].
Misspecified Kriging Predictions under Infill Asymptotics
The study of asymptotic properties of (co)kriging predictors is complicated by
the fact that more than one asymptotic framework can be considered when
observing a single realization from a (multivariate) Gaussian field. Under in-
fill asymptotics (also called fixed domain asymptotics), the typical assump-
tion is that the sampling domain is bounded and that the sampling set be-
comes increasingly dense. Under increasing domain asymptotics, the sam-
pling domain increases with the number of observed data, and the distance be-
tween any two observation locations is bounded away from zero [Bachoc, 2014,
Mardia and Marshall, 1984].
The focus of this paper is on infill asymptotics. In this case, in the univariate
case, a key concept is the equivalence of Gaussian measures [Skorokhod and Yadrenko, 1973,
Ibragimov and Rozanov, 1978]. Furthermore, a long-standing object of atten-
tion is asymptotically optimal prediction when using a misspecified covari-
ance function (the predictor is then called pseudo BLUP by Michael Stein
[Stein, 1999a]). In the univariate case, Michael Stein has shown that, when the
Gaussian measures obtained from the true and misspecified covariance func-
tion are equivalent, then the predictions under the misspecified covariance func-
tion are asymptotically efficient, and mean square errors are asymptotically
equivalent to their targets [Stein, 1988, Stein, 1990, Stein, 1993, Stein, 1999b,
Stein, 2004].
When working with specific covariance models, it is thus crucial to know
which conditions on the parameters imply the equivalence of Gaussian measures.
Specific results have been provided for the Mate´rn [Zhang, 2004] and General-
ized Wendland [Bevilacqua et al., 2019] classes of covariance functions, associ-
ated with scalar valued random fields. These results themselves follow from
earlier works on general conditions for equivalence of univariate Gaussian mea-
sures, in particular based on spectral densities [Skorokhod and Yadrenko, 1973].
Nevertheless, multivariate extensions of these various results are lacking. They
are provided in the present paper.
1.3 Outline
While best linear prediction has been well understood in univariate spatial
statistics, as we have discussed above, the literature for the multivariate case has
been elusive so far. Nevertheless, the new challenges provided by modern spa-
tial datasets, being typically multivariate, call for a deeper study of cokriging.
This is the object of this paper, where we deal with the problem of misspecified
cokriging prediction within the framework of infill asymptotics.
It turns out that the contributions related to equivalence of measures for
Gaussian random fields are limited, since the early 70ies, to scalar valued random
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fields, see the above discussion. Hence, to study cokriging prediction under fixed
domain asymptotics, it is imperative to understand equivalence of measures
for multivariate random fields defined over compact sets in Rd. This paper
provides a solution to the problem, by providing general sufficient conditions
for equivalence.
We also focus on the multivariate Mate´rn and Generalized Wendland classes
of matrix valued covariance functions, that have been very popular in spatial
statistics for having parameters that are crucial to spatial interpolation, and
that control the mean square differentiability of the associated Gaussian process.
We show parametric conditions ensuring these matrix valued covariance models
to be compatible, that is, to yield equivalent Gaussian measures. Hence, we
provide sufficient conditions for asymptotic equivalence of misspecified cokriging
predictions. We confirm and illustrate this asymptotic equivalence numerically.
The outline of the paper is the following: Section 2 contains the necessary
mathematical and probabilistic background. Section 3 contains general results
about compatible matrix valued covariance functions. Section 4 relates on the
compatibility between the Mate´rn and Generalized Wendland parametric classes
of bivariate covariance functions. Section 5 inspects the problem of cokriging
predictions through these models. Our findings are then illustrated through a
simulation study in Section 6. The proofs are lengthy and technical, so that we
deferred those to the Appendix to favor a neater exposition.
2 Background and Notation
2.1 Multivariate Covariance Functions and Function Spaces
Let d, p be positive integers. Let R : Rd → Rp×p be positive definite. We let
the elements Rij of R be continuous in Rd. The matrix spectral density of R
is the p× p matrix function F = [Fij ]pi,j=1 defined by
Rij(h) =
∫
Rd
Fij(λ)e
ıh>λdλ,
for h ∈ Rd and i, j = 1, . . . , p. Here ı is the complex number satisfying ı2 = −1.
Note that a sufficient condition for F to be well defined is that R has elements
Rij that are pointwise absolutely integrable in Rd, and that the same holds for
the Fourier transforms of these elements.
For a = 0, 1, we consider a stationary matrix covariance function R(a) =
[R
(a)
ij ]
p
i,j=1 on Rd. We assume that, for a = 0, 1 and i, j = 1, . . . , p, the function
R
(a)
ij is summable on Rd and that R
(a) has matrix spectral density F (a) =
[F
(a)
ij ]
p
i,j=1.
We further assume that for a = 0, 1 and j = 1, . . . , p, F
(a)
jj is real-valued,
strictly positive on Rd and summable on Rd. We remark that for a = 0, 1 and
i, j = 1, . . . , p, i 6= j, F (a)ij is complex-valued and we also assume that |F (a)ij | is
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summable on Rd, with |z| the modulus of z ∈ C. Crame´r’s theorem shows that,
for any λ ∈ Rd and a = 0, 1, the matrix F (a)(λ) is Hermitian with non-negative
eigenvalues.
For a p × p Hermitian matrix M, we let λ1(M) ≤ · · · ≤ λp(M) be its p
eigenvalues. If M is non-negative definite, we let M1/2 be its unique Hermitian
non-negative definite square root. For a square complex matrix N, we let ||N|| be
its largest singular value. For a complex column vector v, we let v¯ be composed
of the conjugates of v and ||v||2 = v¯>v. For two p×p Hermitian matrices M and
N we write M ≥ N when for all v ∈ Cp, v¯>Mv ≥ v¯>Nv. We let e1, . . . , eq be
the q basis column vectors of Rq for q ∈ N.
For a summable function f : Rd → R, we let the Fourier transform F(f) of
f be defined by, for λ ∈ Rd,
F(f)(λ) = 1
(2pi)d
∫
Rd
f(t)e−ıλ
>tdt .
For a bounded subset S of Rd with non-empty interior, we letWS be the set
of functions from Rd to Cp of the form (f1, . . . , fp)>, where for i = 1, . . . , p,
fi = F(gi) for a function gi in L2(Rd) that is zero outside of S. As ob-
served in [Skorokhod and Yadrenko, 1973], a function (f1, . . . , fp)
> inWS satis-
fies
∫
Rd(|f1(λ)|2 + · · ·+ |fp(λ)|2)dλ <∞. Consider a matrix function λ 7→ F (λ)
with λ ∈ Rd and with F (λ) a p× p Hermitian strictly positive definite matrix
and assume that ||F || and λp(F )/λ1(F ) are bounded on Rd. Then we define
WS(F ) as the closure of WS in the metric
||f ||2WS(F ) =
∫
Rd
f¯(λ)>F (λ)f(λ)dλ.
We remark that WS(F ) is a (complex) separable Hilbert space, with inner-
product given by
(f1,f2)WS(F ) =
∫
Rd
f¯1(λ)
>F (λ)f2(λ)dλ.
Indeed, for f = (f1, . . . , fp)
> ∈ WS(F ), for i = 1, . . . , p, fi is included in
the space of square integrable functions w.r.t. the measure ||F(λ)||dλ which is
separable and complete.
For S ⊂ Rd, we let L2,pS be the Hilbert space of the vectors of functions of the
form (f1, . . . , fp)
>, with fi : S → C square summable for i = 1, . . . , p, endowed
with the inner product
((f1, . . . , fp)
>, (g1, . . . , gp)>))L2,pS =
∫
S
f¯1(t)g1(t)dt + · · ·+
∫
S
f¯p(t)gp(t)dt .
2.2 The Univariate Mate´rn and Generalized Wendland
Covariance Functions
We start by describing the two univariate classes of covariance functions that will
be used throughout as building blocks for matrix valued covariance functions.
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1. The Mate´rn function [Stein, 1999a] is defined as:
Mν,α(r) = 2
1−ν
Γ(ν)
( r
α
)ν
Kν
( r
α
)
, r ≥ 0, (3)
where r = ||h||, h ∈ Rd. The Mate´rn covariance function is positive definite
in Rd for all positive α and for any value of d. Here, Kν is a modified Bessel
function of the second kind of order ν. The parameter ν > 0 characterizes
the differentiability at the origin and, as a consequence, the differentiability of
the associated sample paths. In particular for a positive integer k, the sample
paths are k times differentiable, in any direction, if and only if ν > k. When
ν = 1/2 +m and m is a nonnegative integer, the Mate´rn function simplifies to
the product of a negative exponential with a polynomial of degree m, and for
ν tending to infinity, a rescaled version of the Mate´rn converges to a squared
exponential model being infinitely differentiable at the origin. Thus, the Mate´rn
function allows for a continuous parameterization of its associated Gaussian field
in terms of smoothness.
2. The Generalized Wendland function [Gneiting, 2002b, Zastavnyi, 2006] is
defined, for κ, β > 0, as
Wµ,κ,β(r) :=
{
1
B(2κ,µ+1)
∫ 1
r/β
u(u2 − (r/β)2)κ−1(1− u)µ du, 0 ≤ r/β < 1,
0, r/β ≥ 1,
(4)
with B denoting the beta function, and where r = ||h ||, h ∈ Rd. The function
Wµ,κ,β(r) is positive definite in Rd if and only if
µ ≥ (d+ 1)/2 + κ. (5)
Note that Wµ,0,β is not defined because κ must be strictly positive. In this
special case we consider the Askey function [Askey, 1973]
Aµ,β(r) :=
{
(1− r/β)µ , 0 ≤ r/β < 1,
0, r/β ≥ 1.
Arguments in [Golubov, 1981] show that Aµ,β is positive definite if and only if
µ ≥ (d+ 1)/2 and we define Wµ,0,β := Aµ,β .
Closed form solution of the integral in (4) can be obtained when κ = k, a
positive integer. In this case, Wµ,k,β(r) = Aµ+k,β(r)Pk(r), with Pk a polyno-
mial of order k. These functions, termed (original) Wendland functions, were
originally proposed by [Wendland, 1995].
Other closed form solutions of integral (4) can be obtained when κ = k +
0.5, using some results in [Schaback, 2011]. Such solutions are called missing
Wendland functions.
As noted by [Gneiting, 2002a], Generalized Wendland and Mate´rn functions
exhibit the same behavior at the origin, with the smoothness parameters of the
two covariance models related by the equation ν = κ+ 1/2.
Here, for a positive integer k, the sample paths of a Gaussian field with
Generalized Wendland function are k times differentiable, in any direction, if
and only if κ > k − 1/2.
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2.3 Bivariate Mate´rn and Generalized Wendland Models
We now consider the multivariate parametric adaptation, illustrated through
Equation (2), as a construction principle for multivariate covariance functions.
For simplicity, we focus on the case p = 2 (bivariate Gaussian random fields)
but the results following subsequently can be namely extended to p > 2.
We thus follow [Gneiting et al., 2010] and [Daley et al., 2015] to couple con-
struction (2) with, respectively, the Mate´rn model (3) and the Generalized
Wendland model (4), to obtain:
1. The Bivariate Mate´rn model, denoted BMθ, and defined as
BMθ(r) =
[
ρijσiiσjjMν,αij (r)
]2
i,j=1
, ρ11 = ρ22 = 1, α12 = α21, (6)
where θ = (σ11, σ22, ρ12, ν, α11, α22, α12)
>;
2. The Bivariate Generalized Wendland model, denoted BWλ, and de-
fined as
BWλ(r) =
[
ρijσiiσjjWµ,κ,βij (r)
]2
i,j=1
, ρ11 = ρ22 = 1, β12 = β21, (7)
where λ = (σ11, σ22, ρ12, µ, κ, β11, β22, β12)
>.
Note that, in principle, the smoothness parameters ν and κ for both models
can change through the components. Nevertheless, in this paper we assume
common smoothness parameters.
Henceforth, for the bivariate Mate´rn, we assume the following condition on
the colocated correlation parameter:
ρ212 <
α4ν12
α2ν11α
2ν
22
inf
t≥0
(α−212 + t
2)2ν+d
(α−211 + t2)ν+d/2(α
−2
22 + t
2)ν+d/2
. (8)
This condition guarantees that the bivariate Mate´rn is valid, that is positive def-
inite [Gneiting et al., 2010]. Similarly, for the bivariate Generalized Wendland
model we assume that
ρ212 <
βd11β
d
22
β2d12
inf
z≥0
1F2
(
ζ; ζ + µ2 , ζ +
µ
2 +
1
2 ;− (zβ11)
2
4
)
1F2
(
ζ; ζ + µ2 , ζ +
µ
2 +
1
2 ;− (zβ22)
2
4
)
(
1F2
(
ζ; ζ + µ2 , ζ +
µ
2 +
1
2 ;− (zβ12)
2
4
))2 ,
(9)
where ζ = (d+ 1)/2 + κ and
1F2(a; b, c; z) =
∞∑
k=0
(a)kz
k
(b)k(c)kk!
, z ∈ R, (10)
is a special case of the generalized hypergeometric functions qFp [Abramowitz and Stegun, 1970],
with (q)k = Γ(q+k)/Γ(q) for k ∈ N∪{0}, being the Pochhammer symbol. These
technical conditions will be carefully explained in the Appendix.
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2.4 Equivalence of Gaussian Measures and Cokriging
Equivalence and orthogonality of probability measures are useful tools when as-
sessing the asymptotic properties of both prediction and estimation for Gaussian
fields. We denote with P (a), a = 0, 1, two probability measures defined on the
same measurable space {Ω,F}. The measures P (0) and P (1) are called equiva-
lent (denoted P (0) ≡ P (1)) if, for any A ∈ F , P (1)(A) = 1 implies P (0)(A) = 1
and vice versa. On the other hand, P (0) and P (1) are orthogonal if there exists
an event A such that P (1)(A) = 1 but P (0)(A) = 0. For a p-variate Gaussian
random field Z : Ω×D → Rp, to define previous concepts, we restrict the event
A to the σ-algebra generated by Z and we emphasize this restriction by saying
that the two measures are equivalent on the paths of Z. It is well known that two
Gaussian measures (that is two measures on Ω such that Z is Gaussian) are ei-
ther equivalent or orthogonal on the paths of Z [Ibragimov and Rozanov, 1978].
Since a Gaussian measure is completely characterized by the mean func-
tion and matrix covariance function, we write P (R) for a Gaussian measure on
(Ω,F) such that Z has zero mean and matrix covariance function R. We also
write P (R(0)) ≡ P (R(1)) on the paths of Z, if two Gaussian measures with
mean zero and the matrix covariance functions R(0) and R(1) are equivalent on
the paths of Z.
For the remainder of the paper, we callR(0) andR(1) compatible when P (R(0)) ≡
P (R(1)) on the paths of Z.
A direct implication of the celebrated result by [Blackwell and Dubins, 1962] is
that, if two matrix valued covariance functions are compatible, then the two
cokriging predictors are asymptotically equivalent (under fixed domain asymp-
totics).
3 General Results
Let us consider two matrix covariance functions R(0) and R(1) with associated
matrix spectral densities F (0) and F (1) and let P (R(0)) and P (R(1)) be the
associated Gaussian measures. The next condition is our general technical re-
quirement on R(0) and R(1). As shown in Appendix B.2, this condition holds
for the Mate´rn and Generalized Wendland covariance functions.
Condition 1. There exist two constants 0 < c1 < c2 < ∞ and a function
γ : Rd → R such that (γ, . . . , γ)> is in W[−b,b]d for some fixed 0 < b <∞ and
c1γ
2Ip ≤ F (0) ≤ c2γ2Ip,
c1γ
2Ip ≤ F (1) ≤ c2γ2Ip.
We now provide a fundamental result for this paper. It relates about a
sufficient condition for the compatibility of R(0) and R(1). It is an extension
of Theorem 1 in [Skorokhod and Yadrenko, 1973] from the univariate to the
multivariate case.
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Theorem 1. Assume that Condition 1 holds, and that there exists a matrix-
valued function B on (Rd)2, such that for λ,µ ∈ Rd, B(λ,µ) = [b(λ,µ)ij ]pi,j=1
is a p× p complex matrix. Let B(λ,µ) = B¯(µ,λ)> for all λ,µ ∈ Rd. Assume
also that for i, j = 1, . . . , p, we have∫
Rd
∫
Rd
|bij(λ,µ)|2 ||F (0)(λ)|| ||F (0)(µ)||dλdµ < +∞. (11)
Assume then that we have, for t, s ∈ D and h = t− s,
R(1)(h)−R(0)(h) =
∫
Rd
∫
Rd
e−ıλ
>t+ıµ>sF (0)(λ)B(λ,µ)F (0)(µ)dλdµ. (12)
Then, P (R(0)) ≡ P (R(1)) on the paths of Z.
Notice that the function in the integral (12) is summable because of Cauchy-
Schwarz inequality in concert with (11) and Condition 1.
We now provide a second fundamental result for this paper. The proof of
Theorem 2 relies on Theorem 1. Theorem 2 is particularly well applicable to
specific models of covariance functions, as it just requires to show that two ma-
trix spectral densities are sufficiently close for large frequencies. This enables
us to address the Mate´rn and Generalized Wendland models in Section 4. The-
orem 2 is an extension of Theorem 4 in [Skorokhod and Yadrenko, 1973] from
the univariate to the multivariate case.
Theorem 2. Assume that Condition 1 holds, and that∫
Rd
1
γ(λ)4
∣∣∣∣F (0)(λ)− F (1)(λ)∣∣∣∣2dλ <∞.
Then, P (R(0)) ≡ P (R(1)) on the paths of Z.
We remark that the extensions of Theorems 1 and 4 in [Skorokhod and Yadrenko, 1973],
from the univariate to the multivariate case, require substantial original proof
techniques. As such, the proofs of Theorems 1 and 2 are postponed to the
Appendix.
4 Compatible Bivariate Mate´rn and Generalized
Wendland Correlation Models
Let us consider the parameter vectors θ(a) = (σ
(a)
11 , σ
(a)
22 , ρ
(a)
12 , ν, α
(a)
11 , α
(a)
22 , α
(a)
12 )
>
and λ(a) = (σ
(a)
11 , σ
(a)
22 , ρ
(a)
12 , µ, κ, β
(a)
11 , β
(a)
22 , β
(a)
12 )
>, for a = 0, 1.
Our first result gives sufficient conditions for the compatibility of two bivari-
ate Mate´rn models with a common smoothness parameter.
Theorem 3. Let ν > 0. If
σ
(0)
ii σ
(0)
jj ρ
(0)
ij
(α
(0)
ij )
2ν
=
σ
(1)
ii σ
(1)
jj ρ
(1)
ij
(α
(1)
ij )
2ν
, i, j = 1, 2, (13)
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then for d = 1, 2, 3, the bivariate matrix valued covariance models BMθ(0) and
BMθ(1) are compatible.
Some comments are in order. For each of the four pairs of covariance or cross
covariance functions, the equality condition (13) is the same as in the univariate
case [Zhang, 2004]. [Zhang and Cai, 2015] provide conditions for compatibility
of BMθ(0) and BMθ(1) for a very special case, where α(a)ij = α(a) > 0 for
all i, j = 1, 2 and a = 0, 1. Hence, the authors consider two separable mod-
els. Thus, Theorem 3 allows for a considerable improvement with respect to
[Zhang and Cai, 2015] as it allows for different range parameters among the co-
variance and cross covariance functions. In the case where α
(a)
11 = α
(a)
22 = α
(a)
12
for a = 0, 1, Theorem 3 coincides with [Zhang and Cai, 2015].
Our second result gives sufficient conditions for the compatibility of two
bivariate Generalized Wendland models with a common smoothness parameter.
Theorem 4. For a given κ ≥ 0, let µ > d+ 1/2 + κ. If
σ
(0)
ii σ
(0)
jj ρ
(0)
ij
(β
(0)
ij )
1+2κ
=
σ
(1)
ii σ
(1)
jj ρ
(1)
ij
(β
(1)
ij )
1+2κ
, i, j = 1, 2, (14)
then for d = 1, 2, 3, the bivariate matrix valued covariance models BWλ(0) and
BWλ(1) are compatible.
Our third result gives sufficient conditions for the compatibility of a bivariate
Mate´rn model with a bivariate Generalized Wendland. To simplify notation, we
let α
(0)
ij = αij and β
(1)
ij = βij for i, j = 1, 2.
Theorem 5. For given ν ≥ 1/2 and κ ≥ 0, if ν = κ + 1/2, µ > d + 1/2 + κ,
and
σ
(0)
ii σ
(0)
jj ρ
(0)
ij
α2νij
= Cκ,µ
σ
(1)
ii σ
(1)
jj ρ
(1)
ij
β1+2κij
, i, j = 1, 2, (15)
Cκ,µ = µΓ(2κ+ µ+ 1)
/
Γ(µ+ 1) then for d = 1, 2, 3, the bivariate matrix valued
covariance models BMθ(0) and BWλ(1)) are compatible.
Theorems 4 and 5 have no existing counterpart, even in the restricted setting
where α
(a)
ij = α
(a) and β
(a)
ij = β
(a) for all i, j = 1, 2 and a = 0, 1. Again, for
each pair of covariance or cross covariance functions, the conditions (14) and
(15) on the covariance parameters are the same as in the univariate case in
[Bevilacqua et al., 2019] (see the proof of Theorem 5 that relates Cκ,µ to the
constants used in [Bevilacqua et al., 2019]).
5 Cokriging Predictions with Bivariate Gener-
alized Wendland and Mate´rn models
We now consider prediction at a new target location s0 given a realization of a
zero mean bivariate Gaussian field, using the bivariate Mate´rn and Generalized
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Wendland model, under fixed domain asymptotics. Specifically, we focus on
two properties: asymptotic efficiency of prediction and asymptotically correct
estimation of prediction variance. [Stein, 1988], in the univariate case, shows
that both asymptotic properties hold when kriging prediction is performed with
two equivalent Gaussian measures.
Let {si,1, . . . , si,ni ∈ D ⊂ Rd}, i = 1, 2, be any two sets of two-by-two dis-
tinct observation locations. Let Zn1,n2 = (Z
>
1;n1 ,Z
>
2;n2)
> be the observation
vector obtained from a bivariate Gaussian field {Z(s) = (Z1(s), Z2(s))>, s ∈
D}, where Zi;ni = (Zi(si,1), . . . , Zi(si,ni))>, i = 1, 2. Remark that we do not
necessarily assume collocated observation locations, that is the sets {s1,1, . . . , s1,n1}
and {s2,1, . . . , s2,n2} can be different.
Suppose we want to predict the first of the two components of the bivariate
random field at s0 that is Z1(s0), s0 ∈ D, using a misspecified bivariate model.
For simplicity we only consider prediction for the first as symmetrical arguments
hold for the second component. Specifically, we denote with BC(a) = [C(a)ij ]2i,j=1,
a = 0, 1 the true and misspecified bivariate matrix covariance function respec-
tively.
Let c
(a)
1;n1,n2
= (c
(a)
1;1;n1
>, c(a)2;1;n2
>)> with c(a)i;1;ni = [C
(a)
1i (||s0 − si,`||)]ni`=1, i =
1, 2, the vector covariances between the location to predict and Zn1,n2 . Let also
C (a)n1,n2 be the (n1 + n2) × (n1 + n2) matrix, with block i, j, of size ni × nj ,
given by [C
(a)
ij (||si,` − sj,k||)]ni,nj`=1,k=1, i, j = 1, 2, the variance-covariance matrix
associated with Zn1,n2 .
The (misspecifed) optimal predictor of Z1(s0), using BC(0) and BC(1), is
given by,
ẐBC
(a)
1;n1,n2(s0) = c
(a)
1;n1,n2
>(C (a)n1,n2)
−1Zn1,n2 .
Under the correct model BC(0), the mean squared prediction error based on
BC(1) is given by
VarBC(0)
[
ẐBC
(1)
1;n1,n2(s0)− Z1(s0)
]
= (σ
(0)
11 )
2 − 2c(1)1;n1,n2>(C (1)n1,n2)−1c
(0)
1;n1,n2
+ c
(1)
1;n1,n2
>(C (1)n1,n2)
−1C (0)n1,n2(C
(1)
n1,n2)
−1c(1)1;n1,n2
(16)
and if the true and misspecified models coincide then (16) simplifies for
a = 0, 1 to
VarBC(a)
[
ẐBC
(a)
1;n1,n2(s0)− Z1(s0)
]
= (σ
(a)
11 )
2 − c(a)1;n1,n2>(C (a)n1,n2)−1c
(a)
1;n1,n2
. (17)
The following Theorem follows directly from the arguments in [Stein, 1999a,
Section 4.3] extended to the bivariate case. Hence the proof is omitted. We
remark that these arguments indeed do not require collocated observation loca-
tions.
Theorem 6. Let {s1,1, . . . , s1,n1} and {s2,1, . . . , s2,n2} be dense in D as n1, n2 →
∞. For all s0 ∈ D, if P (BC(0)) ≡ P (BC(1)) on the paths of Z then:
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1. As n1, n2 →∞
VarBC(0)
[
ẐBC
(1)
1;n1,n2(s0)− Z1(s0)
]
VarBC(0)
[
ẐBC(0)1;n1,n2(s0)− Z1(s0)
] −→ 1. (18)
2. As n1, n2 →∞
VarBC(1)
[
ẐBC
(1)
1;n1,n2(s0)− Z1(s0)
]
VarBC(0)
[
ẐBC(1)1;n1,n2(s0)− Z1(s0)
] −→ 1. (19)
Then we can apply Theorem 6 using the results on the equivalence of Gaus-
sian measures given in Section 4 between two bivariate Mate´rn models, two
bivariate Generalized Wendland models and between a bivariate Mate´rn and a
Generalized Wendland model.
In particular, we apply Theorem 6 when considering a bivariate Mate´rn and
a bivariate Generalized Wendland model, probably the most interesting case.
With this goal in mind, we consider the cases BC(0) = BMθ(0) and BC(1) =
BWλ(1) defined in (6) and (7).
Theorem 7. For given ν ≥ 1/2 and κ ≥ 0, consider P (BMθ(0)) and P (BWλ(1)).
Let for simplicity α
(0)
ij = αij and β
(1)
ij = βij for i, j = 1, 2. Assume that
ν = κ + 1/2, µ > d + 1/2 + κ and that (15) holds. Let {s1,1, . . . , s1,n1} and
{s2,1, . . . , s2,n2} be dense in D as n1, n2 →∞. Then for d = 1, 2, 3:
1. As n1, n2 →∞
VarBM
θ(0)
[
Ẑ
BW
λ(1)
1;n1,n2
(s0)− Z1(s0)
]
VarBM
θ(0)
[
Ẑ
BM
θ(0)
1;n1,n2
(s0)− Z1(s0)
] −→ 1. (20)
2. As n1, n2 →∞
VarBW
λ(1)
[
Ẑ
BW
λ(1)
1;n1,n2
(s0)− Z1(s0)
]
VarBM
θ(0)
[
Ẑ
BW
λ(1)
1;n1,n2
(s0)− Z1(s0)
] −→ 1. (21)
An important implication of (20) and (21) is that, if ν = κ + 1/2, µ > d +
1/2+κ, and under condition (15), asymptotic cokriging prediction efficiency and
asymptotically correct estimates of error variance are achieved using a bivariate
Generalized Wendland model when the true model is bivariate Mate´rn. This
result has important practical implications, since the Generalized Wendland
matrix covariance functions, unlike the Mate´rn ones, are compactly supported.
Hence, using a Generalized Wendland model provides important computational
benefits, by enabling to exploit sparse matrix structures [Furrer et al., 2006,
Kaufman et al., 2008, Bevilacqua et al., 2019], with a typically negligible loss
of statistical accuracy if the true matrix covariance function is in the Mate´rn
class.
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6 Numerical Illustration
In this section we present a numerical illustration of the rates of convergence of
the ratios (20) and (21). The mean square prediction error (MSPE) for kriging
and cokriging can be interpreted as a statistic of the observation locations in
relation to the prediction location, i.e., the MSPE essentially depends on the
distance to the nearest observation location(s). Thus we work with regular grids
specified as follows. In one dimension, the observation locations for the primary
variable (component of the multivariate random field) are (k − 1)/(n1 − 1),
k = 1, . . . , n1, with n1 even. For the secondary variable we select (`−1)/(n2−1)
with n2 = n1, 1.5n1, 3n1, ` = 1, . . . , n2. In two dimensions we take n1 = n
2
x
observation locations at
(
(k − 1)/(nx − 1), (k′ − 1)/(nx − 1)
)
, with nx even,
k, k′ = 1, . . . , nx. For the secondary variable we select a similar grid with
n2 = n
2
x, (1.5nx)
2, (3nx)
2. Prediction for the first variable is at the center of the
domain, i.e., s0 = 0.5 and s0 = (0.5, 0.5), respectively.
We consider a bivariate Matrn model with θ(0) = (σ
(0)
11 , σ
(0)
22 , ρ12, ν, α11, α22, α12)
> =
(1.2, 1.1, 0.2, 1/2, 0.05, 0.09, 0.07)>. In the first illustration we keep the same
marginal variances and the same correlation parameter for the bivariate Gener-
alized Wendland model with κ = 1 and µ = 5. The range parameters are chosen
according to the equivalence condition (15) and yield for κ = 1 the parameter
vector λ(1) = (1.2, 1.1, 0.2, 1, 0.297, 0.535, 0.416)>.
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Figure 1: Log of ratios (20), (21) and log of MSPE of kriging versus cokriging
as a function of n1 in one (left) and two (right) dimensions. Gray lines indicate
numerical instabilities.
Figure 1 illustrates the ratios (20), (21) and the ratio of MSPE of kriging
versus cokriging in one and two dimensions. The convergence of the ratios is
fast, and numerical instabilities are observed in one dimension for quite small
n1. Except for the kriging/cokriging ratio, increasing the number of location
points for the secondary variable has only a very minor effect and can hardly be
distinguished visually. The saw-tooth shape of the dashed red line is due to the
alternating even/odd number of location observations n2. For a fixed n1, there
is of course a nonlinear relation between the ratios and where we exactly place
the point to predict within the observed grid. In one dimension, the log-ratio
can be reduced by roughly a factor of two if we move the prediction location
from 0.5 towards the nearest right observation location n1/(2n1 − 2). The left
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panel of Figure 2 illustrates the log ratios as a function of the grid spacing and
emphasizes again that the MSPE is essentially driven by the locations of the
nearby observations. The convergence rate for (20) is slightly higher compared
to (21) but equivalent to the ratio kriging versus cokriging in case of n1 = n2.
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Figure 2: Left panel: Log of ratios (20), (21) and log of MSPE of kriging versus
cokriging in one (solid) and two dimensions (dash-dotted) as a function of grid
spacing. Transparent lines indicate numerical instabilities. Right panel: Log
of ratios (20), (21) for different parameter settings of the bivariate Wendland
model. The inset figure shows the different configurations with varying σ11 (+)
and σ22 (×) and induced range parameters β11, β12 and β22. (β12 is plotted at
fixed x-axis value 1.15.) In both panels n2 = n1.
To study the effect of different ranges we modify the variance parameters of
the Generalized Wendland by
(
σ
(1)
11 + δ, σ
(1)
22 − δ
)
, δ = −0.6,−0.4, . . . , 0.6. The
range parameters are updated according to (15), leading to shorter ranges for
smaller standard deviations. The right panel of Figure 2 shows that the ratios
are quite stable with respect to different ranges. Increasing the range parameter
of the secondary variable reduces the ratio. Hence, it is possible to choose a
range parameter βij tailored to available computing and memory amount with
a bearable cost in terms of MSPE.
Note that for other values of the smoothness parameter ν the rates them-
selves change but the conclusions remain the same. Similarly, scaling the ranges
of the covariance parameters of the Matrn model has no effect on the asymp-
totic results as the scaling is essentially equivalent to adapting the number of
observation points.
A Proofs for Section 3
Proof of Theorem 1. Let µ ∈ Rd. We consider the integral operator V on
WD(F (0)) defined by
(V f)(µ) =
∫
Rd
B(µ,λ)F (0)(λ)f(λ)dλ.
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We note that (11) in concert with Cauchy-Schwarz inequality imply∫
Rd
||B(µ,λ)||||F(0)(λ)||||f(λ)||dλ ≤
√∫
Rd
||B(µ,λ)||2||F(0)(λ)||dλ
√∫
Rd
||F(0)(λ)||||f(λ)||2dλ.
(22)
The first integral in (22) is finite for almost all µ ∈ Rd from (11). The second
integral in (22) is smaller than a constant times
∫
Rd f¯(λ)
>F (0)(λ)f(λ)dλ <∞
from Condition 1. Hence, V f is well-defined as a function from Rd to Cp.
Let us now check that V f belongs toWD(F (0)) when f belongs toWD(F (0)).
We use f ∈ WD(F (0)) and repeatedly apply Cauchy-Schwarz inequality, so that,
for a finite constant c,
||V f ||2WD(F (0)) =
∫
Rd
∫
Rd
∫
Rd
f¯(λ)>F (0)(λ)B¯(λ, t)F (0)(t)B(t ,µ)F (0)(µ)f(µ)dtdλdµ
≤
∫
Rd
∫
Rd
∫
Rd
||f(λ)|| ||B(λ, t)|| ||F (0)(λ)|| ||F (0)(t)|| ||B(µ, t)||
||F (0)(µ)|| ||f(µ)||dtdλdµ
=
∫
Rd
dt ||F (0)(t)||
(∫
Rd
dλ||F (0)(λ)|| ||f(λ)||||B(λ, t)||
)
(∫
Rd
dµ||F (0)(µ)|| ||f(µ)|| ||B(µ, t)||
)
≤
∫
Rd
dt ||F (0)(t)||
√(∫
Rd
dλ||F (0)(λ)|| ||f(λ)||2
)(∫
Rd
dλ||F (0)(λ)|| ||B(λ, t)||2
)
√(∫
Rd
dµ||F (0)(µ)|| ||f(µ)||2
)(∫
Rd
dµ||F (0)(µ)|| ||B(µ, t)||2
)
≤ c
(∫
Rd
dλf¯(λ)>F (0)(λ)f(λ)
)∫
Rd
dt ||F (0)(t)||√∫
Rd
dλ||F (0)(λ)|| ||B(λ, t)||2
√∫
Rd
dµ||F (0)(µ)|| ||B(µ, t)||2
= c||f ||2WD(F (0))
∫
Rd
dt ||F (0)(t)||
∫
Rd
dλ||F (0)(λ)|| ||B(λ, t)||2 < +∞.
In the strict inequality below, we have used (11). In the second to last “≤” we
have used Condition 1.
Hence V maps WD(F (0)) to WD(F (0)). Let us check that V is Hermitian.
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For any f1,f2 ∈ WD(F (0)), we have
(V f1,f2)WD(F (0)) =
∫
Rd
dλf¯2(λ)
>F (0)(λ)
(∫
Rd
dµB(λ,µ)F (0)(µ)f1(µ)
)
=
∫
Rd
∫
Rd
dλdµf¯2(λ)
>F (0)(λ)B(λ,µ)F (0)(µ)f1(µ)
=
∫
Rd
∫
Rd
dλdµf¯1(µ)
>F (0)(µ)B(µ,λ)F (0)(λ)f2(λ)
=(V f2,f1)WD(F (0)),
where we have used B¯(λ,µ)> = B(µ,λ).
Let us now show that V is an Hilbert–Schmidt operator. Let (φk)k∈N be an
orthonormal basis of WD(F (0)). Let, for n ∈ N, λ,µ ∈ Rd,
Bn(λ,µ) =
n∑
a=1
(∫
Rd
B(λ, z)F (0)(z)φa(z)dz
)
φa(µ)
>.
Let also En(λ,µ) = Bn(λ,µ)−B(λ,µ). Then, we have
tr
(∫
Rd
∫
Rd
(F (0))1/2(λ)En(λ,µ)F
(0)(µ)En(λ,µ)
>(F (0))1/2(λ)dλdµ
)
(23)
≤ p
∫
Rd
dλ||F (0)(λ)||
∫
Rd
dµ
∣∣∣∣∣∣En(λ,µ)F (0)(µ)En(λ,µ)>∣∣∣∣∣∣
≤ p
p∑
a=1
∫
Rd
dλ||F (0)(λ)||
∫
Rd
dµ
(
e>aEn(λ,µ)
)
F (0)(µ)
(
e>aEn(λ,µ)
)>
.
(24)
We note that e>aBn(λ,µ) is the orthogonal projection in WD(F (0)) of the row
a of µ 7→ B(λ,µ) on the linear space spanned by φ>1 , . . . ,φ>n . For almost all
λ ∈ Rd, the norm of this row inWD(F (0)) is finite from (11). Hence, for almost
all λ ∈ Rd, the inner most integral in (24) goes to zero as n→∞. Furthermore,
this inner most integral is bounded by∫
Rd
dµ
(
e>aB(λ,µ)
)
F (0)(µ)
(
e>aB(λ,µ)
)>
,
which satisfies∫
Rd
dλ||F (0)(λ)||
∫
Rd
dµ
(
e>aB(λ,µ)
)
F (0)(µ)
(
e>aB(λ,µ)
)>
<∞
from (11). Hence, by the dominated convergence theorem, (23) goes to zero as
n→∞. Now, consider the application
A,C 7→ tr
(∫
Rd
∫
Rd
(F (0))1/2(λ)A(λ,µ)F (0)(µ)C (λ,µ)
>
(F (0))1/2(λ)dλdµ
)
,
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for functions A,C from Rd×Rd to Cp2 satisfying (11) with B replaced by A or
C there. One can check that this application is a scalar product. Hence, using
the triangle inequality, it follows that
tr
(∫
Rd
∫
Rd
(F (0))1/2(λ)Bn(λ,µ)F
(0)(µ)Bn(λ,µ)
>(F (0))1/2(λ)dλdµ
)
is bounded as n → ∞. This bounded quantity is equal to, using the orthogo-
nality of φ1, . . . ,φn,
n∑
i,j=1
tr
(∫
Rd
∫
Rd
(F (0))1/2(λ)
(∫
Rd
B(λ, z)F (0)(z)φi(z)dz
)
φi(µ)
>F (0)(µ)
φj(µ)
(∫
Rd
B(λ, z)F (0)(z)φj(z)dz
)>
(F (0))1/2(λ)dλdµ
)
=
n∑
i=1
tr
(∫
Rd
(F (0))1/2(λ)
(∫
Rd
B(λ, z)F (0)(z)φi(z)dz
)
(∫
Rd
B(λ, z)F (0)(z)φi(z)dz
)>
(F (0))1/2(λ)dλ
)
=
n∑
i=1
tr
(∫
Rd
(∫
Rd
B(λ, z)F (0)(z)φi(z)dz
)>
(F (0))1/2(λ)
(F (0))1/2(λ)
(∫
Rd
B(λ, z)F (0)(z)φi(z)dz
)
dλ
)
=
n∑
i=1
∫
Rd
(∫
Rd
B(λ, z)F (0)(z)φi(z)dz
)>
F (0)(λ)
(∫
Rd
B(λ, z)F (0)(z)φi(z)dz
)
dλ
=
n∑
i=1
||V φi||2WD(F (0)).
This implies that
∞∑
i=1
||V φi||2WD(F (0)) <∞
and thus V is Hilbert–Schmidt.
Hence, there exists a sequence (gk)k∈N of eigenfunctions of V . For k ∈
N, we let gk = (gk,1, . . . , gk,p)> from Rd to Cp and we remark that we have
(gk, gj)WD(F (0)) = δk,j for k, j ∈ N. We let (λk)k∈N be the corresponding
sequence of eigenvalues of V , such that we have V gk = λkgk for k ∈ N and∑∞
k=1 λ
2
k <∞.
Let k, j ∈ N be fixed. By definition of WD(F (0)), there exists a sequence
(φk,n)n∈N such that φk,n : D → Cp for n ∈ N and such that, with uk,n =
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(uk,n,1, . . . , uk,n,p)
> from Rd to Cp defined by
uk,n,i(λ) =
∫
D
e−ıλ
>tφk,n,i(t)dt ,
for i = 1, . . . , p and λ ∈ Rd, we have uk,n → gk in WD(F (0)). There also exists
a sequence (φj,n)n∈N that is defined similarly for gj instead of gk.
We have, using (12),∫
D
∫
D
φ¯k,n(t)
>R(1)(t − s)φj,n(s)dtds −
∫
D
∫
D
φ¯k,n(t)
>R(0)(t − s)φj,n(s)dtds
(25)
=
∫
D
∫
D
∫
Rd
∫
Rd
e−ıλ
>t+ıµ>s φ¯k,n(t)
>F (0)(λ)B(λ,µ)F (0)(µ)φj,n(s)dtdsdλdµ
=
∫
Rd
∫
Rd
u¯k,n(λ)
>F (0)(λ)B(λ,µ)F (0)(µ)uj,n(µ)dλdµ. (26)
Let us find the limit of the two terms in (25) as n→∞. We have∫
D
∫
D
φ¯k,n(t)
>R(1)(t − s)φj,n(s)dtds =
∫
D
∫
D
∫
Rd
eıλ
>(t−s)φ¯k,n(t)
>F (1)(λ)φj,n(s)dtdsdλ
=
∫
Rd
u¯k,n(λ)
>F (1)(λ)uk,n(λ)dλ
→n→∞
∫
Rd
g¯k(λ)
>F (1)(λ)gj(λ)dλ
using Lemma 1 and the triangle inequality. Similarly we have∫
D
∫
D
φ¯k,n(t)
>R(0)(t − s)φj,n(s)dtds →n→∞
∫
Rd
g¯k(λ)
>F (0)(λ)gj(λ)dλ.
Let us find the limit of (26) as n→∞. We have, with a finite constant c,∫
Rd
∫
Rd
u¯k,n(λ)
>F (0)(λ)B(λ,µ)F (0)(µ)uj,n(µ)dλdµ
−
∫
Rd
∫
Rd
g¯k(λ)
>F (0)(λ)B(λ,µ)F (0)(µ)uj,n(µ)dλdµ
=
∫
Rd
∫
Rd
[u¯k,n(λ)− g¯k(λ)]> F (0)(λ)B(λ,µ)F (0)(µ)uj,n(µ)dλdµ
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≤ c
√∫
Rd
∫
Rd
||F (0)(λ)||||B(λ,µ)||2||F (0)(µ)||dλdµ√∫
Rd
∫
Rd
||F (0)(λ)||||uk,n(λ)− gk(λ)||2||F (0)(µ)||||uj,n(µ)||2dµdλ
= c
√∫
Rd
∫
Rd
||F (0)(λ)||||B(λ,µ)||2||F (0)(µ)||dλdµ
√∫
Rd
||F (0)(λ)||||uk,n(λ)− gk(λ)||2dλ√∫
Rd
||F (0)(µ)||||uj,n(µ)||2dµ
→n→∞ 0,
where we have used the Cauchy–Schwarz inequality and the fact that uk,n con-
verges to gk in WD(F (0)), together with Condition 1 and (11).
We show similarly∫
Rd
∫
Rd
g¯k(λ)
>F (0)(λ)B(λ,µ)F (0)(µ)uj,n(µ)dλdµ
−
∫
Rd
∫
Rd
g¯k(λ)
>F (0)(λ)B(λ,µ)F (0)(µ)gj(µ)dλdµ →n→∞ 0.
Hence, (26) converges to∫
Rd
∫
Rd
g¯k(λ)
>F (0)(λ)B(λ,µ)F (0)(µ)gj(µ)dλdµ
as n→∞. Thus, from (25) and (26), we obtain
(gk, gj)WD(F (1)) − (gk, gj)WD(F (0)) = λkδjk. (27)
Let A be the operator from WD(F (0)) to WD(F (1)) defined by
Aφ = φ ∈ WD(F (1)).
From Lemma 1, A is well-defined and bounded. Let A? from WD(F (1)) to
WD(F (0)) be the adjoint operator to A. We remark that we have for φ1,φ2 ∈
WD(F (0)),
(A?Aφ1,φ2)WD(F (0)) = (Aφ1, Aφ2)WD(F (1)) = (φ1,φ2)WD(F (1)). (28)
Consider the operator ∆ = I − A?A from WD(F (0)) to WD(F (0)) where I is
the identity operator. Then from (28) we have, for φ1,φ2 ∈ WD(F (0)),
(∆φ1,φ2)WD(F (0)) = (φ1,φ2)WD(F (0)) − (φ1,φ2)WD(F (1)). (29)
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Let now φ1, . . . ,φn be any orthonormal functions in WD(F (0)). From (27) and
(29), we have, using Bessel’s inequality and Parseval’s identity,
+∞ >
∞∑
k=1
λ2k =
∞∑
k,j=1
(
(∆gk, gj)WD(F (0))
)2
=
∞∑
k=1
(
||∆gk||WD(F (0))
)2
≥
∞∑
k=1
n∑
j=1
(
(∆gk,φj)WD(F (0))
)2
=
∞∑
k=1
n∑
j=1
(
(gk,∆φj)WD(F (0))
)2
=
n∑
j=1
(
||∆φj ||WD(F (0))
)2
≥
n∑
k,j=1
(
(φk,∆φj)WD(F (0))
)2
.
Hence, from (29) we have
n∑
k,j=1
(
(φk,φj)WD(F (0)) − (φk,φj)WD(F (1))
)2
≤
∞∑
k=1
λ2k < +∞. (30)
Let for a = 0, 1, B(a) be the operator on L2,pD defined by B(a)(f)(t) =
∫
D
R(a)(t−
u)f(u)du. Let (hk)k∈N be the orthonormal basis of L
2,p
D composed of the
eigenfunctions of B(0), with eigenvalues (ρk)k∈N (the existence can be proved
as for the proof that V is Hilbert-Schmidt above). Let, for k ∈ N, φk =
(φk,1, . . . , φk,p) with φk,i(λ) =
∫
D
hk,i(t)e
−ıλ>tdt for i = 1, . . . , p. Then φk ∈
WD(F (0)) for k ∈ N and we have, for k, j ∈ N,
(φk,φj)WD(F (1)) =
∫
D
∫
D
∫
Rd
h¯k(t)
>eıλ
>tF (1)(λ)hj(u)e
−ıλ>udtdudλ
=
∫
D
∫
D
h¯k(t)
>R(1)(t − u)hj(u). (31)
Similarly,
(φk,φj)WD(F (0)) =
∫
D
∫
D
h¯k(t)
>R(0)(t − u)hj(u). (32)
In particular (φk,φj)WD(F (0)) = δk,jρk. Since the (φk)k∈N are not almost
surely equal to zero, it follows that ρk > 0 for k ∈ N from Condition 1.
Hence, from (30), (31) and (32), we obtain, with φ˜k = φk/ρ
1/2
k ,
∞ >
∞∑
k=1
λ2k ≥
n∑
k,j=1
(
(φ˜k, φ˜j)WD(F (0)) − (φ˜k, φ˜j)WD(F (1))
)2
=
n∑
k,j=1
(
1√
ρk
1√
ρj
(φk,φj)WD(F (0)) −
1√
ρk
1√
ρj
(φk,φj)WD(F (1))
)2
=
n∑
k,j=1
(
1√
ρk
1√
ρj
(hk,B(0)hj)L2,pD −
1√
ρk
1√
ρj
(hk,B(1)hj)L2,pD
)2
.
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Let now f ∈ L2,pD . We can write f =
∑∞
i=1 αihi with
∑∞
i=1 α
2
i < ∞. If
(f ,B(0)f)L2,pD = 1, we have
∑∞
i=1 α
2
i ρi = 1 and
(f ,B(1)f)L2,pD − 1 ≤
∣∣∣(f ,B(0)f)L2,pD − (f ,B(1)f)L2,pD ∣∣∣
≤
∞∑
i,j=1
|αiαj |
∣∣∣(hi,B(0)hj)L2,pD − (hi,B(1)hj)L2,pD ∣∣∣
=
∞∑
i,j=1
|αi√ρiαj√ρj |
∣∣∣∣ 1√ρi 1√ρj (hi,B(0)hj)L2,pD − 1√ρi 1√ρj (hi,B(1)hj)L2,pD
∣∣∣∣
≤
√√√√ ∞∑
i,j=1
α2i ρiα
2
jρj
√√√√ ∞∑
i=i,j
(
1√
ρi
1√
ρj
(hi,B(0)hj)L2,pD −
1√
ρi
1√
ρj
(hj ,B(1)hj)L2,pD
)2
≤
∞∑
k=1
λ2k.
Hence, with (B(a))1/2 the unique operator square root of B(a) for a = 0, 1,
there exists a finite constant c such that for any f ∈ L2,pD , ((B(1))1/2f , (B(1))1/2f)L2,pD ≤
c((B(0))1/2f , (B(0))1/2f)L2,pD . By a similar reasoning, there exists a finite con-
stant c′ such that for any f ∈ L2,pD , ((B(0))1/2f , (B(0))1/2f)L2,pD ≤ c
′((B(1))1/2f , (B(1))1/2f)L2,pD .
Hence from Proposition B.1 in [Da Prato and Zabczyk, 2014], the image spaces
of (B(0))1/2 and (B(1))1/2 are the same.
Let (B(0))−1/2 be the pseudo inverse of (B(0))1/2 (see [Da Prato and Zabczyk, 2014]).
Let also ψk = (B(0))1/2hk/ρ1/2k . Then (ψk)k∈N is an orthonormal basis of the
image of B(0) in L2,pD . We obtain, recalling that the φ˜k for k = 1, . . . , p are
orthonormal in WD(F (0)), from (30), (31) and (32),
∞ >
∞∑
k=1
λ2k ≥
n∑
k,j=1
(
(φ˜k, φ˜j)WD(F (0)) − (φ˜k, φ˜j)WD(F (1))
)2
=
n∑
k,j=1
(
1√
ρk
1√
ρj
(φk,φj)WD(F (0)) −
1√
ρk
1√
ρj
(φk,φj)WD(F (1))
)2
=
n∑
k,j=1
(
1√
ρk
1√
ρj
(hk,B(0)hj)L2,pD −
1√
ρk
1√
ρj
(hk,B(1)hj)L2,pD
)2
=
n∑
k,j=1
(
(ψk,ψj)L2,pD
− ((B(0))−1/2ψk,B(1)(B(0))−1/2ψj)L2,pD
)2
=
n∑
k,j=1
(
(ψk, [I − (B(0))−1/2B(1)(B(0))−1/2]ψj)L2,pD
)2
.
Hence, with the orthonormal basis (ψk)k∈N of the image of B(0) in L2,pD , we
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have ∞∑
k,j=1
(
(ψk, [I − (B(0))−1/2B(1)(B(0))−1/2]ψj)L2,pD
)2
<∞.
Hence, [I − (B(0))−1/2B(1)(B(0))−1/2] is a Hilbert–Schmidt operator from the
image of B(0) to L2,pD . Since we have seen also that the images of (B(0))1/2 and
(B(1))1/2 are the same, from Theorem 2.25 in [Da Prato and Zabczyk, 2014]
(see also Chapter 1 of [Maniglia and Rhandi, 2004]), P (R(0)) ≡ P (R(1)) on the
paths of Z.
Proof of Theorem 2. In this proof, it is convenient to consider two real-
valued stationary p-variate Gaussian random fields {Z(0)(s) = (Z(0)1 (s), . . . , Z(0)p (s))>,
s ∈ D} and {Z(1)(s) = (Z(1)1 (s), . . . , Z(1)p (s))>, s ∈ D}, where Z(0) and Z(1)
have continuous sample paths, and where, for a = 0, 1, Z(a) has zero mean and
matrix covariance function R(a) = [R
(a)
ij ]
p
i,j=1.
Let us first assume that for all λ ∈ Rd, F (1)(λ) ≥ F (0)(λ). Let, for λ ∈ Rd,
with c1 as in Condition 1,
F˜ (0)(λ) = c1γ(λ)
2Ip,
F˜ (1)(λ) = c1γ(λ)
2Ip + F
(1)(λ)− F (0)(λ), and
F˜ (2)(λ) = F (0)(λ)− c1γ(λ)2Ip.
Let Z˜(0), Z˜(1) and Z˜(2) be three independent p-variate Gaussian processes with
mean function zero and respective matrix spectral densities F˜ (0), F˜ (1) and F˜ (2).
Then, in distribution, for a = 0, 1, Z(a) = Z˜(a) + Z˜(2). Hence, in order to prove
the theorem, it is sufficient to show that the Gaussian measures given by Z˜(0)
and Z˜(1) are equivalent. Let us do this.
Let (g˜k)k∈N be an orthonormal basis in WD(F˜ (0)). Let n ∈ N. Since WD is
dense everywhere in WD(F˜ (0)), from Lemma 3, we can find g1, . . . , gn in WD
for which (gk, gl)WD(F˜ (0)) = δk,l for k, l = 1, . . . , n and
n∑
k=1
[
||g˜k||2WD(F˜ (1)) − ||g˜k||
2
WD(F˜ (0))
]2
≤ 1 +
n∑
k=1
[
||gk||2WD(F˜ (1)) − ||gk||
2
WD(F˜ (0))
]2
.
(33)
We have, using Cauchy–Schwarz inequality,
n∑
k=1
[
||gk||2WD(F˜ (1)) − ||gk||
2
WD(F˜ (0))
]2
=
n∑
k=1
[∫
Rd
g¯k(λ)
>
(
F˜ (1)(λ)− F˜ (0)(λ)
)
gk(λ)dλ
]2
≤
n∑
k=1
[∫
Rd
||gk(λ)||γ(λ)
∣∣∣∣F˜ (1)(λ)− F˜ (0)(λ)∣∣∣∣ 1
γ(λ)
||gk(λ)||dλ
]2
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≤
n∑
k=1
(∫
Rd
||gk(λ)||2γ(λ)2dλ
)(∫
Rd
∣∣∣∣F˜ (1)(λ)− F˜ (0)(λ)∣∣∣∣2 1
γ(λ)2
||gk(λ)||2dλ
)
≤ p2
dT d
c31(2pi)
d
∫
Rd
∣∣∣∣F˜ (1)(λ)− F˜ (0)(λ)∣∣∣∣2 1
γ(λ)4
dλ,
from Lemma 2, Condition 1, and since ||gk||WD(F˜ (0)) = 1. The above display is
finite and does not depend on n. We thus have
∞∑
k=1
[
||g˜k||2WD(F˜ (1)) − ||g˜k||
2
WD(F˜ (0))
]2
<∞.
Let us define V as a symmetric operator onWD(F˜ (0)) defined by (V g,h)WD(F˜ (0)) =∫
Rd g¯(λ)
>F˜ (1)(λ)h(λ)dλ (its existence follows from Riesz representation theo-
rem). Hence,
∑∞
k=1[(g˜k, (V − I)g˜k)WD(F˜ (0))]2 < ∞. Recall that F˜ (1) ≥ F˜ (0)
so (V − I)1/2 is well-defined and compact, so from the spectral theorem, there
exists a sequence of eigenfunctions (gk)k∈N of (V − I)1/2 with the correspond-
ing eigenvalues (
√
αk)k∈N. Furthermore, we have
∑∞
k=1(
√
αk)
4 < ∞. Hence,
(gk)k∈N is a sequence of eigenfunctions of V − I with eigenvalues (αk)k∈N with∑∞
k=1 α
2
k <∞ and so V − I is Hilbert–Schmidt.
We have, for r, q ∈ N, with constants c, c′ and using the equivalence of matrix
norms and that (gk)k∈N is an orthonormal basis of WD(F˜ (0)),∫
Rd
∫
Rd
∣∣∣∣∣∣ r+q∑
k=r
αkgk(λ)g¯k(µ)
>
∣∣∣∣∣∣2||F˜ (0)(λ)|| ||F˜ (0)(µ)||dλdµ
≤ c
∫
Rd
∫
Rd
r+q∑
k=r
∣∣∣∣∣∣F˜ (0)(λ)1/2 (αkgk(λ)g¯k(µ)>) F˜ (0)(µ)1/2∣∣∣∣∣∣2dλdµ
≤ c′
∫
Rd
∫
Rd
tr
([ r+q∑
k=r
αkF˜
(0)(λ)1/2gk(λ)g¯k(µ)
>F˜ (0)(µ)1/2
]
[ r+q∑
`=r
α`F˜
(0)(µ)1/2g`(µ)g¯`(λ)
>F˜ (0)(λ)1/2
])
dλdµ
= c′
r+q∑
k,`=r
αkα`
∫
Rd
∫
Rd
tr
(
F˜ (0)(λ)1/2gk(λ)g¯k(µ)
>F˜ (0)(µ)1/2F˜ (0)(µ)1/2g`(µ)g¯`(λ)
>F˜ (0)(λ)1/2
)
dλdµ
= c′
r+q∑
k,`=r
αkα`
∫
Rd
∫
Rd
g¯`(λ)
>F˜ (0)(λ)gk(λ)g¯k(µ)
>F˜ (0)(µ)g`(µ)dλdµ
=
r+q∑
k=r
α2k,
since (gk)k∈N is an orthonormal basis of WD(F˜ (0)). Since (αk)k∈N is square
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summable, it follows that
B(µ,λ)> =
∞∑
k=1
αkgk(λ)g¯k(µ)
>
is well-defined as a limit of Cauchy sequence and we have∫
Rd
∫
Rd
∣∣∣∣B(λ,µ)∣∣∣∣2||F˜ (0)(λ)|| ||F˜ (0)(µ)||dλdµ <∞.
Let R˜(j) be the matrix covariance function of Z˜j for j = 0, 1. For i = 1, . . . , p,
let ψi,r (λ) = e
−ıλ>re i for r ∈ Rd. We have, for i, j = 1, . . . , p,[
R˜(1)(t − s)− R˜(0)(t − s)]
i,j
= e>i
(∫
Rd
eı(t−s)
>λF˜ (1)(λ)dλ
)
ej − e>i
(∫
Rd
eı(t−s)
>λF˜ (0)(λ)dλ
)
ej
=
∫
Rd
ψ¯i,t (λ)
>F˜ (1)(λ)ψj,s(λ)dλ−
∫
Rd
ψ¯i,t (λ)
>F˜ (0)(λ)ψj,s(λ)dλ
=
(
(V − I)ψi,t ,ψj,s
)
WD(F˜ (0))
=
∞∑
k=1
αk
(
ψi,t , gk
)
WD(F˜ (0))
(
gk,ψj,s
)
WD(F˜ (0))
=
∞∑
k=1
αk
∫
Rd
∫
Rd
e>i e
ıλ>t F˜ (0)(λ)gk(λ)g¯k(µ)
>F˜ (0)(µ)e−ıµ
>sejdλdµ
= e>i
(∫
Rd
∫
Rd
eı(λ
>t−µ>s)F˜ (0)(λ)B(µ,λ)>F˜ (0)(µ)dλdµ
)
ej .
Hence using R˜
(a)
(−h) = R˜(a)(h)> for a = 0, 1 and F˜ (0) = (F˜ (0))>, we obtain
R˜(1)(t − s)− R˜(0)(t − s) =
∫
Rd
∫
Rd
e−ıλ
>teıµ
>s F˜ (0)(λ)B(λ,µ)F˜ (0)(µ)dλdµ.
Hence, from Theorem 1, the Gaussian measures given by Z˜(0) and Z˜(1)
are equivalent, thus so are the Gaussian measures given by Z(0) and Z(1) as
remarked previously.
Let us now drop the assumption that for all λ ∈ Rd, F (1)(λ) ≥ F (0)(λ). Let
t+ be the positive part of t ∈ R and let, for λ ∈ Rd,
F˜ (0)(λ) = c1γ(λ)
2Ip,
F˜ (1)(λ) = c1γ(λ)
2Ip +
[
sup
||v||=1
(
v¯>F (1)(λ)v − v¯>F (0)(λ)v)]+Ip,
F˜ (2)(λ) = F (0)(λ)− c1γ(λ)2Ip and
F (3)(λ) = F˜ (1)(λ) + F˜ (2)(λ).
Let Z˜(0), Z˜(1), Z˜(2) and Z(3) be four independent p-variate Gaussian pro-
cesses with mean function zero and respective matrix spectral densities F˜ (0),
F˜ (1), F˜ (2) and F (3).
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Then, in distribution, Z(0) = Z˜(0) + Z˜(2) and Z(3) = Z˜(1) + Z˜(2). We have∫
Rd
1
γ(λ)4
||F˜ (0)(λ)− F˜ (1)(λ)||2dλ ≤
∫
Rd
1
γ(λ)4
||F (0)(λ)− F (1)(λ)||2dλ < +∞.
Hence the Gaussian measures given by Z(0) and Z(3) are equivalent.
We remark that for any λ ∈ Rd and v ∈ Cp with ||v|| = 1, we have
v¯>F (3)(λ)v − v¯>F (1)(λ)v
= v¯>F (0)(λ)v − v¯>F (1)(λ)v +
[
sup
||v||=1
(
v¯>F (1)(λ)v − v¯>F (0)(λ)v)]+ ≥ 0.
Hence, applying the previous step of the proof, the measures given by Z(1) and
Z(3) are equivalent since∫
Rd
1
γ(λ)4
∣∣∣∣F (3)(λ)− F (1)(λ)∣∣∣∣2dλ ≤ 4 ∫
Rd
1
γ(λ)4
∣∣∣∣F (0)(λ)− F (1)(λ)∣∣∣∣2dλ <∞.
Hence the Gaussian measures given by Z(0) and Z(1) are equivalent.
The next lemma is immediate.
Lemma 1. Assume that Condition 1 holds. With c3 = c2/c1, for λ ∈ Rd,
F (1)(λ) ≤ c3F (0)(λ).
Lemma 2. In the context of the proof of Theorem 2, for n ∈ N, let g1, . . . , gn in
WD for which (gk, gl)WD(F˜ (0)) = δk,l for k, l = 1, . . . , n. Then for any λ ∈ Rd,
with a finite constant T ,
n∑
k=1
||gk(λ)||2 ≤
p2dT d
γ2(λ)c21(2pi)
d
.
Proof of Lemma 2. For λ ∈ Rd and k = 1, . . . , n, let hk(λ) = (hk,1(λ), . . . , hk,p(λ))> =
γ(λ)gk(λ). By convolution, with a finite constant T , there exist p square
summable functions ψk,1, . . . , ψk,p from [−T, T ]d to C such that for i = 1, . . . , p
hk,i(λ) =
∫
[−T,T ]d
e−ıλ
>tψk,i(t)dt .
We have, for k, ` = 1, . . . , n
c1
∫
Rd
g¯k(λ)
>γ(λ)2g`(λ)dλ = δk,`
and thus
c1
∫
Rd
h¯k(λ)
>h`(λ)dλ = δk,`.
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By Plancherel’s theorem we obtain
c1
∫
[−T,T ]d
ψ¯k,1(t)ψ`,1(t)dt + · · ·+ c1
∫
[−T,T ]d
ψ¯k,p(t)ψ`,p(t)dt =
1
(2pi)d
δk,`.
Hence, c1(2pi)
d/2((ψk,1, . . . , ψk,p)
>)k=1,...,n = c1(2pi)d/2(ψk)k=1,...,n is an or-
thonormal system in L2,p[−T,T ].
For i = 1, . . . , p, let φλ,i(t) = (0, . . . , 0, e
ıλ>t , 0, . . . , 0)> for λ, t ∈ Rd, where
the non-zero element is at position i. From Bessel’s inequality we obtain
n∑
k=1
|hk,i(λ)|2 =
n∑
k=1
∣∣∣∣∣
∫
[−T,T ]d
ψk,i(t)e
−ıλ>tdt
∣∣∣∣∣
2
=
n∑
k=1
∣∣∣∣∣
∫
[−T,T ]d
φ¯λ,i(t)
>ψk(t)dt
∣∣∣∣∣
2
≤ 1
c21(2pi)
d
∫
[−T,T ]d
||φλ,i(t)||2dt ≤
1
c21(2pi)
d
(2T )d.
Hence
n∑
k=1
γ(λ)2||gk(λ)||2 =
p∑
i=1
n∑
k=1
|hk,i(λ)|2 ≤ p(2T )
d
c21(2pi)
d
.
Lemma 3. We can find g1, . . . , gn in WD as described in (33).
Proof of Lemma 3. By density, for  > 0, we can find gˆ1, . . . , gˆn in WD such
that for k = 1, . . . , n, ||gˆk−g˜k||WD(F˜ (0)) ≤ /n2. LetM = [(gˆk, gˆ`)WD(F˜ (0))]k,`=1,...,n.
We have, for k, ` = 1, . . . , n,∣∣∣(gˆk, gˆ`)WD(F˜ (0)) − (g˜k, g˜`)WD(F˜ (0))∣∣∣ ≤ ∣∣∣(gˆk − g˜k, gˆ`)WD(F˜ (0))∣∣∣+ ∣∣∣(g˜k, gˆ` − g˜`)WD(F˜ (0))∣∣∣
≤ 3
n2
, (34)
from Cauchy–Schwarz. Also, from Lemma 1,∣∣∣(gˆk, gˆ`)WD(F˜ (1)) − (g˜k, g˜`)WD(F˜ (1))∣∣∣ ≤ ∣∣∣(gˆk − g˜k, gˆ`)WD(F˜ (1))∣∣∣+ ∣∣∣(g˜k, gˆ` − g˜`)WD(F˜ (1))∣∣∣
≤ c33
n2
. (35)
From Gershogrin’s circle theorem, we thus have ||M − In|| ≤ 3/n. For k =
1, . . . , n, let gk =
∑n
`=1(M
−1/2)k,`gˆ`. Then, g1, . . . , gn satisfy (gk, gl)WD(F˜ (0)) =
δk,l for k, l = 1, . . . , n. Furthermore, there exists a constant cn < ∞, not de-
pending on , such that ||gk − g˜k||WD(F˜ (0)) ≤ cn/n2.
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We then have, with a constant c′n not depending on ,∣∣∣∣∣
n∑
k=1
[
||g˜k||2WD(F˜ (1)) − ||g˜k||
2
WD(F˜ (0))
]2
−
n∑
k=1
[
||gk||2WD(F˜ (1)) − ||gk||
2
WD(F˜ (0))
]2∣∣∣∣∣
=
∣∣∣∣∣
n∑
k=1
(
||g˜k||2WD(F˜ (1)) − ||gk||
2
WD(F˜ (1)) − ||g˜k||
2
WD(F˜ (0)) + ||gk||
2
WD(F˜ (0))
)
(
||g˜k||2WD(F˜ (1)) + ||gk||
2
WD(F˜ (1)) − ||g˜k||
2
WD(F˜ (0)) − ||gk||
2
WD(F˜ (0))
)∣∣∣
≤ c′n

n2
,
proceeding as for (34) and (35). This concludes the proof since  can be chosen
arbitrarily small.
B Proofs for Section 4
Following notation in Section 2, we denote with P (BMθ) a zero mean Gaus-
sian measure induced by a bivariate Mate´rn covariance function with associated
spectral density B̂Mθ, and with P (BWλ) a zero mean Gaussian measure in-
duced by a Generalized Wendland covariance function with associated spectral
density B̂Wλ.
B.1 Mathematical Background for the Proofs
Fourier transforms of isotropic covariance functions, for a given d, have a simple
expression, as reported in [Yaglom, 1987] or [Stein, 1999a]. For a continuous
function φ : [0,∞)→ R such that φ(|| · ||) is positive definite in Rd, we define its
isotropic spectral density as
φ̂(z) =
z1−d/2
(2pi)d
∫ ∞
0
ud/2Jd/2−1(uz)φ(u)du, z ≥ 0, (36)
where Jd/2−1 is the Bessel function of the first kind. Throughout the paper,
we use the notations: M̂ν,α, and Ŵµ,κ,β for the isotropic spectral densities of
Mν,α and Wµ,κ,β , respectively.
A well-known result about the spectral density of the Mate´rn model is the
following:
M̂ν,α(z) = Γ(ν + d/2)
pid/2Γ(ν)
αd
(1 + α2z2)ν+d/2
, z ≥ 0. (37)
The spectral density of the Generalized Wendland function is given by [Bevilacqua et al., 2019]
Ŵµ,κ,β(z) = L(d, µ, κ)βd1F2
(
ζ; ζ +
µ
2
, ζ +
µ
2
+
1
2
;− (zβ)
2
4
)
, z > 0;
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where ζ = (d+ 1)/2 + κ, where
L(d, µ, κ) =

2−dpi−d/2Γ(µ+1)Γ(2κ+d)
Γ(κ+d/2)Γ(µ+d+1+2κ)
Γ(κ)
B(2κ,µ+1) if κ > 0
2−d+1pi−d/2Γ(µ+1)Γ(d)
Γ(d/2)Γ(µ+d+1) if κ = 0
and where 1F2(a; b, c; z) is defined in (10).
Then, the spectral densities associated with the multivariate Mate´rn and
Generalized Wendland models (6) and (7) are
B̂Mθ(z) =
[
ρijσiiσjjM̂ν,αij (z)
]2
i,j=1
, ρ11 = ρ22 = 1, α12 = α21
and
B̂Wλ(z) =
[
ρijσiiσjjŴµ,κ,βij (z)
]2
i,j=1
, ρ11 = ρ22 = 1, β12 = β21.
B.2 Proofs of Theorems 3, 4 and 5
Before proving Theorems 3, 4 and 5, we state and prove several preliminary
lemmas.
Lemma 4. For any x > 0, y > 0 and r > 0,∫
Rd
(1 + ||λ||)4r
(
1
(x+ ||λ||2)r −
1
(y + ||λ||2)r
)2
dλ <∞.
Proof of Lemma 4. The integral is equal to∫
Rd
(1 + ||λ||)4r
(x+ ||λ||2)2r(y + ||λ||2)2r
(
(y + ||λ||2)r − (x+ ||λ||2)r)2 dλ
≤
∫
Rd
(1 + ||λ||)4r
(x+ ||λ||2)2r(y + ||λ||2)2r ||λ||
4r
((
1 +
y
||λ||2
)r
−
(
1 +
x
||λ||2
)r)2
dλ
≤ c
∫
Rd
((
1 +
y
||λ||2
)r
−
(
1 +
x
||λ||2
)r)2
dλ
with a constant 0 < c < ∞. The function in the above integral has order of
magnitude 1/||λ||4 as ||λ|| → ∞ so this function is integrable on Rd for d =
1, 2, 3.
Lemma 5. Consider ν > 0, α11 > 0, α22 > 0, α12 > 0, σ11 > 0, σ22 > 0 and
ρ12 ∈ (−1, 1). Let θ = (σ11, σ22, ρ12, ν, α11, α22, α12)>. If
ρ212 <
α4ν12
α2ν11α
2ν
22
inf
t≥0
(α−212 + t
2)2ν+d
(α−211 + t2)ν+d/2(α
−2
22 + t
2)ν+d/2
(38)
then, there exist constants 0 < c < c′ <∞ such that for all λ ∈ Rd,
c(1 + ||λ||)−2ν−dI2 ≤ B̂Mθ(||λ||) ≤ c′(1 + ||λ||)−2ν−dI2.
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Proof of Lemma 5. It suffices to show that there exist constants 0 < c < c′ <
∞ such that
cI2 ≤ (1 + ||λ||)2ν+dB̂Mθ(||λ||) ≤ c′I2.
Because of (37), the elements of (1 + ||λ||)2ν+dB̂Mθ(||λ||) are bounded on Rd.
It is thus sufficient to show that the determinant of (1 + ||λ||)2ν+dB̂Mθ(||λ||) is
bounded away from 0 on Rd. This determinant is equal to
(1 + ||λ||)4ν+2d
(
Γ(ν + d/2)
Γ(ν)pid/2
)2(
σ211σ
2
22
α2ν11α
2ν
22
1
(α−211 + ||λ||2)ν+d/2
1
(α−222 + ||λ||2)ν+d/2
− (σ11σ22ρ12)
2
α4ν12
1
(α−212 + ||λ||2)2ν+d
)
=
(1 + ||λ||)4ν+2d
α4ν12(α
−2
12 + ||λ||2)2ν+d
(
Γ(ν + d/2)
Γ(ν)pid/2
)2
σ211σ
2
22(
α4ν12
α2ν11α
2ν
22
(α−212 + ||λ||2)2ν+d
(α−211 + ||λ||2)ν+d/2(α−222 + ||λ||2)ν+d/2
− ρ212
)
,
which is bounded away from 0 by assumption.
Lemma 6. Consider κ ≥ 0, µ > d + 1/2 + κ, β11 > 0, β22 > 0, β12 > 0,
σ11 > 0, σ22 > 0 and ρ12 ∈ (−1, 1). Let λ = (σ11, σ22, ρ12, µ, κ, β11, β22, β12)>.
If
ρ212 < inf
z≥0
Ŵµ,κ,β11(z)Ŵµ,κ,β22(z)(Ŵµ,κ,β12(z))2 (39)
then, there exist constants 0 < c < c′ <∞ such that for all λ ∈ Rd,
c(1 + ||λ||)−(d+1+2κ)I2 ≤ B̂Wλ(||λ||) ≤ c′(1 + ||λ||)−(d+1+2κ)I2.
Proof of Lemma 6. We remark that, for all β > 0, there exist constants
0 < c˜ < c˜′ <∞ such that for all λ ∈ Rd,
c˜(1 + ||λ||)−(d+1+2κ) ≤ Ŵµ,κ,β(||λ||) ≤ c˜′(1 + ||λ||)−(d+1+2κ)
from Theorem 1 in [Bevilacqua et al., 2019]. The rest of the proof is similar to
that of Lemma 5. We remark that the right-hand side of (39) is equal to the
right-hand side of (9).
Lemma 7. Let ν > 0. There exists a function γ : Rd → R such that (γ, . . . , γ)> ∈
W[−b,b]d for some fixed 0 < b <∞ and there exist two constants 0 < c < c′ <∞
such that for all λ ∈ Rd
cγ2(λ) ≤ (1 + ||λ||)−2ν−d ≤ c′γ2(λ).
Proof of Lemma 7. In [Zastavnyi, 2006], it is shown that there exists a family
of functions from Rd to R of the form φδ,µ,ν¯,α, with compact support, for δ, µ, ν¯ >
0 and α ∈ R, such that by combining Theorem 3, 6. (iii) and theorem 6, 1., (i)
30
in [Zastavnyi, 2006], the Fourier transform φˆδ,µ,ν¯,α of φδ,µ,ν¯,α satisfies, for two
positive finite constants c˜, c˜′, for all λ ∈ Rd,
c˜φˆδ,µ,ν¯,α(λ) ≤ (1 + ||λ||)−(d−1+α+1) ≤ c˜′φˆδ,µ,ν¯,α(λ) (40)
provided
δ > 0, µ > 0, ν¯ > 0, α+ d > 0, d− 1 + α+ 1 > 0, δ > 0, µ > 0,
d− 1
2
+ ν¯ +
1
2
> 0, d− 1 + α < 2
(
d− 1
2
+ ν¯
)
, µ+
d− 1
2
+ ν¯ > d− 1 + α+ 1,
δ = 2, µ >
1
2
,
d− 1
2
+ ν¯ > −1
2
, d− 1 + α = d− 1
2
+ ν¯ − 1
2
.
These conditions hold if
ν¯ > 0, d+ α > 0, δ = 2, µ >
1
2
, d+ ν¯ > 0, α < 2ν¯,
µ− d
2
− 1
2
+ ν¯ > α, ν¯ =
d
2
+ α.
These conditions hold if
d
2
+ α > 0, d+ α > 0, δ = 2, µ >
1
2
,
3d
2
+ α > 0, α < d+ 2α,
µ >
1
2
, ν¯ =
d
2
+ α.
These conditions hold if
α > −d
2
, α > −d, δ = 2, µ > 1
2
, α > −3d
2
, α > −d, ν¯ = d
2
+ α.
Hence, we can select α = ν−d/2, in which case in (40), we have d−1 +α+ 1 =
d/2 + ν and thus we can let γ = φˆδ,µ,ν¯,α to conclude the proof.
Proof of Theorem 3. From Lemmas 5 and 7, Condition 1 holds. Let γ2 be
as in Lemma 7, satisfying Condition 1. We have, for i, j = 1, 2, with a constant
0 < c <∞∫
Rd
1
γ(λ)4
(
ρ
(0)
ij σ
(0)
ii σ
(0)
jj M̂ν,α(0)ij (||λ||)− ρ
(1)
ij σ
(1)
ii σ
(1)
jj M̂ν,α(1)ij (||λ||)
)2
dλ
≤ c
∫
Rd
(1 + ||λ||)4ν+2d
{
σ
(0)
ii σ
(0)
jj ρ
(0)
ij
(α
(0)
ij )
2ν
Γ(ν + d/2)
Γ(ν)pid/2
1
((α
(0)
ij )
−2 + ||λ||2)ν+d/2
−σ
(1)
ii σ
(1)
jj ρ
(1)
ij
(α
(1)
ij )
2ν
Γ(ν + d/2)
Γ(ν)pid/2
1
((α
(1)
ij )
−2 + ||λ||2)ν+d/2
}2
dλ
= c
(
σ
(0)
ii σ
(0)
jj ρ
(0)
ij
(α
(0)
ij )
2ν
Γ(ν + d/2)
Γ(ν)pid/2
)2 ∫
Rd
(1 + ||λ||)4ν+2d
[
1
((α
(0)
ij )
−2 + ||λ||2)ν+d/2
− 1
((α
(1)
ij )
−2 + ||λ||2)ν+d/2
]2
dλ <∞
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from Lemma 4. This concludes the proof, from Theorem 2.
Proof of Theorem 4. From Lemmas 6 and 7, Condition 1 holds. Let γ2 be
as in Lemma 7, satisfying Condition 1. From Theorem 2, in order to prove
Theorem 4, it is sufficient to show that, for i, j = 1, 2,∫
Rd
1
γ(λ)4
(
ρ
(0)
ij σ
(0)
ii σ
(0)
jj Ŵµ,κ,β(0)ij (||λ||)− ρ
(1)
ij σ
(1)
ii σ
(1)
jj Ŵµ,κ,β(1)ij (||λ||)
)2
dλ <∞.
This is equivalent to
∫
Rd
(
ρ
(0)
ij σ
(0)
ii σ
(0)
jj Ŵµ,κ,β(0)ij (||λ||)− ρ
(1)
ij σ
(1)
ii σ
(1)
jj Ŵµ,κ,β(1)ij (||λ||)
)2
(
ρ
(0)
ij σ
(0)
ii σ
(0)
jj Ŵµ,κ,β(0)ij (||λ||)
)2 dλ <∞
which is proved in the proof of Theorem 4 in [Bevilacqua et al., 2019].
Proof of Theorem 5. From Lemmas 5, 6 and 7, Condition 1 holds. Let γ2
be as in Lemma 7, satisfying Condition 1. From Theorem 2, in order to prove
Theorem 5, it is sufficient to show that, for i, j = 1, 2,∫
Rd
1
γ(λ)4
(
ρ
(0)
ij σ
(0)
ii σ
(0)
jj M̂ν,αij (||λ||)− ρ(1)ij σ(1)ii σ(1)jj Ŵµ,κ,βij (||λ||)
)2
dλ <∞.
This is equivalent to∫
Rd
(
ρ
(0)
ij σ
(0)
ii σ
(0)
jj M̂ν,αij (||λ||)− ρ(1)ij σ(1)ii σ(1)jj Ŵµ,κ,βij (||λ||)
)(
ρ
(0)
ij σ
(0)
ii σ
(0)
jj M̂ν,αij (||λ||)
)2 dλ <∞
which is proved in the proofs of Theorems 5 and 6 in [Bevilacqua et al., 2019].
In order to apply these proofs, remark that one can show, using the basic prop-
erties of the Gamma function, that Cκ,µ is equal to Cν,κ,µ in Theorem 5 of
[Bevilacqua et al., 2019] if κ > 0 and toRµ in Theorem 6 of [Bevilacqua et al., 2019]
if κ = 0.
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