ABSTRACT. Diffuse ultrasonic waves for structural health monitoring offer the advantages of simplicity of signal generation and reception, sensitivity to damage, and large area coverage. However, one of the difficulties associated with these complex signals is extraction of robust features that can be related to progression of damage. This paper investigates feature extraction techniques in embedded state space, which is an approach that has been proposed for vibration-based structural health monitoring. A continuous chaotic signal is typically used to excite the specimen to obtain a non-periodic steady state response in the time domain. However, diffuse waves are naturally transient and are usually formed using an impulsive or burst excitation. In this paper, a computer-generated continuous chaotic signal is convolved with the measured transient diffuse signal to simulate the response to a chaotic excitation. This convolved signal is embedded into state space and various features are extracted from the resulting phase portrait. This convolution method is applied to data from two experiments on aluminum plates in which artificial flaws are introduced and incrementally enlarged. Selected state space features show the ability to track increasing flaw growth.
INTRODUCTION
Diffuse ultrasonic waves, also called coda waves, are multi-modal elastic waves that cannot be characterized by well defined guided or bulk wave modes. Diffuse waves arise when waves propagate in heterogeneous scattering materials or in homogeneous materials after multiple reflections from boundaries. For structural health monitoring, if the structure supports guided waves, such as a plate or a rod, guided wave modes are preferred to obtain clear single modes. However, if the structure is irregular or inhomogeneous, guided waves either do not exist or are difficult to interpret. In such situations, diffuse waves are the ultrasonic waves that exist naturally. The difficulty associated with diffuse waves is the complexity of the waveforms, because for diffuse waves, as many modes as the structure can support can exist during the propagation. In [1] , the authors proposed three methods to analyze diffuse signals, namely time domain differencing, spectrogram differencing, and the local temporal coherence.
Here we consider the state space approach that has been proposed for vibration-based structural health monitoring. For those applications [2] [3] , the structure is excited by a chaotic signal to obtain responses of different frequencies. The received one dimensional response in the time domain is converted into a multi-dimensional phase portrait in state space by the method of embedding. Then, features based on comparison of phase portraits are extracted to correlate the response of the structure to the growth of damage.
Diffuse ultrasonic signals are easily excited by an impulse, and the received ultrasonic signal is naturally transient. To apply the state space method, the measured diffuse ultrasonic signal is viewed as the impulse response of the structure. This signal is convolved with a computer-generated chaotic signal to simulate the response to a physical chaotic excitation, assuming that the system is linear. Using this simulated chaotic response, state space embedding and feature extraction techniques similar to those proposed in vibration-based structural health monitoring are performed. Two features, nonlinear cross prediction error [4] and non-zeros in the cross recurrence plot [5] , are investigated.
EXPERIMENTS
Two experiments on aluminum plates are conducted in which artificial flaws are introduced and incrementally enlarged. In the first experiment, the specimen was a 6061 aluminum plate (50.8 mm x 152.4 mm x 6.35 mm). Two 2.25 MHz broadband epoxybacked piezoelectric transducers were attached to the top surface of the specimen with one operating as transmitter and the other as receiver. An artificial flaw was introduced by drilling a through thickness hole. The initial size of the hole was 1.98 mm in diameter, and it was subsequently enlarged in ten steps to a final diameter of 6.35 mm. In the second experiment, the specimen geometry and the experimental setup were the same as for the first. A crack was simulated by cutting a through thickness notch on the edge of the specimen. The notch width was 0.25mm, the starting notch length was 0.64 mm, and it was increased in increments of 0.64 mm to a final length of 6.35 mm for a total of ten steps. Detailed information on the specimen geometry, flaw locations and transducer locations can be found in [6] .
The specimen was excited by an impulse to generate diffuse waves. Received responses were digitized at 6.25 MHz. Each recorded waveform was the average of 50 signals to minimize electronic noise. The waveforms were recorded for 500 µs each for a total of 3125 points per waveform. A typical diffuse wave is shown in Fig. 1 along with its amplitude spectrum. 
ANALYSIS

Theory of Embedding
Embedding, also known as state space reconstruction, is widely used for nonlinear time series analysis. The basic idea is that the multi-dimensional phase portrait (in state space) of a multi-dimensional dynamic system can be reconstructed from a scalar time series that is measured from one state variable of the system. Consider a dynamic system described by )
, where X is the state variable vector of dimension d. Suppose we can only measure one state variable through a measurement function; i.e., ) ( n n X S s = , where n=1,..., N is the time index and s n is the measured scalar time series. The embedding theorem proves that the phase portrait X n can be reconstructed from s n by the method of delayed coordinate embedding,
( , , , , ).
Here m is the embedding dimension and τ is the time delay measured in sample intervals.
As explained in the mathematical proof of the embedding theorem [7] [8] , proper values of m and τ are critical for a valid embedding. For the time delay τ, there are two methods to determine its value. The first method is calculating the mutual information of the time series; the time lag corresponding to the first minimum of the mutual information is the best time delay [9] . The second method is calculating the auto-correlation function; the time lag corresponding to the first zero crossing is chosen to be the time delay [10] .
The other critical parameter, the embedding dimension m, must satisfy the condition m>2d if d is known. However, for the work in this paper, d is unknown. One method to determine m is calculating false neighbors [10] . Another more straightforward method is to post-calculate the box dimension [7] . The box dimension is an approximation of the dimension of a phase portrait, which is especially useful for fractal dimensions. It is defined as,
where N(ε) is the minimal number of m-dimensional boxes with side length of ε that encloses the phase portrait existing in an m-dimensional state space. If the same time series is embedded into multiple state spaces with increasing dimension m, its box dimension will reach a plateau, which means the phase portrait is fully reconstructed. Consequently, the minimal embedding dimension is the integer rounded up from the plateau value. A higher embedding dimension is not necessary but requires extra computational effort.
Here the idea of calculating the box dimension is used, but the minimal embedding dimension is not determined by the condition of the box dimension reaching a plateau. Instead, if for embedding dimensions m 0 and m 0 +1, the calculated box dimensions are both less than m 0 , then m 0 is taken to be the minimal embedding dimension. This modified condition is usually reached earlier than the plateau method.
Simulated Chaotic Excitation
In vibration-based structural health monitoring, the structure is excited by a continuous chaotic signal. The vibration response is recorded as a time series after the vibrations reach steady state. The reason to use a chaotic excitation is that it is broadband and thus excites a range of frequencies. Moreover, it can be generated from low dimension dynamic systems so that low dimension embedding is applicable [4] . In addition, a chaotic signal is extremely sensitive to the initial conditions of the dynamic system. In the framework of structural health monitoring, this sensitivity to initial conditions means that the measured response to the chaotic excitation should be sensitive to structural changes.
However, diffuse ultrasonic signals excited by an impulse are transient. The signal decays to zero as the energy dissipates inside the structure, as shown in Fig. 1 . A direct application of the method of embedding to the transient diffuse signal results in an embedded phase portrait whose trajectory always falls into the origin. This causes undesired similarity between embedded phase portraits, and thus is a disadvantage if features based on the comparison of phase portraits are used.
To avoid such a situation, the transient diffuse ultrasonic signal is first convolved with a continuous chaotic signal, and this convolved signal is then used for embedding. The effect of the ultrasonic signal decay is modified because the trajectories no longer fall into the origin. Furthermore, if the transient diffuse ultrasonic signal is viewed as the impulse response of the specimen and the chaotic signal is viewed as the system input, then the convolved signal is the simulated response to the chaotic excitation.
In this paper, the state variable 1 X of the Lorenz system is used to calculate the simulated excitation. The Lorenz system is given by,
where σ, r and b are 10, 28 and 8/3, respectively. The system is solved using the RungeKutta method, and the interval of integration is fixed to be 0.16 µs to match the sampling frequency of the ultrasonic diffuse signal. The parameter k in Equation (3) is chosen to be 3x10 -6 . It controls the oscillation of the Lorenz system so that the spectrum of the chaotic signal spans a similar range to that of ultrasonic signal to avoid losing information. Fig. 2 shows spectra of the ultrasonic signal, the chaotic signal and the convolved signal. The chaotic signal is of length 250000 points, and the convolution is computed in frequency domain. 
Feature Extraction
After the diffuse signal is embedded into state space, features based on comparison of phase portraits are extracted. If a non-flaw baseline waveform is available, a monitored signal can be compared to the baseline signal in state space and the difference used to monitor the growth of damage; the assumption is that more extensive damage results in a larger difference in state space.
The nonlinear cross prediction error (NCPE) is a state space feature proposed by Todd et al. [4] for comparing two phase portraits. For a given phase portrait that consists of n phase points (1,2,…,n in time order), the n+∆n phase point can be predicted by first finding the neighborhood of the last phase point n, then looking up the spatial position of each neighbor after evolution of ∆n steps. The average of all evolved neighbors is the predicted n+∆n phase point. To use this method of prediction to compare two phase portraits, a fiducial phase point is arbitrarily chosen in the first phase portrait. Then in the second phase portrait, a neighborhood of the same position as the fiducial point in the first portrait is found. Using this neighborhood, a ∆n prediction can be computed. This is the prediction of the fiducial point from the second phase portrait. Therefore, the difference between the prediction and the actual ∆n step evolution of the fiducial point indicates the difference between two phase portraits. In practice, multiple fiducial points in various locations of phase space should be chosen to represent the whole phase portrait; the average of the prediction errors of those fiducial points is the value of NCPE. Finally, fiducial points cannot be the last ∆n points because their evolution is unknown.
The other feature investigated in this paper is based upon the recurrence plot. The recurrence plot of a given phase portrait X n is the plot of its recurrence matrix R ij , which is defined as,
where Θ is the Heaviside function and ε is the threshold for the distance between two phase points X i and X j . The number of non-zeros of the matrix R ij is an indicator of the extent to which a phase portrait repeats itself. To compare two phase portraits, the authors in [5] propose a modified recurrence matrix, in which the phase point X j in Equation (4) is replaced by Y j , the j th phase point in the phase portrait to be compared. The result is referred to as the cross recurrence plot. Consequently, the number of non-zeros in the cross recurrence plot shows the similarity of two phase portraits and is used as the feature.
RESULTS
The convolved signal has a total of 253124 points. In order to both retain all of the information in the diffuse signal and reduce the computing effort, a segment of 20000 points in the middle of the convolved signal is extracted for embedding. This extracted signal is embedded into 2, 3, and 4-dimensional spaces. Typical values of the box dimension are 1.87, 2.30, and 2.86, respectively. According to the proposed method of determining the box dimension, m=3 is used for embedding. To check the validity, the signal is embedded into a 5-dimensional space. The typical box dimension is 2.88. Thus, m=3 is confirmed as the optimal embedding dimension since the box dimension does reach a plateau. The auto-correlation function is used to determine the time delay τ, and its optimal value was found to be 8 sample intervals for all signals.
For the feature NCPE, although there is no rule for choosing the fiducial points, these phase points should be distributed throughout the phase portrait to reflect its entire structure. Therefore, three trajectories starting at the 2000 th , 5000 th , and 18000 th point of the embedded phase portrait are chosen, representing different regions of the phase portrait. Each trajectory consists of 10 points, resulting in 30 fiducial points for one phase portrait. In calculating the NCPE, the prediction horizon ∆n is chosen to be half of the time delay value τ used for embedding [4] , which is 4 time samples. The value of NCPE is normalized to the range 0-1 for the purpose of comparison. Fig. 3 shows the result of the first experiment, where the abscissa is the hole diameter, the dashed lines are results based on the different fiducial trajectories, and the solid line is the average. The result of the second experiment is similarly shown in Fig. 4 where the abscissa is the notch length. The results show that the feature NCPE is correlated to the growth of damage for both experiments to some extent. The range of the feature value for the first experiment is larger than for the second, most likely because the area of the flaw in the first experiment is larger. However, the location of fiducial points does change the feature value, which introduces uncertainty in the result.
Compared to the NCPE, the number of non-zeros in the cross recurrence plot is a global feature because all points in the state space contribute to its value. For its calculation, a segment of 6250 points of the convolved signal is used for embedding. The number of non-zeros is normalized by 6250 2 , the number of elements in the matrix R ij , as suggested in [5] . The results are plotted in Figures 5 and 6 for the two experiments. It can be seen that this feature is well-correlated to the growth of damage for both experiments. 
SUMMARY AND CONCLUSIONS
The method of state space feature extraction is used to analyze diffuse ultrasonic signals. The response to a chaotic excitation is simulated by convolving the diffuse signal with a computer generated Lorenz signal to enable embedding. The box dimension is calculated to determine the embedding dimension.
Two features based on the comparison of a signal and a baseline in state space are compared. As a global feature, the number of non-zeros in the cross recurrence plot is better correlated to growth of damage than the non-linear cross prediction error. Its value is determined from the entire phase portrait, and is close to monotonic with flaw size.
The overall performance of these features shows promise of further study in using diffuse ultrasonic waves for structural health monitoring. Future work can be conducted in two areas. One is to use actual chaotic excitations to produce diffuse waves, and the other direction is to find more state space features that are more effective in monitoring progression of structural damage.
