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We study the remanent magnetization in antiferromagnetic, many-body localized quantum spin
chains, initialized in a fully magnetized state. Its long time limit is an order parameter for the
localization transition, which is readily accessible by standard experimental probes in magnets. We
analytically calculate its value in the strong-disorder regime exploiting the explicit construction of
quasi-local conserved quantities of the localized phase. We discuss analogies in cold atomic systems.
Introduction. The non-equilibrium dynamics in dis-
ordered, isolated quantum systems have been subject to
theoretical investigations ever since the notion of local-
ization was introduced in [1]. Spin systems in random
fields are prototypical models to analyze the disorder-
induced breakdown of thermalization: a large number of
studies on disordered spin chains [2–13] has provided ev-
idence for a dynamical phase transition between a weak-
disorder phase which thermalizes, and a Many-Body Lo-
calized (MBL) phase in which excitations do not diffuse,
ergodicity is broken and local memory of the initial con-
ditions persists for infinite time [14–16].
Signatures of MBL are found in the properties of in-
dividual many-body eigenstates. Even highly excited
eigenstates exhibit area-law scaling of the bipartite en-
tanglement entropy [4, 7, 8, 17] and Poissonian level
statistics [2, 18, 19], both being incompatible with ther-
malization [20–22]. Novel dynamical properties such as
the logarithmic spreading of entanglement have been
observed in direct simulations of the time evolution
[3, 23]. The non-equilibrium physics of MBL systems
has been probed experimentally in artificial quantum sys-
tems made of cold atomic gases [24, 25] and trapped ion
systems [26], while an indirect signature in the from of
strongly suppressed absorption of radiation was found
in electron-glasses [27]. However, direct observations of
MBL in solid-state materials are still lacking.
It has been argued [28–30] that the properties of MBL
systems are related to the existence of extensively many
quasi-local conserved operators that strongly constrain
the quantum dynamics, preventing both transport and
thermalization. Their existence also follows as a corollary
from Imbrie’s rigorous arguments in favor of MBL [31,
32].
In this work, we propose a experimentally readily
observable consequence of MBL in quantum magnets:
the out-of-equilibrium remanent magnetization that per-
sists after ferromagnetically polarizing an antiferromag-
net whose total magnetization is not a conserved. The
remanence implies non-ergodicity, since ergodic dynam-
ics would relax the magnetization completely (cf. Fig. 1
for a schematic sketch of the protocol). As an example,
we consider an antiferromagnetic, anisotropic Heisenberg
spin-1/2 chain
H =
∑
k
(
hkσ
z
k −
∑
α=x,y,z
Jασ
α
k σ
α
k+1
)
(1)
subject to random fields hk along the Ising axis. We
assume Jz < 0, as well as Jx 6= Jy to ensure the non-
conservation of the total magnetization. Such Hamilto-
nians can be realized, e.g., in Ising compounds with both
exchange and dipolar interactions. However, essentially
any sufficiently strongly disordered quantum antiferro-
magnet with non-conserved magnetization should exhibit
qualitatively the same phenomenology as the chains de-
scribed here.
The remanent magnetization serves as an order pa-
rameter for the dynamical phase transition. It is a mag-
netic analogue of the remanent density modulation con-
sidered in [33] and measured in recent cold-atom experi-
ments [24, 25]. It should be experimentally much simpler
to access since it focuses on the total magnetization (at
q = 0) which can be readily picked up by a squid, with-
out requiring scattering measurements to resolve spatial
patterns.
Conserved dressed spins. We consider random fields
hk uniformly distributed in [−h, h], and assume strong
anisotropy of the couplings, |Jy|  |Jx|  |Jz|, h. For
simplicity we restrict to Jy = 0. For Jx = 0, the spin
chain is classical and trivially localizes dynamically, as
the σzk form a complete set of commuting, local, con-
served operators. The eigenstates are product states in
this basis. For sufficiently small |Jx|  h localization
is predicted to remain intact, coming along with a com-
plete set of conserved and mutually commuting, but now
dressed spin operators Ik = σ
z
k +O(Jx/h), or “l-bits”.
Unlike the conserved charges of one-dimensional inte-
grable systems, the operators Ik are quasi-local: their
action decays exponentially away from the localization
center k, ||[Ik, σαj ]|| ≤ const × exp[−|j − k|/ξ] with a fi-
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2FIG. 1: Relaxation of the total magnetization from a fully
polarized initial state. The black curve is the stationary
value L−1
∑
j mˆj : it vanishes at the critical point separating
the MBL and delocalized phases (red point), and it is
non-analytic for Jx/h 1, cf. Eq. (14).
nite correlation length ξ. Below, following Ref. [30], we
explicitly construct these dressed spin operators to low
orders in Jx, and use them to calculate analytically the
remanent magnetization.
We assume that by applying a strong field, the antifer-
romagnetic chain was prepared in the fully magnetized
state |ψ0〉 with density matrix:
|ψ0〉〈ψ0| =
∏
i
1 + σzi
2
. (2)
After switching off the field the dynamics is governed
by (1). [50]
We are interested in the long time behavior of the mag-
netization, and thus consider the time averaged magne-
tization at site j:
mˆj = lim
T→∞
1
T
∫ T
0
dtmj(t); mj(t) = 〈ψ0|σzj (t)|ψ0〉. (3)
For Jx = 0, the local magnetization is trivially con-
served, mj(t) = 1. For finite Jx, σ
z
j (t) has a non-trivial
time dependence, which reduces mˆj . In the MBL regime,
however, the time evolution is strongly constrained by
the conservation of dressed spins Ik with |k − j| . ξ.
As a consequence, partial memory of the initial order
〈σzj 〉 = 1 is retained for arbitrarily long time, resulting
in a finite remanence of the site-averaged magnetization
mˆ = L−1
∑
j mˆj .
In the absence of spectral degeneracies, (3) can be ex-
pressed via a Lehmann representation as
mˆj =
∑
α
〈ψ0|PασzjPα|ψ0〉, (4)
where Pα = |ψα〉〈ψα| =
∏L
k=1
(
1 + i
(α)
k Ik
)
/2 projects
onto the eigenstate labeled by the quantum numbers
i
(α)
k ∈ {±1} of the dressed spins Ik. Using the opera-
tor identity
∑
α
Pασ
z
jPα = σ
z
j + (5)
L∑
n=1
∑
kn>kn−1···>k1
n∏
l=1
(
Ikl
2
)[[[
σzj , Ik1
]
, Ik2
]
, · · · , Ikn
]
,
we obtain (cf. Appendix A for details):
mˆj = 1 +
L∑
n=1
∑
kn>kn−1···>k1
Tr
{
n∏
i=1
(
Iki
2
)[[[
σzj , Ik1
]
, Ik2
]
, · · · , Ikn
] L∏
i=1
(
1 + σzi
2
)}
, (6)
where Tr {·} denotes the trace, and an ordering among
the labels of the operators Ik is assumed [51].
The expression (6) is particularly suitable for perturba-
tive calculations. At any order, the terms δI
(n)
k = O(J
n
x )
in the asymptotic series:
Ik = σ
z
k + δI
(1)
k + δI
(2)
k + · · · (7)
are uniquely fixed, by the constraints [Ik, H] = 0 and
I2k = 1 [30], see also Appendix B. For the Hamiltonian (1)
with Jy = 0, the first order terms read
δI
(1)
k =
∑
ρ,τ=±1
(
A(k)ρτ O
(k)
ρτ −A(k−1)ρτ O(k−1)ρτ
)
+
∑
ρ,τ=±1
(
B(k)ρτ ∆
(k)
ρτ +B
(k−1)
ρτ ∆
(k−1)
ρτ
)
,
(8)
3where we define the local operators
O(k)ρτ =
1 + ρ σzk−1
2
[
σ+k σ
−
k+1 + h.c.
] 1 + τ σzk+2
2
,
∆(k)ρτ =
1 + ρ σzk−1
2
[
σ+k σ
+
k+1 + h.c.
] 1 + τ σzk+2
2
,
(9)
and the coefficients
A(k)ρτ = −
Jx
hk − hk+1 + Jz(τ − ρ) ,
B(k)ρτ = −
Jx
hk + hk+1 − Jz(τ + ρ) .
(10)
At low orders, the sum over multi-indices in Eq. (6) re-
duces to the few terms involving indices sufficiently close
to k, since other commutators vanish. The lowest order
corrections to mˆj are given by the terms with n = 1, 2
in (6). Inserting (8) into (5) and (4) we find [52]:
mˆj = 1−
(
B
(j)
1,1
)2
−
(
B
(j−1)
1,1
)2
+O(J3x). (11)
The average 〈mˆj〉dis over random fields (or, equiva-
lently, over sites) is an analytic function of the couplings
for |Jz| > h, while it is ill-defined for |Jz| < h; the appar-
ent divergence is due to rare realizations of local fields
that give rise to arbitrarily small energy denominators in
Eq. (10). Those occur when there are nearly degenerate
(resonant) classical configurations that strongly hybridize
via the exchange interaction Jxσ
x
kσ
x
k+1. The resonant
many-body configurations are also responsible for the di-
vergence of the formal expansion (7) [53]. In the MBL
phase, however, the probability of resonant hybridiza-
tion decays sufficiently fast with the distance between
hybridizing degrees of freedom [31]. The divergent sub-
sequences in (7) can then be re-summed [1], yielding a
‘renormalized’, norm-convergent operator expansion.
The leading resonances can be re-summed by consid-
ering the simpler Hamiltonian
H(k) ≡
L∑
i=1
(
hiσ
z
i − Jzσzi σzi+1
)− Jxσxkσxk+1, (12)
where only one (resonant) Jx−coupling is retained. For
this case a full set of exactly conserved operators I˜i satis-
fying I˜2i = 1 can be constructed explicitly. It amounts to
finding a local rotation that maps the σzk, σ
z
k+1 to two op-
erators I˜k, I˜k+1, and thus resums all perturbative terms
containing higher powers of the resonant Jx−coupling.
The two resulting ”l-bits” contain the terms (7-9) (with-
out higher order corrections), albeit with modified co-
efficients (10) given in Appendix B. Together with the
I˜i = σ
z
i for i 6= k, k + 1 they serve as a new basis for
the perturbation theory in the remaining, non-resonant
Jx−couplings.
Inserting these integrals into (4), we find again an ex-
pression like (11), but with the substitution:
B(j)ρτ −→ −
Jx(
[hj + hj+1 − Jz(τ + ρ)]2 + J2x
)1/2 . (13)
From this we obtain the remanent magnetization
〈mˆj〉dis = 1− pi|Jx|
h
(
1 +
Jz
h
)
+O(J2x), (14)
which for |Jz| < h is non-analytic in Jx. This feature
arises due to resonances. The non-analytic cusp at Jx = 0
has the largest magnitude in the limit of vanishing Ising
interactions, Jz → 0 (recall that Jz < 0), which corre-
sponds to lowest effective disorder.
Atomic analogues. The gauge transformation U =∏L
j=1 exp
(
ipi2 jσ
x
j
)
maps the antiferromagnetic chain (1)
into its ferromagnetic counterpart with Jx → Jx, Jy,z →
−Jy,z, and the initial state |ψ0〉 into a Ne´el state. The
order parameter is mapped into the staggered magneti-
zation. Such a quantity has been studied numerically
in [34] for disordered, long-range transverse field Ising
chains, modeling the ion-trap quantum simulators ex-
plored experimentally in [26]. The staggered magnetiza-
tion is a close analogue of the particle imbalance studied
as an experimental probe of many-body localization in
cold atoms [24]:
I(t) = 2
L
L∑
j=1
(−1)j〈nj(t)〉. (15)
Here nj is the occupation number of site j, which are
prepared in an initial density wave nj(t = 0) = [1 +
(−1)j ]/2.
A ferromagnetic spin chain with Jx = Jy is equiva-
lent, via the Jordan-Wigner transformation, to a one-
dimensional model of interacting spin-less fermions in a
disordered potential. For Jz = 0 it reduces to the non-
interacting Anderson model
H = −J
L−1∑
i=1
(
c†i ci+1 + h.c.
)
+ 2
L∑
i=1
hini (16)
for which the imbalance is a sum over single particle con-
tributions, weighted with the occupation probability of
eigenstates in the initial state. A standard calculation
leads to the remanent imbalance (15) in the form
Iˆ = 1
L
L∑
α=1
(
L∑
k=1
(−1)kφ2α(k)
)2
, (17)
where φα(i), with 1 ≤ α, i ≤ L are the localized single
particle eigenstates of the quadratic Hamiltonian (16).
This solvable case is interesting as it can be analyzed
deeper into the weak disorder limit.
4Fig. 2 shows the imbalance as a function of J/h, as
obtained by exact diagonalization. At small J/h a lin-
ear cusp with the slope predicted in (14) (using Jz =
0, Jx = J) is seen. For large J/h, Iˆ decays algebraically,
as (J/h)−2. This scaling can be understood by writing
φ2α(k) =
xαk
ξ
e−
|k−rα|
ξ , (18)
where rα denotes the localization center of φα, ξ its local-
ization length (we are neglecting its energy dependence),
and the xαk are positive random variables of O(1) that
capture the fluctuations of the squared amplitudes under
the exponentially decaying envelope. Partitioning the
chain into segments of length l = bξc and approximating
the xαk as uncorrelated variables we obtain [54]:
Iˆ ≈ 1
L
L∑
α=1
 L/l∑
R=1
(−1)R l e
−|R−Rα|
ξ
R l∑
k=(R−1)l
(−1)kxαk
2
≈ 1
L
L∑
α=1
 L/l∑
R=1
(−1)R l e
−|R−Rα|
√
ξ
2 ∼ c
ξ
∼ c
(
J
h
)2
,
(19)
where Rα is the block containing the localization center
rα, and we have used that in the weak-disorder regime
ξ ∼ (J/h)2 [35]. The scaling (19) is verified numerically
in Fig. 2.
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FIG. 2: Dependence of the remanent density imbalance on
the hopping strength J for a chain of non-interacting
fermions (L = 100, 5 · 103 realizations). The continuous red
line is the analytical estimate (14) with Jx = J, Jz = 0. The
blue dashed line is a power law fit a+ c(J/h)−2, with
a = 0.003, c = 0.101.
Let us now discuss the qualitative effects of fermionic
interactions. The addition of a term U
∑L
i=1 nini+1 (the
equivalent of Ising interactions) to the Hamiltonian (16)
may have opposite effects, depending on the value of J/h.
For J/h 1, the interaction broadens the distribution of
the energy denominators, and thus acts as an additional
source of disorder, which reduces the deviation of 〈Iˆ〉dis
from the classical limit. The same holds in the magnetic
analogue as confirmed by Eq. (14). For larger J/h > 1,
the single particle localization length becomes substan-
tial. The dominant effect of interactions is then to me-
diate (virtual) scattering between single particle states,
as discussed in Ref. [15, 16]. One expects that this sup-
presses the remanent imbalance, as was indeed observed
in the experiments of Ref. [24]. For large enough inter-
actions the inelastic scattering processes induce delocal-
ization, as reflected by a breakdown of the locality of the
conserved quantities Ik. One expects the order parame-
ter to vanish at a U -dependent critical hopping J∗(U)/h,
approaching zero exponentially fast in the inverse of the
many-body localization length [36, 37]. The perturbative
arguments in [15, 16, 30] predict that the localized phase
is stable for U < U∗, where U∗ ∝ δξ/ log (W/δξ) with
W the total bandwidth of the non-interacting Hamilto-
nian (16) and δξ the average energy gap between single-
particle states localized within the same region of size ξ,
which is assumed to be much larger than the lattice con-
stant, ξ  a. This corresponds to J/h  1, implying
W ≈ J and ξ ≈ (J/h)2. However, as was pointed out re-
cently [38], all these studies neglected the phenomenon of
spectral diffusion [39, 40], which significantly reduces the
critical interaction strength in the weak disorder limit to
U∗ ∝ δξ (δξ/W)α with a positive exponent α = O(1) (up
to logarithmic corrections).
Discussion and conclusion. We have proposed and
analyzed the presumably simplest possible protocol for
quantum magnets to exhibit the absence of ergodic dy-
namics, and thus Many-Body Localization in the form
of remanent magnetization in initially ferromagnetically
polarized antiferromagnets. The present calculation il-
lustrates how the perturbative construction of conserved
quantities allows one to make analytic predictions for
quantities of experimental relevance.
Our explicit recipe for constructing the conserved
quantities is an analytical alternative to several recent
numerical schemes based on DMRG [41–44] or quantum
Monte Carlo [45] that allow one to study properties of
specific MBL eigenstates. Since the simple formula (6) is
derived under the sole assumption that the conserved op-
erators have spectrum ±1, it could be applied to the con-
served pseudo-spins constructed numerically in Refs. [46–
48] for non-perturbative interactions by means of renor-
malization procedures or diagonalizing flows.
It would be interesting to extend this calculation be-
yond the lowest orders, exploiting for example the ex-
pansion for the conserved quantities in the forward ap-
proximation [30, 49], to discuss the behavior of the rema-
nent magnetization when approaching the delocalization
threshold. An interesting question is whether at the delo-
calization transition, i.e. at criticality, the order param-
eter (19) exhibits a non-trivial scaling with the system
5size, potentially reflecting aspects of the expected multi-
fractality of critical wave functions.
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6Appendix A: Derivation of Eq. (6)
The operator in Eq. (4) is rewritten as
∑
α
Pασ
z
jPα =
∑
i1=±1
∑
i2=±1
· · ·
∑
iL=±1
L∏
k=1
P (ik) σ
z
j
L∏
k=1
P (ik), (20)
where we introduced the projectors:
P (ik) ≡ 1 + ikIk
2
. (21)
To derive Eq. (5), we make use of the following operator identities:
AB = BA+ [A,B] ,
[
A,
L∏
k=1
Bk
]
=
L∑
k1=1
(
k1−1∏
k=1
Bk
)
[A,Bk1 ]
(
L∏
k=k1+1
Bk
)
. (22)
For
A(1) = σzj , B
(1) =
L∏
k=1
Bk =
L∏
k=1
P (ik), (23)
the above identities imply
L∏
k=1
P (ik) σ
z
j
L∏
k=1
P (ik) =
L∏
k=1
P (ik)
(
σzj +
L∑
k1=1
[
σzj ,
ik1Ik1
2
] L∏
k=k1+1
P (ik)
)
. (24)
Applying (22) once more with
A(2) =
[
σzj ,
ik1Ik1
2
]
, B(2) =
L∏
k=k1+1
P (ik) (25)
yields
L∏
k=1
P (ik)
[
σzj ,
ik1Ik1
2
] L∏
k=k1+1
P (ik) =
L∏
k=1
P (ik)
([
σzj ,
ik1Ik1
2
]
+
L∑
k2=k1+1
[[
σzj ,
ik1Ik1
2
]
,
ik2Ik2
2
] L∏
k=k2+1
P (ik)
)
.
(26)
Further iteration with
A(n) =
[[[
σzj ,
ik1Ik1
2
]
, · · ·
]
,
ikn−1Ikn−1
2
]
, B(n) =
L∏
k=kn−1+1
P (ik) (27)
finally leads to
L∏
k=1
P (ik) σ
z
j
L∏
k=1
P (ik) =
L∏
k=1
P (ik)
(
σzj +
L∑
N=1
∑
kN>···>k1
[[[
σzj ,
ik1Ik1
2
]
, · · ·
]
,
ikN IkN
2
])
. (28)
The identity (5) is established using that ik ∈ {±1} and that∑
ik=±1
P (ik) = 1. (29)
7Appendix B: Perturbative expressions for conserved quantities
As argued in [30], the formal expression for the operators in (7) reads:
δI
(n)
k = i limη→0
∫ ∞
0
dτe−ητeiH0τ
[
H1, δI
(n−1)
k
]
e−iH0τ + ∆I(n)k , (30)
where in this case
H0 =
∑
i
(
hiσ
z
i − Jzσzi σzi+1
)
,
H1 = −
∑
i
Jxσ
x
i σ
x
i+1,
(31)
and the operator ∆I
(n)
k is a suitable polynomial in the σ
z
i , such that I
2
k = 1 is satisfied at the given order in H1.
Neglecting the ∆I
(n)
k at any order leads to a modified operator that is still conserved, although it does not have binary
spectrum.
We now discuss how the perturbative expansion needs to be re-summed in presence of resonances. Let k, k + 1 be
the sites giving rise to a first order resonance, i.e., to a small denominator for a particular choice of τ, ρ in (10). The
first-order truncation
Iˆk = σ
z
k + δI
(1)
k = σ
z
k +
∑
ρ,τ±1
(
A(k)ρτ O
(k)
ρτ +B
(k)
ρτ ∆
(k)
ρτ
)
(32)
exactly commutes with the reduced Hamiltonian
H(k) = H0 − Jxσxkσxk+1 = H0 − Jx
∑
ρ,τ=±1
(
O(k)ρτ + ∆
(k)
ρτ
)
≡ H0 +H(k)1 , (33)
where O
(k)
ρτ ,∆
(k)
ρτ are given in (9). This can be deduced from (30) setting H1 → H(k)1 and ∆I(n)k = 0 ∀n, noticing that[
H
(k)
1 , δI
(1)
k
]
= 0 and thus that the perturbative expansion terminates at the first order. To impose the binarity of the
spectrum, it is necessary to reintroduce the terms ∆I
(n)
k in order to cancel the terms Iˆ
2
k − 1, which are proportional
to: (
σ+k σ
+
k+1 + h.c.
)2
=
1 + σzkσ
z
k+1
2
= P
(k)
1,1 + P
(k)
−1,−1,(
σ+k σ
−
k+1 + h.c.
)2
=
1− σzkσzk+1
2
= P
(k)
1,−1 + P
(k)
−1,1,
(34)
where we defined
P (k)ρ,τ =
1 + ρ σzk
2
1 + τ σzk+1
2
. (35)
The observation that
1
2
{
σzk, P
(k)
1,−1 − P (k)−1,1
}
=
1
2
{
σzk,
σzk − σzk+1
2
}
= P
(k)
1,−1 + P
(k)
−1,1,
1
2
{
σzk, P
(k)
1,1 − P (k)−1,−1
}
=
1
2
{
σzk,
σzk + σ
z
k+1
2
}
= P
(k)
1,1 + P
(k)
−1,−1,
(36)
suggests to introduce the modified operator:
I˜k = σ
z
k+
∑
ρτ=±1
(
A˜(k)ρτ O
(k)
ρτ + C
(k)
ρτ K
(k)
ρτ
)
+
∑
ρτ=±1
(
B˜(k)ρτ ∆
(k)
ρτ +D
(k)
ρτ J
(k)
ρτ
)
, (37)
with
K(k)ρτ =
1 + ρ σzk−1
2
[
P
(k)
1,−1 − P (k)−1,1
] 1 + τ σzk+2
2
,
J (k)ρτ =
1 + ρ σzk−1
2
[
P
(k)
1,1 − P (k)−1,−1
] 1 + τ σzk+2
2
.
(38)
8The condition
[
I˜k, H
(k)
]
= 0 imposes the constraints:
A˜(k)ρτ (hk − hk+1 + Jz(τ − ρ)) + Jx
(
1 + C(k)ρτ
)
= 0
B˜(k)ρτ (hk + hk+1 − Jz(τ + ρ)) + Jx
(
1 +D(k)ρτ
)
= 0,
(39)
from which Eqs. (10) are recovered for C
(k)
ρτ = 0 = D
(k)
ρτ . This follows from:[
I˜k, H
(k)
]
=
[
σzk, H
(k)
1
]
+
∑
ρτ=±1
([
C(k)ρτ K
(k)
ρτ +D
(k)
ρτ J
(k)
ρτ , H
(k)
1
]
+
[
A˜(k)ρτ O
(k)
ρτ + B˜
(k)
ρτ ∆
(k)
ρτ , H0
])
, (40)
together with: [
σ+k σ
−
k+1 + σ
−
k σ
+
k+1, H0
]
= −2 [hk − hk+1 − Jz(σzk−1 − σzk+1)] (σ+k σ−k+1 − σ−k σ+k+1) ,[
σ+k σ
+
k+1 + σ
−
k σ
−
k+1, H0
]
= −2 [hk + hk+1 − Jz(σzk−1 + σzk+1)] (σ+k σ+k+1 − σ−k σ−k+1) ,[
σzk, H
(k)
1
]
= −2Jx
(
σ+k σ
−
k+1 − σ−k σ+k+1 + σ+k σ+k+1 − σ−k σ−k+1
)
,[
σzk+1, H
(k)
1
]
= −2Jx
(−σ+k σ−k+1 + σ−k σ+k+1 + σ+k σ+k+1 − σ−k σ−k+1) .
(41)
Using (34) and (36), we obtain that I˜2k = 1 is satisfied provided(
A˜(k)ρτ
)2
+
(
C(k)ρτ
)2
+ 2C(k)ρτ = 0,(
B˜(k)ρτ
)2
+
(
D(k)ρτ
)2
+ 2D(k)ρτ = 0,
(42)
for each choice of τ, ρ = ±1. It can be checked that Eqs.(39), (42) are solved by:
A˜(k)ρτ = −
Jx(
[hk − hk+1 + Jz(τ − ρ)]2 + J2x
)1/2 ,
C(k)ρτ = −1 +
hk − hk+1 + Jz(τ − ρ)(
[hk − hk+1 + Jz(τ − ρ)]2 + J2x
)1/2 ,
B˜(k)ρτ = −
Jx(
[hk + hk+1 − Jz(τ + ρ)]2 + J2x
)1/2 ,
D(k)ρτ = −1 +
hk + hk+1 − Jz(τ + ρ)(
[hk + hk+1 − Jz(τ + ρ)]2 + J2x
)1/2 .
(43)
Similar expressions are obtained for the operator I˜k+1.
