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In disordered Weyl semimetals, mechanisms of topological origin lead to novel mechanisms of
transport, which manifest themselves in unconventional types of electromagnetic response. Promi-
nent examples of transport phenomena particular to the Weyl context include the anomalous Hall
effect, the chiral magnetic effect, and the formation of totally field dominated regimes of transport
in which the longitudinal conductance is proportional to an external magnetic field. In this paper,
we discuss the manifestations of these phenomena at large length scales including the cases of strong
disorder and/or magnetic field which are beyond the scope of diagrammatic perturbation theory.
Our perhaps most striking finding is the identification of a novel regime of drift/diffusion transport
where diffusion at short scales gives way to effectively ballistic dynamics at large scales, before a re-
entrance to diffusion takes place at yet larger scales. We will show that this regime plays a key role
in understanding the interplay of the various types of magnetoresponse of the system. Our results
are obtained by describing the strongly disordered system in terms of an effective field theory of
Chern-Simons type. The paper contains a self-contained derivation of this theory, and a discussion
of both equilibrium and non-equilibrium (noise) transport phenomena following from it.
PACS numbers: 75.47.-m, 03.65.Vf, 73.43.-f
I. INTRODUCTION
Topological metals are the gapless cousins of topolog-
ical insulators. Where the latter support a gapped spec-
trum, and gap closure means a topological phase transi-
tion, the former have a gapless spectrum, and gap open-
ing requires a phase transition. The gaplessness of the
topological metal is protected by topological charges in
the Brillouin zone, i.e. points or more generally subman-
ifolds, to which topological invariants may be assigned.
Salient features characterizing the physics of topologi-
cal metals include unconventional transport character-
istics, protection against Anderson localization, or the
appearance of unconventional structures in surface Bril-
louin zones (Fermi arcs).
All these features are shown by the Weyl semimetal,
a system that has been experimentally realized1–6 and is
attracting a lot of attention7–21. The topological centers
of the Weyl semimetal are two Weyl points in its three
dimensional Brillouin zone (cf. Fig. 1.) These points
are monopoles of geometric phase and therefore cannot
be separately gapped out. Much of the physics of the
Weyl system is related to the exchange of charge between
individual nodes, even if the nodes are not connected
by direct scattering. From a condensed matter perspec-
tive, this phenomenon is understood as a manifestation
of spectral flow, i.e. occupation number altering rear-
rangements of the spectrum under the influence of, e.g.,
external magnetic and electric fields. From a perspective
focusing on the low energy effective Weyl Hamiltonians
of the individual nodes, the same phenomenon is under-
stood as a consequence of the axial anomaly. Two promi-
nent manifestations of the anomaly and the parity non-
invariance of individual Weyl nodes are the so-called chi-
ral magnetic effect (CME)22,23 and the anomalous Hall
effect (AHE)24 respectively.
FIG. 1. Two-dimensional schematic of the linearized disper-
sion relation characterizing a Weyl metal. Two (more gener-
ally, an even number of) Dirac cones, shifted relatively to each
other both in momentum, b, and/or energy, b0, are embed-
ded into a 3d Brillouin zone. The ensuing topological Fermi
surfaces defined by the chemical potential µ (shown as red
circles) are Fermi spheres in 3d reality.
Much of our understanding of the anomaly in the Weyl
semimetal, and of the ensuing physical phenomena has
been developed for the idealized clean system. On the
other hand, it is evident that impurity scattering must
have profound influence on the structure of the Dirac
spectrum in the vicinity of the nodes. One may argue
that this cannot compromise the topological charge car-
ried by the nodes, and hence will not affect physical ob-
servables anchored in topology. However, short range
correlated impurity potentials have the capacity to scat-
ter charge carriers between the nodes, and such type of
scattering does spoil the topological protection. The joint
influence of intra- and inter-node scattering character-
ized by rates τ and τn  τ25, respectively, was studied
in pioneering work by Burkov26 and Son and Spivak27.
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2Focusing on regimes of large chemical potential µ τ−1,
they studied signatures of the CME in the diffusive lon-
gitudinal magnetoconductivity, σ, and obtained a contri-
bution of topological origin, δσ ∼ τnB2, where B is an
external magnetic field colinear with the direction of the
field gradient and the current flow. This is a remarkable
result which shows that transport phenomena of topolog-
ical origin remain visible deep in the diffusive regime and,
in fact, for any finite inter-node scattering rate. On the
other hand, the parametric dependence of the correction
raises the question what happens at large magnetic fields
and/or in the limit of vanishing inter-node scattering rate
τn →∞.
An answer has been formulated in Ref. 28 from the
complementary perspective of the nearly clean limit, in
which τ−1n is negligibly small, but τ
−1 may remain finite.
In this case, the presence of a magnetic field causes the
formation of Landau levels (LL), and the opposite chi-
rality of the lowest lying LL at the two nodes implies the
onset of a drift current. The magnitude of the current is
proportional to the LL degeneracy, and this translates to
an effectively ballistic conductivity σ
τn→∞∼ LB, where L
is the system extension in field direction.
The two results δσ ∼ τnB2 and σ ∼ LB do not match
trivially and explaining how they can be reconciled with
each other will be one of the objectives of this paper. We
will find that the matching problem, and in fact various
other unconventional transport signatures of the system,
can be explained in terms of an effective drift-diffusion
crossover dynamics, which in turn originates in a compe-
tition of impurity backscattering and topological current
flow. What makes this phenomenon unusual, and to the
best of our knowledge unique to the Weyl system, is that
diffusion at short length scales (yet larger than the elas-
tic scattering mean free path) crosses over to effectively
ballistic dynamics at large scales. (I.e. the situation is
opposite to that in conventional scattering environments
where ballistic motion at short scales crosses over into
diffusion at larger scales.)
The formation of a drift diffusion regime provides the
key to the solution of the above matching problem, and
leads to a number of rather unconventional transport
phenomena, which have not been discussed so far. In this
paper, we will understand this physics within the context
of the global phase diagram of the strongly disordered
Weyl system. This picture will in turn be obtained from a
microscopically derived field theory, which in many ways
resembles that of a three-dimensional disordered Ander-
son metal. The notable difference lies in the presence of
two types of topological terms, which reflect the topolog-
ical charge of the Weyl nodes of the system. These terms
support, respectively, the AHE and the CME. They show
a high degree of robustness to impurity scattering, and
in confined geometries can even overpower the effect of
Anderson localization. The observable consequence are
anomalies in long range transport coefficients, some of
which have already been addressed within diagrammatic
perturbation theory. In this paper, we will explore what
happens in regimes beyond the reach of perturbation the-
ory, and establish novel manifestations of topology in
transport. Of these, the most remarkable is the above
diffusion/drift crossover, which we will discuss in detail.
The rest of the paper is organized as follows. In view
of its volume, a qualitative summary of our main find-
ings is given in the introductory section II. In section III
we introduce the field theoretical approach and derive
the low energy action of the system. We have tried to
keep the discussion as non-technical as possible, but self-
contained; several intermediate steps are relegated to ap-
pendices. We will also discuss the behavior of the the-
ory under renormalization, which provides us with a firm
basis to establish its phase diagram. In section IV, we
couple the theory to external fields, and source fields re-
quired to compute observables. We will also discuss the
variational equations derived from the theory, which on
the one hand contain rather pronounced geometric struc-
ture reflecting the interplay of topology and the chiral
anomaly, and on the other hand provide the key to our
subsequent description of transport. Anticipating the
formation of novel types of non-equilibrium transport,
we extend the theory to a real time Keldysh formulation
in section V. This will be the basis for the discussion
of transport phenomena, where the focus will be on the
conductance and its noise characteristics in the presence
of external fields. We conclude in section VI.
II. SUMMARY OF MAIN RESULTS
In this paper, we will consider Weyl (semi)metals at
length scales larger than the elastic mean free path l,
i.e in regimes governed by multiple impurity scattering.
Let us first consider the relatively simple situation in
which the two Weyl nodes are strongly coupled, τn → 0.
The physics of this limit is best understood by concep-
tualizing29 a three dimensional Weyl system as a stack
of two-dimensional topological insulators. Each layer is
governed by an anomalous quantum Hall effect (QHE),
so the three-dimensional extension resembles a layered
quantum Hall system similar to that discussed in Ref. 30
in connection with the standard integer QHE. In that
work it was shown that the three dimensional extension
of the two dimensional quantum Hall insulator supports
a metallic phase, and this turns out to be the phase rel-
evant to the three dimensional Weyl metal. The quan-
tum Hall metal differs from a conventional metal by a
non-vanishing Hall conductivity, which two-loop renor-
malization group analysis31 has shown to remain un-
renormalized by disorder. (In this regard, the layered sys-
tem differs from the two-dimensional QHE, for which the
Hall conductivity renormalizes to integer values.) In the
present context, the Hall conductivity does not require
an external magnetic field, it is, rather, proportional to
the separation b of the Weyl nodes in momentum space,
the AHE. Below, we will establish the above correspon-
dence by mapping the Weyl system onto the low energy
3FIG. 2. The application of a magnetic field B to a quasi-
one-dimensional Weyl wire creates left & right moving chan-
nels propagating parallel to B which are immune to intra-
node disorder scattering. Each channel has a characteristic
geometric cross section lB × lB , so that their number equals
Nφ = A/2pil2B = Φ/Φ0 — the number of magnetic flux quanta
piercing the wire through the cross section A, see Sec. V A 1
for more details.
effective field theory of the layered QHE. The stability
of both the longitudinal and the transverse conductiv-
ity with regard to disorder then follows from the earlier
renormalization group study31.
The situation becomes more interesting, once the con-
dition of rigid mode locking τn → 0 is relaxed. Dimen-
sional analysis tells us that in this regime three different
length scales ln, lm, l∗ need to be discriminated. To see
this, consider the setup shown schematically in Fig. 2: a
Weyl metal is subjected to a magnetic field of strength B.
We are interested in its conduction properties, and in par-
ticular the conductance in the direction of the field. For
a conventional metal, the conductance would be Ohmic,
g ∼ AνD/L, where ν is the bulk density of states at the
Fermi surface, D is the diffusion constant, A is the cross
section and L is the length of the system. However, in
a (clean) Weyl metal we have a different situation. As
pointed out in Ref. 28, the joint application of a magnetic
and an electric field leads to a particular manifestation of
the axial anomaly, viz. the formation of Nφ ideally con-
ducting quantum channels, g ∼ Nφ×1, where Nφ ∼ BA
is the number of flux quanta through the system. The
equality of these two expressions defines a length scale
lm ∼ νD/B suspected to separate a diffusion dominated
transport regime at short lengths from ballistic drift dom-
inated transport at large lengths.
While the drift dominated regime is robust with regard
to intra-node scattering, it responds sensitively to inter-
node scattering, and it ceases to exist at length scales
where the nodes get strongly coupled. Naively, one may
suspect this scale to be given by ln ∼ (Dτn)1/2, i.e. the
length scale accessible to diffusive transport before inter-
node scattering kicks in. However, the actual answer
turns out to be a little different. If lm  ln, then the
nodes hybridize before the ballistic transport can become
effective. In this case, the presence of the latter merely
manifests itself in a small correction ∼ τnB2 to the Drude
conductance. However, if the field is strong enough such
that lm  ln, then a drift regime in which transport
is governed by the Nφ channels mentioned above exists.
In this case, the question we need to ask turns out to
be when Nφ equals the number of states effectively hy-
bridized by inter-node scattering. For a system of length
L, the latter equals 1/(τnδL) — here δL = (νAL)−1
is the mean level spacing in the volume AL, — and
the equality 1/(τnδL) ∼ Nφ defines a crossover scale
l∗ ∼ τnB/ν ∼ l2n/lm. For system of length L & l∗
a re-entrance from ballistic to diffusive transport takes
place. We thus arrive at the conclusion that for lm  ln
the system supports an extended regime of drift trans-
port, indicated as a gray shaded area in Fig. 3. Below
we will establish that in the drift regime the conduc-
tance is length and disorder independent, and noiseless,
i.e. it satisfies the criteria of genuine ballistic transport.
In fact, we will argue that in confined geometries where
the system resembles a quasi-one dimensional wire as in
Fig. 2 the drift even overpowers Anderson localization in
the (perhaps fictitious) case where the localization length
ξ ∼ νDA is smaller than ln.
While the length scale l∗ can be defined on dimensional
grounds, its identification as a crossover length requires
justification. Below, we will see that for any finite τn > 0
the effective field theory describing the disordered sys-
tem splits into two sectors, one for each node. The ef-
fective actions describing these nodes will be identified
as variants of a Chern-Simons action, containing an or-
dinary diffusion term, and a Chern-Simons term which
contains the information on the parity breaking part of
the nodal physics. In the presence of a magnetic field,
the Chern-Simons term gives rise to contributions to the
action which contain only one derivative – a hallmark
of ballistic transport – and overpower the two-derivative
diffusion term at large length scales. This is the techni-
cal reason behind the formation of the above crossover
regimes. In particular, the length scale l∗ will be that
where the drift term and a term coupling the two nodal
sectors by scattering balance each other. At larger scales,
the nodal fields get effectively locked, and the respective
FIG. 3. Phase diagram of a quasi one dimensional Weyl quan-
tum wire. The effectively realized transport regime depends
on the length of the system relative to the nodal scattering
length, ln, at which the nodes get effectively coupled, and on
the drift-diffusion crossover length lm ∝ B−1. In the gray
shaded area transport is effectively ballistic. We argue that
in this regime the system will not show Anderson localization
even if the localization length ξ is smaller than ln.
4Chern-Simons actions cancel out due to their opposite
sign, which in turn is a signature of the opposite nodal
parities.
This concludes our preliminary sketch of the results
discussed in this paper. The remainder of the text can
be read in different ways: readers primarily interested in
results may directly turn to sections III G and V B, where
the long distance fluctuation behavior and the transport
physics of the system are discussed, respectively. Readers
wishing to see the theory behind this, find its construc-
tion (sections III and IV) and analysis (section V) in the
next sections. For the sake of transparency, a number of
technical construction steps are relegated to appendices.
III. EFFECTIVE FIELD THEORY
A. Model and disorder averaging
The low-energy spectrum of the Weyl semimetal con-
tains (at least) two topologically protected nodes in the
Brillouin zone. Introducing a momentum cutoff Λ  a0
smaller than the microscopic lattice spacing a0 such that
for momenta |k| < Λ off the nodal centers the spectrum
can be linearized, we describe a paradigmatic bi-nodal
Weyl system by the Hamiltonian
Hˆ = v/ˆk σn3 + (v/b + b0) + V (x) = Hˆ0 + V (x), (3.1)
where the two nodes are split by the vector 2b ≡ 2be3
along the z-direction in momentum space, and by an off-
set 2b0 in energy (Fig. 1). We interchangeably use (1, 2, 3)
and (x, y, z) to label coordinate directions, and the stan-
dard relativistic notation /ˆk ≡ kˆ·σ, where σ = (σ1, σ2, σ3)
denotes a vector of Pauli matrices, kˆ = −i∂r is the mo-
mentum operator. The non-universal velocity v is fixed
by the band structure, and the Pauli matrix σn3 acts in a
two-component space defined by the nodal structure.
We model the presence of disorder by a scalar Gaussian
distributed potential V (x) with a variance γ0,
〈V (x)〉 = 0, 〈V (x)V (x′)〉 = γ0
2
f(|x− x′|/l0), (3.2)
where the correlation function f is normalized to unity,∫
dxf(|x|/l0) = 1, and the correlation radius l0 much
larger than the lattice constant a0. Throughout, we use
the abbreviation
∫
dx ≡ ∫ d3x for three dimensional vol-
ume integrals.
Our goal is to derive an effective theory describing the
disorder averaged system. To this end, we introduce the
replicated partition function
ZR =
∫
D(ψ¯, ψ) exp(−S[ψ¯, ψ]) (3.3)
representing r = 1, . . . , R identical Weyl fermions of en-
ergy  in terms of the Gaussian action
S[ψ¯, ψ] = −i
∫
dx ψ¯(+ iδτ3 − Hˆ)ψ. (3.4)
Here δ → 0+, ψ = {ψrs,i,n(x)} is an 8R-component vec-
tor of Grassmann fields, the index n = 1, 2 labels two
nodes, i = 1, 2 denotes the components of a Weyl spinor,
and s = ± is an index discriminating between the ad-
vanced and retarded Green functions we need to access
transport properities, i.e. (τ3)ss′ = sδss′ . From the
functional (3.3), expectation values of of currents may
be computed by substitution ∂r → ∂r − ia, where the
‘vector potential’ a is a suitably constructed source vari-
able. In a manner discussed in more detail in later sec-
tions, differentiation w.r.t. a then yields the required
quantities. However, to keep the notation simple, we
suppress the source dependence of the functional for
the time being. (For completeness, we mention that
in the absence of sources, the integration over ψ yields
ZR = det(G+G−)R, where Gˆ± = ( ± iδ − Hˆ)−1 is the
resolvent operator. Replica analytic continuation R→ 0
then leads to a unit normalized limR→0 ZR = 1.) We fi-
nally mention that the pre-averaged Gaussian functional
affords alternative representations, viz. as a supersym-
metric, or a Keldysh functional. In Sec. V, we will discuss
the straightforward adaption from replicas to Keldysh
and employ the latter variant for the computation of
nonequilibrium transport characteristics.
The Gaussian average over disorder generates the 4-
fermion ‘interaction’ vertex
Sdis =
γ0
2
∑
n=1,2
∫
dx (ψ¯nψn)
2 + γn
∫
dx (ψ¯1ψ1)(ψ¯2ψ2),
(3.5)
where two terms describe the intra and inter node scat-
tering respectively. In cases where the correlation length
is long, l0  b−1, the coupling strength strength of the
latter
γn =
∫
dxf(|x|/l0)eibx (3.6)
is exponentially suppressed relative to the inter-node am-
plitude γi  γ0. This limit, which is typically realized
in current experiments, will be assumed throughout the
paper.
We start by considering the completely decoupled
limit, γn → 0, in which the theory separates into two
disconnected sectors, n = 1, 2, each describing an iso-
lated Weyl node. The effect of inter-node scattering will
be added at a later stage in Sec. V A. Focusing on node
n = 1, and suppressing the index n for notational simplic-
ity we decouple32,33 the quartic vertex describing inter-
node scattering by a matrix field B(x) = {Brr′ss′,ii′(x)} de-
scribing the phase coherent propagation of particle-hole
amplitudes ψrs,i(x)ψ¯
r′
s′,i′(x) in the disordered background.
Gaussian integration over ψ then yields the averaged par-
tition sum 〈ZR〉 = ∫ DB exp(−S[B]) with the effective
action
S[B] = 1
2γ0
∫
dx trB2 − ln det Gˆ[B]. (3.7)
Here Gˆ[B] = ( + iδτ3 − Hˆ0 − B)−1 is the B-dependent
5Green’s function and Hˆ0 stands for the clean Hamilto-
nian, see Eq. (3.1).
We proceed by subjecting the action S[B] to a saddle
point analysis. (For remarks on the validity of the latter,
see below.) Variation of the action (3.7) w.r.t. B yields
the mean field equation
B¯
!
= γ0 tr Gˆ(x,x; [B¯]), (3.8)
which can be solved in terms of the diagonal ansatz,
B¯ = −iκτ3. The mean field equation (3.8) is known to
be equivalent to the self consistent Born approximation
(SCBA) and its solution B¯ plays the role of an impu-
rity self energy within the ‘non-crossing approximation’.
Evaluating the equation in the specific limit of zero en-
ergy, i.e. the Weyl semimetal limit, one obtains34
− iκ = γ0
∫
|p|<Λ
d3p
(2pi)3
tr
(
1
iκ− v/p
)
= − iγ0κΛ
(piv)2
(
1− κ
vΛ
arctan
(
Λv
κ
))
. (3.9)
This equation has a non-zero solution only for disor-
der strength exceeding the critical one γ∗ = (piv)2/Λ.
For γ0 slightly larger than γ∗ the self-energy reads κ =
(2/pi)vΛ(1−γ∗/γ0) > 0. The presence of a critical disor-
der strength γ∗ is consistent with renormalization group
(RG) studies in d = 2 +  dimensions35,36 at  = 1. At
one-loop order the RG equation for the running coupling
γ has the form
dγ
d ln(1/Λ′)
= −γ + γ
2
γ∗
, (3.10)
which shows that as one lowers a running momentum
cut-off Λ′ the effective disorder strength decreases or in-
creases depending on whether the bare value γ0 is greater
or smaller than the critical one. If γ0 < γ∗ the β - func-
tion has a stable IF fixed point γ = 0, while in the case
γ0 > γ∗ the RG equation predicts flow towards a strong
disorder regime. The perturbative RG treatment of this
flow ceases to be valid at a cutoff equal to the inverse of an
effective ‘mean free path’ Λ−1 ≡ l defined by the condi-
tion that at the cutoff scale the kinetic part of the fermion
action is comparable with the disorder scattering vertex.
Inspection of the fermionic action shows that this leads
to the implicit condition l ∼ γ(l)/v2. For Λ ∼ l−1 there
are no large parameters in the problem left, which implies
that γ(l) ∼ γ∗ exceeds the critical coupling strength only
by numerical factors (as can be checked by direct inte-
gration of the RG equation.)
Throughout, we will be interested in the physics at
large length scales  l, which is governed by multi-
ple scattering and described by soft fluctuations around
the non-vanishing mean field. Following to the logics
above, we commence the analysis of the field theoretical
action at an effective renormalized disorder amplitude
∼ γ(l) > γ∗. Even so, the field theory we derive at the
Weyl semimetal point will turn out to be governed by
strong fluctuations at the shortest scales ∼ l, and flow
towards weaker fluctuations only at larger scales. This
means that at the bare level the derivation of the theory is
only poorly controlled. By contrast, for chemical poten-
tials µ  γ∗ away from the Weyl node (i.e. in the Weyl
metal regime) one obtains a non-vanishing self-energy
κ = γpiν at any disorder strength where ν = 2/2pi2v3 is
the clean density of states of the 3d Dirac Hamiltonian.
In this regime, the derivation of the theory is well con-
trolled. Since we do not expect phase transitions upon
lowering the chemical potential (for fixed disorder), the
stability of the large µ analysis corroborates the validity
of its µ = 0 limit.
B. Effective action
The non-zero mean field solution B¯ breaks the original
’replica rotation symmetry’ of the action (3.4), which is
invariant under global unitary transformation ψ → Uψ,
where U is the spatially constant matrix from the group
G = U(2R) acting in the direct product of the replica and
advanced retarded space. Besides, the saddle point solu-
tion B¯ is not unique. The full manifold of saddle points is
parametrized byB = iκTτ3T
−1 with T being the element
of the group G. We see, however, that among all possible
T ’s the subgroup of matrices k ∈ H ≡ U(R)×U(R) com-
mutative with τ3 does not affect the SCBA result. Thus
one concludes that all non-empty fluctuations T ∈ G/H
form a manifold of Goldstone modes, later to be identi-
fied as diffusively propagating soft modes.
In the next subsection we derive the low energy field
theory as the (regularized) expansion of the action (3.7)
in terms of generators T−1∂iT ≡ Ai of Goldstone mode
fluctuations T (x). The resulting theory contains a con-
ventional two-gradient term (known as a diffusion term
in the present context), plus additional contributions of
topological origin. For the sake of reference we state our
result for the effective action of the system here, before
its derivation is discussed in the next section. As long as
we ignore inter-node scattering, γn = 0, the action splits
into a sum S[A1, A2] = S1[A1] + S2[A2] of two indepen-
dent nodal fields An. The nodal actions are in turn given
by the sum of three pieces,
Sn = Sd + Stop[A] + (−)nSCS, (3.11)
of which only the third shows dependence on the nodal
index via a parity sign change. The first term in (3.11)
is given by
Sd[Q] =
σxx
8
∫
dx tr(∂Q2),
σxx =
2 + 3κ2
6piκv
. (3.12)
It was first derived in Ref. 34 and describes the diffusive
dynamics of low energy excitations, in terms of a stiffness
determined by the longitudinal SCBA conductivity σxx
of the system.
6The second term
Stop[Q] =
σxy
8
3ij
∫
dx tr(Q∂iQ∂jQ),
σxy = b/2pi, (3.13)
is of topological origin37 and known from the study of
multilayer electron systems in the integer quantum Hall
regime31. The appearance of this action in the present
framework can be understood from the fact that the
Weyl system can be realized in terms of stacked and
coupled 2d quantum anomalous Hall insulators along z-
direction29. The above action then described the ensuing
layered quantum Hall system. Notice that the coupling
constant σxy, which we will later relate to the anomalous
Hall conductivity of the system, depends on the nodal
splitting, b = b, even if the nodes remain uncoupled by
the Hamiltonian. As we will see, this is one of the ram-
ifications of the anomaly in the system. We also note
that the coefficients σµν represent the contribution of a
single node to the conductivity tensor of the system. In
a system comprising two (or more generally 2n) nodes,
the full response coefficients are twice as large (2n times
as large.)
Finally, the third term
SCS[A] = S
I
CS[A] + S
II
CS[A], (3.14)
SICS[A] = −
iijk
8pi
∑
s=±
s
∫
dx tr(AiP
s∂jAkP
s),
SIICS[A] = −
iijk
12pi
∑
s=±
s
∫
dx tr(AiP
sAjP
sAkP
s),
does not afford a representation in terms of the Q-
matrices. Instead, it is expressed in terms of the fields
A = T−1∂T , and projectors P± = (1 + τ3)/2 onto the
retarded/advanced sectors of the theory. Apart from the
presence of these projectors, the action has the typical
AdA+ 23A
3 structure of a non-abelian Chern-Simons ac-
tion. Referring for more details to the discussion below,
we note that the appearance of this action is a conse-
quence of the particular triangular Feynman diagrams
present in the expansion of (2+1) or (3+0) dimensional
massive relativistic gauge field theories.
Finally, in the presence of internode scattering, the
action contains a term
Simp[Q1, Q2] = − piν
4τn
∫
dx tr(Q1Q2). (3.15)
coupling the nodal fields at a strength 1/τn = γnpiν.
In the next section we discuss the derivation of the
above effective action. Readers primarily interested in
physical applications may skip these sections and con-
tinue reading directly from Sec xx, where we discuss how
the action describes the physics of the system at large dis-
tance scales. After that, in Sec. V, we proceed to discuss
the coupling of the theory to external sources (the struc-
ture of which is conveniently prescribed by gauge invari-
ance) and its application to the computation of physical
observables, including the longitudinal or Hall conduc-
tivity, shot noise, and others.
C. Regularization
The full action above derives from the expansion of the
determinant
S0[Q] ≡ −tr ln(− v/k + iκQ) (3.16)
in soft A-fluctuations. (Due to Q2 = 1, the Gaussian
weight in the action (3.7) reduces to an inessential con-
stant.) A natural idea would be to start by applying a
similarity transformation to the Dirac operator and to
consider the action,
S0[Q] = −tr ln(T−1(− v/k + iκQ)T ) (3.17)
?
= −tr ln(− v/k + iv /A+ iκτ3) ≡ S0[A],
which then may be gradient expanded in powers of the
‘non-abelian gauge field’ A. However, because of the
notorious UV divergences of the Dirac operator the ac-
tions (3.16) and (3.18) are not equivalent. Thus our
strategy must be to first regularize the Dirac operator
and only then proceed with the gradient expansion. Fol-
lowing a construction developed in Ref. 38 in connection
with the theory of disordered 2d d-wave superconductors,
we regularize the action (3.16) as
S[Q] ≡ S0[Q]− Sη[Q] (3.18)
= −tr ln(iκQ+ − v/k) + tr ln(iηQ− v/k).
Here Sη differs from S0 by a replacement κ → η, where
η is infinitesimal, and by setting  = 0. In the limit
η → 0+ the action Sη[Q] becomes Q-independent and
gives an inessential constant. However, for large mo-
menta |k|  κ/v, the contributions from the two actions
S0[Q] and Sη[Q] cancel against each other and the full
action S[Q] becomes UV finite.
One may now safely proceed with the similarity trans-
formation applied to both terms of the regularized action
to obtain
S[A] ≡ S0[A]− Sη[A] (3.19)
= −tr ln(iκτ3 + − v/k + iv /A) + tr ln(iητ3 − v/k + iv /A).
The action S[A] is structurally similar39 to the (regular-
ized) action of a 3d Dirac operator in a background non-
abelian gauge field. This action was analyzed in the clas-
sic Ref. 40, with the main result that the ensuing effective
action for the gauge field A is of Chern-Simons type. In
the following, we will demonstrate that a Chern-Simons
term is indeed present, next to two others following from
the particular form of our gradient fields.
All these terms follow from the expansion of the now
regularized fermion determinant in powers of A. To for-
mulate this expansion, we first define the SCBA Green
function Gp ≡ ( − v(/p + /b) + iκτ3)−1 describing the
7propagation of excitations of momentum p relative to
the nodal momentum b, damped by the impurity self
energy iκ. Straightforward matrix algebra yields
Gp =
+ iκτ3 + /p+ /b
(+ iκτ3)2 − (p+ b)2 =
∑
s=±
GspP
s, (3.20)
where G±p is the retarded/advanced Green function, p ≡
(,p), and we temporarily set v = 1 to simplify the nota-
tion. Expansion of S0[A] up to third order (when probing
structures at length scales L, higher orders in the expan-
sion will be suppressed in powers of l/L) in /A yields41
S0[A] = S(1)[A] + S(2)[A] + S(3)[A] + . . . , (3.21)
S(1)[A] = −i tr(G /A),
S(2)[A] = −1
2
∫
dqdp tr(Gp+q /AqGp /A−q),
S(3)[A] = i
3
∫
dq1dq2dp
× tr(Gp+q1+q2 /Aq1Gp+q2 /Aq2Gp /A−q1−q2).
(In the term S(1) of first order in A it is better not to
prematurely switch to a momentum representation, cf.
discussion in Sec. III E below.) In the following, we show
how the three principal terms (3.12), (3.13) and (3.14)
can be extracted from this formal expansion.
D. Derivation of the diffusive action Sd
Inspection of the diffusive action (3.12) shows that
this action contains two derivatives, and that no mixed
derivatives ∂1∂2 are present. This indicates, that that
part of the action is obtained from second order expan-
sion in AiAi, with no further derivatives acting on the
A’s. Terms of this structure are obtained from the ac-
tion S(2)[A] upon neglecting the slow q momenta w.r.t.
the fast p momenta, i.e. by setting Gp+q ' Gq. One then
finds
S(2)0 [A] = −
1
2
∫
dqdp tr(Gp /AqGp /A−q)
= −1
2
∑
i,ss′
fss′
∫
dx tr(P sAiP
s′Ai). (3.22)
Here, the symbol fss′ represents an integral over the fast
momentum variable p, which after the shift of integration
variables p→ p−b (which is save, because we deal with
UV finite contributions) read as
fss′ =
∫
dp tr
[
(s + /p)σi(s′ + /p)σi
]
NspN
s′
p , (3.23)
where we have defined Nsp = (s
2 − p2)−1 with s =
 + isκ. The somewhat technical evaluation of this and
a number of similar integrals is detailed in Appendix A
and leads to
fss = 0, fs,−s = (2 + 3κ2)/6piκ. (3.24)
Given the definitions, Q = Tτ3T
−1 and Ai = T−1∂iT , it
is straightforward to check that∑
s=±
tr
(
P sAiP
−sAi
)
=−1
4
tr[τ3, Ai]
2 =−1
4
tr(∂iQ)
2.
(3.25)
Substituting this expression into S
(2)
0 [A], we obtain the
identity of the latter with the diffusion term Sd (3.12)
with the coupling constant σxx = fs,−s.
E. Derivation of the topological action Stop
The topological term Stop[Q], too, contains two deriva-
tives. The two principal candidates for contributions to
Stop therefore are the terms of O(Aq) and O(A2q0) in the
expansion of the regularized action (3.19). As is known
from the theory of the quantum Hall effect42,43, these
two contributions have a distinct physical meaning: the
first couples to all states of below the Fermi energy. Its
coupling constant, which is generally denoted by σIIxy is
the second of two contributions to the celebrated Smrcˇka-
Strˇeda formula44 σxy = σ
I
xy +σ
II
xy for the Hall conductiv-
ity. The second term describes the Hall response of states
at the Fermi surface, and its coupling constant σIxy is the
second contribution. In the following, we analyse these
to terms separately.
Fermi surface Hall response, σIxy. This contribution to
σxy derives from the 2nd order action (3.22) which in full
generality has the form
S(2)0 [A] = −
1
2
∑
ij,ss′
f ijss′
∫
dx tr(P sAiP
s′Aj), (3.26)
where
f ijss′ =
∫
dp tr
[
(s + /p+ /b)σi(s′ + /p+ /b)σj
]
NspN
s′
p .
(3.27)
generalizes the expression fss′ defined in Eq. (3.23). The
evaluation of the integral is detailed in Appendix A and
leads to f i 6=jss = 0 and f
i 6=j
+,− = f
i 6=j
−,+ =
2κ
pi2
b
Λ . Using the
identity (see also Eq. (3.38)),∑
s=±
s3ijtr(P sAiP
−sAj) =
3ijtr(τ3AiAj) = −1
4
3ijtr(Q∂iQ∂jQ), (3.28)
one realizes that the action (3.26) is converted into the
Pruisken term (3.13) where σIxy = f
12
+,−. The result above
implies the vanishing of this coefficient at infinite momen-
tum cut-off Λ.
We thus conclude that the Hall coefficient does not
receive contributions from Fermi-surface excitations; the
Hall response is entirely due to the thermodynamic con-
tribution from states below the Fermi surface to be dis-
cussed next.
8Thermodynamic Hall response, σIIxy. The Hall coef-
ficient σIIxy is related to the 1st order expansion of the
action (3.19) in /A,
SIItop ≡ −itr(G /A) = i
∫ 
−∞
d′ tr(G(′)2 /A), (3.29)
where the SCBA Green function G() is defined in (3.20).
Following Pruisken42, we have doubled the power of the
Green functions, G() = − ∫  d′G(′)2 to improve the
convergence of the ensuing momentum integrals. (This
is the formal operation which brings the states below the
Fermi surface into play.) In evaluating the trace over mo-
menta, we need to take the non-commutativity of Gp and
A(x) into account. We do so by using that the product
of two operators A and B diagonal in coordinates and
momenta, respectively, can be semiclassically expanded
as45
(AB)(x,p) = A(x)B(p) +
i
2
∂xA(x)∂pB(p) + . . . ,
(BA)(x,p) = A(x)B(p)− i
2
∂xA(x)∂pB(p) + . . . ,
(3.30)
where A(x) and B(p) are the corresponding eigenvalues,
respectively, and the ellipses denote terms of higher order
in Planck’s constant (here set to unity.). Likewise, the
trace of such operator products affords the representa-
tion tr(AB) =
∫
dxdp (AB)(x,p). Application of these
to the product of momentum diagonal Green functions
G = G(p) and coordinate diagonal fields A(x) appearing
under our trace yields
(G /AG)(x,p) = G(p) /A(x)G(p) (3.31)
− i
2
∂piG(p)∂xi /A(x)G(p) +
i
2
G(p)∂xi /A(x)∂piG(p) + . . .
With this, we obtain for the action
SIItop[A] '
1
2
∫ 
−∞
d′
∫
dp
∫
dx tr([Gp, ∂piGp]∂xi /A),
(3.32)
where the coordinate/momentum arguments are sup-
pressed for clarity. For further discussion it is again useful
to represent the Green’s function in the form
Gsp = (s + /p+ /b)N
s
p , (3.33)
where as before, we have introduced s =  + iκs and
Np = [
2
s− (p+b)2]−1, cf. Eq (3.23). This gets us to the
topological action
SIItop[A] =
1
2
∑
s,ij
λijs
∫
dx tr(∂iAjP
s), (3.34)
where coefficients λijs comprise the integration over en-
ergy and momentum,
λijs =
∫ 
−∞
d′
∫
dp tr
(
[ /p+ /b, σi]σj
)
(Nsp )
2
= 4iijk
∫ 
−∞
d′
∫
dp (pk + bk)(N
s
p )
2. (3.35)
The momentum integral above is non-zero only if the in-
tegrand is an even function of p1 and p2, and this enforces
k = 3. To simplify the action (3.34) further we use the
relation 3ijtr(∂iAj) = 0, which can readily checked by
employing the identity (∂iT
−1)T = −T−1∂iT together
with the cyclic property of trace. Thus only the terms
∝ τ3 stemming from projector matrices P± = (1± τ3)/2
will lead to a non-vanishing result. With these remarks
at hand we find
SIItop[A] =
1
2
σIIxy
∑
ij
3ij
∫
dx str(τ3∂iAj), (3.36)
with an identification of the the Hall conductivity as
σIIxy =
1
2
(λxy+ − λxy− ). (3.37)
Using yet one more simple identity
3ijtr(τ3∂iAj) =
1
4
3ijtr(Q∂iQ∂jQ), (3.38)
one finally recognizes that the action (3.36) assumes the
explicitly gauge-invariant form (3.13) a` la Pruisken.
We finally evaluate the Hall conductivity σIIxy in more
concrete terms. Following Burkov & Balents29, we rein-
terpret the integration over p3 in Eq. (3.35) in a manner
that cannot be justified from the linearized two-node ap-
proximation alone: let’s understand p3 + b ≡ m as the
masses of a stack of two-dimensional Dirac fermion sys-
tems with the quantized momentum p3 = 2pin/Lz. Then
σIIxy =
2pi
Lz
∑
n
σII,nxy , (3.39)
where σII,nxy is the Hall conductivity of a single 2d layer.
Substitution of Eqs. (3.35) and (3.37) leads to
σII,nxy =
im
pi
∑
s
s
∫ 
−∞
d′
∫
dk
1
[(′ + iκs)2 − k2 −m2]2 .
(3.40)
(As a side remark, we note the similarity to Eq. (29) of
Ref. 46 where the integer quantum Hall effect was mod-
eled in terms of two-dimensional Dirac fermions, similar
to the fermions populating our stacked 2d compound in-
sulators.). Doing the momentum integrals, we arrive at
σII,nxy =
im
4pi2
∑
s
s
∫ 
−∞
d′
1
(′ + iκs)2 −m2 =
Cn
2pi
,
Cn = (1/2pi)
∑
σ=±
arctan [(m+ σ)/κ] . (3.41)
Here Cn(b) can be interpreted as the disorder averaged
Chern number of the n-th layer which depends on b via
the effective mass m = 2pin/Lz + b. To evaluate the final
sum (3.39) which gives us σIIxy we note that only changes
in Cn at zero crossings of the effective mass m can be
unambiguously determined from the linearized theory.
9Thus we fix the absolute value of (3.39) by the condi-
tion σIIxy = 0 at b = 0. The latter amounts to replacing
Cn(b) → Cn(b) − Cn(0). Then in the limit Lzb  1 we
find
σIIxy = b/(2pi), (3.42)
for the contribution of either node n = 1, 2 to the Hall
conductivity. (To see how the coupling constants σIIxy add
in the computation of response coefficients to the full Hall
conductivity, expressed in the units of e2/h, see below.)
Note that in our linearized model σIIxy is independent of
both the energy  and the disorder strength κ, which is
also consistent with the analysis of Ref. 47 in the limit
 vΛ.
F. Derivation of the Chern-Simons action SCS
The CS action contains terms of order O(A2q) and
O(A3) which produce the first and the second contribu-
tions to the CS action (3.14), resp. The first CS term,
SICS[A], follows from quadratic action S
(2)[A]. Using
Eq. (3.30) to process the ensuing operator products, we
obtain
S(2)[A] = −1
2
tr(Gˆ /AGˆ /A) ' (3.43)
− 1
2
∫
dpdx tr
(
(Gp /A− i
2
∂pGp∂x /A)(Gp /A− i
2
∂pGp∂x /A)
)
.
Here, the leading contribution here corresponds to
Eq. (3.22). Keeping the next-to-leading term at order
O(A2q) we obtain
S(2)1 [A] =
i
2
∑
ss′
∫
dpdx tr
(
P s∂pG
s
p∂x /AP
s′Gs
′
p /A
)
,
(3.44)
where we explicitly distinguish between retarded and ad-
vanced Green’s functions. At this stage it is advanta-
geous to use the relation ∂piG
s
p = G
s
pσiG
s
p. With this
trick one arrives at
S(2)1 [A] =
i
2
∑
ss′
∫
dpdx tr
(
P sGspσiG
s
p∂xiAjσjP
s′Gs
′
p Akσk
)
= −
∑
ss′
Fss′
∫
dx ijk tr
(
P s∂xiAjP
s′Ak
)
, (3.45)
where a summation over spatial indices i, j, k is left im-
plicit and the integrals Fss′ have the form
Fss′ =
∫
dp (Nsp )
2Ns
′
p
(
1
3
p2 (2s + s′)− 2ss′
)
.
(3.46)
Unlike the related Eq. (3.23) for the coefficients fss′ , the
above fast momentum integrals are UV finite, and their
straightforward evaluation yields
Fss′ =
1
8pi
{
is, s = s′
2/(3κ), s 6= s′. (3.47)
As the intermediate result, the action at order O(A2q)
acquires the form
S(2)1 [A] = SICS[A] =
− ijk 
6piκ
∫
dx tr(AiP
+∂jAkP
−). (3.48)
The evaluation of the terms of order O(A3) proceeds in a
likewise fashion. They stem from the cubic action S(3)[A]
in the leading order Moyal approximation. In Eq. (3.19))
this amounts to neglecting the slow momenta q1,2 in the
propagators, i.e. Gp+q ' Gp. The cubic piece of the
action then takes the form
S(3)0 [A] =
i
3
∫
dq1dq2dp tr(Gp /Aq1Gp /Aq2Gp /A−q1−q2)
= −
∑
si
∫
dxFs1s2s3
ijktr(P s1AiP
s2AjP
s3Ak). (3.49)
where the triangular vertices Fs1s2s3 are expressed via
the fast momentum integral
Fs1s2s3 = −
i
3
∫
dpNs1p N
s2
p N
s3
p
×tr
(
(s1 − /p)σ1(s2 − /p)σ2(s3 − /p)σ3
)
=
=
2
3
∫
dpNs1p N
s2
p N
s3
p
×
(
s1s2s3 − p
2
3
(s1 + s2 + s3)
)
.
The final evaluation of the (UV finite) momentum inte-
gral yields
Fs1s2s3 =
1
12pi
 +i,
∑
i si = +3−i, ∑i si = −3
2/(3κ),
∑
i si = ±1.
(3.50)
Separating now real and imaginary parts, we see that the
cubic action S(3)0 [A] reads
S(3)0 [A] = SIICS[A]− ijk

6piκ
∫
dx tr(AiP
+AjAkP
−).
(3.51)
To obtain the final form of the action one has to combine
Eqs. (3.48) and (3.51). Since A has the structure of a
full gauge, i.e. Ak = T
−1∂kT , the relation ijkAjAk =
−ijk∂jAk holds, which means that the real parts of the
two contributions cancel each other and we are left with
the CS action (3.14).
Gauge invariance of the CS-action —. We conclude
this section with a discussion of the gauge invariance of
the CS action. Notice that our initial regularized ac-
tion S[Q], see Eq. (3.18), expressed via the matrix field
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Q = Tτ3T
−1, is manifestly invariant under the trans-
formation T → Tk, where k(x) is any spatially depen-
dent matrix from the unbroken part of the symmetry
group, H whose elements have block-diagonal structure
in retarded-advanced space, k = bdiag(k+, k−)ar, with
k± ∈ U(R). However, in the language of A-fields the
invariance under local transformation k(x) is no longer
manifest. Recalling the definition Ai = T
−1∂iT , we
find that the A’s transform as non-abelian gauge fields,
Ai → A′i = k−1Aik+k−1∂ik, and ensuring the invariance
of a low-energy field theory under such gauge transfor-
mation is a non-trivial self-consistency check.
The part of the σ-model’s action, lacking explicit gauge
invariance, is the CS term (3.57). In fact, the gauge
transformation specified by the matrix k(x) generates a
contributions of order O(∂ik)n with n = 1, 2, 3. Explicit
inspection of Eq. (3.56) shows that
SCS[A
′] = SCS[A] +
3∑
n=1
δS
(n)
CS [A, k]. (3.52)
The first two contributions here read as
δS
(1)
CS [A, k] = −
i
8pi
∫
tr
(
τ3A ∧A ∧ k−1dk
)
, (3.53)
δS
(2)
CS [A, k] =
i
8pi
∫
tr
(
τ3A ∧ (k−1dk) ∧ (k−1dk)
)
,
and with the use of a relation dA = −A ∧ A their sum
can be reduced to a boundary action, δF = δS
(1)
CS +δS
(2)
CS ,
where δF is a surface integral over the 2-form,
δF [A, k] =
i
8pi
∮
tr
(
τ3A ∧ k−1dk
)
. (3.54)
At first sight, it is not really obvious how to handle
this contribution. In other contexts described by Chern-
Simons actions, the fractional QHE, for example, it is
customary to postulate a surface action, which is de-
signed so as to cancel the gauge contributions coming
δF from the bulk after a gauge transformation. How-
ever, in the present context, both the formal structure,
and the physical meaning of such type of surface con-
tribution remain opaque. Fortunately, the problem has
a much simpler solution. For once (in this section), we
need to take into account that the system has two nodes,
and that the other node contains an identical Chern-
Simons action, but of opposite sign. The microscopic
analysis of the band structure of Weyl metals shows
that the separation b between the nodes in momentum
space vanishes upon approaching system boundaries; at
the boundary, the nodes merge. This means that the
fields An, n = 1, 2 describing the nodes effectively hy-
bridize A1 = A2 ≡ A upon approaching the boundary,
and this entails the cancellation of the Chern-Simons ac-
tions SCS[A1]−SCS[A2]→ 0. With regard to the Chern-
Simons sector, our theory therefore remains effectively
boundaryless, and the gauge issue does not arise.
The 3rd contribution is solely k-dependent and given
by the 3d topological θ-term,
δS
(3)
CS [k] =
i
24pi
∑
s=±
s
∫
tr(k−1s dks)
∧3. (3.55)
This integral gives the quantized value ipi(n+−n−) where
ns is the winding number of the configuration ks ∈ U(R)
in the 3d physical space (recall that pi3 (U(R)) = Z for
R ≥ 2). We thus see that for large gauge transforma-
tions the CS action picks up a term quantized contribu-
tion SCS[A
′] = SCS[A] + ipi(n+ − n−). This, however, is
not the end of the story. Recall that the CS action was
obtained the gradient expansion of S0[A] in Eq. (3.19). It
was shown by Redlich40 that the regulator action Sη[A]
also changes under large gauge transformations, and by
the same term Sη[A′] = Sη[A]+ipi(n+−n−). This change
results from zero-crossings of energy levels of the regular-
ized Dirac operator under the spectral flow induced by
k. The sum of the two contributions therefore changes
by 2pii × (integer), which means that the exponentiated
action exp(S[A]) remains properly gauge-invariant.
Below, it will occasionally be useful to work with this
action in the coordinate invariant language of differential
forms. Defining the standard CS action as
SCS [A] = i
4pi
∫
tr
(
A ∧ dA+ 2
3
A ∧A ∧A
)
, (3.56)
in terms of the one-form A = Aidx
i, the result (3.14)
may be represented as
SCS[A] =
1
2
(
SCS [AP−]− SCS [AP+]
)
. (3.57)
In passing we noted that the connection of the CS action
to the Weiss-Zumino type action describing the three di-
mensional boundary of the 4d class A topological insu-
lator was recently emphasized in Ref. 48. This construc-
tion underpins the interpretation of a 3d single node Weyl
system as the boundary theory of a bulk 4d topological
insulator of class A.
G. Renormalization
The action as derived above is characterized by three
coupling constants: the longitudinal conductivity σxx
as a coupling constant of the diffusion term, the Hall
conductance σxy multiplying the topological term, and
the scattering rate τ−1n in front of the inter-node scat-
tering term. (The coupling constant of the CS action
is topologically quantized.) Fluctuations will renormal-
ize these coefficients at large distance scales. Speaking
of length scales, we need to discriminate between scales
larger and smaller than the scale ln at which the nodes
are effectively strongly coupled. Comparing the diffusion
term and the inter-node scattering term, we identify this
crossover scale as ln ∼ (σxxτnν−1)1/2. For length scales
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L < ln the two nodal fields An fluctuate independently,
and contains two independent contributions Sn[An], each
containing a diffusion term, a topological term, and a CS
term (of opposite sign). For larger scales, the action col-
lapses to S[A] = S1[A] + S2[A], where A ≡ A1 = A2 is
enforced by the inter-node scattering term, and S[A] con-
tains the diffusion and the topological term (of doubled
coupling constant), while the CS actions have canceled
out. Let us first concentrate on this latter regime and ask
how fluctuations renormalize the two remaining coupling
constants σxx, σxy. This question has been answered in
Ref. 31 within the context of a field theory study of the
layered quantum Hall effect (which, as pointed out above,
is described by the same action.) Application of two-loop
renormalized perturbation theory led to the flow equa-
tions for the dimensionless couplings gµν ≡ σµνL,
∂gxx
∂ lnL
= gxx − 1
3pi4gxx
,
∂gxy
∂ lnL
= gxy. (3.58)
What this tells us is that the dimensionless longitudi-
nal conductance shows Ohmic behavior gxx ∼ L, up to
weak localization corrections (the second term in the first
equation), which are vanishingly weak in the large dis-
tance limit. This is the scaling behavior of a three di-
mensional Anderson metal : even if the conductance is
initially weak, it grows at large distance scales (while
the conductivity remains unrenormalized.) The second
line states that the Hall conductance, too, shows linearly
increasing behavior, this time unaffected even by weak
localization. This implies the conclusion that the Hall
conductivity remains unrenormalized by quantum fluc-
tuations at a value σxy = b/pi, twice as large as the sin-
gle node contribution (3.42). (We here work under the
assumption that the value of the Hall conductivity did
not change in the short distance regime, L < ln, see be-
low.) Notice that the lack of renormalization of the Hall
conductivity distinguishes the system from the genuine
2d quantum Hall system, in which the Hall conductiv-
ity renormalizes towards integer values due to instanton
fluctuations42.
We finally speculate at what happens at intermedi-
ate length scales between the mean free path l and the
crossover scale ln. In this regime, the fields are effectively
decoupled, although the initially weak coupling term is
RG relevant (with engineering dimension 3), and keeps
growing until it becomes of the order of the diffusion term
(engineering dimension 1) at L ∼ ln. The action of the
nodal fields An is otherwise identical to that discussed
above, save for the presence of the CS term. However,
the latter is less relevant than both the diffusion and the
topological term, due to its higher number in derivatives.
We therefore suspect that it will not qualitatively inter-
fere with the renormalization of the theory. This in turn
implies that in the short distance regime, too, the cou-
pling constants renormalize according to Eqs. (3.58). In
section V we will discuss how the coefficients σµν , here
understood as abstract coupling constants, determine the
longitudinal and Hall conductance of the system.
Summarizing, we argue that the flow (3.58) determines
the renormalization of the theory for arbitrary length
scales L > l. Quantum fluctuations are generally weak,
due to the fact that the dimensionality of the system
is larger than the sigma model lower critical dimension
2. Physically, this means that the 3d system behaves
as an Anderson metal, whose essentially constant lon-
gitudinal conductivity is determined by the distance of
the chemical potential from the nodal point, which in
turn determines the bare σxx. Even at the nodal points,
the bare value of σxx obtained from the SCBA/RG anal-
ysis of Sec. IV B is (numerically) larger than than the
value gc L
−1 with gc = 1/
√
3pi2 marking the 3d Ander-
son transition towards an insulating phase, cf. Eq. (3.58).
While this observation may not sound too convincing (as
mentioned above, the derivation of the nodal theory is
not well controlled parametrically), the fact that a sin-
gle Weyl node can be understood as the surface theory
of a fictitious 4d topological insulator implies topologi-
cal protection against Anderson localization. However,
we caution that very different things can happen if the
system is geometrically confined to quasi two or one di-
mensional geometries. This point, too, will be discussed
in Sec. V.
IV. GAUGE FIELD THEORY
In this section we generalize our model to the presence
of an external (non-abelian) gauge field /a = aiσi. (The
non-abelianness is required to describe source fields, see
below.) The system then is described by the replicated
action (3.4) where the single-particle Hamiltonian incor-
porates the vector potential,
Hˆ[a] = v(/ˆk − /a)σn3 + (v/b + b0) + V (x), (4.1)
We assume that the fields ai are structureless in the nodal
space — electrons from different nodes interact with the
same gauge field — and (most generally) are elements of
the Lie algebra, ai ∈ u(R) × u(R), associated with the
small symmetry group H (see Sec. III A for the defini-
tion). For practical usage it means that ai = {as,rr
′
i δ
ss′}
is a matrix in replica and retarded-advanced spaces which
commutes with τ3. In what follows the ai’s will incorpo-
rate external sources, and external physical electric and
magnetic fields. Within the Keldysh framework discussed
in Sec. V, the fields ai can be also made dynamical to
describe particle interactions. In this section we are pri-
mary concerned with the geometrical gauge structure of
the theory, which in turn yields far reaching insights into
the universal behavior of observables. For the moment,
we restrict ourselves to the limit τn → ∞ in which the
nodes can be discussed separately.
After the integration over fermions, the disorder aver-
aged partition function Z[a] becomes a functional of a.
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As in preceding Sec. III we reduce it to a path integral
over soft Goldstone fluctuations
Z[a] =
∫
T∈G/H
D T (x) exp(−S[T, a]). (4.2)
The emergent σ-model action S[T ] = Sd[Q] + Stop[Q] +
SCS[A] with Q = Tτ3T
−1 and Ai = T−1∂iT describing
the theory in the absence of a was constructed above.
In the next Sec. IV A we show how the general form of
S[T, a] can be easily identified on the basis of S[T ] us-
ing straightforward principles of gauge invariance. After
that in Sec. IV B we derive the corresponding saddle-
point equation of the new theory. These equations will be
gauge invariant variants of the Usadel equations49 intro-
duced long ago in the context of quasiclassical supercon-
ductivity. The equations describing the Weyl node are
enriched by contributions stemming from the CS terms.
In Sec. V we will see how this leads to essential modi-
fications by which the diffusive hydrodynamics and the
(non-equlibrium) magnetotransport of disordered Weyl
fermions differ from that of conventional fermions. Sev-
eral of these structures are ’non-perturbative’ in that
they cannot be obtained from diagrammatic perturba-
tion theory approaches.
A. Gauge invariant action
Our starting point, the gauge coupled regularized ac-
tion from which the effective theory is derived, reads (cf.
Sec. III C),
S[Q, a] = S0[Q, a]− Sη[Q, a] (4.3)
− tr ln (iκQ− v/k + v/a) + tr ln (iηQ− v/k + v/a) .
where the self energy κ, too, may depend on a, for ex-
ample if the latter describes a very strong magnetic field.
However, our focus in the following will be on regimes
where the fields are weak enough for such effects not to
play a role. Note that we have chosen to include the ex-
ternal field a in the regulator Sη. After the similarity
transformation the action takes the form
S[Q, a] = S[A¯]− Sη[A¯]; (4.4)
S[A¯] = −tr ln (iκτ3 − v/k + iv /A+ vT−1/aT ) ,
Sη[A¯] = −tr ln
(
iητ3 − v/k + iv /A+ vT−1/aT
)
.
We observe that the only difference to Eq. (3.19) is that
the diffusion field Ak has been replaced by the (left)
gauge invariant combination
A¯k ≡ Ak − i T−1akT = T−1(∂k − iak)T. (4.5)
This expression suggests an interpretation of A¯k as the
field ak gauge transformed by T . Indeed, under a trans-
formation ψ → ψ′ = Tψ of the fields entering the native
fermion action the naked ak changes to the gauge trans-
formed configuration (4.5). The same argument tells us
that in our previous discussions we have been working
with fields Ak = T
−1∂kT that were ’pure gauges’. It also
suggests to take a look at the field strength tensor
F¯jk = ∂jA¯k − ∂kA¯j + [A¯j , A¯k]. (4.6)
For a = 0, the field strength vanishes, as one expects for
a pure gauge. However, for the configurations (4.5) one
finds F¯jk = −iT−1fjkT , where
fjk = ∂jak − ∂kaj − i[aj , ak] (4.7)
is the field-strength tensor of ai. In the following we
assume that fjk is proportional to the identity matrix
in the retarded-advanced and replica space, i.e. fjk ∝
1ra ⊗ 1R. This assumption leaves us enough freedom to
treat all important cases. Before proceeding, we remark
that a consistent regularization of the theory requires a
coupling of the regulator action to a. This can lead to
side effects, viz. a dependence of the regulates action
on non-analytic functions of the field strength tensor40.
This — conceptually interesting — point is discussed in
Appendix B where we show that those terms drop out
under the conditions formulated above.
The σ-model describing a single copy of disordered
Weyl fermions in the presence of the field a is described
by the action
S[T, a] = Sd[Q, a] + Stop[Q, a] + SCS[A¯]. (4.8)
Here the diffusive and AHE terms are the canonical
gauge-invariant extensions of the actions (3.12) and
(3.13):
Sd[Q, a] =
σxx
8
∫
dx tr(∇Q)2, (4.9)
Stop[Q, a] =
σxy
8
3ij
∫
dx tr(Q∇iQ∇jQ), (4.10)
where the ∇ operator denotes the long derivative,
∇kQ := ∂kQ− i[ak, Q]. (4.11)
The CS contribution to the action has the same func-
tional form (3.14) as discussed before but is evaluated
with the use of the gauge-invariant superposition A¯k of
the fields Ak and ak defined by Eq. (4.5).
Under a left gauge transformation U acting on the
fields as T ′ = UT fields and derivatives change as
Q′ = UQU−1, ∇′iQ′ = U(∇iQ)U−1 (4.12)
(where ∇′k = ∂k− i[a′k, ·]), and this shows that each piece
of the action (4.8) is (left) gauge invariant.
We finally note another equivalent representation of
the CS action,
SCS[A¯] =− i
16pi
∫
dx ijktr
(
2∂iA¯jτ3A¯k
+ A¯iA¯jτ3A¯k +
1
3
τ3A¯iτ3A¯jτ3A¯k
)
. (4.13)
13
which will be useful throughout.
As mentioned above, the structure of the above ac-
tion follows essentially from principles of gauge invari-
ance. However, for the sake of completeness, some more
details on its construction are included in Appendix IV A.
B. Kinetic equations
Let us now start from the gauged form of the σ-model
to derive the saddle-point equations of the theory. Their
form is interesting in its own right and will be used in
Sec. V for the analysis of the magnetotransport in the
system.
To identify stationary configuration Q = Tσ3T
−1 of
the action (4.8) we may parametrize fluctuations around
Q as T ′ = eλT with λ 1. This defines the variations
δQ = [λ,Q], (4.14)
δAi = −(T−1δT )Ai + T−1∂iδT,
where δT = λT . Substituting the fields Q′ = Q+δQ and
A′i = Ai + δAi into the action and requiring terms linear
in λ to vanish one obtains the saddle point equation
D∇k(Q∇kQ)− 
ijk
32pi2ν
[
{fij , Q}, Q∇kQ
]
− i
ijk
16pi2ν
(∇iQ)(∇jQ)(∇kQ) = 0. (4.15)
We have introduced here the diffusion coefficient D and
the DoS at the Fermi surface ν which are related to the
conductivity σxx per node by the familiar Einstein rela-
tion σxx = 2piνD. For details on the derivation of this
central result we refer to Appendix D.
Equations of this type are widely known in the context
of mesoscopic superconductivity, where they are known
as Usadel equations49. More generally, these equations
belong to the family of kinetic equations, and we will
refer to them as such throughout. Our kinetic equa-
tion (4.15) is explicitly gauge invariant — it holds for the
Q-field as such, rather than for the gauge fields Ak. Its
first term stems from the action Sd (4.9), while the two
others originate in the CS action (the topological AHE
action (C1), which can be reduced to a pure boundary
term, does not contribute to the saddle point equation
in the bulk). Finally, the interpretation of the drift term
containing only one derivative is most naturally revealed
in quasi-one-dimensional geometries, as discussed in de-
tails in Sec. V B 3. We here merely state that this term
describes the CME in its most general manifestations.
To establish the meaning of the last third term in
Eq. (4.15), we temporarily set ai = 0, write the term in
an invariant form, ∝ 116pi tr(dQ∧ dQ∧ dQ), and integrate
over a volume Ω. Upon application of Stoke’s theorem,
the term then assumes the form of a surface integral over
the two-dimensional bondary of Ω,
W =
1
16pi
∫
∂Ω
tr(QdQ ∧ dQ). (4.16)
This integral is topologically quantized and describes the
windings W of the field over the boundary. More pre-
cisely speaking, the 2nd homotopy group of our σ-model
manifold is non-trivial, pi2(G/H) = Z, and the integral
measures the topological contents of fields. However,
the presence of such surface windings, necessitates the
presence of singular topological defects in the bulk of
Ω, the simplest example being a ‘hedgehog’ configura-
tion. Whether or not the inclusion of such structure in
the field theory of the disordered Weyl system is of any
importance requires further study. (There is the intrigu-
ing observation that singular vortex-like topological ex-
citations of two-dimensional σ-models play a crucial role
in the description of Anderson localization transitions in
chiral50 and symplectic51 symmetry classes.)
Importantly, the generalized kinetic equation can be
cast in the form of a continuity equation. Define the
matrix current J i = J iD + J
i
CS to be a sum of diffusive
(J iD) and CS (J
i
CS) currents, resp.
J iD = piνD(Q∇iQ), (4.17)
J iCS = −
iijk
16pi
(
Q(∇jQ)(∇kQ)− i{fjk, Q}
)
. (4.18)
The saddle point Eq. (4.15) then assumes the form
∇iJ i = 0. (4.19)
This structure follows from general properties of covari-
ant derivatives (the ∇i’s): for arbitrary matrices X,Y
one has the ‘chain’ rule
∇k(XY ) = (∇kX)Y +X∇kY, (4.20)
while two derivatives along different directions generally
do not commute,
[∇j ,∇k]X = −i[fjk, X], (4.21)
if the connection ai is not the full gauge. We further have
the Bianchi identity, ∇f = 0, which in coordinates reads
as
ijk∇ifjk = 0, (4.22)
With this information in store, we find
∇iJ iCS = −
iijk
16pi
(
∇iQ∇jQ∇kQ
− i
2
Q[fij , Q]∇kQ− i
2
Q∇jQ[fik, Q]
− i{fjk,∇iQ}
)
. (4.23)
Using the identity Q∇kQ = −(∇kQ)Q one can regroup
the terms above to obtain the divergence of the CS cur-
rent,
∇iJ iCS = −
iijk
16pi
(
∇iQ∇jQ∇kQ− i
2
[
{fij , Q}, Q∇kQ
])
,
(4.24)
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and hence the equivalence of the kinetic (4.15) and the
continuity (4.19) equations is established.
In accord with general principles – gauge invari-
ance implies current conservation – the continuity equa-
tion (4.19) discussed above emerges from the local
non-Abelian (left) gauge symmetry of the σ-model ac-
tion (4.15). Indeed, by construction (see Sec. IV A) the
action S[T, a] is invariant under the simultaneous varia-
tions of the fields T and a in the form
δT = λT, δak = [λ, ak]− i∂kλ, (4.25)
resulting from the infinitesimal rotation U = eλ ' 1 + λ.
In more explicit terms we have
δS =
∫
dx tr
{
λ
(
δS
δλ
)
a
+ δak
δS
δak
}
=
∫
dx trλ
{(
δS
δλ
)
a
+ i∇k
(
δS
δak
)}
= 0, (4.26)
where (δS/δλ)a denotes the variation of S under fixed
gauge field a. Since in the last equation λ is arbitrary,
we find the following identity(
δS
δλ
)
a
+∇kJk = 0, (4.27)
Jk = i
δS
δak
. (4.28)
which is valid for any Q-matrix and vector potentials a.
On the saddle point level the Q-matrix is the solution to
(δS/δλ)a = 0, which is the implicit form of the kinetic
equation (4.15). Hence we see that the latter should be
equivalent to the continuity relation ∇kJk = 0. Invoking
the explicit form of the action S[T, a] one then checks
that the current (4.28) is but the sum of diffusive (4.17)
and Chern-Simons (4.18) currents postulated above.
V. KELDYSH FIELD THEORY
Our so far discussion was mainly concerned with in-
ternal structures of the theory, which are best exposed
within the simple replica framework, at fixed values of
Green function energies. In this section, we will go be-
yond this level to explore the physics of observables. Our
discussion will include non-equilibrium observables, and
this requires extension of the theory to a dynamical (time
dependent) framework, which in the present context is
the real-time Keldysh field theory approach. We start
in Sec. V A by discussing the straightforward reformu-
lation of both the σ-model action and the derived ki-
netic equation within the Keldysh framework. After that,
in Sec. V B we will proceed to the discussion of various
features of the Weyl semimetal, highlighting manifesta-
tions of the axial anomaly, and structures which are not
straightforwardly obtained by other methods. Specifi-
cally, in Sec. V B 2 we derive the diffusive hydrodynamics
of the two node system, and Sec. V B 3 is devoted to the
study of the magnetoconductance and of non-equilibrium
shot noise.
A. Real-time nonlinear σ-model
1. Effective action and kinetic equations
Given the replicated σ-model action at fixed energy ,
which was derived and discussed in details in Sec. III, the
extension to the Keldysh-like theory framework follows
the lines of the general framework formulated within the
context of interacting diffusive metals52 and supercon-
ductors53, see also the excellent text54 for a pedagogical
introduction to the field.
One starts from the real-time analog of the Gaussian
action (3.4)
S[ψ¯, ψ] = −i
∫
CK
dt dx ψ¯(i∂t − µ− Hˆ)ψ, (5.1)
where the time integral is performed along the Keldysh
contour (CK) and µ is the chemical potential. The
field, which now depends on real time and space, ψ =
(ψfi,n(t,x), ψ
b
i,n(t,x))
T becomes a spinor defined by the
4-component fields ψf(b) residing on the forward (back-
ward) branch of the path CK , where the four compo-
nents represent the nodal (n = 1, 2) and the Weyl spinor
(i = 1, 2) structure of the model Hamiltonian Hˆ as be-
fore. When Fourier transformed, the fields ψ
f/b
,i,n(x) ac-
quire an energy index  (replacing time) which under dis-
cretization plays a role analogous to the index r = 1, ..., R
of the old replica theory, while the advanced/retarded in-
dex s is replaced by the forward/backward structure of
the original Keldysh spinor after a linear transformation,
see details in Refs.54,55.
Unlike with the replica theory, the physical stationary
saddle point B¯ = −iκΛˆ of the effective Keldysh action is
not diagonal in retarded-advanced subspace. It depends
on the electron distribution function h ≡ 1− 2f as
Λ′ =
(
1 2h
0 −1
)
RA
δ′ . (5.2)
In equilibrium f is the Fermi distribution leading to
hF ≡ tanh(/2T ), which in the time domain is given by
hF (t1−t2) = −iT/ sinh(piT (t1−t2)). Under more general
out-of-equilibrium situation h = h(t1, t2) becomes a two-
time function which then translates into a non-diagonal
matrix h′ in the energy domain.
To establish the connection to the replica field theory,
one diagonalizes the physical saddle point Λˆ as follows
Λˆ = T0 ◦ τRA3 ◦ T−10 , T0 =
(
1 h
0 −1
)
. (5.3)
Where we use the ◦-symbol to indicate that the diago-
nalization implies multiplication in energy or convolution
15
in time, depending on the chosen representation. The
soft modes in the Keldysh non-linear σ-model are then
parametrized as
Q = T ◦ τRA3 ◦ T−1, T = T0 ◦ T ′, (5.4)
where the matrices T ′ — similar to the replica theory —
span the coset space U(2N)/U(N)×U(N) where N →∞
is the number of discretization time points in the Keldysh
path integral.
The construction of the effective action above was
based solely on the coset structure, but not on the de-
tailed realization of the matrices T . This means that
both, the σ-model action (4.8) and the kinetic equa-
tion (4.15) retain their form within the Keldysh field
framework. At this stage we choose the gauge field,
a = {a+,a−}, to be the physical electromagnetic field
with E = −∂ta and B = ∇ × a, where a± stand for
the vector potentials on the two branches of the Keldysh
contour. (Except for in final formulas, e = c = ~ = 1
throughout.) The Keldysh action for the two-node Weyl
metal then has the form
S[T, a] =∑
n=1,2
(
Sd[Qn, a] + Stop[Qn, a] + (−1)n+1SCS[Tn, a]
)
+ Simp[Q1, Q2]− i
8pi
∫
dt dx
[
(a˙+)2 − (a˙−)2] , (5.5)
where the last term is the electrostatic energy with a
density E2/8pi. (The magnetic field does not contribute
significantly to the overall field energy.) In (5.5), Stop,
SCS, and Simp read as before, see Eqs. (4.10) and (4.13),
while the diffusive part
Sd[Q] =
piν
4
∫
dtdx tr
(
D(∇Q)2 − 4∂tQ
)
(5.6)
includes an additional dynamical contribution56. Finally,
the inter-node scattering action is given by the straight-
forward extension of Eq. (3.15), i.e.
Simp[Q1, Q2] = − piν
4τn
∫
dtdx tr(Q1Q2)
The kinetic equation corresponding to the effective
acion (5.5) is obtained by variation of the fields Q, as
in the replica case. For our choice of the external vector
potential, we find
∇kJkn − piν[∂t, Qn] + (−)n
piν
4τn
[Q1, Q2] = 0, (5.7)
where the matrices are written in the time domain,
Qt1t2(x), and the divergence of the matrix current in the
node n assumes the form
∇kJkn = piνD∇k(Qn∇kQn) +
(−1)n
4pi
Bk∇kQn
+ (−1)n i
ijk
16pi
(∇iQn)(∇jQn)(∇kQn). (5.8)
We will make extensive use of this equation in our anal-
ysis of the transport physics below.
2. Drift diffusion dynamics
Before turning to the quantitative evaluation of the
Keldysh theory, we would like to draw the attention of
the reader to the term ∝ (B ·∇)Qn in Eq. (5.8), which is
a direct descendant of the CS term. The most interesting
feature of this term is that it contains only one derivative.
Alluding to the similarity of the kinetic equation with a
Fokker-Planck equation, we anticipate that this is a drift
term, which describes directed motion of charge carriers
in a direction specified by the magnetic field. The fact
that this term contains less derivatives than the diffu-
sion term also means that it will dominate the dynamics
at large scales. I.e. we are led to the anticipation that
diffusion at short scales gives way to effectively ballistic
motion at large scales. This phenomenon is a direct con-
sequence of the CME and not realized in other forms of
disordered electronic matter. We will discuss various of
its concrete manifestations below.
To reveal the physical origin of the drift term we
consider the spectrum z(kz) of a clean Weyl node in
the presence of a magnetic field B of strength B in z-
direction. It is well known and is given by
n(kz) = v sgn(n)
√
2|n|B + k2z (5.9)
for n 6= 0 Landau levels (LL) while the ‘chiral’ n = 0 LL
has the linear dispersion relation
0(kz) = (−1)nvkz, (5.10)
where the sign (−1)n reflects the chirality of each Weyl
nodal point. These LLs are multiply degenerate, where
the degeneracy factor Nφ is given by the number of flux
quanta piercing the cross section A of the systems trans-
verse to the magnetic field, i.e. Nφ = A/(2pil2B), where
lB = 1/
√
B is the magnetic length. Each of these states
propagates in z-direction with a characteristic velocity
∂kz0(kz) = (−1)nv, i.e. there is a collective drift cur-
rent density of magnitude (−)nvNφA−1 ∼ (−)nvB.
Our kinetic equation (5.7) states that these multiply
degenerate one-dimensional channels survive the pres-
ence of itra-node impurity scattering. Within the theory
of quasiclassical superconductivity57–60, the propagation
of quasi-particles with velocity v along ballistic trajecto-
ries locally described by a unit vector n is described by
terms of the structure ∝ v(n ·∇)Q in the evolution equa-
tions. Normally, such terms arise a length scales shorter
than the crossover scale to a diffusion regime. Our result
above implies the stability of the ballistic drift term at
large length scales, the presence of impurity scattering
notwithstanding.
To make the above arguments a little more con-
crete, consider the quasi-one-dimensional (1D) geometry
(Fig. 2) with a mesoscopic wire made of Weyl semimetal
which has a crossectionA satisfying the conditionD/A .
max{, T}. In this case the last term with triple gradi-
ents in Eq. (5.8) can be neglected. Upon multiplying the
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kinetic Eq. (5.7) by the doubled area 2 × A we obtain,
say, for the 1st node
gzz∇z(Q1∇zQ1)−Nφ∇zQ1 + piν1
2τn
[Q1, Q2]
= 2piν1[∂t, Q1], (5.11)
where gzz = 2piνAD is the conductance per length of
the wire, ν1 = Aν is the one-dimensional DoS, and
Nφ = A/2pil2B = Φ/Φ0 is the number of magnetic flux
quanta through the wire’s cross section. We now rec-
ognize that this last equation contains both a diffusive
term describing the n 6= 0 LLs mixed by disorder a drift
term due to Nφ ballistic 1D channels originating from
the n = 0 LL. Finally, notice that the dominance of the
drift term at large length scales suggest the existence of
a regime of effectively ballistic transport, in which the
conductance is proportional to the number of conduct-
ing channels, Nφ ∝ B and independent of the length of
the wire. While the existence of this regime follows from
straightforward dimensional analysis, we will see in the
next section, that it is easily missed in linear response
approaches to transport.
To conclude this section we mention that the Keldysh
action and kinetic equation discussed above are valid in
the limit of sufficiently weak classical magnetic fields cor-
responding to lB & (k−1F l)1/2 with kF ≡ µ/v when the
oscillations in the density of states due to Landau quanti-
zation smeared by disorder are not important (see Ref. 18
for the detailed study of the transversal magnetoresis-
tance in the opposite limit of strong magnetic fields).
3. Quadratic action
In this section, we will establish contact to previous
linear response approaches to transport in the dirty Weyl
system26,27. This can be done without reference to the
full framework of the kinetic equations. What we need
to do, rather, is expand the action to quadratic order
in the generators d of diffusion modes. The latter are
defined by parameterizing the T -matrices of node n as
Tn = T0 ◦ e−Wn/2, where {Wn, τ3} = 0 is off-diagonal,
Wn,tt′(r) =
(
0 dn,tt′(r)
d¯n,tt′(r) 0
)
, (5.12)
in Keldysh advanced/retarded space, and the overbar
denotes complex conjugation. Physically, the fields
dn,tt′(r) describe the phase coherent propagation of an
advanced and a retarded quasiparticle amplitude of en-
ergy/momentum close to node n. The condition of phase
coherence requires to propagating amplitudes to stay
close in space, r, while the times, t, t′, at which r is tra-
versed can be different. By definition, the quadratic ac-
tion governing the fluctuation of the fields d in a Gaussian
approximation to the theory defines the effective diffusion
mode of the system.
Defining a nodal doublet, d ≡ (dn=1, dn=2)T , the dif-
fusive (Sd) and impurity (Simp) contribute to the action
as
Sd
O(d2)−→ −piν
2
∑
,′,q
d¯T′(−q)
[
Dq2 + ω
]
d′(q),
Simp
O(d2)−→ − piν
4τn
∑
,′,q
d¯T′(−q)[1− σ1]d′(q). (5.13)
where ω =  − ′, we have switched to the energy-
momentum domain, and Pauli matrices σi act in node
space throughout.
Turning to the CS-term SCS[A¯], we have A¯i = Ai− iai
where the external vector potential a = B(−y, x, 0)/2
produces the magnetic field along z-axis. To quadratic
order in d only the first part of the CS action contributes
and we find
SICS[A]
O(d2)−→ − B
4pi
tr(A3τ3) −→
−→ −piν
2
∑
,′,q
(
iB
4pi2ν
)
d¯T′(−q)(σ3qz)d′(q).
where in the second line we have expanded the field A3 =
T−1∂3T → 18 [∂W,W ] to second order in the generators
W .
At this stage it is convenient to perform an orthogonal
rotation in nodal space to symmetric (ds) and axial (da)
diffusion fields,
ds/a =
1√
2
(d1 ± d2). (5.14)
Collecting terms, we find that the Gaussian action gov-
erning the doublet d = (ds, da)
T takes the form
S = −piν
2
∑
,′,q
d¯T′(−q)D−1(ω,q)d′(q), (5.15)
Here D−1(ω,q) is the (inverse) diffuson,
D−1(ω,q) =
[
Dq2 − iω −iΓqz
−iΓqz Dq2 − iω + 1/τn
]
, (5.16)
and
Γ =
B
4pi2ν
. (5.17)
will be referred as the ‘drift velocity’ in what follows. The
diffusion mode (5.16) equals that found by diagrammatic
perturbation theory in Ref.26.
The physical meaning of D becomes evident once we
introduce the total (ρ = ρ+ + ρ−) and the axial (ρa =
ρ+−ρ−) electron densities. Eq. (5.16) for the propagator
then implies61 that the two component vector of densities
(ρ, ρa) evolves according to the equation D
−1
ij ρj = 0, or
−D∇2ρ+ ∂tρ− Γ∂zρa = 0,
−Γ∂zρ−D∇2ρa + ∂tρa + ρa/τn = 0. (5.18)
17
Based on these equations and the Einstein relation,
Refs.26,27 argued that the longitudinal conductance of
the system reads
σzz(B) = σxx +
τn
2ν
(
B
2pi2
)2
, (5.19)
where the B-dependent term is a manifestation of the
CME in diffusive transport. While it is suppressed by
inter-node scattering, it persists for any finite τn, which,
in fact, poses a problem: one may wonder what cuts off
the formal divergence of the result in the case of uncou-
pled nodes τn →∞ and/or strong magnetic field B →∞.
Our discussion of section V A 2 in fact suggests that the
correct asymptotics should be a result σzz ∝ B linear in
B and finite for τn →∞.
In the following we will argue that the derivation of
a generalized result which comprises all limiting cases
must include the external electric field driving the current
(which was tacitly ignored in the discussion above), and
the back-action of the latter on the nodal distribution
functions fn. This information is conveniently encoded
in the kinetic equations, which not only know about the
soft excitations of the system (above parameterized via
the d-fields), but also about the feedback of diffusion into
the f -functions. In the rest of the paper, we therefore
concentrate on that formalism.
B. Transport
In this section, we discuss the kinetic equation ap-
proach to transport. Our work program includes three
principal steps: (i) we first compute the distribution func-
tions describing the charge carrier populations at the
nodes. Then (ii) we relate these distribution functions to
charges and currents, before (iii) we extract observables
from those. In the following, we discuss this program on
the concrete example of the transport problem sketched
in Fig. 2: we imagine the system biased by an external
voltage V in the z-direction, assumed to be colinear to
an external field B. Our goal is to compute the con-
ductance and its noise characteristic for a system whose
dimensions are specified in the figure.
1. Distribution functions
To obtain the distribution functions, we substitute the
minimal ansatz Q = Λ (cf. Eq. (5.3)) into the kinetic
equation (5.7). For the moment, we do not need to con-
sider time dependent solutions, i.e. the distribution func-
tion f() becomes a function of a single energy argument,
and [∂t,Λ] = 0. Assuming constancy of the distribution
functions in directions perpendicular to z. Substitution
of Λ = Λ(f()), then readily yields the equations
D∂2zfn() + (−)nΓ∂zfn()− (−)n
1
2τn
(
f1()−f2()
)
= 0,
(5.20)
which have to be supplemented by the boundary condi-
tions at the Ohmic contacts,
fn()
∣∣
z=0
= fF (− V ), fn()
∣∣
z=L
= fF (). (5.21)
The structure of these equations immediately reveals the
presence of two distinct length scales: first, equating dif-
fusive and drift terms, D/l2m ∼ Γ/lm, we obtain the drift-
diffusion crossover length
lm =
D
Γ
= 4pi2
σxx
B
, (5.22)
which is related to the magnetic length lB = (1/B)
1/2 via
the estimate lm ∼ l(lBkF )2. Here l = vτ is the intra-node
mean free path and kF = µ/v is the Fermi momentum.
The analysis of our paper is limited to the classically
weak magnetic fields satisfying lBkF  1, which gives us
lm  l. Physically, the scale lm discriminates between a
short distance diffusive and a large distance drift trans-
port regime. Second, the inter-node scattering becomes
important on the length scale
ln =
√
Dτn. (5.23)
Owing to our assumption of weak inter-node scattering,
τn/τ  1, the latter length exceeds the intra node mean
free path by far, ln  l. However, the two mesoscopic
length scales lm and ln can assume arbitrary relative val-
ues and this leads to the emergence of different types of
transport.
However, before discussing concrete solutions of the
equations determining f , let us turn to the second step
of the program, the determination of
2. Charge densities and currents
The discussion of this section applies independently to
the fields of the two nodes, and we suppress the nodal
index for brevity. To relate the charge density ρ(r, t)
and current density j(r, t) to the distribution function
h = 1− 2f in a general setting with time dependence, it
is convenient to express the latter in a Wigner represen-
tation h(t, ) defined through
h(t1, t2) =
∫
d
2pi
h(t, )e−i(t1−t2),
t =
1
2
(t1 + t2). (5.24)
The charge density corresponding to h is then given by
ρ(r, t) = −piν
2
trQ(r, t, t)τ1 (5.25)
Q=Λ
= −piν h(r, t, 0) = −ν
2
∫
h(r, t, )d,
where the matrix τ1 operates in the Keldysh basis. As
one would expect, the charge density is obtained by inte-
gration of the distribution function over energy (we here
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assume constancy of the density of states over the energy
windows relevant to the problem.)
In the same manner, the current is obtained as
j(r, t) =
1
2
tr (J(r, t, t)τ1), (5.26)
where the matrix current J = JD + JCS is the sum of
the diffusive and the Chern-Simons current defined in
Eqs. (4.17) and (4.18). The evaluation of the former un-
der the most general circumstances where an electric field
is present requires a bit of care and is detailed in Ap-
pendix E. As a result we obtain the components of the
diffusive current as
ji,D(r, t) = −D∂iρ(r, t) + σxxEi(r, t). (5.27)
Here σxx as before denotes the conductivity per node.
The two terms above are, respectively, Fick’s and Ohm’s
law. In a similar manner we obtain the Chern-Simons
current
ji,CS(r, t) = ±ijkfjk
8pi2ν
ρ(r, t), (5.28)
where we neglected the topological winding number con-
tribution in (4.18). In the case at hand, a magnetic field
in z-direction, zjkfjk = 2B, the CS current is colinear
to the field with
jz,CS = ±Γρ(r, t), (5.29)
and expresses the chiral magnetic effect (CME)22,23. The
sum
j = jD + jCS, (5.30)
is the full current density in the system.
We finally note that the charge and current density as
derived above satisfy the continuity equation
∂tρ+ ∂rj = ± 1
4pi2
(B ·E), (5.31)
where the term inhomogeneity on the r.h.s. is manifes-
tation of the anomaly, and the sign change refers to the
nodes. This equation, too, is proven in Appendix E.
3. Conductance & shot noise
In the absence of a bulk electric field, the total current
in z-direction I = Ajz = A(jz,1 + jz,2) as derived above
is given by
I = A
∑
n
(−D∂zρn − Γ(−)nρn) =
= Aν
∑
n
∫
d (−D∂z − Γ(−)n) fn(). (5.32)
Comparison with Eq. (5.20) shows the constancy of the
current ∂zI = 0, as required for a static problem.
Conductance —. The next step is the solution of the
second order linear differential equation (5.20) subject
to the voltage dependent boundary equation. The ana-
lytical solution of these equations is possible but rather
cumbersome, and we do not display it here. (Readers
interested in seeing the solution are advised to feed the
equation into a computer algebra system.) Substitution
of the solution into (5.32) and integration over the energy
 yields linear in V electric current, I = G(B)V , where
the conductance is given by
G(B) =
Nφ
2pi
× g
(
L
lm
,
L
ln
)
, (5.33)
g(x, y) =
(
y2/x2 + 1
)3/2
y2
2x
√
y2/x2 + 1 + tanh
(
1
2x
√
y2/x2 + 1
) .
Here Nφ = Φ/Φ0 denotes the number of flux quanta
through the cross section A as before, and the mag-
netic field enters through the dimensionless parameter
x = L/lm ∝ B. In the limit of zero magnetic field,
G(0) = 2νD/L matches the Drude result. However, in
the limit of strong fields (x→∞) we find G(B) = Nφ2pi ∝
B, i.e. G(B) always becomes linear in B and independent
of L at high magnetic fields (cf. Fig. 4.)
The magnetoconductance shows its most interesting
behavior in the regime lm  ln, i.e. when the drift dif-
fusion scale is reached before the nodes get coupled by
impurity scattering. In this case we have x y and the
crossover function g(x, y) simplifies to
g(x, y) ' 1
y2/(2x) + tanh(x/2)
. (5.34)
Under these conditions, we may discriminate between
long wires, L > ln, for which the nodes are effectively
coupled by inter-node scattering, and shorter wires, for
which they remain uncoupled, L < ln. For brevity, we
will refer to the two types of systems as ‘coupled’ and
‘un-coupled’ wires throughout.
For uncoupled wires, L < ln, the magnetoconductance
becomes
G(B) ' Nφ
2pi
coth(L/2lm), (L, lm) < ln. (5.35)
As the function of length L it shows diffusion (∝ B2)
to drift (∝ B) crossover at length scales L ∼ lm. In
the diffusive regime of short lengths, L < lm, the con-
ductance shows Ohmic scaling, G ∼ L−1. However, for
larger lengths, L > lm a crossover into a ‘ballistic’ drift
dynamics takes place, and the conductance saturates at
the constant value G ' Nφ/2pi (see Fig. 5.)
One might suspect that increasing the wire length to
values, L > ln, where the nodes get effectively coupled,
lets the system re-enter a conventional diffusive phase.
However, this is not so, up to the much larger crossover
scale
l∗ ≡ l
2
n
lm
> ln,
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FIG. 4. Magnetoconductance ∆G(B) = G(B) − G(0) at a
fixed length L/l = 102. The bottom (red) line correspond
to a wire with L = 10ln for which the nodes are coupled
by scattering. The upper (gray) line corresponds to a short
wire L/ln  1 with effectively uncoupled nodes. Both curves
demonstrate diffusion (∝ B2) to drift (∝ B) crossover inG(B)
upon increasing B.
the conductance remains ballistic
G(B) ' Nφ
2pi
, L < l∗. (5.36)
The existence of this length scale can be rationalized
from the structure of the differential equation Eq. (5.20),
which tells us that up to lengths L < l∗ corresponding
to Γ/L > τ−1n the drift term overpowers the scattering
term.
For large lengths L > l∗ (or at weaker magnetic fields),
the system re-enters a regime of diffusive dynamics, with
Ohmic conductance
G(B) =
Nφ
2pi
2l2n
Llm
=
A
L
τn
2ν
(
B
2pi2
)2
, L > l∗. (5.37)
Comparison with Eq. (5.19) shows that this corresponds
to the high field asymptotics of the earlier diagrammatic
result. We encounter the high-field limit, τn2ν
(
B
2pi2
)2 
σxx because we are working under the assumption 1 
lm/ln which is equivalent to the largeness of the mag-
netic field term compared to the bare conductivity. Fig. 5
shows the conductance as a function of length. At inter-
mediate lengths, lm < L < l∗, we observe the formation
of the ballistic plateau mentioned above.
Finally, for weak magnetic fields such that lm  ln no
such behavior is found. In this regime, Eq. (5.33) reduces
to Eq. (5.19), where the field dependent correction now
is weak compared to the Drude term.
Non-equilibrium noise —. If the drift transport regime
identified above really were governed by ballistic dynam-
ics, then its noise characteristics should differ from that of
the diffusive regimes. In the following, we show that this
is indeed the case. Our object of study here is the field
dependent Fano factor F (B) of the current shot noise,
i.e. the ratio of the observed shot noise to that of a Pois-
sonian process. We will see below that the drift-diffusion
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FIG. 5. Magnetoconductance versus the rescaled length L/ln
shown for the fixed ratio of lengths lm/ln = 0.1 and the mean
free path l = 0.1lm.
crossover shows in the function F (B) as a saturation to a
value 1/3 at low B (’diffusion’) and an exponential sup-
pression at large B (noiseless ballistic dynamics). The
full profile is shown in Fig. 6.
To simplify matters, we limit our consideration to short
wires (L lm) for which inter-node scattering can be ne-
glected. In this case the channels of different nodes do
not mutually equilibrate, and one may expect deviation
from diffusive noise factor F = 1/3. We compute the
shot noise within the framework of the theory of full cur-
rent statistics (FCS)62. Our starting point is the kinetic
equation (we here consider node no. 1, the equation for
the other node differs in the sign of the drift term; nodal
index suppressed for brevity.)
D∂z(Q∂zQ)− Γ ∂zQ = 0. (5.38)
with boundary conditions Q
∣∣
x=0,L
= QL,R modified to
include sources
Q
∣∣
L,R
= ei
χL,R
2 τ1Λ(fL,R)e
−iχL,R2 τ1 , (5.39)
where fL = fF (−V ) and fR = fF () as before, the Pauli
matrix acts in Keldysh space, and χL,R are two auxiliary
parameters, known as counting fields in the theory of
0 1 2 3 4 50.0
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F
FIG. 6. Fano factor of the shot noise in for disordered wires
shorter than the nodal equilibration length.
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FCS. To solve the kinetic equation we choose the similar
parametrization for the Q-matrix at any spatial point,
Q(x) = e
λ
2 τ1Λ(f)e−
λ
2 τ1 . (5.40)
Substituting Eq. (5.40) into (5.38), we find that the latter
becomes equivalent to the set of two coupled nonlinear
differential equations (cf. Appendix F)
f ′′ + 2
(
f(1− f)λ′)′ − f ′ = 0, (5.41)
λ′′ − (1− 2f)λ′ 2 + λ′ = 0, (5.42)
where f(x) and λ(x) are expressed as functions of the di-
mensionless parameter x = z/lm used previously. Which
have to be supplemented with the boundary conditions
f(x = 0, L/lm) = fL,R and λ(x = 0, L/lm) = iχL,R.
Focusing on zero temperature and the transport energy
regime 0 <  < V , they simplify to f(0) = 1, f(L) = 0.
We now use the fact that the kinetic equations (5.38)
conserve the matrix currents Jn = D∂zQ + (−)nΓQ,
where we re-introduced the nodal index. This sug-
gests to define the likewise conserved full scalar current
Jz(χ) =
∑
n tr(Jnτ3). Within our choice of parametriza-
tion it takes the form
Jz(χ) = σxxA
∑
n
∫
d
[
−f ′n − 2fn(1− fn)λ′n
− (−1)nfn
]
. (5.43)
The scalar current depends only on the phase difference
χ = χL−χR. According to the general principles of FCS,
it yields the physical current and the current noise as
I = Jz|χ=0, S = i(∂χJz)|χ=0,
respectively. The noise may therefore be obtained by
first oder perturbative solution of the differential equa-
tions (5.41) in χ. To zeroth order, the first of the equa-
tions simplifies to (f0n
′+ (−1)nf0n)′ = 0, while the second
becomes λ′′ + λ′ = 0. Expressed in terms of the solu-
tions of these equations, the equation for the first order
correction f1 assumes the form
f1n
′′
+ (−1)nf1n′ = −2
(
f0n(1− f0n)λ′n
)′
. (5.44)
The solution of these equations is straightforward, and
upon substitution of the result into (5.43), we obtain the
conductance in agreement with our previous discussion.
For the noise we obtain S = FI, where the Fano factor
is given by (cf. Fig. 6)
F (x) =
sinhx− x
2 sinh2(x/2) sinhx
=
{
1/3− x2/15 + . . . , x 1
2e−x, x 1 , (5.45)
where x = L/lm. This equation tells us that the noise
vanishes exponentially with the magnetic field. This is
FIG. 7. The top view of the mesoscopic contact made of
the Weyl semimetal film of thickness d and two rectangular-
shaped Ohmic contacts of width W placed at distance L on
the top of the film.
because for increasing field, the system sustains a larger
number of effectively ballistic 1D transport channels,
which superimpose to support a transport regime effec-
tively void of scattering. For short systems L < lm the
transport is diffusive and the noise function crosses over
to the standard value F = 1/3. Finally, we expect that
for wires of length L > l∗, i.e. longer than the nodal
equilibration length a crossover back to F = 1/3 takes
place, i.e. the noise function is governed by a pronounced
inhomogeneity at intermediate length lm . L . l∗.
While our discussion above focused on a quasi one-
dimensional idealization of the system for simplicity, we
believe that qualitatively similar results hold for the 2D
geometry shown in Fig. 7. For this setup the amount
of 1D channels effectively contributing to the conduction
will be given by the number of flux quanta through the
cross section of the contact, NΦ = ABz/Φ0 with A ∼
Wd.
4. Quasi one-dimensional localization
An interesting question to ask is whether the drift dy-
namics at intermediate scales will overpower Anderson
localization effects which are known to be strong in one
dimension. Concerning this question, nothing can be
learned from the kinetic equation approach, which does
not take the quantum fluctuations driving localization
into account. Rather, we need to get back to the field
theory formalism of section IV. Compared to the general
discussion of that section, we now consider a simpler sit-
uation, where the geometry is confined with fluctuation
fields T (z) varying only along the axis of a wire, and the
external vector potential ai = −(B/2)3ijxj generating
a magnetic field along the wire axis.
Under these circumstances, the effective action of the
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system reduces to
S[T ] =
∑
n
Sn[Tn]− piνA
4τn
∫
dz tr(Q1Q2), (5.46)
Sn[T ] =
∫
dz tr
(
σxxA
8
∂Q∂Q+
(−1)nNφ
2
T−1∂T
)
,
with derivatives ∂ = ∂z. To understand the emergence
of this structure from the full action, first note that
the topological term Stop drops out in the quasi one-
dimensional limit, due to its mixed spatial derivatives.
The drift term linear in derivatives descends from the
CS action, more precisely from the contribution S
(1)
CS to
the expansion (D6) of the latter in the external vector po-
tential. Noting that the combination ijktr(Q∂iQ∂jQ) =
4ijk∂itr(T
−1∂jT ) can be written as a full derivative, a
straightforward integration by parts in S
(1)
CS immediately
produces the drift term. Finally, we consider the action
above as a replica action, i.e. without time and distribu-
tion function dependence, as neither are relevant to our
present discussion.
A variation of the T -fields in Eq. (5.46) produces the ki-
netic equation (5.11) (without the time derivative term).
In fact, the action above could have been derived as the
unique action producing the kinetic equations from a
variational principle. If it were not for the term linear
in derivatives, the action above would resemble that of
either two uncoupled actions
∑
n Sdiff [Qn] (lim τn →∞),
or of a single action 2×Sdiff [Q] (lim τn → 0⇒ Q1 = Q2 =
Q), where Sdiff is the standard diffusive action (the first
term in Eq. (5.46)). In either case, this action describes
strong Anderson localization at length scales exceeding
the localization length ξ ∼ σxxA ∼ Nl, where N ∼ k2FA
is the number of transverse channels of the system. (To
be more precise, the quantitative description of Anderson
localization requires the transcription of the action from a
Keldysh/replica framework to supersymmetry, more on
this point below.) This prediction conforms with the
qualitative expectation that the dimensional reduction
of a Weyl system in diffusion dominated regimes should
show Anderson localization.
How will the drift term affect this picture? Once
more, let us focus on the physics of an isolated node
first, τn → ∞, as described by a single copy Sn[T ]. Di-
mensional analysis suggests that at large length scales
the term linear in derivatives will dominate over the two
derivative term. The linear contribution is known as the
action of the ’ballistic sigma model’. It appears, e.g.
in the context of clean chaotic quantum systems59,63, or
as an effective description of quantum Hall edges64, and
in either case describes directed motion unaffected by
scattering. The dimensional argument suggests that this
type of dynamics prevails in the present context, pro-
vided the drift term dominates over the diffusion term,
i.e. at scales L & lm, which is the regime identified above
as the drift transport regime. To substantiate that ex-
pectation, one would need to (a) reformulate the action
in a supersymmetry33 framework. In a manner we will
not discuss in detail this would change the target space of
the T -fields from the unitary group U(2R) to the super-
group U(2|2), but leave the structure of the action un-
changed. In a second step, (b), one would then refor-
mulate the one-dimensional field integral in terms of an
equivalent transfer matrix equation (conceptually, this is
the ‘Schroedinger equation’ of the path integral, not to be
confused with the variational Euler-Lagrange equations
discussed above), and solve the latter. In this language,
localization corresponds to the appearance of a finite gap
∆ ≡ ξ−1 in the spectrum of the corresponding Hamilton
operator, and length corresponds to time, t ≡ L such that
exp(−∆t) = exp(−L/ξ) describes a decaying/localizing
long time/distance behavior, if the gap is finite. The dif-
fusive term leads to a transfer matrix operator describing
free motion on the target space, U(2|2), and the corre-
sponding, gapped, free particle spectrum leads to local-
ization. The linear term couples the free motion to an
fictitious field. A sufficiently strong perturbation of this
type is expected to remove the spectral gap and hence to
render the long distance transport ballistic. Eventually,
at length scales L > l∗, the node mixing term exceeds the
drift term in strength, and this will lead back to a conven-
tional localization picture on the field space T1 = T2 = T
of the coupled nodes. However, a quantitative formula-
tion of that mechanism is beyond the framework of this
paper.
VI. CONCLUSIONS
In this paper, we have developed and discussed
the effective theory describing the disordered Weyl
(semi)metal. We have found that that theory resembles
that of a three dimensional Anderson metal, with the im-
portant modifications that two topological terms signifi-
cantly modify the transport physics of the system. These
two terms are, respectively, a three dimensional layered
extension of the θ-term crucial to the description of the
quantum Hall effect, and a Chern-Simons term. Loosely
speaking they describe the various manifestations of the
anomalous Hall effect and of the chiral magnetic effect,
respectively.
In the presence of the θ-term reflects the conceptual
similarity of the Weyl metal to a layered system of two-
dimensional topological insulators. Much as with ordi-
nary quantum Hall insulators, the coupling of the two-
dimensional compounds is expected to generate a metal-
lic layered quantum Hall phase, distinguished from an
ordinary three dimensional metal by the presence of a
stable Hall conductivity. Building on earlier field theo-
retical analyses of the layered quantum Hall system, we
could quantitatively corroborate the expected universal-
ity of the Hall conductivity at arbitrary length scales.
With the Chern-Simons theory, the situation is more
involved in that the integrity of the latter depends on
the coupling between the two Weyl nodes. In the limit
of strong scattering between the nodes the Chern-Simons
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actions mutually cancel out and we are left with the sit-
uation outlined above. Physically, this means a restora-
tion of parity invariance via the hybridization between
parity distinct nodes. However, parametric differences
in the intra- and inter-node scattering rates are a very
concrete option, and this opens the room for the exis-
tence of extended crossover regimes, in which the Chern-
Simons theory is phenomenologically visible. These are
the regimes in which the chiral magnetic effect unfolds.
Perhaps most interestingly, we have found that the cor-
responding transport physics is one of drift diffusion dy-
namics, where diffusion at short scales gives way to quasi-
ballistic drift at larger scales, before the node-coupling
kicks in, and diffusion takes over again. In the inter-
mediate regime, the current flow is genuinely ballistic
(noiseless), the presence of disorder notwithstanding. We
also argued that the drift transport is effectively pro-
tected against Aderson localization (in confined geome-
tries, where the latter may be an issue.)
Extending earlier perturbative results, our analysis
shows that the high sensitivity of Dirac nodes to the pres-
ence of disorder is not in contradiction to the formation
of highly universal large distance transport regimes. The
topology of the nodes (which is encoded in their Chern
numbers) survives in topological terms of the field the-
ory, which in turn affect transport coefficients. It will be
interesting to explore how such protection generalizes to
other system classes, notably those supporting topologi-
cal line effects instead of isolated points.
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Appendix A: Fast momentum integrals
In this appendix, we provide some details on the eval-
uation of the fast momentum integrals appearing in the
main text. Straightforward matrix algebra brings the in-
tegral fss′ of Eq. (3.23) into the form
fss′ =
∫
dp
(
−2
3
p2 + 2ss′
)
NspN
s′
p . (A1)
Let us first consider the integral fss. The momentum
integral in the first term of Eq. (A1), ∼ p2, requires reg-
ularization,
2
3
∫
dp p2(Nsp )
2 reg.→ 2
3
∫ +∞
0
dp
2pi2
[
p2
(p2 − 2s)2
− p
2
(p2 + η2)2
]
η→0
=
2s
3pi2
∫ +∞
0
dp
2p2 − 2s
(p2 − 2s)2
=
iss
4pi
. (A2)
The regulator above follows from the formal expansion
of the action Sη[A], cf. Eq. (3.19). Turning to the term
∼ 2s in Eq. (A1), we find 22s
∫
dp(Nsp )
2 = iss/4pi, which
is UV finite. Combing two contributions one arrives at
fss = 0.
Let us turn to the evaluation of fs,−s. As before, the
first contribution, ∼ p2, has to be regularized and we
obtain
− 2
3
∫
dp p2N+p N
−
p
reg.→ −2
3
∫ +∞
0
dp
2pi2
[
p2
(p2 − 2−)(p2 − 2+)
− p
2
(p2 + η2)2
]
η→0
=
3κ2 − 2
12piκ
. (A3)
As to the second contribution, one finds
2+−
∫
dp (N+p N
−
p ) = (
2 + κ2)/4piκ. (A4)
The sum of the latter two terms then yields fs,−s = σ1xx
as given in Eq. (3.24).
We next turn to the anisotropic version of the above
integral, Eq. (3.27), relevant to the computation of the
Hall coefficients. Doing the straightforward trace over
Pauli matrices, we find
f i6=jss = 0,
f i 6=js,−s = 4s
3ijκ
∫
dp (p3 + b)N
+
p N
−
p . (A5)
The remaining integral can be evaluated in cylindrical
coordinates with the measure dp = p⊥ dp⊥dp3/4pi2. First
integrating over the lateral momentum p⊥, we obtain
f12+,− =
i
8pi2
∫ Λ
−Λ
dp3 (p3 + b) ln
[
2+ − (p3 + b)2
2− − (p3 + b)2
]
=
2κ
pi2
(
b
Λ
)
+O(Λ−2), (A6)
as stated in the text.
Appendix B: Gauge field regulator action
In this appendix, we discuss the non-trivial dependence
of the regulator action Sη[A¯] on an external gauge field.
We know from Redlich’s paper40 that this dependence
can be summarized in three points:
(i) the regulator changes under gauge transformations
by ipi(n+ − n−) where n± are winding numbers of
k associated with homotopically non-trivial right
gauge transformations introduced as T ′ = Tk — it
also follows from definition (4.5) that A¯ transforms
in this case as A¯′i = k
−1Aik + k−1∂ik, which is
compatible with the transformation law discussed
in Sec. III C;
(ii) the regulator serves as a UV counter-term to the
first part of the action, S[A, a].
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(iii) In the presence of a non-vanishing field-strength
tensor the finite part of the regulator introduces
contributions which are non-analytic functions of
F¯jk.
This latter point did not play a role in the discussion of
the field free action, a = 0, since the field Ai = T
−1∂iT
by itself was a full gauge and had zero field-strength ten-
sor. However, in the presence of an external field, we
obtain the non-vanishing (4.6), which is gauge equiva-
lent to the external tensor fjk in (4.7). It is hard to
make general statements regarding the ensuing terms for
completely arbitrary f . However, as stated in the main
text, we may assume triviality of the external field in both
retarded-advanced and replica space, i.e. fjk ∝ 1ra⊗1R.
Under these conditions, the non-analytic part of Sη be-
comes proportional to the number of replicas and thus
vanishes in the limit R→ 0.
Appendix C: Derivation of the gauged effective
action
In this appendix, we briefly discuss the derivation of
the gauged action (4.8). To obtain the diffusive action Sd
one should reiterate the steps of Sec. III D which led us to
Eq. (3.25). At this point Ai should be replaced by A¯i and
thereby Eq. (3.25) transforms into tr[τ3, A¯i]
2 = tr(∇iQ)2,
which finally yields the gauge invariant extension of the
diffusive term. The topological action is derived from the
representation (3.36), as before. Changing Ai → A¯i and
using Stoke’s theorem one arrives at
SIItop[A, a] =
1
2
σIIxy
∑
i=1,2
∮
C
str(τ3Ai − iQai)dxidx3 (C1)
It can be checked by the direct inspection that the differ-
ence of this action to the one given by Eq. (4.10) evaluates
to
Stop[A, a]− SIItop[A, a] =
iσIIxy
4
3ij
∫
dx tr(Qfij), (C2)
which is zero if fjk satisfies our assumption of propor-
tionality to the identity matrix, fjk ∝ 1ra ⊗ 1R.
Finally, the derivation of the CS action SCS[A¯] closely
parallels those of Sec. III F. Collecting terms of order
O(A¯2q) and O(A¯3) in the gradient expansion one arrives
at the intermediate result, cf. Eqs. (3.48) and (3.51),
S(2)1 [A¯] + S(3)0 [A¯] = SCS [A¯] (C3)
− ijk 
12piκ
∫
dx tr(A¯iP
+F¯jkP
−).
Taking into account that the field-strength tensor (4.6)
simplifies to F¯jk = −ifjk and therefore commutes with
projectors, [fjk, P
±] = 0, one observes that the energy
term in the last expression vanishes. Hence, we can con-
clude that Eq. (4.8) is indeed the required gauge invariant
extension of our action.
In passing we note that in the case of the Weyl
semimetal,   κ, the energy term in Eq. (C3) can be
disregarded. In this limit the action (4.8) with the CS
term SCS[A¯] describes the disordered Weyl semimetal for
arbitrary non-Abelian gauge fields ai, without any re-
strictions to fjk. Even though our practically inclined
calculations below are performed for the Abelian physi-
cal electro-magnetic field, the non-Abelian gauge invari-
ance of the action (4.8) is an appealing and important
ingredient of our field theory. It helps, for instance, to
identify the equation of motion for the matrix field Q, as
discussed in the next subsection.
Appendix D: Derivation of the kinetic equation
The kinetic equations are obtained by linearization of
the action (4.8) in λ, using the variations (4.14). Let us
first set the external gauge fields ak to zero. In this case
it is technically more convenient to use the CS action in
the following form
SCS[A] = − i
ijk
16pi
∫
dx tr
(
∂iAjτ3Ak +
1
3
τ3Aiτ3Ajτ3Ak
)
,
(D1)
which is a variant of the full action (4.13) where we can
use ∂iAj = −AiAj . For the diffusive part one then ob-
tains
δSd[Q] = piν
∫
dx trλ
(
−D∂r(Q∂rQ)
)
, (D2)
while the CS action gives
δSCS[A] =
i
16pi
∫
dx ijk
∑
α,β,γ
trλRijkαβγ , (D3)
where we have defined
Rijk111 = ∂iTτ3T
−1 ∂jTτ3T−1 ∂kTτ3T−1, (D4)
Rijk211 = Tτ3∂iT
−1 ∂jTτ3T−1 ∂kTτ3T−1, etc.
The Greek indices in Rijkαβγ take values 1 and 2 and in-
dicate if the derivative operator ∂i acts on T or on T
−1,
resp. Upon summation over all Greek indices, one arrives
at the CS contribution to the kinetic equation.
In the general case of non-vanishing external gauge
fields ak, the CS action is given by Eq. (4.13) in Sec. IV A,
and depends on ak through the gauge invariant vector po-
tential A¯k = Ak − iT−1akT . For practical calculations it
is advantageous to rewrite it in a form where the gauge
fields ak are singled out explicitly,
SCS[A, a] = SCS[A] +
3∑
l=1
S
(l)
CS[Q, a], (D5)
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where the functionals S
(l)
CS[Q, a] read
S
(1)
CS [Q, a] = −
1
16pi
∫
dx ijktr (Q∂iQ∂jQak) , (D6)
S
(2)
CS [Q, a] =
i
16pi
∫
dx ijk×
tr
(
Q∂iQajQak − aiaj∂kQ+ 2 ai(∂jak)Q
)
,
S
(3)
CS [Q, a] =
1
16pi
∫
dx ijktr
(
aiajQak +
1
3
aiQajQakQ
)
.
Although the form of a-dependent terms is difficult to
motivate, the result above demonstrates the important
structure of the theory — S
(l)
CS[Q, a] are functionals of
the fields Q and ak only and hence are explicitly invariant
under the right gauge transformation T ′ = Tk. Therefore
the arguments of Sec. III F in which we discuss the right
gauge invariance of our σ-model action remain valid also
in the presence of external gauge fields ak.
Going back to the derivation of the gauge invariant
form of the kinetic equation we note that the most effi-
cient way to proceed is not to vary the action over δQ
directly but rather to go an indirect way and calculate the
matrix current J = JD + JCS, as explained in Sec. IV B.
Using the form of the CS action (D6) one then arrives
at the expression (4.18) for the CS current and using
the diffusive action Sd[Q, a] (4.9) one finds JD. The
kinetic equation (4.15) then follows from the condition
∇kJk = 0.
Appendix E: Current density from distribution
functions
In this appendix, we discuss some technical details re-
lating to the representation of the current in terms of
distribution functions. As discussed in the main text,
we split the current into a diffusive and a CS part,
j(r, t) = jD(r, t) + jCS(r, t). From the diffusive part of
the matrix current (4.17),
JD(r, t1, t2) = piνD(Q∇Q)t1,t2 (E1)
the diffusive current follows as
jD(r, t) =
1
2
tr (JD(r, t, t)τ1), (E2)
(we have temporary omitted the nodal index for brevity).
This expression has to be understood as the limit t+ → t
and t− → 0 in order to regularize the covariant deriva-
tive ∇ containing the vector potential. For any distribu-
tion function h one has the following universal short time
asymptote
lim
δt→0
h(t, t+ δt) = − 1
ipiδt
+O(1), (E3)
which follows from the fact that all electron states deep
below the Fermi energy are filled while high energy states
are empty. (In the definition for charge density (5.25) we
assume that the singular part is subtracted, the latter is
equivalent to taking the principal value of energy integral
at δt = 0.) This yields
− i[a, Q]t,t+δt =
(
0 −2i [a, h]t,t+δt
0 0
)
(E4)
δt→0−→
(
0 2E(t)/pi
0 0
)
,
where we have used ∂ta = −E. Hence the diffusive cur-
rent reads
jD(r, t) = piνD ∂rh(r, t, 0) + νDE(r, t)
= −D∂rρ(r, t) + σxxE(r, t), (E5)
whose component representation is given in Eq. (5.27).
To find the CS currents we use Eq. (4.18) to obtain
jzCS(r, t) =
1
2
tr JzCS(r, t, t)τ1. (E6)
We substitute Q = Λ into (4.18), ignore the wind-
ing number contribution, and immediately arrive at
Eq. (5.28).
With the charge and current densities at hand we pro-
ceed to the derivation of continuity equations by taking
the equal time limit of the relation (5.7),
lim
t1→t2
(∇iJ i(t1, t2)− piν[∂t, Q]t1,t2) = 0. (E7)
The diffusive spectral current density JD(t1, t2) is non-
singular at t1 → t2, and hence
lim
t1→t2
1
2
tr∇iJ iD(t1, t2)τK1 = ∂rjD. (E8)
However, the CS spectral current is singular,
JzCS(t1, t2) = ∓
Bz
8pi
(
δ(t1 − t2) 2h(t+, t−)
0 −δ(t1 − t2)
)
, (E9)
and the covariant derivative here has to be evaluated in
the similar fashion as above, cf. Eq. (E4). In this way
we find
lim
t1→t2
1
2
tr∇iJ iCS(t1, t2)τ1 = ∂rjSC ∓
1
4pi2
BzEz, (E10)
and the continuity equation reflecting the chiral anomaly
for each node is given by Eq. (5.31).
Appendix F: Action of the FCS
An alternative root to derive the saddle point equa-
tions (5.41) with the boundary source terms is to consider
the action of the system for the explicit parametrization
of the Q-matrix (5.40). In the quasi-one-dimensional ge-
ometry the effective action reduces to the form (5.46)
discussed in Sec. V B 4. By representing the field Q
25
in the standard form Q(x) = T (x)τ3T
−1(x) — here
T (z) = e
λ(x)
2 τ1T0(x) and the matrix T0(x) is specified by
Eq. (5.3) with the spatially dependent distribution func-
tion h(x) = 1 − 2f(x), — and considering further the
limit τn → ∞, one arrives at the following action (given
below for the node no. 1),
S[f, λ] = σxxA
∫
dxd
(
−f ′λ′ − f(1− f)λ′ 2
)
− Nφ
∫
dxd (1/2− f)λ′. (F1)
The 1st term here is also known from the stochastic
path integral formulation of the FCS65, while the 2nd
one is a signature of the Weyl semimetal. The Lagrange
equations of this action are precisely the nonlinear equa-
tions (5.41 – 5.42).
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