Although Harmonic Potential Fields constitute a powerful tool for tackling the autonomous robot exploration problem, yet their applicability is limited by the heavy computational load involved in solving the Laplace equation in real time. In this letter, we propose a computationally efficient exploration scheme employing a Fast Multipole accelerated Boundary Element Method, which enjoys both linear complexity w.r.t. the boundary's size as well as linear memory requirements. Furthermore, we devise an adaptive control law for the specified boundary conditions that allows us to tune the robot's behavior without affecting the inherent safety and convergence properties of the underlying potential field. Finally, we validate the performance of the proposed exploration scheme through extensive realistic simulations.
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I. INTRODUCTION
T HE exploration problem is an actively studied research topic in many robotic applications, such as vacuum cleaning, image mosaicing, lawn mowing and inspection of complex structures, and several methodologies have been proposed to address it. A well-studied approach focuses on determining future robot configurations that potentially maximize information gain, similarly to frontier-based methods [1] , with the predicted information gain being approximated by an informationtheoretic utility function. In [2] a utility function based on entropy reduction of a Rao-Blackwellized Particle Filter is used to balance between exploration and loop-closing. Carillo et al. [3] devised a utility function based on Shannon and Renyi entropy that accounts for the uncertainty in the robot's pose and map. In [4] , exploration is driven by the maximization of the Cauchy-Schwarz quadratic mutual information, while employing a measurement model that describes the dependence between individual observations. Finally, the authors in [5] trained a Gaussian Process using Bayesian Optimization to estimate the Mutual Information gain of candidate vantage points.
Another popular class of algorithms utilizes artificial potential fields to safely guide the robot towards the unexplored regions Manuscript of the workspace. In general, artificial potential fields suffer from the existence of spurious local minima that may lead the robot in undesired configurations. Nevertheless, harmonic potential fields (HPFs) are free of local unwanted attractors in their domain's interior by design. In [6] , the authors use HPFs with Dirichlet boundary conditions calculated through relaxation methods to explore 2D workspaces. The imposed boundary conditions maintain a uniform high (resp. low) value on obstacles (resp. unexplored frontier), thus inducing an orthogonal gradient on the boundary. However, this approach generally exhibits large flat areas of the potential, thus, resulting in very small gradients. In [7] , the authors employ Voronoi diagrams and distorted HPFs, initially introduced in [8] , to lead the robot towards regions visited a long time ago, in the interest of loop closure. Shade et al. [9] employ HPFs to navigate a mobile robot equipped with a stereo camera to explore a 3D environment, represented as an octree. Nevertheless, the construction of the underlying harmonic potential scales poorly w.r.t. the domain's size. Finally, in [10] , the computational cost is mitigated by computing the HPF only around the robot, whereas a Full Multigrid Method was exploited in [11] for path planning. It should be noted though, that in all aforementioned HPFbased works the potential was calculated using finite difference schemes, which suffer from the need to discretize the entire 2D domain and yield complexity proportional to the grid density. On the contrary, in this letter, we propose a controller based on HPFs for navigating a mobile robot, to explore an initially unknown, compact workspace, employing the Fast Multipole accelerated Boundary Element Method (FMBEM) [12] , which yields linear complexity in terms of computational effort and required memory. To the best of the authors' knowledge, this is the first time that FMBEM is employed in a motion planning scheme and provides a substantial improvement in the scalability of HPF-based approaches. Furthermore, we impose Neumann boundary conditions for the solution of the Laplace equation, for which we design suitable adaptive laws, similarly to [13] , that enable us to improve the robot's behavior by avoiding unnecessary back and forth paths via preferring the closest unexplored parts of the boundary, without however compromising the inherent safety and convergence properties of the HPF.
II. PROBLEM FORMULATION
Let W be a compact and connected subset of R 2 , referred herein as the workspace, and let W f intW. We consider a point robot which is allowed to move inside W f , whose motion 2377-3766 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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obeys the single integrator kinematic modelṗ = u, where p = [x, y] T ∈ W f denotes the robot's position and u ∈ R 2 denotes the corresponding control input vector. We assume that the robot is equipped with sensors that allow it to perceive the unoccluded subset of its surroundings (SensingRegion(p)) within distance (r > 0). Also, we define P(t i , t f ) as the path traversed by the robot during the time interval [t i , t f ]; for brevity, when t i = 0 and t f > 0, we will write P(t f ) instead of P(0, t f ). Given a continuous robot path P ⊂ W f , we define the explored region of W as E(P) = ∪ p∈P S(p). Considering the boundary of the explored region at some time instance, we note that ∂E = ∂E F ∪ ∂E O , with ∂E F and ∂E O belonging to the robot's free space ∂E F ⊂ W f and workspace boundaries ∂E O ⊆ ∂W, respectively. In general, each of ∂E F and ∂E O consists of zero or more disjoint arcs, i.e.: 
A. Evolution of the Boundary of the Explored Region
Notice that any point q ∈ ∂E F that enters the robot's sensing region becomes instantly part of intE. In this manner, as the robot approaches ∂E F , the latter expands, i.e., the area of E increases. On the other hand, occupied boundary points will remain on the boundary, since it holds that if q ∈ ∂W ∩ S then q ∈ ∂S (assuming that the sensors provide consistent measurements and the workspace is static). In this context, we will also elaborate on some properties of σ. Specifically, we define σ in such a way that all points q ∈ ∂E O are associated with a fixed parametrization index i σ ∈ [0, 1]. Conversely, assume that ∂E E ⊆ ∂E F is a set that undergoes expansion under which ∂E E ends up in ∂E E . Our parametrization ensures that the two aforementioned sets are mapped in the same part of the domain of σ, i.e., the sets σ −1 (∂E E ), σ −1 (∂E E ) are identical. Finally, notice that the aforementioned framework can be readily applied for a disk robot through contraction, in the Minkowski difference sense, of E by the robot's radius. The actual, non-contracted map can be retrieved by simply storing the sensor readings and the robot's trajectory; but, it might differ from W because some of its regions may be unreachable by the disk robot.
Problem: Our goal is to design a control law u = f p (p, t, E) such that there exists a finite time instant T > 0 for which E(P(t)) = W, ∀t ≥ T .
B. Occupancy Grid Mapping
The classification of boundary points as occupied or free is achieved using an occupancy grid map representation [14] . Particularly, a grid is embedded in the explored region E, consisting of cells m i centered at
Every grid cell is assigned a probability of occupancy, denoted Pr(m i ), which is inherited by any boundary points lying inside the cell, i.e., Pr(q) = Pr(m(q)) for some q ∈ E, where
, with m r denoting the grid resolution. Given Pr(q), ∀q ∈ ∂E we can formally define the occupied boundary as follows:
where the constant α ∈ (0.5, 1) defines a threshold for classifying a point as occupied. Obviously, it holds that
where f Pr is the inverse sensor model. We omit an explicit definition of f Pr , as it is beyond the scope of this letter, but we note that for a variety of reasonable choices [15] , f Pr is a piece-wise continuous function.
III. CONTROL DESIGN
The main idea is to address the exploration problem by designing a control law u, based on a HPF φ defined within the explored region E, such that ∂E F is rendered attractive and ∂E O is rendered repulsive. Such a potential field φ can be constructed by solving the Laplace equation
where n denotes the exterior normal vector at the corresponding boundary position. It is worth noting that k(σ −1 (q), t) specifies how attractive (k < 0) or repulsive (k > 0) a point q ∈ ∂E should be. Moreover, the boundary conditions should satisfy a compatibility constraint ∂E kds = 0 for the Neumann problem to admit a solution. Notice also that solutions of the Laplace equation bear properties that render them appealing for navigation. Particularly, the Maximum-Minimum Principle dictates that local extrema can only be found in the domain's boundary, thus rendering all interior critical points of φ saddles.
To overcome the implications emanating from the fact that the aforementioned Neumann boundary conditions should hold for all q ∈ ∂E (i.e., they are infinitely many), we employ a finite-dimensional vector of parametersk, referred to as control points, to adjust k. More specifically, the i-th component of k corresponds to the value of the distribution k at a point q i , i ∈ I CP = {1, 2, . . . , N CP } on the boundary of E and for any other q ∈ ∂E, we set k as a linear combination of the nearby control point values. In order to maintain a fine discretization of the boundary, the number of control points N CP varies proportionally to the length of ∂E. In addition, we equip the specified boundary conditionsk with appropriately designed adaptive laws, such that the attractiveness of the explored boundary is as specified above and no additional (locally) stable equilibria appear in intE.
A. Fast Multipole Boundary Element Method
In this subsection, we briefly describe the FMBEM and its properties (for more details refer to [12] , [16] ). The main idea of FMBEM is to reduce the computational cost of the conventional BEM, which is O(n 2 ) where n is the number of boundary elements used for approximating the domain's boundary, by computing approximate solutions of the corresponding BVP with a specified error. Hence, a hierarchical subdivision of the elements into cells is derived via quadtree decomposition and the interaction among them is approximated using multipole expansion. This approach enables us to avoid the analytical computation of every pairwise element interaction at the expense of a bounded approximation error, thus, reducing the computational complexity down to O(n). Furthermore, the need to store a dense and non-symmetric matrix involved in the conventional BEM is circumvented in FMBEM by employing an iterative solver, e.g., GMRES [17] , consequently achieving O(n) memory requirements.
B. Velocity Control Law
We equip our robot with the following control law:
where K u is a scaling constant, d(p, E) = min q∈∂E p − q denotes the minimum distance between the robot and the boundary, and S R 1 (·) is a C 1 bump function that diminishes the velocity as the robot approaches the boundary. Notice that R 1 serves as a distance threshold, slowing down the robot when it is located within distance R 1 from the boundary.
C. Adaptive Law
We select the adaptive laws of the control points values:
where c, μ,k t , b e are functions to be defined later. Essentially, c renders the first term of (3) null when the robot is near a critical point of φ, b e ensures that the trajectories of the robot remain safe for all time and μ is used for adjusting the convergence rate. The functionk t , which acts as a reference value, is defined via the auxiliary function:
where
The role of k 1 is to increase (resp. decrease) the "attractiveness" of the corresponding boundary point proportionally to its probability of being part of the free boundary (resp. being occupied by an obstacle). On the other hand, boundary points that are close to the robot are favored through k 2 . Thus, k 2 renders small areas in the vicinity of the robot more attractive than larger areas far away, sparing the robot from returning back at a later time. Moreover, to ensure that the boundary conditions are compatible, we define the sets ∂E p = {q ∈ ∂E : k (q) ≥ 0}, ∂E n = {q ∈ ∂E : k (q) < 0} as well as the integral of boundary values on each set I i = ∂E i k (s)ds, i ∈ {p, n}, and then we choose the reference values as follows:
wherek is an upper bound fork t,i , I(q) { I p , −I n q∈∂E p , q∈∂E n scales k according to which set each point belongs to, and k m = max q∈∂E ( k (q) I(q) ). At this point, we stress that we deploy our algorithm after the robot has observed a region of ∂W, for instance by instructing the robot initially to move with a constant fixed velocity until the robot has encountered an obstacle, in order to guarantee that I p = 0. Similarly, our control law terminates once Pr(q) > α , ∀q ∈ ∂E where α ∈ (0.5, α), which ensures that I n = 0 and that ∂E coincides with ∂W with a probability of at least α .
Next, we define c = S w ( ∇ p φ − 1 ), where 1 , w are small positive constants, to ensure that the first term in (3) vanishes in the neighborhood of critical points of φ. Moreover, we control the rate of the adaptive law through:
, is a bump function that ensures its value is smaller than its argument, and 2 > 0 renders the above expression's denominator strictly non-zero. Notice that the term ∂φ ∂k · (k t −k) is proportional to ∂φ ∂k dk dt , which corresponds to the variation of φ induced by the change of the boundary conditions. In order to devise a practical way for calculating the aforementioned derivatives, we recall that the solution of the Laplace equation is obtained by H ·φ = G ·k [18] , and the potential at a point in the domain's interior is approximated by Finally, we elaborate on the term b e after introducing the following definition. We say that φ(p,k) is safe at some time instant, when no point belonging to an obstacle's boundary is attractive, i.e.,k i ≥ 0, ∀i ∈ I CP such that q i ∈ ∂E O (assuming that a sufficiently fine discretization of the boundary has been used). In general, φ will not always be safe under the proposed control scheme because regions of the free boundary will be replaced by newly discovered obstacles during exploration. Hence, to render the potential field safe in finite time and avoid potential collisions between the robot and newly discovered obstacles, we define b e as follows:
for reasons that will become clear in the following section.
IV. STABILITY ANALYSIS
In this section, we elaborate on the safety and convergence properties of the proposed control scheme. But first, we shall state some useful properties regarding k and b e that will be used in the subsequent analysis.
Proposition 1:
Assuming thatk is compatible at t = 0, the adaptive law (3) guarantees thatk will remain compatible for all time.
Proof: We define I c ∂E k(s)ds. Notice that the following holds:
where N SF,i is a typical linear shape function, applied to each control point, that integrates to the length l of the boundary elements. Then, we compute the time derivative of I c , substitutinġ k i from (3):
The compatibility ofk t implies that i∈I CPk t,i vanishes, hence,İ c = (l/l − (cμ + b e ))I c . Consequently, if I c = 0 at t = 0 then I c = 0 for all time.
Proposition 2: If the potential φ(p,k) is unsafe, the adaptive law (3) guarantees that it will become safe in finite time.
Proof: We stress that the definition of ∂E O , as stated in (1), implies thatk t,i > 0, for all q i ∈ ∂E O with i ∈ I CP , by virtue of (5) . Furthermore, assuming that b e is triggered at some time t it holds thatk →k t asymptotically. This means that the boundary value of all occupied control points monotonically approaches the corresponding strictly positive reference value, hence, there exists a finite time T > 0 for which b e (t + T ) = 0, implying that φ is safe.
Proposition 3: For any two time instants 0 ≤ t 1 < t 2 , for which E(P(t 1 )) = E(P(t 2 )), the set {τ ∈ [t 1 , t 2 ] : b e (τ ) = 1} is connected.
Proof: First, if b e (t) = 1 for some time instant t ∈ [t 1 , t 2 ], Proposition 2 dictates that b e (t + T ) = 0 for some finite T > 0. In addition, for every 0 ≤ t < t such that b e (t) = 0 and E(P(t)) = E(P(t )) it holds that b e (t ) = 0 by construction. As a result, while E remains unchanged, b e will be equal to 1 until the potential field is rendered safe.
Proposition 4: Throughout the robot's trajectory, b e will be triggered finitely many times.
Proof: By construction, any transition of b e from 0 to 1 corresponds to a sign switch ofk t,i for some i ∈ I CP , which occurs when a boundary point that was initially thought as free, ends up in ∂E O during the exploration and thus may render φ unsafe. Assuming consistent measurements, any boundary point can experience finitely many such sign changes, and in case of accurate measurements only once. Moreover, the number of boundary points N CP is bounded by compactness of the workspace. Thus, b e will be triggered a finite number of times.
Next, we present some useful propositions about the boundedness ofk t ,k, φ. Proof: By the definition ofk t in (7), we see that k t,i , ∀i ∈ I CP is bounded byk since I = 0. Next, we shall show that k i ≤k, given that this holds for t = 0. Assume thatk i (t) =k for some i ∈ I CP and t ≥ 0. Then,k i should be non-positive because it is proportional to (k t,i −k i ) andk t,i ≤k; thus,k i cannot exceedk. Similarly, it holds that −k ≤k i and consequentlyk is bounded. Proposition 6: The function φ(p,k) is lower bounded. Proof: The well-posedness of the Neumann BVP implies that φ(p,k) depends continuously onk for all p ∈ E. Furthermore, k ∈ [−k,k] N CP , which is a compact set. Thus, invoking the extreme value theorem and the fact that the solution of the Neumann BVP is unique only up to an additive constant, φ(p,k) is lower bounded within E for allk ∈ [−k,k] N CP . Now, recall that the overall dynamical system with state z [p T ,k T , Pr T ] T , may be described in compact form via (2), (3) and the inverse sensor model, as:
In the sequel, we shall show that there exist no stable equilibria in the workspace interior that could potentially trap the robot in undesired configurations. Proposition 7: All equilibria of (8) located in intE are unstable.
Proof: First, notice that by construction no equilibria may exist while b e = 1; thus we consider only cases where the second term of (3) is null in the subsequent analysis. The term c that appears in (3), ensures that for any equilibrium state z = [p T ,k T , Pr T ] T located in intE, there exists a ball B(p , ) within which the right hand side of (3) vanishes for a sufficiently small > 0. Thus, inside this ball the system executes gradient descent over a time invariant potential field. Given that φ(p,k) is harmonic for fixedk, any critical points located in intE are strict saddles. Consequently, all equilibria of f z located in intE are unstable.
Lemma 1: The proposed control law (2) is locally Lipschitz continuous for all p ∈ E andk ∈ [−k,k] N CP .
Proof: The function S R 1 (d(p, E) ) is locally Lipschitz for all p ∈ E. Moreover, ∇ p φ(p,k) ) is analytic and hence locally Lipschitz for all p ∈ intE andk ∈ [−k,k] N CP . Thus, the control law (2) is locally Lipschitz within intE, as the product of two such functions. Furthermore, notice that as p → ∂E the bump function S R 1 (d(p, E) ) vanishes and ∇ p φ(p,k) remains bounded since it is analytic and its norm is bounded from above by max i∈I CP k i on ∂E. Therefore, the control law (2) is locally Lipschitz on ∂E as well and consequently everywhere in E. Proposition 8: The proposed control protocol (2) and (3) ensures collision avoidance.
Proof: If the potential is safe, then the robot obviously cannot collide with the workspace boundary. Now suppose that φ(p,k) is not safe and p → ∂E O , which implies that b e = 1. Consequently,ṗ → 0 and according to Lemma 1, the robot converges to the boundary asymptotically. Moreover, by constructionk t becomes strictly positive as p → ∂W. However, according to Proposition 3, φ(p,k) will become safe in finite time rendering all obstacles non-attractive, which contradicts our initial supposition.
Proposition 9: The set ∂E F has a non-trivial region of attraction.
Proof: As a consequence of the Maximum-Minimum Principle, all local extrema of φ(p,k) must reside on the boundary of E. Additionally, S R 1 (d(p, E) ) in (2) vanishes on ∂E, thus rendering the extrema of φ(p,k) equilibria of (8) . Since by construction, ∂E F is made attractive, all equilibria on it must have a non-trivial region of attraction.
Finally, to establish the completeness of our approach, what remains to be shown is that the proposed control scheme drives the robot towards the free boundary, whenever any exists. In this context, the following theorem states that the robot neither can reach ∂E F nor needs to, as a consequence of accurate and non-negligible sensing capabilities.
Theorem 1: Assuming b e = 0, a robot equipped with the control protocol (2)-(3), starting from almost any initial configuration, will move towards and expand ∂E F . Thus, any compact and connected workspace W will be explored in finite time.
Proof: Consider a Lyapunov function candidate V = φ(p,k). Differentiating w.r.t. time and substituting (2) and (3) with b e = 0, we obtain:
One can readily verify that choosing μ 1 > 9/8 ensures:
which in turn implies thatV ≤ 0, with the equality holding only for critical points of φ(p,k) or boundary points. According to Proposition 6, V is lower bounded and we also showed that it is a non-increasing function of time. As such, V has a finite limit as t → ∞. Additionally,V is Lipschitz w.r.t. time and therefore uniformly continuous. Hence, invoking Barbalat's Lemma we deduce thatV will vanish, which can happen iff either S R 1 (d(p, E)) = 0 or ∇ p φ = 0. The former case means that p ∈ ∂E and since p / ∈ ∂E O , as shown in Proposition 8, this implies that the robot will move towards ∂E F . The latter case corresponds to the robot converging to a critical point of φ. But, these critical points have been proven to be unstable saddles and, therefore, this can happen only for a set of initial configurations that has zero Lebesgue measure. As such, the robot will navigate towards the minimizers of its potential field, which lie on the free boundary. Therefore, it obviously holds that for all q ∈ ∂E F , there exists a finite time instant T ∈ [0, ∞) such that q ∈ S(p(T )), since W is bounded. Thus, any point that belongs to ∂E F will eventually be explored.
V. SIMULATION RESULTS

A. Implementation
In this subsection, we demonstrate the algorithm's performance in three realistic environments. The first two are extracted from the Radish Repository (Fort AP Hill and Claxton CS building) and the third one corresponds to an office workspace. The sensing radius and the map resolution were set as r = 6 m and m r = 13 cells/m, respectively. Finally, the control gains were selected as α = 0.8, K u = 1.2,k = 1, and 1 = w = 2 = 0.01 via a trial and error procedure to achieve smooth exploration trajectories that can be easily implemented by robots. Moreover, to demonstrate the critical role of k 2 , which renders unexplored areas in the vicinity of the robot more attractive than others far away, we also simulated the algorithm without incorporating it in (4) .
For the three aforementioned scenarios, we conducted 10 trials with and without employing k 2 , starting from randomly chosen initial configurations. Fig. 1 depicts the occupancy map obtained after one of the trials for each scenario, as well as the sensing region at the terminal configuration (yellow area) and the robot's trajectory with (blue) and without (red) k 2 . Moreover, the exploration time and path length for the three scenarios averaged over the 10 trials are presented in Table I along with the corresponding standard deviations. As it can be clearly observed both from Fig. 1 and Table I and particularly for the Claxton CS Building, in the absence of k 2 the robot tends to visit certain regions of W multiple times, thus resulting in longer and more complicated paths, which verifies that the parameter k 2 improves the exploration trajectories consistently.
B. Comparative Study
In this subsection, we compare our control scheme with the BayOpt algorithm proposed in [5] , which employs Bayesian optimization to train a Gaussian Process that predicts the Mutual Information of candidate vantage points. Hence, we recreated the workspace presented in [5] and analyzed the resulting trajectories and the average computation time required per iteration. Moreover, for the sake of fair comparison we used the same Fig. 1 . The generated occupancy grid maps along with the corresponding robot trajectories with (blue) and without (red) k 2 . The initial and final positions of the robot are depicted by a square and circle respectively. The yellow shaded area corresponds to the sensing region at the terminal configuration. parameters, wherever relevant. Specifically, the sensing radius is set to r = 1 m and the grid resolution to m r = 10 cells/m. The examined environment is shown in Fig. 2 , along with the path extracted by the BayOpt algorithm (green line with squares). The path generated by our controller is shown in blue. It should be noted that it is longer, since the robot traverses the map twice to cover the whole workspace and leave no unexplored areas. Nonetheless, observing the path of the BayOpt algorithm in Fig. 2 and given that r = 1 m, it can be deduced that certain areas have been left unexplored (for instance, the bottom left corner, which is clearly more than 1 m away from any point along the robot's trajectory). Hence, the greater length of our path is a consequence of the more accurate mapping of the environment. However, increasing the sensing radius to 1.5 m significantly reduces the path length of our approach (see the red line in Fig. 2 ). On the contrary, such a modification does not benefit the competing methodology, since it relies heavily on candidate configurations within the sensing region that are in close proximity to the robot. Furthermore, our approach exceeds BayOpt in terms of the resulting path's smoothness, which determines, up to a certain degree, how feasible is its execution by an actual robot. Finally, the average and standard deviation of the computation time per step, over 100 trials starting from random initial configurations, were 3.71 and 0.15 for the BayOpt algorithm whereas 0.81 and 0.25 for the proposed one. Notice that the computational cost of the proposed control law is substantially lower, outperforming BayOpt by at least a factor of 4. The proposed algorithm yields a higher standard deviation due to the dependence of the computation time on the size of ∂E, as opposed to the Bayopt algorithm which depends solely on predetermined parameters.
