We present a Las Vegas algorithm which, for a given matrix group known to be isomorphic modulo scalars to a finite alternating or symmetric group acting on the fully deleted permutation module, produces an explicit isomorphism with the standard permutation representation of the group. This algorithm exploits information available from the matrix representation and thereby is faster than existing 'black-box' recognition algorithms applied to these groups. In particular, it uses the fact that certain types of elements in these groups can be identified and constructed from the structure of their characteristic polynomials. The algorithm forms part of a large-scale program for computing with groups of matrices over finite fields. When combined with existing 'black-box' recognition algorithms, the results of this paper prove that any d-dimensional absolutely irreducible matrix rep- 
Introduction
In this paper we present an algorithm designed to recognise finite alternating and symmetric groups acting naturally as matrix groups in their smallest dimensional, faithful, absolutely irreducible representations over a finite field of characteristic p. The reason for focusing on the special case of these representations of A n and S n is that they arise in a special way as maximal subgroups (modulo scalars) of finite classical groups. The algorithm given in this paper requires O(n α ) random selections and O(n α log 2 n) matrix multiplications, where α = 1/3 if p = 3 and α = 1/2 for p = 3, and is asymptotically faster than an implementation for these groups of the fastest known 'black-box' algorithm to recognise finite alternating and symmetric groups. Moreover, the algorithm given in this paper, combined with the 'black-box' algorithm in [5] , provides a uniform complexity of O(d 1/2 ) random selections and O(d 1/2 ) matrix multiplications (up to some logarithmic factors) to recognise any d-dimensional absolutely irreducible representation of a finite alternating or symmetric group over a finite field, see Section 2.1 for details.
Aschbacher [1] described eight families of maximal subgroups of the finite classical groups of dimension d over a field F of order q (where q = p a for some prime p). He proved that any maximal subgroup G not lying in one of these eight families must be nearly simple, that is G/(G ∩ Z) has a simple socle S where Z denotes the subgroup of non-zero scalar matrices. Moreover, for these nearly simple groups, the pre-image of S in G is absolutely irreducible on the underlying vector space V , is not realisable over a proper subfield, and is not a classical group in its natural representation. Every abstract finite simple group can occur in this way as the simple group S. In Section 2 we briefly describe how Aschbacher's result has been used as the underpinning framework for a matrix recognition project for matrix group computation, and how the algorithm of this paper fits into this framework.
Moreover, it was shown by Liebeck [22] that, for sufficiently high dimensions, the largest among the nearly simple maximal subgroups mentioned above are the groups Z × S n acting on the fully deleted permutation module over F corresponding to the natural transitive permutation action of S n of degree n. This module will be described in detail in Section 3.1. Its dimension is n − 1 if the characteristic p does not divide n, and is n − 2 if p does divide n.
Our main result is Theorem 1.1. It involves several parameters, namely ω, ρ F and ξ . The parameter ξ is an upper bound on the cost of producing one random element of G; ρ F is an upper bound on the cost of performing one operation (addition, multiplication or finding an inverse) in the finite field F of order q; and ω is a real number for which there exists an algorithm for multiplying two n × n matrices over a field with O(n ω ) field operations. There are algorithms known for which ω < 2.376, see [11] . Theorem 1.1. There is a Las Vegas algorithm with the following specifications. It takes as input a positive real number ε such that 0 < ε < 1 and a subset X of GL(n − δ, q), where n 5, q is a power of a prime p, δ = 1 or 2 according as p does not or does divide n, and if G = X then G ∼ = A n . The output is a monomorphism λ from G to Z q−1 × S n . The algorithm succeeds with probability at least 1 − ε, and the cost is O log ε −1 n α ξ + ρ F log 2 n n ω + n log nq log log n + |X|ρ F n ω ,
where α = 1/3 if p = 3 and 1/2 if p = 3.
The cost of evaluating λ on a given element of G is O(n ω ρ F ), and similarly the cost of evaluating λ −1 on a given element of λ(G) is O(n ω ρ F ).
Thus, for small fields, and small generating sets, the cost of constructing the monomorphism is O log ε −1 n α ξ + ρ F n ω+1/2 log 2 n with α as above. The assumption that n 5 covers all parameter values for this family of nearly simple matrix groups. Clearly to prove the theorem we may ignore small values of n, and in fact for one part of the algorithm presented in the paper we assume that n 13. Our approach is to find a new basis for the underlying vector space, and if the group G were replaced by a conjugate under the corresponding change of basis matrix, then our procedures given in Section 10 evaluate λ and λ −1 on given group elements at a cost of O(n 2 ρ F ) per element. After the commentary in Section 2 on the matrix group project we describe, in Section 3, the context of the algorithm and in particular we define the fully deleted permutation module. We explain there the various components of the algorithm, and the proof of Theorem 1.1.
A complete implementation of the algorithm has been made by Stephen Howe, assisted by Maska Law, in the computer language GAP4 [12] . The authors wish to thank Stephen for his care in reading and implementing the various procedures in the paper, and in particular for locating several mistakes and misprints. The authors also acknowledge the advice from an anonymous referee that led to an improved exposition and layout of the paper.
Commentary on matrix group recognition
From the practical point of view the algorithm presented in this paper forms part of one of the matrix recognition projects. The objective of such projects (see [2, 16, 19, 20] ) is to produce a computer software system that accepts as input a subset X of GL(d, q) for some d > 0 and prime power q, and determines, among other things, a composition series (or composition tree) for the group G = X . The project described in [19, 20] is heavily dependent on the theorem of Aschbacher mentioned in the introduction, which can be interpreted as stating that if G does not contain the special linear group, and is not almost simple modulo scalars, then G preserves a geometrical structure on the underlying vector space V . Making this theorem constructive reduces matrix recognition to dealing with groups that are almost simple groups modulo scalars.
If G is found to preserve a geometrical structure on V , then the geometric structure that is preserved by G is determined explicitly. This usually involves finding a basis for the underlying vector space V that exhibits the structure. For example, if a G-invariant direct sum decomposition of V is discovered, a basis is found that is the union of bases for the direct summands. If a G-invariant tensor decomposition is discovered, a change of basis is performed so that the elements of G are exhibited as Kronecker products of smaller matrices, etc. This change of basis has various useful consequences. Firstly, in terms of the new basis, the elements of G can be written in a more compact form: in the first of the above examples, as an element of a wreath product of a general linear group of smaller dimension by a symmetric group, and in the second example as a Kronecker product. This produces a saving in the time taken to multiply two group elements, which may be very dramatic, as well as a useful saving in space. Secondly, given any element of GL(d, q), with respect to this basis one can see at once whether it preserves the given structure, and if so, write it in the appropriate form. Thus, recognising the fact that G preserves some geometric structure reduces further problems of processing G to easier ones.
On the other hand, if G is found not to preserve such a structure, then in general no such reduction is possible, and usually we have to deal with G as it stands, as an almost simple group modulo scalars, using black-box recognition techniques. In addition, if G is almost simple modulo scalars, and is realisable over a proper subfield, it is sometimes desirable to recognise it as given, rather than first re-writing the group over the smaller field. In the case of finite alternating and symmetric groups, these algorithms construct an isomorphism with the natural permutation representation of the group.
If G acts on the fully deleted permutation module V as A n or S n , the situation of interest here, then G is such a group, but in this case we can do better than implementing the blackbox group algorithms. In this special case the structure of G is made explicit by a suitable change of basis for V , and so our approach is very similar to the approach above for the earlier Aschbacher categories.
The complexity of recognising A n and S n
The asymptotically most efficient black-box recognition algorithm known for A n and S n is in [5] , and requires O(n) random selections and O(n log n) group multiplications. Applying this algorithm in the matrix group setting: if A n or S n , or one of their covering groups, were given as an irreducible subgroup in GL(d, q), and if n were O(d 1/2 ), then the time complexity of this algorithm would be O(d 1/2 ξ + ρ F d ω+1/2 ) (up to logarithmic factors).
Now it follows from results of James [14, Theorem 7] and Wagner [29] that, for n 15, any faithful irreducible representation of A n or S n or one of their covering groups, apart from the representation on their deleted permutation modules, must have dimension d n(n − 5)/4, and hence n = O(d 1/2 ). Hence the algorithm presented in this paper ensures that all d-dimensional irreducible representations of A n and S n , or their covering groups, can be constructively recognised in O(d ω+1/2 ) time up to some logarithmic factors.
The principal tool at our disposal that makes use of the fact that we are working with matrices rather than with a black-box group is the computation of the characteristic polynomial of group elements. For example, a crucial step in all 'black-box' recognition algorithms for alternating and symmetric groups is to find an element that is a transposition, a 3-cycle, or a double transposition in the natural representation. The algorithm presented here includes a faster method of finding such an element than the method of finding a 3-cycle given in [4, 5, 7] . In addition, the present algorithm does not require the construction of an n-cycle or (n − 1)-cycle, instead making use of certain elements with order divisible by a prime greater than 3n/5.
There are several reasons why we are able to make use of these faster methods. For example, we are able to recognise from their characteristic polynomials certain matrices from which we can construct a 3-cycle or double transposition (see Section 6), and upon identifying such matrices we are then able to extract the associated elements efficiently because we have available a fast method for determining the orders of these matrices from their characteristic polynomials (see Section 5) . In addition, having constructed the standard basis for the fully deleted permutation module we obtain a positive identification of A n and S n . This obviates the need to confirm the supposed isomorphism type of G, which would otherwise have to be done by finding for the group a new generating set that satisfies a standard presentation.
Finally, we point out that the isomorphism λ in Theorem 1.1 evaluates images of elements of Z V × H as pairs (b, g) ∈ Z q−1 × S n , where b is a non-zero scalar and g is a permutation. Similarly λ −1 computes the pre-image of such a pair as a matrix.
For applications of this algorithm in the matrix group recognition project, we would need also to construct straight-line programs from {λ(x) | x ∈ X} to (b, g), and [5] contains an algorithm that does this, producing straight-line programs of length O(n log n), in O(n 2 log n) time. However, the evaluation in Z V × H of such a straight-line program would cost O(ρ F n ω+1 log n) which is more expensive than the running time of our recognition algorithm. In order to construct (and evaluate within Z V × H ) straight-line programs at no greater cost than the rest of the algorithm, the underlying open problem that needs to be solved is to find an algorithm that, for the natural permutation representation of S n , computes a straight-line program of length O(n 1/3 log 2 n) from the standard generating set {(12), (12 . . . n)} to an arbitrary permutation in S n .
Other complexity issues
Another delicate issue arises from the construction of random elements. The complexity analysis is given in terms that involve the time required to construct a random element, but the algorithm loses its advantage in practice if this has a cost significantly worse than the cost of making a bounded number of group multiplications. Provided that the size of the given generating set is bounded the product replacement algorithm [9] will run in practice within these cost constraints; but despite very interesting theoretical progress, the assertion that the product replacement algorithm performs this well remains a well supported con-jecture, and is not a theorem. This is one reason for including the cost of producing random elements as a parameter in the cost estimate for our algorithm.
In practice it seems unlikely that useful implementations of the algorithm in this paper will match its o(d 3 ) complexity estimate. For example, Strassen's algorithm for multiplying two d × d matrices, which is useful in practice, has complexity O(d k ) where k = log 2 7 > 2.8, and using this would produce an algorithm that is slower than O(d 3 ) (but still faster than an application of the 'black-box' algorithm from [5] ). In addition, keeping the theoretical complexity below O(d 3 ) meant, for example, that we could not calculate the minimum polynomial of a matrix, as we know of no algorithm for this that has complexity better than Las Vegas O(d 3 ) field operations. This, in turn, is the reason for introducing the new algorithm in Section 5 for computing the order of an element of Z V × H 0 using only the characteristic polynomial, rather than the minimal polynomial.
There would have been some advantage in our algorithm, especially in Section 6, to pass from G to its derived subgroup G = A n . This would, in particular, have simplified the procedures in Section 6 for determining the scalar associated with a given group element. There is an easy algorithm [3] to pass from a generating set of G to a generating set for G , but its time requirement is asymptotically greater than the time requirement of our algorithm. Also, had we used such an algorithm, we would have needed to make random selections from two different groups, namely the input group and its derived subgroup. However, as algorithms for making random selections require a certain amount of preprocessing, it is not unreasonable from a practical as well as a theoretical point of view to abstain from doing this.
Context of the algorithm
In this section we define the deleted permutation module and its standard basis, we specify the algorithmic set-up, and we outline the principal steps in the algorithm, describing where these are presented and analysed in the paper. We shall use the notation introduced in this section throughout the paper.
Permutation modules and standard bases
Consider the group GL(n, q) acting naturally on the vector space U = F n of ndimensional row vectors, where F is a field of order q = p a (p a prime), and let E 0 := (e 1 , . . . , e n ) denote the standard (ordered) basis, where e i is the row vector which has ith entry 1 and all other entries 0.
Let H 0 denote the subgroup of GL(n, q) consisting of all the permutation matrices. Then H 0 ∼ = S n and H 0 permutes the standard basis vectors and leaves invariant the all-1 vector e = (1, . . . , 1) = e i . Set E := e . Also H 0 leaves invariant the co-dimension 1 subspace W := {(x 1 , . . . , x n ) | x i = 0} of U . Following [17, pp. 185-186] , the subspace V := W/(W ∩ E) is called the fully deleted permutation module. Now e ∈ W if and only if p divides n, and hence
If n 5, then H 0 ∼ = A n acts irreducibly on V , while if n 10 then by [27] [28] [29] and [14, Theorem 6] , or see [17, 5.3.7] , every faithful irreducible FH 0 -module has dimension at least n − 2, and V is the only such module of dimension at most n. We shall need to compute with the actions of H 0 on both U and V , and since H 0 acts faithfully on V , we shall often regard H 0 as a subgroup of GL(V ) as well as working with it (as defined) as a subgroup of GL(U ). The normaliser of H 0 in GL(U ) is Z U × H 0 , where Z U is the subgroup of non-singular scalar matrices in GL(U ). Similarly the normaliser of H 0 in GL(V ) is Z V × H 0 , where Z V is the subgroup of non-singular scalar matrices in GL(V ). We shall sometimes write Z × H 0 without specifying whether the action is on U or on V when it helps the flow of the discussion, and the meaning is clear from the context.
We shall work with the characteristic polynomials of elements of Z × H 0 (where Z = Z U or Z V ). For g ∈ H 0 we often identify g with the permutation of S n corresponding to it, and we say that g has type 1 c 1 2 c 2 . . . n c n = i i c i , where ic i = n, if g has c i cycles of length i for each i = 1, . . . , n. Our notation for the characteristic polynomials on U and V of elements in Z × H 0 is given in Notation 4.1.
The standard basis for V we shall use as a reference basis in the algorithm is B 0 := (v 1 , . . . , v n−δ ), where
and the e i form the standard basis E 0 := (e 1 , . . . , e n ) for U as defined above. The important property of B 0 is that each vector has an expression involving exactly two of the e i and every e i (apart from e 1 , e n and, if δ = 2 also e n−1 ) occurs exactly twice, with different signs, and in consecutive vectors of B 0 .
The algorithmic set-up
In the practical algorithmic application we shall be given an absolutely irreducible subgroup G of GL(d, q) = GL(V ), where d = n − δ with δ as in (1) , such that G is conjugate to a subgroup of Z V × H 0 containing H 0 . The problem is the following.
Algorithmic Problem. Given a subgroup
The monomorphism λ is constructed via a matrix that conjugates X into Z V × H 0 . Equivalently, the key outcome of the algorithm is a basis for V on which X acts in the same way that H 0 acts on the standard basis B 0 defined in (2) . Given this basis inverse isomorphisms between X and the corresponding subgroup of Z V × H 0 can be read off very quickly; much faster than the corresponding isomorphisms when G is recognised as a black-box group.
We shall call a sequence of vectors (w 1 , . . . , w r ) from V a linked sequence relative to H 0 if there exist distinct positive integers j 1 , j 2 , . . . , j r+1 and a field element b ∈ F # such that
A linked sequence relative to H 0 of length r = n − δ is a basis of V and we call it a linked basis relative to H 0 . For example, the reference basis B 0 defined in (2) is a linked basis relative to H 0 . In our algorithm the given group G will involve a conjugate H of H 0 . We will construct a linked basis relative to H (defined below) that will enable us to conjugate G to a subgroup of Z V × H 0 . Each linked basis relative to H 0 is an image of B 0 under an element of Proof. The set of images under S of the linked bases relative to H 0 is the set of all sequences of the form B 0 AS, for some A ∈ Z V × H 0 . Let T be another conjugating element, that is,
Thus the set L = L 0 S of images under S of all the linked bases relative to H 0 forms a family of bases for V that is invariant under Z V × H , and we call bases in this family linked bases relative to H .
Outline of the algorithm
The heart of our solution of the Algorithmic Problem is the construction of a linked basis B for V relative to H so that, by Lemma 3.1, B = B 0 S for some S such that H = S −1 H 0 S. Once such a basis B is found, we use it to construct an isomorphism λ : Z V × H → Z q−1 × S n such that, for each b ∈ F # and A ∈ H , λ(bA) = bλ(A) and λ(A) is the permutation corresponding to the action of A on B, or equivalently of SAS −1 ∈ H 0 on B 0 . We now give a summary of the main steps of the algorithm, and explain where these are presented and analysed in the paper.
Step 1. Constructing a 3-cycle or double transposition. Since we will use one of these elements to construct the first of the basis vectors, the initial step is to construct a matrix g in H conjugate to a (matrix of H 0 representing a) 3-cycle or double-transposition. Such an element can be obtained as a power of a (matrix in H representing a) pre-3-cycle or predouble-transposition respectively (see Section 6 for definitions) and, based on some results about polynomials in Section 4, we show that scalar multiples of pre-3-cycles and predouble-transpositions can be recognised from their characteristic polynomials, provided the characteristic p is not 3 or 2, respectively. In Section 6 we give algorithms to construct a matrix in H conjugate to a pre-3-cycle if p = 3, or a pre-double-transposition if p = 3.
To extract a matrix g corresponding to a 3-cycle or double transposition, we need to determine the orders of these elements. A new algorithm for computing the order of a matrix in H , based on knowing its characteristic polynomial, is given in Section 5, and used to construct a suitable element g in Section 6.
Step 2. Constructing the first basis vector. In Section 7, we show first how to construct a conjugate g of the element g such that the permutations corresponding to g and g have exactly one moved point in common. We then construct, using g and g , a vector v that lies in some linked basis relative to H .
Step 3. Constructing a linked basis relative to H . Extending v to a linked basis relative to H is done in two-stages. For the first stage, see Section 8, the vector v and element g are used to construct an element x of H whose corresponding permutation involves a cycle of prime length r > 3n/5, and v, x are then used to construct a linked sequence of vectors of length r − 1. Then, in Section 9, this linked sequence is extended to a linked basis relative to H . The reason for employing this two-stage process is that overall it requires asymptotically fewer random selections and matrix operations than the seemingly simpler alternative of finding an n-cycle or (n − 1)-cycle for this purpose.
Step 4. Constructing and evaluating the isomorphism. A procedure is given in Section 10 that constructs λ and evaluates λ on elements of Z V × H . Evaluating λ −1 on elements of Z q−1 × S n is discussed in Section 10.1.
The various procedures are drawn together in Section 10.1 to complete the proof of Theorem 1.1.
Characteristic polynomials
In this section we give some information about the characteristic polynomials on U and V of elements of Z × H 0 . We use the following notation throughout the paper. 
V (t) denote the characteristic polynomials for the actions of bg on U, V respectively, and set c U (t) = c 
V (t).
If f (t) is an irreducible polynomial over F (our field of order q = p a ), then f (t) divides t e − 1 for some positive integer e, and we let e(f ) denote the least e such that f (t) divides t e − 1.
Note that if f (t) divides t e 1 − 1 and t e 2 − 1, then f (t) also divides t e − 1 where e = gcd(e 1 , e 2 ). We usually deal with monic polynomials, that is, polynomials f (t) for which the coefficient of the highest power of t occurring is 1. 
We use this information to examine the characteristic polynomials of elements of Z × H 0 . Recall that the order of a group element g is denoted by |g|; we also denote the multiplicative order of a non-zero element b ∈ F by |b|. 
In particular, if f (t) = t − 1, then mult 
Proof. The characteristic polynomial c U (t) is equal to
, and the second expression for it given in (a) follows from Lemma 4.2. Since g acts trivially on both E and U/W , it follows that c V (t) is as asserted. It is straightforward to check that the characteristic polynomials for bg on U and V are as in (b).
Let f (t) be an irreducible polynomial over F and let r be a positive integer coprime to p. By Lemma 4.2, f (t) divides t r − 1 if and only if f (b) (t) divides t r − b r if and only if e(f ) divides r, and in this case its multiplicity in t r − 1 is 1. The values of the multiplicities follow from these observations. Finally suppose that g ∈ GL(V ) has characteristic polynomial c V (t). Let F be the splitting field of c V (t), so that c V (t) = n−δ i=1 (t − ζ i ) for some ζ i ∈ F . We may regard g as an element of GL(n − δ, F ), and in this group g is conjugate to an upper triangular matrix g with diagonal entries ζ 1 , . . . , ζ n−δ . Hence |g | = |g | = lcm{|ζ 1 |, . . . , |ζ n−δ |}p a , for some a 0. In particular, R := lcm{|ζ 1 |, . . . , |ζ n−δ |} is determined by c V (t). For the special choice of g = g we see from Notation 4.1 that R = R, and part (d) follows. 2
The next lemma gives important information regarding the problem of finding the scalar b from the characteristic polynomial c 
if f (t) divides g(t), and this holds if and only if g(t)
= 0, which is true if and only if r ≡ 0 (mod 3) and d r = 1. Since |d| divides q − 1 ≡ 0 (mod 3), the latter conditions are equivalent to 3|d| divides r, and the claim follows. Finally setting t = c −1 s it follows that s 2 + cs + c 2 divides s r − c r d r = s r − b r if and only if 3|d| = 3|cb −1 | divides r.
The value for mult (b) (t 2 + ct + c 2 ) now follows from the fact that t r − b r is multiplicity free (see Lemma 4.2). 2
We conclude this section by stating some results about the costs of finding the characteristic polynomial of a matrix over F, and the cost of finding all the distinct irreducible factors of small degree of a polynomial over F.
Lemma 4.5 [8, p. 349]. There is a deterministic algorithm that computes the characteristic polynomial of an n × n matrix over F at a cost of O(n ω log nρ F ).
There are several methods for factorising polynomials over finite fields, and recent discussions are given in [15] and [26, Chapter 14] . The most efficient methods are nondeterministic, and we use one of these described in [26, Chapter 14] for our complexity estimations.
Lemma 4.6. Let f (t), g(t) be polynomials of degree at most n with coefficients in a field
F of order q, and with deg g deg f .
(a) Then the product f (t)g(t), and also the remainder on dividing f (t) by g(t) can be found at a cost of O(ρ F n log n log log n). (b) There is a Las Vegas algorithm that will find, for a given ε 1/2, all the distinct linear factors of f (t), or all distinct irreducible degree 2 factors of f (t), at a cost of
O(log(ε −1 )ρ F n log 2 n log(nq) log log n), and with probability of failure at most ε.
Proof. Part (a) is proved by the results [26, Theorems 8.23 and 9.6] that multiplication or division of polynomials of degree at most n can be performed in O(n log n log log n) field operations.
We use a careful application of the algorithm presented in [26, Algorithm 14.19 ] for finding the distinct linear factors of f (t). The heart of this algorithm is [26, Algorithm 14.10] that factorises a square-free monic polynomial of degree at most n for which all irreducible factors have the same degree. As explained in the proof of this latter algorithm in [26, Theorem 14.11] , the workings of [26, Algorithm 14.10] can be illustrated by a labelled tree, and the probability that it requires at least k levels before succeeding is at most n 2 2 −k . Thus if [26, Algorithm 14.10 ] is allowed to run for up to k = 4 log n log(ε −1 ) > log(n 2 ε −1 ) levels of the labelled tree, then the probability that it fails is at most n 2 2 −k < ε. With this value of k, the cost of [26, Algorithm 14.19] is O(log(ε −1 )n log 2 n log(nq) log log n) field operations in F. For completeness of our proof, we note that the component [26, Algorithm 14.10] of [26, Algorithm 14.19 ] is only valid for fields of odd order. If q is even then an alternative algorithm is sketched in [26, Exercise 14.16(iii) on p. 399]; this algorithm also can be run the appropriate number of times to give a probability of failure at most c 1 n −c 2 , and its running time is asymptotically the same as that given for the case of odd q.
Finally, to find the distinct irreducible degree 2 factors of f , we use the above algorithm to find the linear factors of f (t) over F, and use it again to find its linear factors over a quadratic extension field of F. 2
Finding orders
If Notation 4.1 holds for bg, then g has order Rp a where R = lcm{r 1 , . . . , r l }, a = max{a 1 , . . . , a l }, and |bg| = Rp a |b Rp a |. In this section we present an algorithm for finding |g| from c 
We write M(n) for the cost of multiplying two matrices in GL(V ), and note that M(n) = O(n ω ).
Throughout we denote log 2 x by log x and log e x by ln x. Proposition 5.1. Let g ∈ GL(V ) be such that g is conjugate to an element of H 0 , and |g| = Rp a where p does not divide R and a 0. Also let b ∈ F # and let c(t) be the characteristic polynomial of bg on V . Then there exists a deterministic algorithm that, given b and c(t), (a) computes R with 4n 2 field operations; (b) determines whether R < n 18 log n , and if so computes a, using at most
Proof. Without loss of generality we may assume that g ∈ H 0 and that Notation 4.1 holds. Thus c(t) = c 
U (t), and denote this integer by u(s).
Define R := s s u(s) . 2. If R n 18 log n , then return R and the assertion that R n 18 log n ; else go to Step 3. 3. Compute h := (bg) R , and find the least non-negative integer a such that h p a is a scalar matrix. Return R and a .
First we show that the p -part of |g| is equal to the value R returned by this procedure, and that, if a is returned, then a = a, and hence |g| = R p a . Let s be a prime dividing R and let s u be the highest power of s dividing R. Then s u divides some r i , and so
U (t). Hence u u(s) and it follows that R divides R . Conversely by Lemma 4.2 there exists a monic irreducible polynomial f (t) such that e(f ) = u(s), so f (b) (t) is irreducible and divides t s u
It follows that R divides R, and hence R = R. Thus g R is a p-element and |g R | is equal to the order of h modulo scalars, that is to p a , so a = a and |g| = R p a . Now we need to determine the number of field operations required by the various steps of the procedure. The cost of finding R may be computed as follows. By the Prime Number Theorem there are O(n/ log n) primes s to be considered in Step 1. In fact, using Chebyshev's estimates (see [23, Corollary 8.6] ) the number of primes s is strictly less than 1.171n/ ln n = (1.171 log e)n/ log n. For each s, since s u(s) n, the number of integers u for which we must test whether t s u − b s u divides c (b) U (t) is at most log n/ log s. Each of these divisions requires at most 2n field operations. Thus finding u(s) requires at most 2n log n/ log s field operations, and so determining R requires fewer than cn 2 field operations, where c = 1.171 × log e × 2 < 4.
If h is computed, its computation requires at most 2 log R matrix multiplications and hence requires at most 2M(n) log R field operations. For each i we need at most 2 log p matrix multiplications to compute h p i from h p i−1 , and hence determining a requires at most M(n)(2 log R + 2a log p) = 2M(n) log(Rp a ) field operations. Since R n 18 log n , computing a requires at most 36M(n) log 2 n field operations. 2 Remark 5.2. For all k > 0, and for all sufficiently large n, most elements of S n have order less than n k log n . Indeed by [4, Theorem 4.1], the probability that a random permutation in S n has order greater than n 18 log n is less than n −7 . Thus the algorithm of the proposition will compute the order of g in almost all cases. For any g ∈ S n , the p -part R of |g| satisfies log R = (1 + o (1))(n log n) 1/2 by [18, p. 222], and hence performing Step 3 for any value of R would compute a in 2(
3-cycles and double-transpositions
Here we discuss the problem of finding elements bg ∈ GL(V ) such that b ∈ F # and g is conjugate to a 3-cycle (an element of type 1 n−3 3 1 ) or a double transposition (an element of type 1 n−4 2 2 ) in H 0 . The proportions of 3-cycles and double-transpositions in S n or A n are so small that we cannot easily find such elements by random selection from S n or A n . Instead we search for elements bg with g conjugate to an element of a larger subset of S n such that certain powers give us 3-cycles or double-transpositions. These elements are defined as follows. Definition 6.1. A pre-3-cycle is an element σ ∈ S n of order 3f , where f is not divisible by 3, such that σ f is a 3-cycle. A pre-double-transposition in S n is an element σ ∈ S n of order 2f with f odd such that σ f is a double transposition.
It turns out that, for almost all values of n and q, whenever bg ∈ GL(V ) with b ∈ F # and g conjugate to a pre-3-cycle or pre-double-transposition, we can prove that the elements are of this form by examining their characteristic polynomials. We verify this assertion and then give a Las Vegas algorithm for constructing such elements. Suppose that g is conjugate to an element of H 0 , and let b ∈ F # . First we show that knowledge of both b and the characteristic polynomial c V (t) of bg on V allows us to detect whether or not g is conjugate to a pre-3-cycle or pre-double-transposition. Since conjugate matrices have the same characteristic polynomials it is sufficient to prove this property for g ∈ H 0 . Proof. Suppose that p = 3. Then t − b does not divide t 2 + bt + b 2 or t 2r + b r t r + b 2r for any prime r = p. Suppose first that g is a pre-3-cycle. We may assume that m 1 = r 1 = 3 and r i is coprime to 3 for i > 1. Then by Lemma 4.3(c), Conversely suppose that conditions (a) and (b) of part (1) 
. Hence r i = 3, and so g is a pre-3-cycle.
Now suppose that p = 3. If g is a pre-double-transposition, then an analogous argument to the first paragraph of the proof shows that conditions (a) and (b) in part (2) hold. Conversely suppose that conditions (a) and (b) of part (2) hold for c 
, which contradicts condition (b). Hence r 1 = r 2 = 2, and so g is a pre-double-transposition. 2
Finding the scalar: theory
For almost all values of n and q, it turns out that, for all pre-3-cycles and pre-doubletranspositions g, we can determine the scalar b ∈ F # from the characteristic polynomial c (1) If q ≡ 2 (mod 3), and C is the set of all c ∈ F # such that
and if p is odd, then the coefficient of
, and C is the set of all c ∈ F # such that t − cy i divides c (b) V (t) for i = 0 and for at least one of i = 1 and i = 2 (where y ∈ F # , |y| = 3), then precisely one of (a)-(c) holds:
so that 2b is the coefficient of t n−3 (yielding b since p 5), the constant term is −b n−2 and the coefficient of t is −2b n−3 .
Proof.
Since g is a pre-3-cycle, m l 2 and 3 does not divide r i for any i > 1. First we show that C ⊆ {b} if q ≡ 2 (mod 3), and C ⊆ {b, by, by 2 } if q ≡ 1 (mod 3). Suppose that this is not the case. Then C contains an element c such that (cb −1 ) 3 = 1. This implies that t − c divides t r i − b r i for some i 2. By Lemma 4.4, |cb −1 | divides r i and hence 3 does not divide |cb −1 |. If q ≡ 2 (mod 3), then f (t) = t 2 + ct + c 2 is irreducible and it follows from Lemma 4.4 that mult (b) (f ) = 0, contradicting the fact that c ∈ C. Similarly if q ≡ 1 (mod 3), then, again using Lemma 4.4, we deduce that mult
and 1(b) holds. Note that if p = 2, then n 6 since δ = 2 implies that p divides n, and thus the coefficient of t n−4 is b 2 . Now suppose that q ≡ 1 (mod 3). By Proposition 6.2, mult
only if m > δ. Thus either 2(a) or 2(b) holds, or C = {b, by, by 2 } and mult (b) (t − by i ) = 1 = m − δ for each i. Assume the latter. If δ = 1, then m = l = 2 so n = 3 + r 2 ≡ 0 (mod 3), and part 2(c)(i) holds. Now assume that δ = 2. Then m = 3 and so l is 2 or 3. Suppose that l = 2. Then m = p a 1 + p a 2 = 1 + p a 2 so p = 2 and a 2 = 1. In particular, m 2 = n − 3 = r 2 p a 2 is even. However, since δ = 2, p = 2 divides n and hence n − 3 is odd, which is a contradiction. Hence l = 3 = m so each a i = 0. If p = 2, this means that each m i is odd and hence n = m 1 + m 2 + m 3 is odd; but δ = 2, so p = 2 divides n, a contradiction. Thus p is odd and as p = 3, it follows that p 5. The cycle lengths of g are 3, r 2 , r 3 where 1 r 2 r 3 , and because g is a pre-3-cycle, we have that 3 does not divide r 2 or r 3 . In particular,
If n = 5, then r 2 = r 3 = 1 and, since p divides n, p must be 5, so part 2(c)(ii) holds. If n 6 and r 2 = 1, then n = 4 + r 3 ≡ 1 (mod 3) and hence part 2(c)(i) holds. Finally, if
Now we deal with pre-double-transpositions. In this case the scalar b can be identified if n 5 unless n = 4 + δ, where sometimes we can only identify {b, −b}. 
, and one of (i)-(iii) holds:
(iii) n > 6 and −b, b 2 , 0 are the coefficients of t n−3 , t n−4 , t n−5 respectively in
where r 3 , r 4 are odd and at least 5.
Proof. Since g is a pre-double-transposition and n 5, we have m l 3 and r i is odd for all i > 2. Thus mult
, and hence both b and −b lie in C. Suppose that c = ±b and c ∈ C. Then at least one of cb −1 and −cb −1 has order 2s for some s > 1. It follows from Lemma 4.4 that 2s divides r i for some i 3 which is a contradiction. Thus C = {b, −b}.
Suppose now that mult 3 is odd and a 3 = 0; thus n and n − 4 are coprime to 6, and it follows that n ≡ 5 (mod 6), and c 
Proportions
In our algorithms we will construct a 3-cycle or double transposition from a pre-3-cycle or pre-double-transposition respectively that has reasonably small order, namely order at most n 18 log n . We give here estimates for the proportions of such elements in A n and S n . Definition 6.5. Let p small A pre3 (n), p small S pre3 (n) denote the proportions of pre-3-cycles in A n and S n , respectively, that have order less than n 18 log n . Let p S pre22 (n), p A pre22 (n) denote the proportions of pre-double-transpositions in S n and A n , respectively, and let p small A pre22 (n) and p small S pre22 (n) denote the proportions of such elements that have order less than n 18 log n . Lemma 6.6. 
Procedures
In this subsection we give procedures for finding 3-cycles and double-transpositions based on the results above. For polynomials f (t), c(t) over F with f (t) irreducible, we denote by mult c(t) (f ) the multiplicity of f (t) in c(t). First we find a 3-cycle in the case where the characteristic is not 3. If p = 3, then this procedure will not work, and in this case we use the similar Procedure 6.9 to find a double transposition. We prove that this procedure is valid and estimate its complexity. Recall that ξ is an upper bound for the cost of constructing a random element, O(ρ F n ω ) is taken as the cost of multiplying two n × n matrices over F, and ρ F is an upper bound on the cost of a field operation in F.
Lemma 6.8. Suppose that n 5 and (n, p) = (5, 5). Then, with probability at least 1 − ε, Procedure 6.7 (FIND3CYCLE) returns an element of H conjugate to a 3-cycle in H 0 . It is a Las Vegas algorithm and runs at a cost of O((log ε −1 )(ξ n 1/3 + ρ F n 1/3 log 2 n(n ω + n log(nq) log log n))). This is O((log ε −1 )(ξ n 1/3 + ρ F n ω+1/3 log 2 n log q)).
Proof. It follows from Lemma 6.6 that the proportion of elements bg ∈ G such that b ∈ F # and the permutation corresponding to g is a pre-3-cycle of order at most n 18 log n is greater than 0.14n −1/3 . For each random element we apply the Las Vegas algorithm in Lemma 4.6 with probability of failure at most 0.07n −1/3 to find the distinct linear factors of its characteristic polynomial. Thus, for each random element, the probability that it is a pre-3-cycle of order at most n 18 log n , and that in addition we succeed in finding its distinct linear factors, is at least 0.07n −1/3 . It follows that the probability of failing to find such an element, and its linear factors, after N independent random selections from G is less than (1 − 0.07n −1/3 ) N and this quantity is less than ε provided that N log(ε −1 )n 1/3 /0.07.
Thus by taking N = log(ε −1 )n 1/3 /0.07 , the procedure will find such an element, and its linear factors, with probability greater than 1 − ε. Moreover, if bg is selected, where b ∈ F # and g is a pre-3-cycle of order at most n 18 log n , then it follows from Proposition 6.3 that b is identified correctly in Step 3, and from Propositions 6.2 and 5.1 that Steps 4 and 5 respectively are completed successfully. The procedure therefore returns a 3-cycle in g in this case. Thus we have proved that the probability the procedure reports FAILURE is less than ε. To complete the proof that this is a Las Vegas algorithm we need to prove that whenever an answer is returned it is correct, that is to say, we must prove that any element returned by the procedure is indeed a 3-cycle.
Suppose that an element is returned after testing x ∈ G, where x = dg with d ∈ F # and g ∈ H . Suppose first that Step 3 correctly identifies the scalar b = d. In each case, from the definition of b it follows that condition (a) of Proposition 6.2 holds. Also condition (b) of Proposition 6.2 follows from Step 4. Hence g is a pre-3-cycle, and in this case we saw in the previous paragraph that the element returned is a 3-cycle.
It remains to prove that, whenever an element x = dg is returned, then
Step If mult c(t) (t − by j z) > 0 for both j = 1 and j = 2, then bzy, bzy 2 ∈ C. Since z = 1, this implies that z = y or y 2 , and so s = |z| = 3 and d = by or by 2 . In particular d ∈ C, and s = 3 divides r i for some i. Thus the claim is proved in this case. On the other hand, if for j = 1 or 2 we have mult c(t) (t − by j z) = 0, then (by the observation at the end of the previous paragraph) m = δ and by j z = d. Then since z = bd −1 , this implies that y j = b −1 dz −1 = z −2 , and so d = by j z = bz −1 and s = |z| = 3 or 6. If s = 3 then z = z −2 = y j and so d = by 2j and as in the previous case, d ∈ C and the claim is proved. Suppose then that s = |z| = 6, so that in particular p is odd. Then |zy j | = |z −1 | = 6, and we showed in the previous paragraph that this divides r i for some i. Thus n r i 6, and c(t) is divisible by
However, in this case all five of the elements dz , with 1 5, satisfy the condition for membership of the set C, and in such a case, the element would have failed the test at Step 3.2(i), and the scalar b would not have been defined. Thus the claim is proved in all cases.
Since we are assuming that x is returned, we have now that d = by or by 2 , that d ∈ C, and that 3 divides r i for some i. The last condition implies that
(t), and so t − b divides c(t).
Hence b ∈ C. Thus C = {b, by, by 2 } = {b, c, d}, where
)(t − c). By Lemma 4.4, mult c(t) (t − b) = mult c(t) (t − c) = 3|r i p a i , and it follows from
Step 3.2 that this multiplicity must be 1. This implies that p = 7, and hence n 7 (since δ = 2). Suppose that r 2 = 1 and 2b = d, so that
By
Step 3.2, the constant term is −b n−2 and the coefficient of t is −2b n−3 . Comparing the constant term and coefficient of t in c(t) above we get that −d n−2 = −b n−2 and −d n−3 = −2b n−3 , respectively. Substituting d = 2b in these equations, we find that 7 divides both 2 n−2 − 1 and 2 n−4 − 1 which is impossible. Thus r 2 > 1, b = 2d, and
By Step 3.2(iii), c(t) = (t 2 + bt + b 2 )(t n−4 − b n−4 ).
Comparing the constant term and coefficient of t in these two expressions for c(t), we get that −d n−2 = −b n−2 and −2d n−3 = −b n−3 , respectively. Substituting b = 2d in these equations, we find that 7 divides both 2 n−2 − 1 and 2 n−4 − 1 which is impossible. Thus the procedure correctly identifies b = d and we have completed the proof that each element returned is a 3-cycle.
Finally we determine the cost. The cost of processing each of up to log(ε −1 )n 1/3 /0.07 random elements x is as follows. First we compute c(t) at a cost of O(ρ F n ω log n), see Lemma 4.5. Next we determine the set C: first we compute the set of distinct linear factors of c(t) at a cost of O(ρ F n log 2 n log(nq) log log n), see Lemma 4.6. If q ≡ 2 (mod 3), then we either compute the set of quadratic irreducible factors of c(t), and from this determine C, or we determine by division the factors t 3 − c 3 of c(t), for which t − c is a linear factor. If q ≡ 1 (mod 3), then we can easily determine C from the set of linear factors. In either case the cost is less than O(ρ F n ω ). (Note that the factorisation algorithm employed is Las Vegas and may fail, as discussed in the first paragraph of the proof.)
If we have been successful in determining C, then determining b costs at most O(n) field operations (as we may need to multiply two polynomials, one of degree 2 and the other of degree at most n − 3). To perform Step 4, for each of the O(n/ log n) primes r n/3, r = p, we require O(log r) field operations to determine t 2r + b r t r + b 2r , and then O(n) field operations to check whether it divides c(t), a total of O(n 2 / log n) field operations. Determining g costs O(n 2 ) field operations, and deciding whether g has order less than n 18 log n , and if so finding |g| costs O(n ω log 2 n) field operations by Proposition 5.1. Finally extracting the 3-cycle costs another O(n ω log 2 n) field operations. 2
It is unfortunate that the procedure above fails when p = 3. In this case we have an analogous method based on pre-double-transpositions to construct a double-transposition. This method only fails when p = 2 , but for simplicity we present it only for p = 3. It is based on Propositions 6.2 and 6.4.
Procedure 6.9 (FINDDOUBLETRANSPOSITION).
We are given a positive constant ε, and a subgroup G GL(V ) = GL(d, q) (where p = 3) such that H G Z V × H where H is conjugate to H 0 ∼ = S n and n 7.
1. Select up to log(ε −1 )n 1/2 /0.0249 random elements x ∈ G, and perform the following steps for each. 2 n(n ω + n log(nq) log log n))). This is at most O((log ε −1 )(ξ n 1/2 + ρ F n ω+1/2 log 2 n log q)).
Find the characteristic polynomial c(t) of x, and the set C of elements c ∈ F # such that t 2 − c 2 divides c(t).

If C is not of the form C = {c, −c}, with mult c(t) (t + c) = 2, then return to Step 1. (i) If mult c(t) (t − c) = 2, then let b = c. (ii) If mult c(t) (t − c) = 2 and δ = 1, then if n ≡ 5 (mod 6) and the coefficient d of t n−2 in c(t) lies in C and c(t) = (t − d)(t + d) 2 (t n−4 − d n−4 ), then set b = d; otherwise return to Step 1. (iii) If mult c(t) (t − c) = 2 and δ = 2, then return to Step 1 unless n ≡ 0 (mod 6) and the coefficient d of t n−3 in c(t) lies in C.
If c(t) = (t − d)(t
+ d) 2 (t n−5 − d n−5 ), then set b = d.
If the coefficients of t n−4 , t n−5 in c(t) are
Proof. It follows from Lemma 6.6 that the proportion of elements bg ∈ G such that b ∈ F # and the permutation corresponding to g is a pre-double-transposition of order at most n 18 log n is greater than 0.0498n −1/2 . As in the first paragraph of the proof of Lemma 6.8, we find the characteristic polynomial c(t) of each random element and use a Las Vegas algorithm to find the distinct linear factors of c(t) with probability of failure less than 0.0249n −1/2 ; then by analysing up to N = log(ε −1 )n 1/2 /0.0249 random elements, the procedure will find an element bg with g a pre-double-transposition of order less than n 18 log n , and will succeed in finding the linear factors of its characteristic polynomial, with probability greater than 1 − ε. Moreover, for such an element bg, it follows from Proposition 6.4 that b is identified correctly in Step 3, and from Propositions 6.2 and 5.1 that Steps 4 and 5 respectively are completed successfully. The procedure therefore returns the double-transposition in g in this case. Thus the probability the procedure reports FAIL-URE is less than ε. The next step is to prove that any element returned by the procedure is indeed a double-transposition. Suppose that an element is returned after testing x ∈ G, where x = cg with c ∈ F # and g ∈ H . Suppose first that in Step 3 the scalar b is defined as b = c. Then conditions (a) and (b) of Proposition 6.2.2 follow from the tests in Steps 3 and 4, respectively, and so g is a pre-double-transposition. Thus the element returned by Step 5 is a double transposition.
It remains to prove that, whenever an element x = cg is returned, then Step 3 correctly defines b as c. What we prove is that, if while processing an element x = cg a scalar b is defined in Step 3, then either b = c, or, if not, then the element fails the tests in Assume now that s = 2. Then r 1 is even, and b = −c. Since mult c(t) (t + b) = 2, it follows from Lemma 4.4 that m − δ = 2, so m = i 3 a i = 2 + δ 4. We claim that all the a i = 0. If this is not so then a unique a i = 1; if δ = 1 then the number of cycles l = 1 and so 3 divides r 1 = n contradicting δ = 1; similarly if δ = 2 then l = 2, and exactly one of the two cycle lengths is divisible by 3, contradicting δ = 2. Thus all the a i = 0 and so l = 2 + δ. Suppose that the element passes the tests at Step 4. Then c(t) is not divisible by t 2 + b 2 = t 2 + c 2 , or by t r + b r = t r − c r for any odd prime r satisfying 5 r < n. Thus the only possible cycle lengths are 1 and 2, and hence n 2l = 4 + 2δ. Since n 7 this is a contradiction. Thus our claim is proved, and the proof is complete that every element returned by the procedure is a double-transposition.
Finally we determine the cost. The cost of processing each of up to log(ε −1 )n 1/2 / 0.0249 random elements x is as follows. First we compute c(t) at a cost of O(n ω log n) field operations (see Lemma 4.5) , and determine the set C at a cost of O(ρ F n log 2 n × log(nq) log log n) (see Lemma 4.6).
Step 3 requires a constant number of field operations to compute a polynomial for comparison with c(t). To perform Step 4, for each of the O(n/ log n) primes r such that r = 2 or 5 r < n/2, we require O(n) field operations to check whether t r + b r divides c(t), a total of O(n 2 / log n) field operations. Determining g costs O(n 2 ) field operations, and deciding that g has order less than n 18 log n , and if so finding |g| costs O(n ω log 2 n) field operations by Proposition 5.1. Finally extracting the double transposition costs another O(n ω log 2 n) field operations. 2
Constructing the first vector of B
In order to identify G as conjugate to a subgroup of Z V × H 0 , we need to find a linked basis B for V relative to H , as defined in Section 3.2. We construct a vector of this basis using a 3-cycle or double-transposition g constructed in the previous section. We need to find a conjugate g of g such that
], a Monte
Carlo algorithm called DOUBLEANDSHRINK is given for achieving this for a larger class of elements g. In our situation, where g is a 3-cycle or a double transposition, the algorithm can be modified to give a Las Vegas algorithm (by checking that |gg | = 5 if g is a 3-cycle, or |gg | = 6 if g is a double transposition, see Table 1 ). The next two lemmas deal separately with the cases p = 3 and p = 3, and show how such elements g, g can be used to identify a vector of the form b(e i − e j ) + (W ∩ E) for some i = j ; by relabeling the e i and re-scaling if necessary, we may assume that such a vector lies in B. Without loss of generality we may assume that g, g ∈ H 0 and we identify these elements with their corresponding permutations.
Lemma 7.1 (DOUBLEANDSHRINK). Given an element g ∈ GL(V ) that is conjugate to a 3-cycle or a double-transposition in
Lemma 7.2.
Suppose that p = 3 and that g, g ∈ H 0 correspond to g = (123) and g = (145).
and both F V (g) and V (g)
are g - invariant. (b) For any v ∈ V , v + v g + v g 2 ∈ F V (g) and 2v − v g − v g 2 ∈ V
(g), and in particular v ∈ V (g) if and only if
Proof. The fixed point space of g in U is F U (g) = e 1 + e 2 + e 3 , e 4 , . . . , e n . Since 
Lemma 7.3. Suppose that p = 3 and that g, g ∈ H 0 correspond to g = (12)(34) and g = (15)(67). Let v ∈ V . Then v = x + av 1 + bv 3 for some a, b ∈ F and x ∈ F V (g). We compute v + v g as (x + av 1 + bv 3 ) + (x − av 1 − bv 3 ) = 2x ∈ F V (g), and so 2v 
We formalise our procedure to construct the first basis element of B in the following procedure. When p = 3 we construct a conjugate g of a 3-cycle g such that g, g move exactly one common point. We can recognise that a conjugate g has this property by checking that |gg | = 5. For the case p = 3 we work with a double transposition g. There are six A n -conjugacy classes of pairs (g, g ) such that g is a conjugate of g and [g, g ] = 1. Taking g = (12)(34), we list in Table 1 a representative for g from each of these conjugacy classes, and record the number z of points moved by both g and g , the elements gg , [g, g ], and their orders. We may recognise a conjugate g of g that moves exactly one of the points moved by g by checking that |gg | = 6. 
Procedure 7.4 (FINDBASISELEMENT). We are given a positive constant ε, a subgroup
G GL(V ) = GL(d, q) such that H G Z V × H∈ V \ F V (g) and set u := 2y − y g − y g 2 (if p = 3) or 2y + y g (if p = 3); choose y ∈ V \ F V (g), u and set u := 2y − y g − y g 2 (if p = 3) or 2y + y g (if p = 3); set V (g) = u, u .
Similarly compute V (h) and return a non-zero vector v ∈ V (g) ∩ V (h).
We prove that this procedure is valid and estimate its complexity. The complexity involves the quantities ρ F , ω defined before Theorem 1.1.
Lemma 7.5. With probability at least 1 − ε, Procedure 7.4 (FINDBASISELEMENT) returns a vector bv with v ∈ B involving two of the points moved by g and in the same g-cycle, for some b ∈ F # . It is a Las Vegas algorithm and runs at a cost of at most O((log ε
Proof. Since the procedure DOUBLEANDSHRINK returns a suitable g with probability greater than 1/10 on a single run, the probability that it fails to find such a g after N = log(ε −1 )/ log(10/9) runs is less than t = (9/10) N and since log(t −1 ) = N log(10/9) log(ε −1 ) we have t ε. Thus the procedure reports FAILURE with probability less than ε. By our comments in the paragraph preceding Procedure 7.4, the order tests in Step 1 correctly recognise that g and g move exactly one common point. Also by Lemmas 7.2 and 7.3, the element h is such that V (g) ∩ V (h) is a 1-dimensional subspace generated by an element of the required form. Also from these lemmas it follows that Step 3 correctly computes the subspaces V (g) and V (h), and hence the returned vector is of the form claimed, that is to say, the returned vector is a scalar multiple of e i − e j + (W ∩ E), for some distinct i, j lying in the same g-cycle.
It remains to determine the cost. As remarked in the first paragraph of this section, the cost of finding g is O(log(ε −1 )(log n(ξ + ρ F n ω ))), and h is computed with a further cost of O(ρ F n ω ).
Computing a basis for F V (g) and F V (h) can be done at a cost of O(ρ F n ω ) as follows: for X = g − I or h − I , by [13, Theorem 2.2] there is a deterministic algorithm that com-
where L is a lower triangular matrix with 1's on the diagonal, Q, P are permutation matrices, and
where U 1 is an s × (n − δ) upper triangular matrix with non-zero diagonal entries, where s n − δ and s = rank(X). Consider the case where 
, to find a basis for F V (g), u , and then choose a vector y ∈ V \ F V (g), u . Thus the cost of computing u , given u, is O(ρ F n ω ), and the basis u, u for V (g) has been found at a cost of O(ρ F n ω ). The cost of finding a basis w, w for V (h) is the same. Finally to compute v we find a non-trivial solution for au
More vectors of B: avoiding n-cycles
The algorithm presented in [5] to recognise A n and S n requires an n-cycle, which is found by random search, and requires the examination of O(n) group elements. Finding an n-cycle by random search is more expensive than the algorithms presented above for finding the 3-cycle or double-transposition g. In this section we discuss a method that avoids n-cycles for constructing a linked basis B. It uses an element bh ∈ G such that h is conjugate to an element of H 0 involving a cycle C of prime length r greater than 3n/5 with an additional property. If p = 3, then we require that the cycle C contain exactly two of the points moved by the 3-cycle g, while if p = 3, then we require that C contain both points from a specified transposition involved in the double-transposition g, and neither of the points from the other transposition. To ensure that we have sufficiently many such elements, we must be able to utilise elements of this type where the prime r is significantly smaller than n. Lemma 8.1. Let n 13, let g ∈ A n be a 3-cycle or a double transposition, and in the latter case let (i, j ) be one of the g-cycles. Then the proportion of elements h of either S n or A n such that (a) h has a cycle C of length r for some prime r satisfying 0.6n + 0.4 < r < 0.95n − 0.85, and (b) C contains exactly two of the points moved by g, and if g is a double transposition then these points are i and j , is greater than 0.03/ log n if g is a 3-cycle, or 0.5 × 10 −3 / log n if g is a double transposition.
Proof. Let c(n) denote the number of primes r satisfying 0.6n + 0.4 < r < 0.95n − 0.85. We claim that c(n) > 0.23n/ log n for all n 13 except n = 31, and that if n = 31 then c(n) > 0.15n/ log n. This claim can be checked by direct computation for n < 1, 000. Suppose then that n 1, 000. By [24, Theorem 1] , for x 1, 000, the number of primes π(x) less than x satisfies
and hence, since (1 + 3/ (2 ln(1, 000) )) < 1.218, we have
Then, using the facts that cx (for c > 0) and (ln(0.6x))/ ln x are increasing functions for x 1, 000, we obtain the following:
ln n, and hence
Thus the claim is proved. The proportion of elements of S n having a cycle C of length r, for a given prime r as above, such that C contains exactly two points of a given 3-cycle is
For fixed n, the right-hand side of (3) is a monotone decreasing function of r, for r satisfying 0.6n + 0.4 < r < 0.95n − 0.85. Thus the proportion is greater than the value of the right-hand side of (3) at r 0 := 0.95n − 0.85. Now (r 0 − 1)/(n − 1) 0.875 and (n − r 0 )/(n − 2) > 0.05 for all n 13, and so this proportion is greater than 0.13125/n. For n = 31, we showed above that there are more than 0.23n/ log n such primes r, and hence the proportion of elements in S n of the required type is greater than 0.03/ log n. If n = 31, then the only prime in the interval is r = 23, so the right-hand side of (3) is 3×22×8 n×30×29 > 0.6/n. Since c(31) > 0.15n/ log n, the proportion of elements in this case is at least 0.09/ log n. For all n, since exactly half of such elements are even permutations, the proportion in A n is the same as the proportion in S n .
Similarly the proportion of elements of S n , or of A n , having a cycle C of length r, for a given prime r as above, such that C contains the two points i, j and neither of the other two points moved by the double transposition g, is
The right-hand side of this equality is (n − r − 1)/3(n − 3) > 0.05/3 times the right-hand side of (3). It follows that the proportion of elements of S n of the required type is at least 0.03
In the previous section we showed how to construct a vector v of a linked basis B using either a (conjugate of a) 3-cycle or double-transposition g. Moreover, in the former case, v involved two of the points moved by g, while in the latter case, v involved two points forming one of the transpositions of g (see Lemma 7.5 ). Now we show how to use v to construct an element bh ∈ G, where b ∈ F # and h ∈ H , such that h satisfies Lemma 8.1(a) and (b). We simultaneously construct a linked sequence of vectors of length greater than 0.6n. First we handle the case where p = 3. r(v, x) , at least one of these cycles has length a multiple of r, and since r > n/2 there must be a (unique) h-cycle C of length r and C must contain at least one of i and j , say i ∈ C. If j / ∈ C then h r fixes {i, j } and i, and hence h r also fixes j . Thus the h-cycle C containing j has length dividing r, and since C = C and r > n/2, we have |C | = 1. Conversely if h has a cycle C of length r and either {i, j } ⊆ C, or |{i, j } ∩ C| = 1 and h fixes {i, j } \ C, then clearly r(v, x) = r. Thus the lemma is proved. 2
Procedure 8.3 (MOREBASISVECTORS). We are given a positive constant ε, a subgroup
H where H is conjugate to H 0 and n 13, an element g ∈ H conjugate to a 3-cycle if p = 3 or a double-transposition if p = 3, and a vector v ∈ B involving two of the points moved by g and in the same g-cycle. Proof. Let q be the proportion of elements h ∈ H such that the permutation corresponding to h has a cycle C of prime length r (where 0.6n + 0.4 < r < 0.95n − 0.85), C contains exactly two of the points moved by g, and if p = 3 then these points are interchanged by g and are the two points involved in the vector v. It follows from Lemma 8.1 that q > c/ log n. Arguing as in the first paragraph of the proof of Lemma 6.8, we see that, with probability greater than 1 − ε, we select at Step 1 at least one element ch with c ∈ F # and h such an element.
Select up to
Suppose that x = ch is such an element. Suppose first that p = 3. Then v = e a − e b + (W ∩ E) where a and b lie in C and (a, b) is a transposition of g. In this case Step 2 will succeed by Lemma 8.2, and find r 0 = r. Then Step 3 will find n 0 = 2 since there are exactly two distinct values of such that 1 < r and h maps either a to b or b to a; and hence exactly two such that vx = vx g. Exactly one of these two values of is less than r/2, and for this we have u := vx − vgx g = 0. Thus in Step 4 we have that a h = b or b h = a, and in either case we have that u = −c v and the procedure defines h 0 as −(−c ) −1 x = h . We cannot tell whether h maps a to b, or b to a, and so, relabelling the standard basis vectors so that {a, b} = {1, 2} and C = (1, 2, 3, . . . , r) , the procedure returns either e 1 − e 2 + (W ∩ E), e 2 − e 3 + (W ∩ E) Next suppose that x = ch, that C and r are as in the first paragraph, and that p = 3, so g is a 3-cycle. For exactly one value of i ∈ {0, 1, 2}, the vector vg i will involve the two points of C moved by g, so we will have vg i = e a − e b + (W ∩ E) where a and b lie in C and are moved by g. Thus, for this value of i, Step 2 will find r i = r, by Lemma 8.2. If there is a second value of i, say i , for which r i is a prime in the correct range then by Lemma 8.2, since a and b are the only points of C moved by g, r i = r (note, the same value of r) and the third point j moved by g is fixed by h. In this case r i = r for all three values of i . So whether r i = r for a unique i = i, or for all three values of i , we will proceed to Step 3. In Step 3, we obtain n i = 2 (where i is as above); and if h fixes the third point moved by g then n i r − 2 > 2 for each i = i. Thus, as in the previous paragraph, the procedure will seek (and find) a unique such that 1 Next, for any prime p, we prove that any vectors returned, for a random x = ch, form a linked sequence relative to H . Suppose that Step 2 succeeds for x = ch (where c ∈ F # , h ∈ H ) with r i = r(vg i , x) = r, and suppose that vg i = e a − e b + (W ∩ E). By Lemma 8.2, h has a cycle C of length r, C contains at least one of the points a, b, say a ∈ C, and either b ∈ C or b h = b. Note that the condition r > n/2 implies that r is the only prime in the correct interval that we can find for any r i . Suppose also that in Step 3 we find that n i 2. Now vg i x = vg i x g if and only if g moves at least one of a h , b h (note here that, if p = 2, then g does not interchange a h and b h since in that case |g| = 3). Thus the fact that n i 2 implies that b h = b and hence that {a, b} ⊂ C.
We claim that the only points of C moved by g are the points a and b. Suppose to the contrary that g moves a point m of C where m / ∈ {a, b}. Then there are positive integers , , less than r such that a h = b, b h = m, and m h = a (so + + = r), and it follows that { | 1 < r, vg i x = vg i x g} contains these three integers, and also r − , r − , and r − . However this set must have size at most two. Since r is prime, = r − , so each of these six integers is equal to or r − . Since + = r − it follows therefore that = = . However this implies that r = 3 contradicting the fact that r is prime. Thus the claim is proved. Therefore the element x = ch is of the type already considered, and for such elements we have proved that the procedure returns a linked sequence of vectors. Thus with probability greater than 1 − the procedure will succeed and return an element and vectors as claimed.
This analysis has proved the two claims made as comments in Procedure 8.3, namely, in the case p = 3, at Step 2 there is at most one prime r found for the r i , and at Step 3 there is at most one value of i such that n i 2.
For each of the (up to) F n ω log n) ). Thus the cost of Step 2 is O(ρ F n ω log n). For Step 3, computing vg i x g for 0 < n is done with a single matrix multiplication (since we have already computed vg i , vg i x, . . . , vg i x n−1 ), and finding < r/2 such that u = vg i x − vg i x g = 0 costs O(ρ F n 2 ). Computing x requires O(log n) matrix multiplications (using the x 2 j already computed); and finally computing the vectors that are returned costs, as before, O(ρ F n ω log n). 2
Completing B
The next step of our procedure is the most delicate. We have, from Procedure 8.3, a linked sequence of r − 1 vectors that we take to be
We need to extend this sequence to a linked basis B. We do this by studying the images of the v i under random elements from G. The following result, which is a modification of the main result of [10] (see [25, Theorem 4.4.6] ), tells us how many random elements will be needed.
For a sequence H k = (h 1 , . . . , h k ) of elements from a group G, the cube of H k is defined recursively as the subset
. . , h k−1 ), and C(H 1 ) = {1, h 1 }. Also, for subsets H ⊆ S n and R ⊆ {1, 2, . . . , n}, we denote the set of all points i h , for i ∈ R and h ∈ H , by R H . Lemma 9.1. Let n 13, let ε be a positive constant, and let R be a subset of {1, 2, . . . , n} such that |R| is at least the smallest prime number r satisfying r > 0.6n + 0.4. If H =  (g 1 , . . . , g m ) is a sequence of uniformly distributed random elements of A n or S n with m log n(log(ε −1 ) + log n), then R C(H ) = {1, 2, . . . , n} with probability greater than 1 − ε.
and note that f (x) > 0.7n. By [25, Lemma 4.4.5] , for a uniformly distributed random element g ∈ A n or S n , if S ⊆ {1, 2, . . . , n} with |S| > 3n/5, then |S ∪ S g | f (|S|) with probability at least 0.46. Thus if, say, t uniformly distributed random elements g from A n or S n are selected, then the probability that |S ∪ S g | f (|S|) for at least one of these elements g is at least 1 − (0.54) t . . (f (x) ) . . .)). Define 0 to be the least positive integer k such that f {k} (x) = n for all x in the interval r x n. Also define t by
For a positive integer
and set m 0 := t 0 . We claim that m 0 < (log n)(log(ε −1 ) + log n). Suppose first that n > 2 8 /0.54. Then it was shown in the last paragraph of the proof of [25, Theorem 4.4.6] that, if 0.625n < y n and k > 0.93 + log log(0.54n), then f {k} (y) = n. Now, as observed at the beginning of the proof, whenever r x n we have y = f (x) > 0.7n, and hence f {k} (x) = n whenever k > 1.93 + log log(0.54n). Thus 0 := 1.93 + log log(0.54n) . Now (4) implies that t < 1.13(log(ε −1 ) + log 0 ) + 1, and, for n > 2 8 /0.54, we have < (log n)/1.13, and hence m 0 = t 0 t < (log n)(log(ε −1 ) + log n), as claimed. For 13 n 2 8 /0.54, we compute the exact value of 0 and check, for each of these values of n, that m 0 < (log n)(log(ε −1 ) + log n). Thus the claim is true for all n 13.
Let
. . , g m ) are uniformly distributed random elements from A n or S n , where m (log n)(log(ε −1 ) + log n) . Let k 1 be the least i such that |R ∪ R g i | f (x 0 ), if such an integer exists, and set
, and Thus it is sufficient to prove that 0 with probability greater than 1 − ε. By our claim proved above, m m 0 = t 0 , and hence the probability that 0 is at least the probability that we obtain 0 integers k i satisfying k i+1 − k i t, and by the first paragraph of the proof, this probability is at least (1 − (0.54) t ) 0 > 1 − 0 (0.54) t , which is at least 1 − ε. The last inequality holds if and only if ε 0 (0.54) t , which is equivalent to t
, and this is true by the definition of t in (4). 2
The following observation will be helpful for understanding the procedure for finding a linked basis for V . Initially set s := r − 1, u 1 := 0, and compute
For m = 1, . . . , log n(log(ε −1 ) + log n) , do the following: 
For each k such that
This is certainly true at the beginning of the first run of the 'for loop. ' We will show that under this assumption we also have a linked sequence at the end of this run of the 'for loop.' 
, and let t = |T ∩ {s, s + 1}|. Then |T | 2|S| − n > 0.2n + 0.8, which is at least 3 for n 13. Assume that, for each i ∈ T , we have i + 1 / ∈ T and i + 2 / ∈ T . This means in particular that, if s ∈ T , then s + 1 / ∈ T , and so t 1. Also this assumption implies that |S| 3(|T | − t) + t = 3|T | − 2t 3(2|S| − n) − 2, and hence |S| (3n + 2)/5, which is a contradiction. Thus there exists i ∈ T such that either (i + 1) h ∈ S or (i + 2) h ∈ S, or equivalently, such that v i h ∈ V 0 or v i h + v i+1 h ∈ V 0 , respectively. Thus the steps in either 3.1 or 3.2 will be attempted so i will be defined. Note that, whenever 1 c < d n − δ,
Since |S ∩ S h −1 | 3, it follows that the steps in 3.1 or 3.2 will succeed in correctly determining the value j = i h .
Next suppose that in Step 4.1(ii) we find that and so v 1 , . . . , v s+1 is again linked. It follows that any sequence of vectors returned by the procedure will be a linked basis for V . Observe that, when processing a fixed random h, if k, k s then k h = (k ) h , and hence we do not need to recompute V 0 when s increases during a single run of the 'for loop. ' To see that the procedure succeeds with probability at least 1 − ε, observe that, at the end of Step 4 we have extended the linked sequence of vectors to v 1 , . . . , v s where, in the notation used in the previous paragraph, {1, . . . , s } = S ∪ S h . If R = {1, . . . , r}, the initial value for the set S, and if H = (h 1 , . . . , h m ) is the sequence of random elements selected, then the value of S after m runs of the for-loop will be the image R C(H ) of R under the cube C(H ) of H , where C(H ) is as defined just before Lemma 9.1. If m = 1, . . . , log n(log(ε −1 ) + log n) , then by Lemma 9.1, R C(H ) = {1, . . . , n} with probability at least 1 − ε. Thus with probability at least 1 − ε the procedure returns a linked basis.
Finally consider the cost of the procedure. At the beginning of each run of the for-loop we form a (n − δ + s) × (n − δ) matrix with rows v 1 , . . . , v s followed by the identity matrix of order n − δ, and find the lexicographically least maximal linearly independent set of rows at a cost of O(ρ F n ω ) (see [13] ); this sequence of rows will be our basis B. Let P be the matrix with the vectors of B as rows. Then the matrix representing the random element x = bh with respect to B is P xP −1 , and this can be found at a cost of O(ρ F n ω ). All the vectors v i x, for 1 i s can be computed at a cost of one matrix multiplication, that is O(ρ F n ω ). An interval vector in V 0 can be found among the v i x, if one exists, by inspecting these vectors to determine if there is one for which the non-zero entries are all equal and occur as a consecutive sequence in the first s positions; similarly in Step 3.2, the v i x + v i+1 x can be found at a cost of O(ρ F n 2 ), and then an interval vector in V 0 can be identified by inspecting the entries. Completing parts (i) and (ii) of Step 3.1 or 3.2 requires up to n vector additions and inspections, and this can be done at a cost of O(ρ F n 2 ). Similarly Step 4 requires O(n) vector additions and inspections, at a cost of O(ρ F n 2 ). Thus the procedure costs O((log n log(ε −1 ) + log 2 n)(ξ + ρ F n ω )). 2
Identifying scalars and permutations
Now that we have constructed a linked basis B relative to H , we complete our procedure by showing, for a given bx ∈ G with b ∈ F # and x ∈ H , how to identify the scalar b and find the permutation in S n corresponding to x. We may assume without loss of generality that B is the standard basis B = (v 1 , . . . , v n−δ ), where v i = e i − e i+1 + (W ∩ E) for 1 i n − δ. If δ = 2 we also set v n−1 := n−2 i=1 iv i = e 1 + · · · + e n−2 − (n − 2)e n−1 + (W ∩ E) = e n−1 − e n + (W ∩ E) noting that n i=1 e i ∈ W ∩ E and ne n−1 = 0. First we give a brief informal discussion of the case where the characteristic of F does not divide n, in order to give an understanding of how we may identify the permutation corresponding to x. In this case V has dimension n − 1. Let g be the matrix representing bx with respect to the standard basis B. It is easy to see that the non-zero entries of any row of g now consist of a consecutive sequence of equal values. We first determine the permutation x. If the above sequence for the ith row of g (corresponding to the basis vector e i − e i+1 ) starts in the j th column and ends in the kth column, then either i x = j and (i + 1) x = k or i x = k and (i + 1) x = j . Thus looking at the first two rows gives the pairs {1 x , 2 x } and {2 x , 3 x }. The common value in these two pairs must be the value of 2 x , thus determining also 1 x and 3 x as well. So now when analysing the ith row of the matrix we may assume that i x is already known, so no ambiguity occurs in computing (i + 1) x . Thus x can be computed. Now b can be computed by looking at any row. If i x < (i + 1) x then b is the constant value of the non-zero elements of the row; else b is minus this value.
This is essentially our approach in determining x and b. However, because of the increased complexities of the case where p divides n, and because it is a little simpler to analyse a sparser matrix, for the purposes of this section we will work with the alternative basis B = (u 2 , . . . , u n−δ+1 ) where
for 2 i n and we set u 1 = 0. Thus v i = u i+1 − u i for 1 i n − 1. Note that the u i are constructed in Procedure 9.2. If δ = 2, we will need an expression for u n as a linear combination of the vectors in B . We find this from the definition of u n as follows. Note that in this case p divides n and so ne 1 = 0 and e = Finally we prove Theorem 1.1 by drawing together the procedures we have presented. Suppose, as in Section 3.2, that H G = X Z V × H < GL(V ) where H is conjugate to H 0 ∼ = S n , and that ε is given, with 0 < ε < 1. Let ε 0 = ε/4. Also let α = 1/3 if p = 3 and α = 1/2 if p = 3.
Using Procedure 6.7 if p = 3, or Procedure 6.9 if p = 3, we construct with probability at least 1 − ε 0 , an element g ∈ H that is conjugate to a 3-cycle or double-transposition in H 0 (that is, g has type 1 n−3 3 1 or 1 n−4 2 2 ) respectively, at a cost of O log ε −1 0 n α ξ + ρ F log 2 n n ω + n log nq log log n .
If this is successful, then we use g in Procedure 7.4 to construct, with probability at least 1 − ε 0 , a vector bv with v ∈ B involving two points moved by g and in the same g-cycle, and b ∈ F # , at a cost of O(log(ε −1 0 ) log n(ξ + ρ F n ω )). If this is successful, then with this vector v we apply Procedures 8.3 and 9.2, each with probability at least 1 − ε 0 , to construct a linked basis B at a cost of O log n log ε 
