Consider the nonlinear problem
Denote the above boundary conditions by (B.C.). By a solution of (1) we understand u ∈ C 4 [0, 1] ∩ (B.C.) satisfying (1) . Usmani studied a particular case of (1), namely Ly = y (4) and F (x, y) = f (x)y + g(x). He proved an existence and uniqueness theorem under the condition sup x∈ [0, 1] |f (x)| < π 4 . Yang found a better condition on f which guarantees the unique solvability of the above problem, namely f (x) = j 4 π 4 for j = 1, 2, . . . He also showed an existence theorem for the nonlinear problem y (4) = F (·, y, y ′′ ), (B.C.), under the assumption |F (x, ξ, η)| ≤ a|ξ| + b|η| + c, a/π 4 + b/π 2 < 1, which is essential to the proof. By applying the result of Yang to F (·, y, y ′′ ) = f (·, y) + qy ′′ , where q is a positive and continuous function on [0, 1] we obtain the existence of solution if a/π 4 + max x∈[0,1] q(x)/π 2 < 1. This sufficient condition seems to be very restrictive. To illustrate this fact consider the equation Ly = y (4) −k 2 π 2 y ′′ = 0 with (B.C.). It is easily verified that this problem is uniquely solvable for any k ∈ R.
We shall now see that it is possible to find a better condition for F by proving a theorem which is more general than the result of Yang in some respects but less general in other ones. 
Then for every y 0 , y 1 , y 0 , y 1 ∈ R problem (1) has a solution.
This result may be proved in much the same way as the theorem of Yang. The main tool of the proof is the classical method of a priori bounds. Let us introduce the family of problems
Denote by ( , ) the scalar product and by the norm in L 2 (0, 1). The next theorem will provide a priori estimates for solutions of (1 t ).
Theorem 2. Let y t denote a solution of (1 t ). Then
, we see that z t satisfies the equation
From (2) we have |G(x, ξ)| ≤ a|ξ|+b 1 , where b 1 depends on b and w. Setting u = L 0 z we can study the following coupled problem:
By applying the Schwarz inequality combined with the Poincaré inequality we have the estimate
Proceeding analogously we obtain for arbitrary ε > 0,
Since a satisfies (2) we can choose ε sufficiently small such that
Thus the proof is complete.
P r o o f o f T h e o r e m 1. Problem (1 t ) can be written in the form
Let G i for i = 0, 1 be the Green function of the equation
into the equivalent system of integral equations
It is a Banach space equipped with the norm (y, u) = y + u . Define a map T t : E → E by T t = (T 0 t , T 1 t ) where T 0 t (y, u), T 1 t (y, u) are the right-hand sides of ( * ) and ( * * ) respectively. To prove that problem (1) has a C 4 -solution it is enough to search for solutions of (I − T 1 )(y, u) = 0 in E. It is easily seen that T t is a compact operator for every t ∈ [0, 1]. Thus we see that the Leray-Schauder degree theory applies to I −T t and t is an allowable homotopy parameter. Consider B M +1 = {(y, z) ∈ E : (y, u) ≤ M + 1}. The estimate (3) guarantees that deg(I − T t , B M +1 , 0) is well defined for each t ∈ [0, 1] and, by using the homotopy invariance of the degree we have
Consequently, (I − T 1 )(y, u) = 0 has a solution in B M +1 , which completes the proof. 
has an increasing sequence of positive eigenvalues 0 < µ 1 < µ 2 < . . .
Our main result for (4) is:
Theorem 5. If f (x) = µ j , j = 1, 2, . . . , then for any chosen y 0 , y 1 , y 0 , y 1 and an arbitrary function g problem (4) has a unique solution.
This result may be obtained by applying a mapping theorem for nonlinear operators of the form L − N in a Hilbert space, with L linear and N nonlinear, proved by Mawhin in [3] . Nevertheless, for clarity and simplicity we give the direct proof of Theorem 5 which is based in great part on Mawhin's idea. 
It is clearly enough to show that (5) is uniquely solvable for arbitrary h ∈ C[0, 1]. Since T is a compact operator we can apply the Fredholm alternative. So, it is sufficient to prove that the boundary value problem (6) Ly = f y in (0, 1),
has only the trivial solution. The differential operator L together with the boundary conditions
, so that problem (6) can be rewritten as
where k ∈ R and F denotes the operator of multiplication by f − k, namely
Since (L − kI)
There are two possibilities: either max
It is clear that we can choose k depending on f such that (L−kI) −1 F < 1. So (7) has only the trivial solution. This completes the proof.
Consider the particular case of problem (4), namely with the boundary conditions (B.C.). The next result is an immediate consequence of Theorem 5.
Theorem 6. If f (x) = j 4 π 4 , j = 1, 2, . . . , then for any chosen y 0 , y 1 , y 0 , y 1 and arbitrary functions g and q 1 problem (8) has a unique solution.
Notice that y (4) = −π 2 y ′′ has no solutions when y 0 + y 1 = 0, which shows that the condition q i ≥ 0 is sharp.
