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I SENSOR ADEQUACY
 
The principal sensor requirements in the hydrologic application are 
the detection of snow area and depth, precipitation, albedoes, colors and 
temperatures over wide areas, soil moisture and surface water areas 
As far as the sensor design is concerned, this translates into coordinated 
observations in the visible and infrared spectrum of elemental areas 
small enough to be substantially homogeneous Albedo and color are the 
principal factors in snow and vegetation surveys Surface temperature 
data would be applied in estimates of snow melt, possibly snow presence, 
rain area and evapotranspiration rate No sharp thresholds of sensor 
performance adequacy can be defended, either in terms of resolution area 
(or lineal resolution) or radiation measurement However, ranges of 
interest can be developed and compared to capability. It should be noted 
that the performance of an entire data collection and processing system 
can be higher than that of the collector alone by statistical processing of 
returns It is also important not to collect too much unneeded or redun­
dant data since this wastes transmission and processing capacity. 
The basic problem in hydrology is to estimate water releases to 
runoff The test basins are each roughly 1, 000 square miles in area and 
the Columbia River System drains about 260, 000 square miles This 
river system is divided into basins for computation and management pur­
poses. The degree of subdivision is limited by several factors, among 
them the incremental amounts of water involved and the accuracy and 
detail of the data used in the estimates From a reduction of flow error 
standpoint, diminishing returns probably set in when the unit of area gets 
down to 10 square miles However, physical conditions can vary widely 
over such an area, especially in mountainous country. Therefore, a 
temperature range basis was used to determine an acceptable lineal 
resolution for a benchmark system. Such a system is described in 
Section II, C, 8, "System Tradeoff Formula, Multi-Spectral Scanner 
The 	principal parameters of the system are 
Signal-to-Noise ratio = 1 5 per degree Kelvin 
Altitude = 500 n mi. 
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Swath Width = 300 n m 
Lineal Resolution = 1,820 feet 
Detectors per channel = 1 
Assuming a reasonable atmospheric lapse rate, a terrain slope 
of 25 percent or less would have a 1 K temperature range This range 
should be sufficiently small to obtain uniform snow and vegetational 
environmental responses This linear resolution would result in about 
8 independent readings per square mile, which should suffice to dLstln­
guish among meaningful areal elements 
The possibility of measuring stream and lake widths was examined 
as a basis of inferring flow This was rejected partly because of the 
comparatively extreme resolution and data rate implications 
Observation frequency requirements were also addressed The 
most dynamic parameter is temperature, which routinely ranges 12 ­
14 F in a day and several degrees from day to day Mean daily tempera­
ture is useful for snow melt estimation The magnitude of the diurnal 
range is expected to indicate surface wetness and possibly the presence 
of snow Evaporation cooling of leaves after a rain may indicate the 
extent of a rainstorm Rain area detection and the desire to take advan­
tage of gaps in the clouds lead to a recommendation for four well spaced 
observational opportunities per day, and hence for four satellites 
Exhibit A-1 is a summary of techniques for data collection in 
regional water management Information requirements are listed, to ­
gether with the observed and inferred measurements necessary to pro­
duce individual informational factors 
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H MEASUREMENTS 
This section deals with techniques which can be used to quantify 
or measure hydrological phenomena being observed by the satellite 
borne sensors It should be emphasized that the great strength of the 
satellite-assisted system lies in the capability of the sensors to scan 
large areas frequently Because of this, measurement techniques 
involve a combination of direct observational measurements and the 
use of statistical inferences Both of these tools are then supported by 
a data base accumulated gradually through continuous sensing The 
result will be greatly increased forecast accuracy and eventually run­
off predictions based on well established hydrological and meteorological 
patterns 
A Snow 
The most important candidates for satellite measurement deal 
with snow, both for its importance as a source of later runoff and because 
rain on snow suffers negligible evapotranspiration (ET) loss (compared 
to a 70-90 percent loss of rain reaching the ground when it falls on non­
snow) In addition, the interval between deposition of snow and release 
to runoff is measured in months While the timing of melt release may 
not be forecastable with great long-range accuracy, there is an extended 
period during which estimates of the water equivalent may be refined 
Thus there is a chance with snow to realize significant forecasting lead­
time advantages by reducing uncertainties about the quantity of runoff, 
if not the timing. Furthermore, a large share of the annual runoff and 
the greatest uncertainties in timing and quantity occur during the snow 
melt season 
B Snow-Water Equivalent 
As with other hydrolo gic measurements, there will need to be a 
reliance on "signatures" in interpreting snow observations A new snow 
on an old base in open country will appear bright (i e , reflect more of 
the incident sunshine) for the first three or four days Then, for a 
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EXHIBIT A-1 SUMMARY 
Required Information 
Strearnflow (antecedent) 
Rainfall 
Snow area 
Snow water equivalent 
Snow temperature 
Snow albedo 
Air temperature 
Ground temperature 
OF TECHNIQUES FOR DATA 
Inferred Quantities 
River width 
Surface water 
Soil moistre 
Intensity and distri-
button of rainfall 

Distribution of 

rainfall 

Snow distribution 
Completness of saow 
cover 
Snow thickness 
Same 
Directional reflectivity 
Foliage temperature 
Same 
COLLECTION (REGIONAL WATER 
Observed Quantities 
Water surfaces in visible, IR, 
or radar imagery 
Water surfaces in visible, IR, 
or radar imagery 
See below 
Non-coherent radar signal 
strength and range 
icrowave brightness 
temperatwre 
TV or multispectral imagery 
Temperature distribution 
TV or multispectral imagery 
Terrain cross -section in hadar 
inagery 
Microwave brightness temperature 
Thermal IR scanner imagery 
Microwave brightness temperature 
Radiation in visible and near IR 
Thermal IR scanner imagery 
Microwave brightness temperature 
Thermal IR scanner nagery 
Microwave brightness temperature 
MANAGEMENT) 
Sensor Problems 
Resolution 
Resolution 
Resolution, ground 
clutter, calibration 
Resolution 
Resolution, sensitivity 
Sensitivity 
Resolution 
Resolution 
Calibration 
Calibration 
Resolution, calibration 
Resolution 
Interpretation Problems 
Limited correlation between width and flow 
In'termitentcoverage 
Te tperaturediscriimnaton of rain from 
underlying terrain 
Distinguish clouds from snow, obscuration 
by forest cover 
Forest cover, linted relation between 
cover and thickness 
Relation between signal strength and snow 
thickness 
Separation of individual effects 
Ahospheric effects, separation of surface 
rddiation 
Separation of individual effects, forest 
cover 
Atmospheric effects 
Enissivity variations, solar heating, 
ainfospheric effects 
Solar heting 
Enissivity variations, atmospheric effects 
Separation of individual effects 
Note Problems underlined are considered most limiting ones Other problems listed may require substantial R&D for satisfactory, solution 
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EXHIBIT A-I (Continued) 
Required Information Inferred Quantities 
Soil moisture Surface water 
Vegetation lushness 
Soil reflectivity 
Diunal temperature 
variations 
Water content 
Evapotranspiration Air temperature 
Ground temperaure 
Sol omsturaetr 
Cloud cover 
Cloud cover Same 
Observed Quantities 
Water surfaces in visible, IR, or 
radar imagery 
TV or mnultispectral imagery 
TV or inultaspectral imagery 
Thermal IR scanner inagery 
Microwave brightness temperature 
See quantities listed 
Sensor Problems 
Resolution 
Resolution 
Interpretation Problems 
!Limited correlation, delay in color effect 
'Soil variability, vegetation cover 
Ermssivity variations, solar heating, 
vegetation cover 
Separation of individual effects 
Visible, near fI, or thermal iR Distinguishing clouds from snow 
Note Problems underlined are considered most imniting ones Other problems lasted may require substantial R&D for satisfactory solution 
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variety of reasons (dust, surface crystal growth, etc ), the reflectance 
or albedo recedes from an initial 80-85 percent to around 60 percent 
(see Exhibit A-2 from "Snow Hydrology"1 ) Thus, the areal extent of a 
new snow may be gaged In a forested area snow will be caught in the 
branches, producing an even more pronounced albedo rise This inter­
cepted snow will be the first to melt or be shaken off by winds, "resetting" 
the surface to show subsequent falls It may be possible with practice 
and ground confirmation to tell from such satellite measurements how 
much snow fell in each event as well as the location Since each area 
will have its own characteristic behavior, reliance on human interpreters 
will probably be necessary at the start of such a program. Reports from 
the TIROS system indicate some ability to make distinctions for up to 
four inches of snow in open country on bare ground Corresponding 
performance in forested and mountainous areas may be obtainable with 
practice This ability may be tied to surface roughness (e g , stubble or 
plowed- ground), where the distinguishable depth would be tied to the frac­
tion of coverage of dark objects The appearance of snow under trees 
will have to be found by experiment, as well as the effects of terrain 
slope gradients and azimuthal orientation 
A second approach to identifying areas of new snow is to observe 
the clouds producing the snow This involves the use of an active sensor 
(radar) which gets a return from the melting or raindrop formation zone 
in the cloud Rain can be similarly detected, making use of a strong 
echo strength relation between drop or flake size and radar wave length 
Some major signal processing problems are anticipated where precipi­
tation and ground returns are superimposed, but some signal gating 
scheme may be possible even when ground and cloud ranges are close 
The "snapshot" character of satellite observations must also be con­
sidered It can only report on what is going on at the time However, 
this may be enough to assess storm extent and intensity, to be coupled 
later with coverage area to assess total snow water equivalent 
iSnow Hydrology, U S Army Corps of Engineers, June 1956 
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EXHIBIT A-Z ESTIMATES OF SNOW SURFACE ALBEDO-BOISE BASIN 
C Snow Area
 
TV and Multi-Spectral Scanner (MSS) are able to sample the 
spectrum of reflected light from the earth surface Comparison with 
known signatures obtained previously can then be used to deduce the 
snow situation on the ground Of course, snow under trees will look 
different from snow in the open and north slopes different from south 
slopes Hence, human interpretation will be needed at least at the start, 
along with corresponding ground truth observations 
Although the total amount of snow will vary from year to year, 
the build-up and recession patterns display considerable repeatability 
This pattern can be recognized from the sky and form part of the basin 
calibration 
D Snow Melt 
The MSS can also be used to determine ground (or intervening 
cloud) temperatures It is uncertain just which temperatures would be 
reported given trees and snow It is speculated that the warmer of the 
two would dominate, but this would have to be tested and probably no 
general rule will emerge unless it is a compromise The essential 
connection which has to be made is a sensed temperature over a given 
snow covered area with a subsequent outflow Since any basin will con­
tain a range of snow melting regines at any given time, the sorting-out 
problem can be quite large, but is a strong point of remote sensing The 
satellite should make it possible to state how many square miles of snow 
are within each of several temperature ranges, hence, an ability to esti­
mate the melt production As melt progresses, of course, the snow 
recedes and therefore the satellite can help keep a running area record 
The area shrinkage rate should correlate with runoff and enable an 
inference of the remaining water equivalent 
Obviously, the surface or air temperature is not the same over 
an entire basin Elevation, vegetation, slope orientation, and wind 
exposure are among the contributors to variation However, differences 
from point to point should show some stability and this pattern should 
be measurable from the sky If the satellite then reports a temperature 
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for a weather station as part of a basin observation, the weather station 
can then use its own readings to correct for any reference temperature 
bias in the satellite and then use the results over the basin Furthermore, 
if the temperature difference pattern is reasonably stable, the weather 
station can suitably process its readings in the absence of a satellite 
observation 
It takes 144 BTU to melt a pound of ice at 32F. Heat may be 
applied to snow via radiation (from sun, clouds, and nearby objects), 
convection, (by winds bringing warm air in contact), conduction (a minor 
contributor of heat from the ground), water vapor condensation, and 
warm rain. Melt computation using a heat exchange approach is too 
difficult to be practical at this time The current method is to say that 
melt production is equal to the product of a melt rate factor, snow 
covered area, and the number of degree-days experienced by the snow. 
Instead of computing degree-days around a 650F reference as done for 
home heating purposes, some other reference temperature such as 
28 F is used Selection of the reference (average air) temperature 
(for the day) is done in conjunction with melt rate factor selection so 
that the observed runoff behavior is reasonably well approximated 
Temperature is measured at weather stations and extended by approx­
imation over the basin. A long list of shortcomings of this method can 
be compiled, with the rebuttal that the method is convenient and "works" 
within limits Also, the air temperature will tend to reflect the com­
bined effect of heat exchanges Satellite measurements of surface temp­
eratures and snow covered areas can likewise be criticized for incomplete 
treatment of the physical problem, though these observations eliminate 
some important sources of error in the current approach The strength 
of the satellite approach lies in the ability to measure snow area and 
local temperature frequently, rather than to infer them and thus to have 
a better basis for correlation with runoff 
There is a claim that a microwave radiometer can distinguish 
wet and dry ground When snow melt is occurring, there is a fringe of 
wet ground which may be observable from the sky. This together with 
observation that the snow surface is at 32 F could confirm that melt is 
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occurring However, the area resolution capability of the radiometer 
is something over one square mile, which may be too coarse to be 
useful for this purpose A field test is needed to find out 
E Rain 
Falling rain can be seen with radar The strength of the return 
increases with the intensity of the storm Hence, a connection between 
echo strength and quantity deposited may be obtainable Cooperation 
with ground stations will be needed to establish the connection, of course, 
including corrections for evaporation prior to the drops reaching the 
ground and variations of radar return with drop size It is also noted 
that rain and ice are present in thunder clouds even though it may not 
be raining on the ground 
The interception effect was discussed earlier This water will 
evaporate off the leaves, which will cool them Thus an area which re­
cently received rain will be relatively cooler than one which did not. 
The leaves sometimes dry out in a few hours, so if the readings cannot 
be made through clouds, the effect may not be seen very often On the 
other hand, the soil dries out more slowly, so the chance of observing 
this process is considerably better. The amount of retained soil mois­
ture depends to a degree on the amount and rate of rain The rate of ET, 
and hence the temperature depression depends on the available soil mois­
ture This chain of relationships might be used to infer storm extent and 
amount deposited. Observations of the ET rate prior to a storm would 
aid in estimating retention losses for the coming storm 
While the MSS can measure temperature and the microwave 
radiometer may be able to distinguish wet or dry soil, the inferential 
chain to soil moisture estimation has some weak spots The rate of 
evaporation depends on the vapor pressure gradient at the evaporating 
surface This can be changed by different wind velocities, humidities, 
and rates of heat input. In forested areas, the signal may be dominated 
by trees instead of soil The vapor condition of the intervening atmos­
phere will also have an effect Methods for handling non-vertical view­
ing angles and sun aspect angles will be needed 
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F Visible Water and Ice Surfaces 
Lakes, streams, swamps, and ice packs are visible from the 
sky In some cases their areal extent is associated with basin outflow 
rate When flow is not restricted or controlled (as by an ice jam or a 
managed lake), the area (width) of water surfaces may serve as the 
equivalent of flow gages The readout of this sort of gage could be via 
satellite. As a practical matter most of the important flow gaging points 
in the Columbia Basin have gaging stations now Hence the added value 
of such readings for the Columbia Basin will probably be small However, 
this sort of measurement could help in initial surveys in ungaged areas. 
Also, satellites could report on unusual events such as spring flooding 
in inaccessible areas and ice packs which may be blocking flow 
This type of measurement will require a resolution capability 
in the five foot range if it is to be applied In addition, the number of 
useful gaging points is sharply limited by fundamental hydrologic con­
siderations and the potential existence of superior measuring devices 
However, a test of the concept could be part of the experimental program to 
to see if its value is greater than currently suspected 
G Phenological Season and Vegetation Survey 
The ET characteristics of an area depend importantly on the 
type, amount, vigor, and stage of growth of vegetation. This last factor 
describes the phenological season (dormancy, leafing out, annual growth, 
fall). While the season is tied roughly to the calendar, it varies for a 
given point from year to year and also within a region largely because 
of long-term temperature differences A satellite can report on current 
conditions and thus enable the selection of appropriate ET and intercep­
tion factors in runoff computations The satellite can also help maintain 
a current survey of land use For instance, it can recognize changes 
in forested area as a result of logging operations and also the current 
condition of agricultural areas 
H Water Release and Measurement 
Precipitabon is reported by weather stations to the nearest 
01 inch of water equivalent Snow accumulation is also reported, but 
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since the packing varies widely (three to ten inches of snow per inch of 
equivalent water), simple conversions of depth to water are untrust­
worthy Water equivalent in a snowpack is usually determined by weigh­
ing or melting and measuring a core sample This is commonly done 
for selected snow courses on the first day of February, March, April, 
and May, and daily at weather stations The amount of precipitation 
varies considerably within a storm area and with wind and other details 
around the gaging station, making close analyses of total precipitation 
difficult based on precipitation gage measurements 
Snow courses are areas in a basin where the snow water equiva­
lent ismeasured on selected standard dates during the melt season 
Readings at several points are weighted by experience to estimate the 
remaining snow in the basin On at least one occasion (South Fork of 
Flathead, early June of 1959), indications within the basin (past snow 
surveys, temperature history, and flow gage readings) were that the 
snow was gone This turned out to be wrong and a considerable release 
from melt in higher elevations occurred This surprise could have been 
avoided by more comprehensive, frequent, and recent satellite observa­
tions It is this sort of event which may be the key to the real value of 
a satellite system It is very difficult to build a strong economic case 
for satellite use when the situation is near normal However, warnings 
of unusual conditions may justify such a system Most of the time a 
satellite system will be insurance, contributing an intangible increase 
in confidence to the information users Depending on operational per­
formance, certain of its outputs will probably supplant some of the 
current measurement systems as the primary data source 
Temperature Measurement 
Weather stations have recording thermometers which measure 
air temperature The mean temperature reported for a day is the arith­
metic average of the high and low extremes Measurement accuracy 
is within a fraction of a degree for these instruments Average diurnal 
ranges are 6 to 7 F around this mean 
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The real question about these temperatures is not their accuracy 
of measurement, but their relevance in hydrologic forecasting These 
temperatures are measured in an enclosure which protects the instru­
ment from precipitation and radiation and is typically four feet above the 
ground Knowing this temperature, then one could ask, "What is the 
temperature of snow under the trees on the other side of the hi19" The 
trees are doubtless at another temperature, the ground at a third, etc 
The satellite should be able to measure temperatures to within 10 F, but 
this is not the real strength of satellites Satellite measurements will 
deal with areas, not points, and can coordinate observations of snow 
and temperature with each location in a region, regardless of conditions' 
in the neighboring resolution elements Furthermore, it will measure 
effects on the ground, trees, and snow which are closer in the hydrologic 
cycle to runoff than the air and clouds are 
J Stream Flow Gaging 
There is a wide range of accuracy in stream flow gaging Type 
of gage, technique, skill, debris, sedimentation, stream profile variation, 
bottom roughness, etc affect measurement accuracy The table, below, 
gives the accuracy classification in terms of the error enclosing 95 
percent (+ 2a) of the daily discharge measurements and lo error The 
quality of measurements for the test basin gaging points is reported as 
"excellent", except "good" to "fair" for very low flow rates, and as low 
as "poor" for very high values, where bank overflow, debris, etc cause 
uncertainty about the stream profile or where ice effects restrict flow 
STREAM FLOW GAUGING ACCURACY (DAILY VALUES) 
Classification 2o o 
Excellent 5% 1-1/4% 
Good 10% 2-1/2% 
Fair 15% 3-3/4% 
Poor 15% 3-3/4% 
A brief calculation shows that stream gaging errors are small 
enough to be negligible with respect to water release estimates Assume 
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a 1,000-square-male basin, which is representative of the test basins. 
Also assume a 2,000-cfs flow rate. Assume a 10-percent flow rate 
measurement error After applying the appropriate conversion constants, 
tins works out to an rms error of 0 0074 inches of runoff per day spread 
over the basin If "excellent" flow measurements are assumed, the ­
standard deviation (rms error) is more like 0 001 inches per day Pre­
cipitation and evapotranspiration estimate errors are easily 20 to 30 
times this large In fact, stream flow gaging is probably a better way 
to measure mean precipitation over a basin than precipitation gaging ­
(except for the uncertainties in estimating evapotranspiration) Another 
important reason for the superiority of flow gaging in this regard is that 
it measures the integrated effect over the entire basin, while precipita­
tion gages are necessarily at specific points and may give undue weight 
(either high or low) to storms 
K. Unts and Conversion Factors 
The English system of dimensions is used in this paper and in much 
of the U S hydrologic literature Little effort has been made to reduce 
terminology to a minimum set of basic dimensions, although this is 
clearly possible Instead, umts are used by general agreement as being 
suitable for particular situations. Since this can be confusing to a new 
reader, the major unts are discussed below 
1. Temperature OF or degrees Fahrenheit 
Mean daily temperature is the arithmetic average of the high and low 
dry bulb air temperatures for the day. Surface wet bulb and dew point 
temperatures sometimes occur in the calculations 
2. Time second, hour, day, month, year. 
Seconds appear in flow cubic feet per second. Hours appear in storm 
durations and stream travel times. A day is frequently used as the 
time increment for averaging flows, stating temperatures, and in other 
meteorological records Mean monthly precipitation and water outflow 
are sometimes tabulated The hydrologic year begins in October, at 
least in the reference material for this project. 
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3 Length inches, feet, statute miles, nautical miles 
Precipitation, melt, soil moisture index, and runoff/ET/interception 
partitioning computations are frequently handled in inches Feet appears 
in river stages and cross-sectional dimensions and as part of volume 
and flow units. Statute mile (5,280 feet), mi. , is used for most long 
surface distance measurements. Nautical mile (6,076 feet), n. ml. , is 
used in orbital descriptions 
4. 	 Area acres, square statute miles
 
640 acres = 1 sq mL
 
1 acre = 43,560 sq ft
 
5. Volume cubic foot, acre-foot, inch-square mile, 
"CFS-day" 
Acre-foot (AF) is used to describe reservoir capacity and other volumes 
associated with reservoir management. It is a volume of one acre in 
cross section and one foot deep (43,560 cu. ft. ). Inch-square mile is 
used in precipitation, ET, and runoff production calculations (=2,323,200 
cu ft = 53.3 AF) "CFS-day" is sometimes expressed as SFD (second 
foot day) The terminology is not dimensionally descriptive. It means 
the volume of water represented by a flow of one cubic foot per second 
for a day There are 24 x 60 x 60 = 86,400 seconds in a day and thus 
86,400 cubic feet in a CFS-day. 
cu ft. acre-ft inch-sq ml ClFS days 
1 acre-foot = 43,560 1 3/160 503 
1 inch-sq mi = 2,323,200 52.3 1 26 9 
1 CFS-day 86,400 1 985 9/242 1 
6 Heats under standard air pressure conditions, the heat of 
fusion (i e , melting) of ice is 144 BTU per lb , heat vaporization of 
water 50°F is 1,084 BTU/Ib. 
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Specific Heats, BTU/lb OF 
Water 1 
Ice 47 
Stone 19- 22 
Wood 57- 67 
Air .24 
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III. SENSOR ANALYSIS 
The following section primarily contains detailed technical 
discussions of the various sensors considered for inclusion in the sensor 
packages, the multaspectral scanner (MSS), television (TV), synthetic­
aperture radar, and the microwave radiometer Included atso is a brief 
overview of the state-of-the-art sensor systems and the research and 
development program necessary for implementation of an operational 
system. 
Altogether, five sensors were given serious consideration for 
inclusion in the final sensor package. Four of these are discussed in 
detail in this section The laser altimeter is not discussed since the 
development of this instrument was not sufficiently advanced for final 
consideration. Of the group discussed, the MSS, TV, and radar were 
chosen as the package capable of measuring the parameters required 
for both the water management and agricultural applications 
A Multispectral Scanners 
Exhibit A-3 contains a summary of the design and performance 
characteristics of a multispectral scanner system which could be placed 
in orbit by 1973 This design achieves a ground resolution of 150 ft 
over a swath width of 50 n mL , using a rotating mirror to give a cir­
cular scan which advances along the ground beneath the satellite The 
system provides coverage in seven spectral channels ranging from 0.5 
through 12 5 rmcrons (including the visible, near IR, and thermal IR 
regions) The radiation received from each resolution element on the 
ground is separated into its spectral components in such a way as to 
maintain registration of the signal outputs of the individual detectors 1 
This arrangement for maintaining registration permits the automatic 
processing of the signal outputs by ground-based data processing equip­
ment to perform detection and identification functions useful for 
IBraithwaite, J. , Dispersive Multispectral Scanning, WRL Report No 
7610-5-F, September 1966. 
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EXHIBIT A-3 MULTISPECTRAL SCANNER DESIGN AND PERFORMANCE CHARACTERISTICS 
Design Characteristics
 
Aperture diameter 20 in
 
Instantaneous field of view 083 mrad
 
Type of scan Circular scan
 
F no of optics 4 8
 
No of detectors per channel 6
 
Information bandwidth 4 2 MHz at 30% duty cycle
 
Sensor Performance
 
Ground resolution (from 300 n mis ) 150 ft
 
Swath width 50 n mis
 
NSensitivity 
Channel Detector System NEAa (for a = 0 2) NEAT 
0 5-0 6 micron S-20 photomultipliers 0051 
0 6-0 7 0057 
0 7-0 8 0076 
0 8-1 2 InSb at 77 0 K with cooled filter 0066 
1 55-1 75 0058 
2 Z-2 4 0056 
10 5-12 5 Ge Hg, Cooled filter and refractive 0 40 K 
optics with cold-shielded 120 FOV
 
Size
 
Weight 350 lbs
 
Power
 
agricultural and hydrology applications, as described elsewhere. The 
sensitivity of each of the visible and near-IR channels is high enough 
that a change of reflectance in the observed surface from 20 percent to 
20 8 percent will produce a signal equal to or greater than the detector 
noise. This noise level is considered to be small enough that even with 
additions introduced by tape recording and transmission to the ground, 
the probability of detection during automatic processing will not be ap­
preciably reduced 
The thermal IR channel of the scanner, operating in the region 
from 10 5 to 12 5 microns, has a net equivalent temperature difference 
of 0.4 K, assuming that both the filter and any subsequent optics are 
cooled, and a cold shield is used restricting the field of view to 12 de­
grees. Without cold filtering and shielding, the NEAT would be increased 
to 3 5 K, which would not be good enough for some purposes. 
Additional improvement in scanner system performance beyond 
that described above could be achieved by continued research and devel­
opment on scanner systems. Technological areas subject to further ad­
vances are discussed below It is estimated that by 1980, through the 
use of larger scanning mirrors, multiple-array detectors, and more 
sensitive types of detectors, ground resolutions of 100 ft could be 
achieved for the same sensitivity 
The design and performance characteristics shown in the table 
can be adjusted to meet the needs of specific applications. By trading 
off one type of performance for another, the system could be modified 
to provide either a larger number of channels, greater swath width, or 
improved resolution. 
1. 	 Present and Future State-of-the-Art 
Several areas of future improvement of optical-mechanical 
scanning systems have been considered in projecting the future state-of­
the- art 
(S) One area of technology in which the most substantial improve­
ments can be made is the use of multiple-detector arrays Arrays of 
several hundred detectors are feasible at the present time and have been 
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used in airborne systems Improvements in microcircuits adaptable to 
these systems are also being pursued at the present time It seems 
likely that substantial advances in multiple-detector array technology 
can be achieved over the next decade which will make possible for space 
application very lightweight and compact array systems with preamplifi­
ers efficiently incorporated into the detector package The use of in­
creased numbers of detectors per channel eases several design problems 
and can result in increased performance, either in terms of sensitivity, 
or other system parameters. For a given total information bandwidth, 
an increased number of detectors reduces the bandwidth of the individual 
preamplifier, with a resulting increase in sensitivity, expressed as NEAP 
or NEAT. However, the fractional change in the sensitivity is inversely 
proportional only to the square root of the number of detectors per chan­
nel Increased numbers of detectors might also be used to trade off for 
increased spectral or spatial resolution It should be recognized, how­
ever, that increasing the number of detectors would increase system 
complexity and could adversely affect MTBF unless adequate precautions 
are taken to achieve high reliability in a space environment 
Only limited improvements in detector sensitivities beyond 
present performance are believed possible Photomultiplier and mercury­
doped detectors have quantum efficiencies in the neighborhood of 10 to 
25 percent. Since sensitivity increases as the square root of increases 
in quantum efficiency, sensitivity improvement by factors of two or 
three would be theoretically possible However, various limitations 
will prevent practical devices from reaching these theoretical limits. 
For example, in using mercury-doped germanium with cold shielding 
and cold filtering at low signal levels, the impedance of the preamplifier 
becomes high, introducing noise into the system which limits the poten­
tial improvement in performance of the detector 
Improvements in the mechanical aspects of scanner systems 
are primarily engineering problems Improvements may be expected 
in making stronger lightweight mirrors using beryllium The introduc­
tion of larger scanning mirrors and optical systems will increase sys­
tem performance 
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The use of cryogenics systems with high reliability and long 
lifetime is an important problem, but is not believed to be a critical 
limitation of system capabilities The use of either mechanical refrig­
eration or solid cryogens appears to be the most suitable method for1 
missions up to a year or more. The most severe limitations in the use 
of mechanical refrigerators arise from vibration, reliability, mainte­
nance requirements, and operational duty cycles for extended rmssions. 
However, research and development effort is leading to advances in 
dealing with these problems The use of solid cryogens for missions of 
long duration is attractive because of the inherent simplicity, reliability, 
and relatively light weight. The major disadvantages are relatively high 
cost and complex prelaunch handling requirements 
2 Accuracy of Surface Temperature Measurement 
In the WRL Report referenced in Section A, the effect of 
the atmosphere on measurement of surface temperatures in the 10.5 to 
12.5 micron region has been studied In the absence of cloud and scatter­
ing particles, the absorption in this region is due primarily to the far 
wings of the intense water vapor lines at both shorter and longer wave­
lengths Using the U. S Standard Atmosphere, calculations were made 
to deternne the difference between apparent temperature and true tem­
perature of a surface with an emittance of 1. Calculations were made 
for the vertical path from 0 to 12 km, which contains almost all the water 
vapor in the vertical column of the complete atmosphere. 
It was found that absorption in this vertical path reduces the 
enttance from the surface by an amount corresponding to a reduction 
in surface temperature of about 12 0 C. However, when atmospheric 
emission is also considered, the error for the example chosen is only 
about -3 For 100-percent relative humidity n the atmosphere, the 
0 
error would be increased to about -4 5 , while for zero humidity, it 
,x.)uld be zero For temperate surface conditions, even in the absence 
I Braithwaite, J J J Cook, W Brown, Final Report on Infrared Sys­
tem Studies for the Earth Resource Program, October 1968, UM Report 
1059-11-F 
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of detailed synchronous meteorological information, it would appear to 
be possible to estimate the path humidity and temperature profiles from 
error to within about !l 50seasonal data well enough to predict the 
With weather charts, it should be possible to do a good deal better, 
:0 50perhaps 
As the true surface temperature varies between 20 0 C and 10°C, 
the apparent surface temperature differences are slightly less than the 
true surface temperature differences (by about 5 or 10 percent) Thus, 
relative temperature differences are preserved with good accuracy in 
the thermal mapping of an area Using even crude meteorolgical data, 
these small errors could probably be cut in half. 
The actual water content of the path for a given relative humid­
ity is a steep function of temperature As a direct result, the absorption 
and emission effects will be reduced in cold weather and toward the 
poles, while they will be increased in hot weather and toward the equator 
Errors will be much smaller, and probably negligible, for arctic condi­
tions On the other hand, for tropical conditions, the error will not 
only be about three times larger but about three times more uncertain, 
due to the wider range of water vapor contents which can occur 
Since the water vapor in the atmosphere is heavily concentrated 
at the lower levels, the elevation of the terrain may have a marked ef­
fect. Over half of the water vapor is n the lowest 2 km layer of the at­
mosphere Thus, for a terrain elevation of 2 km, the errors would be 
reduced to less than one-half of those calculated for zero elevation, all 
other things being equal 
The above conclusions are based on the assumption that there 
is no particulate matter in the vertical path Opaque clouds make meas­
urement of the surface impossible and might be mistaken for snow cover 
Low altitude haze, though prevalent across continental regions, should 
present no problem since the absorption due to such haze in the vertical 
path is insignificant There is much greater question about the effects 
of thin and often invisible cirrus clouds whose presence has been indi­
cated by results obtained in the TIROS and NIMBUS programs These 
clouds are believed to have appreciable absorption and to be at altitudes 
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such that their temperatures are well below surface temperatures. 
Thus, their emission is insufficient to replace an appreciable fraction 
of the absorbed upwelling radiation This problem is being studied by 
meteorologists It is possible that there is sufficient spectral informa­
tion in the upwelling radiation to provide a solution to this problem 
However, until such a solution is found, the accuracy of infrared meas­
urements of surface temperatures may be degraded from the estimates 
given above. 
The sensitivity of the 10 5 to 12 5 micron channel of the multi­
spectral scanner described above is given as an NEAT of 0 4 K This is 
a representation of the ability of the system to detect relative differences 
of temperature in a scene. The measurement of absolute temperatures 
is affected not only by the instrument sensitivity just quoted, but by the 
effects of the atmosphere which are not completely corrected. Based 
on the analysis of the problem presented above, it is estimated that for 
observations in the temperate zone and with the aid of meteorological 
information, absolute temperature measurements within an error of 
±2 0K should be possible 
3 Interpretation of Spectral Data for Hydrology Applications 
A series of computations was performed to determine the 
ability of spectrum matching techniques to discriminate various types 
of targets from background materials for such purposes as measuring 
snow area and distinguishing between wet soil and dry soil as a qualita­
tive indication of soil moisture 
The computations were intended to find the best channels (of 
the same nine channels used in the agricultural analysis) and the asso­
ciated statistics for detecting snow and water against typical background 
elements. However, because of the paucity of data, the task had to be 
modified, the calculations were performed for the five wavelengths 
0 50 pm, 0.55 pm, 0.73 pm, and 0 90 pm instead of for nine specific 
channels Since the available data on water were so poor, they were not 
used as a target. Only the reflectance statistics of the target and back­
ground materials were considered Statistics on the transmission and 
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backscatter of the atmosphere and variations in irradiation of the tar­
gets and background were not considered 
Exhibit A-4 gives the results of these calculations. As expected, 
snow can be distinguished from various backgrounds with little or no 
error Also, vegetation can be distinguished from dry soil with an error 
which approaches zero if three channels are used The task of distin­
guishing wet soil from dry soil is somewhat more difficult, but with at 
least three channels, is still good enough to distinguish surface wetness 
of soil with a high degree of effectiveness Some degradation of the per­
formance indicated in Exhibit A-4 will occur when atmospheric effects 
are included, but it appears that the ability to distinguish snow and vege­
tation from other backgrounds will remain highly effective with some­
what lower effectiveness for distinguishing soil wetness. 
With more funds and time, a study could be instituted to choose 
a particular background scene, e g , northern Washington, and to obtain 
weighting functions for the particular background elements Information 
concerning the irradiance and transmission statistics would also be ob­
tained. Also, this preliminary study has pointed out the need for more 
and better data on the reflectance properties of snow. 
I 
4. 	 Preliminary Investigations Regarding Project 02261 
Multispectral Point Scanner 
The following represents a cursory analysis of an optical/ 
mechanical point scanner designed for multispectral operation The de­
sign under consideration combines relative simplicity, high efficiency, 
and state-of-the-art technology It was chosen after consideration of 
several potentially useful alternative designs, including 
Multifaceted Rotating Mirror Wheel 
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EXHIBIT A-4 DETECTION OF SURFACE TYPES FOR HYDROLOGY APPLICATIONS 
BEST PERCENT PROBABILITIES OF 
TARGET VERSUS BACKGROUND WAVELENGTHS (pm) DETECTION FALSE ALARMS 
Snow versus Vegetation 0 50 100 00 0 00 
0 5, 0 55, 0 73 100.00 0 00 
0 5, 0 55, 0 62, 100 00 0 00 
0 73, 0 9 
Snow versus Wet Soil 0 5 100 00 0 00 
0 5, 0 62, 0 9 100 00 0 00 
0 5, 0 55, 0 62, 100 00 0 00 
0 73, 0 9 
N Snow versus Rocks 0 55 99 36 0 850o 
0 55, 0 62, 0 9 9q 84 0 30 
0 5, 0 55, 0.62, 99 92 0 13 
0 73, 0.9 
Wet Soil versus Dry Soil 0 5 91 5Z 31 52 
0 5, 0 55, 0 q Q3 12 14 63 
0 5, 0 55, 0 62 04 54 11 68 
0 73, 0 9 
Vegetation versus Dry Soil 0 ) 08 68 5 65 
0 5, 0 62, 0 73 100 00 0 00 
0 9, 0 55, 0 62, 100 00 0 00 
0 73, 0 9 
This design was rejected because approximately 24 faces or more are 
required for a scan efficiency (7s) of one-third or better, which would 
cause the maximum dimension of the mirror wheel to be nearly six 
times the aperture diameter. 
Nodding Mirror 
This design was rejected because of the tremendous accelerations re­
quired in order to produce nodding at a rate of 7,500 per minute--a re­
quirement for this mission- -leading to forces on the order of tons 
acting upon the system, with all of the attendant vibrations and stresses. 
Another drawback is the bearing difficulty, associated with nutating 
motions, produced by the vacuum environment. 
Small Circle Scanner 
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This design was selected for further study because of its relative sim­
plicity (only one rotating part), high efficiency (7s z 0 32), and because 
it employs components which are within the current state-of-the-art 
a. Performance Analysis 
(1) Scan Efficiency 
7 ZR(R-r)R
s 2 	 2R
Tr (R -rr 
Tr(R+r)
 
2/u
 
- + rIR­
2R 
Because r R for high resolution, we can write 
7S 1 1/r 1 0.32 
(2) 	 Scan Rate 
v/h Radians/sec
P(RadLans/ scan)
 
Spacecraft Velocity =1/T 62/3,7468
 3,735 864 
or = 4 097 n. m: /sec 
Ground 	Patch = 200 ft = 200 /(ft.
_,08027 \Tt FTEi 
= 32.89 x 10- 3 n mi. = 
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Thus, 	 the scan rate is 
v _4097 x 10 3 1 s 
1T 32 89 1Z5 47 scans/second 
which 	will require a rotation of about 7,500 where m = the number of 
m 
detector elements per spectral channel 
(3) 	 Information Rate 
Digital Telemetry Bandwidth/channel = Afrtm 
6 bits 1 cycle v scans Tre elements 
element 	 2 bit X second x scan 
50w n. mi. /scan - 14,775 elementsNote 	 110 
scanP 	 32.89 x 10-3n. mi. /element 
Therefore, the bandwidth per channel is 
(3) x (125) x (4,775) =11.79 MIH Atrz 
With 	 m detectors for each spectral channel, the detector bandwidth 
x 	 scans .n) Try (RadiansN/x -nnss m1(eI/ cycleeent/ Vv N w sa T ld1 /elements\I 	 scnI~RdasIa 
Aftr 
=0 3011z f 
and 	the detector time constant TI-Afd = 53 ­1 0 m7S~ _ 
It appears that m = I is feasible at this resolution. 
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(4) Sensitivity 
spectrum) by NEAp 
for these quantities 
and 
are 
The system is 
(in the IR spectrum) 
charact
by 
erized 
NEAT 
(in 
The equations 
the visible 
- 1 O v/hNEAp = 19 2 x 10 'm/rDI . VRc6 
Visible Channels 
NEAp 19 2 x 0 - 1 /h 1 _ 
S b0 n m./scansne 
300 ncm71 c eo = n mi.ain=1/Rainsaie e 
= 0.1096 mrad 
1.1 e. , twice the airy disc for X = 13.7gum 
w/h = 4 097 n mi /sec = 0.01366 Rad/sec = v/h300 n mi 
= 1/2, or= 141 m - 3 
10 - 4 Thus, NEAp = 124 -l . x x i0 -
D (cm) R -X 
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1 -x 10-4 s - 20 
Spectral Region cHx5x photomultiphierA c{ 
0.5 - 0.6pm 0 12 .1225 
0 6 - 0 7pm 0 10 1732 
0 7 - 0 8 m 0 36 671 
With a 1-foot aperture (i e. , D 1 =30 4 cm), the values of 
NEAp are 
Px ("Grey 
AX NEAp NEAp Scales") 
0 5 - 0.6pm 0.0050 24 
0.6 - 0 7pm 0 0071 14 
0 7 - 0.8pm 0 0275 13 
for p 0.20, the values of NEAp are 
pX 
AX NEAp (Px = 0.20) NEAp 
0 5 - 0 6pm 0 0065 31 ("Grey Scales") 
0 6 - 0 7gm 0 0099 20 
0 7 - 0.8pm 0 0205 10 
Reflective IlR Channels 
NEAp =4-v/h 
NE p = rxzDp Zms(7a_) D*Xo 
OJ XHx\dX 
With a 0 25 mm detector (typical), 
f = 0. 2 5mm 2 28 m (i e , 90 inches)
1.096 x 10- 4RAD 
Thus, F 2 = f2 /Dl = 7 5 for a 1-foot aperture. 
'This is not a good definition of the number of grey scales actually 
present, since NEApd N,/7x and since A(SIN) = 1 may not be a good 
criterion for a "Grey Scale " This subject needs further exploration 
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Detector xo 0 n 6° 1o0 (EM - CPS 1/26 x 10 I watt - pm /Uncooled PbS* ZAm 1.2 x 10 
In Sb 4gm 0 6 x 10n 1 5 x 10
1 0 
N2 Do 2 1
 
- ffx"Hn (X-/wattjmn HidX (cm - cps 1/2) 
AX 1 cm 
2.77 x 108 
- 1 2pm 0 01850 8 
5.32 x 1071 55 - 1.75gm 0 00354 
Z 43 x 1072 2 - 2 4pm 0 00162 
107 1 41 x=NEAp 

" 2 
AX NEAp (In Sb) 
0.8 - 1.2Zm 0 051 
1 55 - 1.75gm 0 264 
2 2 - 2.4gum 0 580 
With the possible exception of the 0 8 - 1 2pm channel, tis is clearly 
unacceptable, The product of TX>, and D' could be increased by a fac­
tor of 10, however, by using a cooled 0 - 2 5pm low-pass filter in front 
of the InSb detector array, thus improving NEAp by the same factor 
This avenue should be explored further 
-It is unlikely that PbS could be used here because of its slow time­
constant (- 1 - 5 msec) For InSb, T <lpsec. 
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Thermal IR Channel (10 5 - IZ 5ym) 
T C24 F ,i -X v/h 2 JCD/NEAT 4 
- 1ET (r a) 0kj d-B Zmn 
xi 
6 XT 2 _/ _ For 
= 448xl 0 D C = 36 3°K Ge Hg 
x ox Ix x 
Again, an unacceptable performance is indicated, however, the use of a 
cold shield could improve this figure by a considerable amount To ob­
tain NEAT = 0 7 0 K@ 270 0 K, however, would require a 5OX improvement, 
which seems unlikely 
(In view of the difficulties encountered in most of tHe channels, 
it would seem advisable to consider, say a 1 -meter aperture--leading 
to a 10-fold improvement in the IR channels and a 3-fold improvement 
in the visible channels, sufficient to bring the system up to the desired 
specifications ) 
b Performance Summary 
Scan Efficiency 32% 
Scan Rate 125 Scans/second 
Digital Information Rate 12 6MHz(total) 
Detector Bandwidth 300 kHz each 
Field-of-View (Total) 1/6 Radian 
IFOV ("Resolution") 1/9 mrad 
v/h 0 01366 Rad/Sec 
Swath Width 5 0 n m 
Ground Resolution 200 ft (;1 acre) 
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Performance with 1 -foot Aperture 
Channel NEAp NEAT 
S-20 0 5 - 0 6pm 0 0065 
0 6 - 0 7gm 0 0099 
Photomultiplier 0 7 - 0 8Am 0 0205 
InSb (77°K) with 0 8 - 1 2pm 0 0051 
cooled 0-2 59m 1 55 - 1 75gm 0 0264 
Filter 2 Z - 2 4Am 0 0580 
cold-shielded 10 5 - 12 5pm - 7 50K 
Ge Hg 
Performance with 1 -meter Aperture 
Channel NEAp NEAT 
0 5 - 0 6m 0 0020 
0 6 - 0 7m 0 0030 
0 7 - 0 8Am 0 0062 
0 8 - 12gm 0 0005 
1 55 - 1 75Am 0 0024 
2 2 -2 4m 0 0054 
10 5 - 12 5pm - 0 700K 
c Preliminary Layout for System 
Mirror and Drive A 400 cps - driven motor 
provides the drive mechanism, operating at a speed approximating 125 
rps The mirror is honeycomb - beryllium, approximately 1/4 as thick 
as the diameter It must be balanced dynamically as well as statically 
(because it is cocked 2-1/2 degrees from normal) 
Wavelength Separation A dichroic mirror is used to separate 
the 0 - 0 8 pm radiation from the 0 8 - 0 0 pm radiation, with a prism 
used to disperse the recollimated light to fiber optics which lead to 3 
S-20 photomultipliers The IR radiation is further divided up into 0 8 
- 5pm and 5pm - o- with yet another dichroic 
A-36 
Total volume 75 cubic feet (1-foot aperture) 
45 cubic meters (1-meter aperture) 
\\// \In~ Ge. Hg 
// 
d Weight Considerations (Pounds) 
1 -foot System I -Meter System 
Mirror 
Motor Drive 
Telescope 
Electronics 
20 
50 
25 
50 
400 
100 
50 
50 
Power Supply 
Cryogenics 
Frame and Ho
Total Weight 
100 
50 
using 65 
360# 
100 
50 
150 
900# 
e Display Considerations 
Because of the circular scan pattern, an analog­
type display seems desirable (using a rotating cocked mirror with glow 
modulators and moving film, etc ) As the "writing light" traverses the 
film, however, it will dwell longer at the edges than in the center, 
according to the relationship 
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where 0 
O = X-Deflection x 
x
 
0 = Total Field-of-view 
4 = Angular Position of Scanner 
The velocity or the sweep is 
v = dO 1 d -Cs4Vx ~x = j 0e Cosd2dt 

The length of time spent "per line- on the screen is 
At - = 2sec4 =At sec4( 
o dO/dt
 
where 

2f3 2 
 14ie 
Ato odt/dt = (1500)(300) N1 4psec 
For uniform exposure on the film, the intensity must be varied 
according to cos P 
E = IAt = (I cos 0) (At 0 sec ) = IoAt =Constant 
It should be possible to do this with an appropriate glow-tube
 
driver control circuit
 
5 System Tradeoff Formula, Multispectral Scanner 
An approximate formula relating multispectral scanner 
(MSS)system, orbit and earth target characteristics is presented The 
formula developed in this section is based upon coarse assumptions, but 
serves as a representation of the type of analytical processes which 
must occur as the system is being engineered The reader is cautioned 
that this is not presented as final design but merely as an example of 
the direction in which trade-off analyses must move during the engineer­
ing design phase Once the principal system features have been selected, 
a more detailed design analysis is strongly recommended 
'A "line" is one resolution element wide 
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-The basic tradeoff formula is 
2 
(1) 	 S/N = a wAD (R)
 
N*N'a1/2 (B/rn)/ I /
 a I / 1/2 
where S/N = signal to noise ratio per degree Kelvin temperature dif­
ference (S/N should be at least 1 5 for acceptable per­
formance 10 K is 9/5 OF ) 
a = angular resolution of the scanner, radians 
w = radiating power of the earth target, watts per steradian­
sq cm-oK 
A = area of the collecting aperture sq. cm. (The infrared 
aperture diameter should not exceed 60 cm 
D (R) = Atmospheric transmission factor 
watts per (cycle of bandwidth-cm)1/ZN* = receiver noise level, 

a = detector area, sq. cm.
 
B = resolution elements covered per second by the scanner
 
(B/m should be less than 106 per sec.) 
m = number of detectors per channel 
Several of the terms in equation I are outside the reasonable 
scope of system tradeoffs. These are w, D (R), N* and a. 
w is computed as follows 
x 10- 4 watts/ster cmThe total radiation power at 3000 K is 50 
Z500 K is 7 x 10 - 4 watts/ster cm 
Radiation power levels in the 8 to 14 mcron portion of the 
spectrum is recommended by WRL as a basis for feasibility analysis. 
Approximately 37% of the total power for these temperatures falls in 
this part of the spectrum Therefore, 
50 x l - 4 _ 7 x 10- -5 	 2 
w = 300-250 37 = 3 2 10 watts per K-steradaan-cm 
Atmospheric attenuation and scattering increases rapidly as the path 
length through the atmosphere increases Since all the orbits being 
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considered are well outside the atmosphere, the relevant path length is 
determined by the zenith angle of the line of sight at the earth For a 
zenith angle of 19 ° , D (R) is approximately 0 1 Transmission is hlghly 
dependent on clouds, haze and smoke, as well, so the approximate 
nature of D (R) should be appreciated 
N' = 2 x 10 - 10 watts/(cps-sq. cm of detector area)1 
/ 2 
a = 01 sq cm 
Inserting these values into equation I produces 
= a A x 1 6 x 10 5 (2) SIN 2 
a is the angular resolution of the scanning system If we let 
L = lineal resolution on the earth surface n. mi , and H = orbital altitude, 
n rm , then 
(3) 	 a= L/H 
Since aperture diameter, d, is a more convenient parameter 
let 
(4) 	 A = rd /4 
B is the number of resolution elements scanned per second. 
As long as - is below 10 6 per second, detector response time will not 
be a system limitation As many as 100 detectors per channel might be 
possible m = 6 is within the current art If V = satellite velocity 
measured at the earth surface, n. nm /sec , U = Swath width, n mi 
(5) 	 B zt UV
 
L 2
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With these substitutions, equation 2 becomes 
(6) S/N m 2 x 26 1 
° 
,Having chosen D (R) and hence the limiting zenith angle of 19 
U is deternmned by orbital altitude. V is likewise determined by H 
through the application of orbital formulas. Assuming circular orbits, 
the orbital period at 300 n.mi is approximately 95 7 minutes and 103 3 
minutes at 500 n. mi The earth is approximately 21,600 n.mi in cir­
curnference 
It is now possible to solve equation 6 for minimum values of 
lineal resolution, L, to satisfy signal-to-noise requirements and then 
to use this value of L to see if detector response bandwidth requirements 
are satisfied, using equation 5 
For S/N = 1.5 per °K 
H = 500 n mi. 
U = 300 n. mi 
V =3 5n.n./sec 
d = 60 cm. 
m = 1 
L becomes .3 n mi or about 1820 feet and the corresponding 
value of !- is 11,600. Since this value of - iswell below 106, the sys­
mn m
tem will be limited by signal-to-noise restrictions, not by the detector 
response time The reader is cautioned that there are coarse assump­
tions used in some of the factor values The calculations should only be 
used for coarse feasibility studies 
B Television Systems 
Television systems for space application offer the advantages 
of being able to provide high resolution imagery, multispectral response 
(from UV into the IR), sensitivity for nighttime surveillance and an out­
put in an electrical form that is compatible with data link transmission 
The factors that influence the usefulness of imagery obtained are 
resolution, coverage (frame dimensions or swath width), sensitivity, 
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and spectral response. These factors are not independent Some of 
the relationships among the factors are simple (resolution and coverage), 
while others are quite complex (resolution and sensitivity) The various 
performance parameters will be discussed individually and the numbers 
given should be considered optimum, but the inter-relationships should 
be kept in mind 
Two television systems of advanced performance are shown in 
Exhibit A-5, one of which would be available for space use by 1973 and 
the other by 1980 
1 Resolution 
The ultimate ground resolution of a TV system would be 
limited by the physical size and dimensional tolerances of the optical 
system However, for the types of system applications we are con­
sidering here, the system resolution is determined by the resolution 
capability of the TV sensing surface. 
Current operational systems such as the TIROS camera are 
typically using 1" vidicons with a 5" x .5" sensing layer format. Typical 
sensor resolutions are 800 TV lines per frame and 30 line pairs/ 
millimeter 
The current state of the art with regard to resolution capability 
in a laboratory environment is probably best represented by the RCA 2" 
Return Beam Vidicon. 1 This has a 1" x 1" image format and is capable 
of 5000 TV line operation. The sensing layer resolving capability is 
about 100 line pairs/millimeter A distillation of the opinions of industry 
representatives on when this laboratory device could be operational in 
a satellite yields a timetable of about 2 years to produce a good proto­
type model anci another 2 years to make it operational in space. This 
would mean that a 5000 line system could probably be launched in 1973 
1 
"Return-Beam Vidicon System Achieves 5000 TV Lines )Resolution," 
Broadcast News, Volume No 138, March 1968. 
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EXHIBIT A-5 TELEVISION SYSTEMS 
Design Characteristics 
Type 
Lines per fiame 
Channels 
Information bandwidth 
F number 
Focal length 
Size 

Weight 
Power 
System Performance 
Ground resolution 
Swath width 
Dynamic range 
Amplitude response at max lesolution 
Advanced Level 1 
Vidicon 
5, 000 
3 
1 25 MHz/channel 
2 
8 inch 
1 5 cu ft /channel 
30 lbs /channel 
30 watts /channel 
50 ft 
50 NM 
100 
15% 
Advanced Level 2 
Vidicon 
10, 000 
3 
1Z 5 MHz/channel 
2 
(1) 
5 0 cu ft /channel
 
100 lbs /channel 
100 watts /channel 
(1) 
(1) 
100 
15% 
Note (1) Ground resolution and swath width objectives will determine focal length and 
orbital altitude trade-offs. 
Improving the resolution (expressed in TV lines per frame) 
could be achieved by two methods increasing the size of the sensing 
layer and improving the resolving capability of the sensing layer. RGA 
is currently working on a 4 1/2" model of the Return Beam Vidicon with 
a 2" x 2" sensing layer which could, theoretically, double the number of 
TV lines of the system to 10,000 with no increase required in sensing 
layer capability. On certain tubes they have also achieved approximately 
120 line pairs/millimeter resolution, but a large increase in the sensing 
layer resolving power in the near future is not envisioned 
However, by combLnlifg the increased size of an operational 
4 1/2" Return Beam Vidicon with a modest increase in sensing layer 
resolving power, it is felt that an operational 10,000-12,000 line system 
could be achieved by approximately 1980 A 10,000-line capability would, 
for example, permit 100 foot resolution combined with a 200 mile frame 
size 
Image orthicons are more sensitive than vidicons by a factor 
of 100 to 1000, however, they currently suffer from the disadvantage of 
being more complex, less rugged, and having lower resolution capa­
bilities. These disadvantages will offset the improved sensitivity for 
most system applications, so that the vidicon is the preferred sensor 
However, for some applications in astronomy where very long integration 
times (minutes) are required, the image orthicon can be the preferred 
choice. 
Improvements of 10 to 100 in sensitivity for both vidicons and 
orthicons are predicted for the 1980 time period. 
Sensing surfaces in current use are able to respond to radia­
tion out to about 0.8 or 0.9 micron, but it seems likely that the spectral 
range can be extended in the future as far as 1.3 or 1 4 micron without 
substantial loss in resolution 
Z Sensitivity 
The sensitivity of the TV sensors is usually specified as 
the number of foot-candle-seconds required to generate a given signal­
to-noise ratio As an indication of the current state of the art for 
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vidicons, the RCA Return Beam Vidicon has a reported sensitivity of I 
foot-candle-seconds for a signal-to-noise ratio of 40 db on a resolution 
of 4, 000 TV lines A S/N of 37 db is reported for 04 foot-candle­
seconds The proposed goal for the RCA Return Beam Vidicon is 01 
foot-candle-seconds for a S/N ratio of 40 db and 8, 000 TV line operation 
These resolutions normally refer to a scene in which the contrast ratio 
is 100 1 
The dependence of the sensitivity on the resolution requirement 
can be analyzed by considering the Modulation Transfer Function of the 
Return Beam Vidicon. 1 An amplitude response of essentially i00% at 
30 line pairs/millimeter and a degration of amplitude response down to 
15% at 100 line pairs/millimeter have been reported. For a fixed, 
frequency-independent noise source in the system, the sensitivity will 
clearly be a function of scene spatial frequencies which correspond to 
the image spatial frequencies between 3OLP/mm and 100LP/mm A 
reduction in scene contrast ratio below the 100 1 ratio for which resolu­
tion figures are quoted will also reduce the attainable resolution For 
example, the number of TV lines attainable would be reduced by about 
25% for scene contrasts of Z 1 
3 Dynamic Range 
The dynamic range of a system is usually defined as the 
ratio of saturation-irradiation level to the noise-equivalent-irradiation 
level Currently, this ratio is approximately 100 for the types of sys­
tems under consideration Some types of circuitry have been considered 
that increase dynamic range by desensitizing a system at higher average 
irradiation levels, however, these add a degree of complexity to the 
system. For most earth resources applications a dynamic range of 100 
should be adequate 
Coverage
 
The relationship between swath width, ground resolution 
and system resolution was discussed previously To obtain swath widths 
The Resolving-Power Functions and Quantum Processes of Television 
Cameras," 0 -I Schode, Sr , RCA Review, Vol 28, September 1967, 
pp 460-535. 
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greater than could be obtained with a single frame, systems have been 
proposed which would utilize a mechanically scanning image tube This 
system would index a mirror to generate overlapping frames transverse 
to the satellite trajectory In such a manner, one could achieve 1500 
mile swath width and still have 150 mile frame size. However, since 
one rarely gets something for nothing, the price paid here would be a 
reduced frame time as compared to a nonscanning method, and greater 
mechanical complexity. 
If a localized geographic area is the prime area of interest, 
consideration should be given to a synchronous satellite in an inclined 
orbit which would have a figure 8 trajectory crossing over at the equator. 
This would permit a greater percentage of the time to be spent over the 
area of interest. A synchronous polar satellite would cover the same 
ground swath on each orbit (once per day), and could thus give better 
coverage to a specific geographical area than a satellite orbiting at 300 
n. mis A ground resolution of 700 ft. could be achieved. 
The total cycle time for preparing, exposing, reading, and 
erasing the sensing layer surface is normally about 20 seconds. During 
this time, the satellite advances about 100 miles, corresponding to the 
frame size of a 5,000 TV line system at 100 ft. resolution If smaller 
frame sizes are needed to achieve higher resolutions, the total cycle 
time must be reduced accordingly if contiguous longitudinal coverage is 
to be maintained Some reduction in cycle time can be achieved by ac­
cepting somewhat poorer sensitivity and resolution However, if frame 
sizes of Z0 n mis are to be achieved, substantial technological improve­
nents in this area are called for 
5 Geometric Fidelity 
For applications in which picture distortion must be held 
to a minimum, a high degree of scan linearity must be achieved Scan 
linearity achieved at the present time falls in the range of 0 lto 0 5% 
Photogrammetric' distortions as a percentage of the total frame size on 
the ground corresponds to the scan linearity figures mentioned 
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For multispectral television, requiring the use of two or more 
cameras, it is desirable to be able to maintain registration of the sep­
arate images Slight misalignments between the optical axis of two 
cameras consisting of a few minutes of arc should not cause any appre­
ciable misregistraton. However, even scan linearities as low as 0 1% 
would cause misregistration of identical points on two images If it is 
important to maintain exact registration, which would be the case if 
spectrum matching were being used, special methods of processing the 
individual images to align them throughout the frame probably could be 
developed This would represent a considerable addition to the data 
processing load 
6 Interrelationships of Performance Parameters 
The smallest resolved ground dimension is related lin­
early to the image frame size through the system resolution expressed 
in T V lines The coverage can thus be increased or decreased (within 
limits) depending on the optical configuration 
The system resolution is related to the system sensitivity in a 
complex manner It should be kept in mind that the number of T V lines 
quoted for system resolution are based on using optimum optical irradia­
tion and furthermore the response has dropped to a value of 10%-15% of 
its low spatial-frequency value If we specify a minimum signal-to­
noise ratio requirement for the system, and in addition have a curve of 
the Modulation Transfer Function where a normalized signal-to-noise 
ratio is plotted as a function of the spatial frequency, the relationship 
between resolution and sensitivity can be established This trade-off 
can also be achieved by operating at lower frame rates and thus integrat­
ing the optical radiation over a longer period of time For continuous 
coverage, the resolution would thus have to be reduced 
For visible systems, the limiting noise will, in all probability 
be electronic system noise, not optical background noise, therefore, the 
sensitivity will depend heavily on the signal magnitude, which in turn 
depends on the spectral region of operation and the optical bandwidth 
used This means that for multispectral processing, the narrow-optical 
band systems will be operating at lower signal levels than broad band 
systems 
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Weights and Powers7 
The weight and power requirement of the proposed 5000 TV 
line RCA 2" Return Beam Vidicon has been estimated to be 30 pounds and 
30 watts respectively A 10,000 TV line, 4 1/2" version would probably 
require about 100 pounds of weight and 100 watts to power it Current 
operational low-resolution systems are typically 15 pound - 15 watt sys­
tems Image orthicon systems have proven to be heavier and require 
greater power than vidicons, with 50 pounds and 50 watts being quoted 
for 500 line systems (Stratoscope, Tigris) 
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C Synthetic-Aperture Radar 
The fact that much useful information can be gained from a 
radar sensor in an orbiting satellite is well recognized The feasibility 
of placing an appropriate radar in a satellite and the design problems 
involved were the subject of an intensive study conducted by The Univer­
sity of Michigan for the U S Air Force under contract AF 33(616)-8365 
The major conclusions and some design specifications are contained in 
1the final report of this contract Furthermore, this report contains a 
very good bibliography of pertinent reference material Unfortunately, 
this report and many of the referenced reports are classified However, 
a recently published set of summer conference notes 2 contains much of 
the same information, is unclassified, and can be used for radar design 
guidance 
Off-the-shelf equipment and/or well developed technology exists 
for designing and constructing a focused-synthetic-aperture radar, the 
only type capable of reasonably fine resolution for satellite-borne opera­
tion Once the satellite flight parameters are known and the required 
resolution and operating frequency of the radar are selected, the remain­
ing parameters of an optimal system are essentially determined by the 
ambiguity function and recorder and processor limitation -Each of these 
points will be discussed separately 
1 Resolution 
Just as with optical imagery, higher resolution radar 
imagery reveals greater details of the surveillance area at an increased 
lRadar Techniques for an Aerospace Vehicle (U), Final Report No AFAL­
TR-65 -236, Willow Run Laboratories Report No 4563-107-F, Institute 
of Science and Technology of The University of Michigan, Ann Arbor, 
Michigan, November 1968 (SECRET) 
2R 0 Harger, L J Porcello, A Kozma, E N Leith, A Olte, R K 
Raney, T B A Senior, L F Sellwig, G L Tyler, Principles of Imaging 
Radars, Notes of an Intensive Short Course presented at The University 
of Michigan Engineering Summer Conferences, Ann Arbor, Michigan, 
July 22 to August 2, 1968 
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confidence level but requires (and warrants) more careful scrutinization 
by trained personnel to extract the output data Although resolution can 
be arbitrarily selected, high resolution can be achieved only at increased 
cost or significant tradeoffs of the other parameters Therefore, the 
lowest resolution acceptable for the contemplated use of the imagery 
should be specified For agricultural observations, where farm fields 
are generally 600 feet or more on a side, 50 ft resolution appears to be 
satisfactory Imagery with such coarse resolution does not display crop 
structural details, such as the rows of corn, but should be adequate for 
measuring acreage, agricultural activity, and crop backscatter It should 
also be adequate for hydrologic studies since terrain, glacial and drain­
age features tend to be of this same size or larger 
2 Frequency 
Selection of the most appropriate operating frequency for 
the radar is perhaps the most crucial task in the entire program One 
would like to maximize the usefulness of the imagery and the probability 
of successful operations while minimizing the cost of the equipment 
For possible crop identification it is desirable to select a fre­
quency which produces maximum dynamic range of the backscatter from 
the various elements of the farm scene Cosgriff, et al , concludes that 
of the three frequencies which they tested (X, Ku and Ka) the Ka-band 
illumination displays the greatest change between crop types (roughness) 
and between seasons (dielectric constant) It is probably safe to extrap­
olate this result and conclude that the use of the highest frequency pos­
sible will produce the best results This can be partially substantiated 
IR L Cosgriff, W H Drake, R C Taylor, Terrain Scatter Properties 
for Sensor System Design, (Terrain Handbook II), Engineering Experl­
ment Station Bulletin No 181, The Ohio State University, Columbus, 
Ohio, May 1960 
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by comparing the Ka-band radar imagery used by Schwarz and Caspall 
1 
in their crop identification analysis with the, X-band imagery produced
2 
by The University of Michigan, and finally with the UHF-band imagery
3 
obtained by Conductron Corporation Ka-band imagery shows high con­
trast, X-band imagery shows medium contrast and UHF-band imagery 
shows almost no contrast 
A Ka-band or higher radar would appear to be desirable if 
one considers only the utility of the imagery, however, there are other 
factors which oppose its use Signal attenuation due to atmospheric 
moisture such as dense clouds or rain is barely noticeable at X-band 
but becomes quite severe at Ka-band and above Thus, use of Ka-band 
would limit the all-weather capability of the radar, but on the other 
hand, might provide information to assist in rainfall determination The 
greatest deterrant, however, is the nonavailability of some of the critical 
components In particular, ruggedized high-power output amplifiers 
capable of coherent operation are not readily available for frequencies 
above X-band This makes X-band a logical choice for the radar 
frequency
 
For any given antenna length, D , the achievable azimuthal 
resolution, PA' of a synthetic aperture radar is given by 
D 
-PA =2 
I E Schwarz, F Caspall, "The Use of Radar in the Discrimination 
and Identification of Agricultural Land Use," Proceedings of the Fifth 
Symposium on Remote Sensing of Environment, The Institute of Science 
and Technology of The University of Michigan, Ann Arbor, Michigan, 
April 1968 
2B Larrowe, "Fine Resolution Radar Imagery A Survey of Recent 
University of Michigan Results (U)," published in the Proceedings of 
the 14th Annual Tn-Service Radar Symposium, Willow Run Laborator­
ies of The University of Michigan, Ann Arbor, Michigan, December 1968 
(SECRET) 
3 Foliage Penetration Radar Flight Program (U), Interim Engineering 
Report No 5, Conductron Corporation, Ann Arbor, Michigan, April 1966, 
(SECRET) 
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which is independent of either frequency or range For 50-ft resolution, 
a 100 ft antenna could be used An antenna this large would be desirable 
since it lowers the power requirements, however, this is likely larger 
than should be carried on a satellite The types of antenna structures 
which might be applicable to satellite operation are discussed in a report1 
by Larson, et al The slotted waveguide array, which he proposes, 
appears to be the most appropriate, for the reasons discussed in that 
report Such an antenna structure does not lend itself to an extendable 
or inflatable design because of the complexities of feed design, thus 
would have to be built as a rigid structure For some of the larger 
satellites which are being discussed in current literature, a rigid antenna 
20 feet long as proposed by Larson should not be unreasonable 
3 Sampling Rate 
For an optimal size antenna, the PRF of the radar need 
be only great enough to sample the maximum doppler induced by the for­
ward motion of the satellite, which is 250 Hz However, for a smaller 
than optimum antenna, a wider ground area is illuminated than is required, 
thus higher doppler frequencies are present For the recommended 20 
foot antenna, frequencies as high as 1250 Hz will be present Ifunder­
sampling of this signal is attempted, ambiguities result which produce
 
multiple imaging in the along-track direction These tend to be very 
confusing to the interpreter If adequate sampling is provided (2500 PPS) 
and adequate bandwidth is present in the recorder, imagery with better 
than the design resolution but displaying less noise can be produced by
2 
special processing techniques Some difficulty will be encountered in 
L 3 Porcello, N G Massey, R B Innes and J M Marks, "Diversity 
and Mixed-Integration Processing in Synthetic-Aperture Radar (U)," pub­
lished in the Proceedings of the 14th Annual Tri-Service Radar Symposium, 
Willow Run Laboratories of The University of Michigan, Ann Arbor, 
Michigan, December 1968 (SECRET) 
2R W Larson, V vi Powers, J E Ferris, Antenna Design for a Side-
Looking High-Resolution Aerospace Radar System (U)," Report No 
4563 -41 -T, Radiation Laboratory, The University of Michigan, Ann Arbor, 
Michigan, January 1965 (CONFIDENTIAL) 
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utilizing the signals generated from targets near the edge of the real 
beam since the slight offset angle at which they are measured causes 
their range to be in error by greater than a resolution element The 
total range change of a point as it traverses the beam can be found 
from Z 
AR P:(x) R 
For the 20 foot antenna at X-band, this range walk is 90 feet at a range 
of 600 n m Note that it would be worse at longer wavelengths, thus 
pointing again to X-band as the lowest desirable frequency 
4 Swath Width 
Once the sampling rate of the radar is determined, the 
nonambaguous ground swath interval can be found from 
c 
g 2 (PRF) sing 
For our recommended radar this varies from 38 to 66 n m as the de­
pression angle is changed from 300 to 600 
5 Transmitter Power 
The required transmitter power can be determined by 
evaluating the radar range equation A convenient form of this equation
1 
for an optimized radar system is found in Greenberg's paper 
p = 8 rhR g sing V px (S/N) KTL 
av D2 X 2o 
where h is altitude (feet) 
R9is swath width (feet)g 
9 is depression angle 
J S Greenberg, "A System Look at Satellite-Borne High Resolution 
Radar," RCA Review, December 1967 
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V is satellite velocity (feet/second)
 
Px is azimuth resolution (feet)
 
S/N is signal/noise ratio 1-22 
K is Boltzmann's constant (1 3 x 10 watt-sec/deg) 
T is absolute temperature (degrees K) 
L is system loss factor 
D is antenna length (feet) 
X is wavelength (feet) 
& is illumination efficiency 
o is target cross section (feet
2 
Using the parameters as proposed for our system this turns out to be 69 
watts for a SIN ratio of one However, since we are using an antenna 
which is 1/5 its optimal length, this power must be multiplied by 25, 
which gives 1700 watts If a chirped pulse is used to cover the band­
width required for the desired range resolution, then its length can be 
somewhat arbitrarily chosen If one chooses 3 microseconds, then the 
peak power'for a PRF of 2500 must be 227 kilowatts For reliable detec­
tion of 100 square feet targets, the SIN ratio should be greater than one, 
preferably as great as 10 This raises the peak power requirements to 
2 27 megawatts 
6 Data Recording 
The radar is designed to produce data continuously (there 
is no dead time between pulses) at a bandwidth of 15 MHz The only re­
cording media capable of storing large quantities of data at this bandwidth 
is photographic film Three system implementations can be considered 
(1) The recorder can be placed on board the satellite and the undeveloped 
recorded film ejected periodically for ground recovering and processing 
(2) The recorder can be placed on board the satellite along with a film 
developer, flying spot scanner and satellite-to-earth data link The radar 
could collect and store data at the time it is passing an area of interest 
and transmit this data to the ground at the time it passes a receiving 
station Neither of these modes of operation is desirable because of the 
limited supply of expendable film which can be carried aboard the 
satellite To minimally record the azimuth history on the signal film it 
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must travel at about one-tenth of an inch per second Thus a 5000 foot 
reel of film would last about 160 hours, which is less than 100 passes 
around the earth At 300 miles altitude, 18 passes are required to 
present the entire earth within the viewing constraint of a dual-sided 
sensor With the recorded swath only 50 miles out of the 600 available, 
about 50 percent of the earth's surface could be recorded on each 5000 
foot reel 
Some repetitive coverage can be achieved by restricting the 
mapped areas to only those of great importance This has the added 
advantage of permitting a lower bandwidth data link to be used if on­
board developing and slow scanning are employed 
However, if only limited areas are to be covered, and a wide 
bandwidth data link is available, the preferred mode of operation be­
comes feasible In this preferred system, (3), radar data is received 
and coherently detected in the satellite and the resulting video is used 
to directly modulate the satellite-to-earth data link The data link must 
have at least the same bandwidth as the radar and its ground terminal 
must not be beyond the horizon from the satellite (about ZOOO miles) 
This system also presents the minimum delay in obtaining the data, if 
that is significant 
7 Processor 
The recorded signal film should be processed with a 
1 
coherent optical processor to produce the final output maps The 
designs of such processors are well covered in the literature and will 
not be discussed in this report 
8 Detection of Precipitation 
Radar has been found useful for detecting or measuring 
precipitation in the atmosphere Operational weather radar systems 
generally operate at 3 to 10 cm wavelengths At these wavelengths, 
IL J Cutrona, E N Leith, L J Porcello, and W E Vivian, "On the 
Application of Coherent Optical Processing Techniques to Synthetic-
Aperture Radar," Proc IEEE, Vol 54, No 8, August 1966 
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radar is able to detect the presence of rain in the atmosphere, but is 
less sensitive to the water content of nonprecipitating clouds At shorter 
wavelengths of 1 cm and less, the reflected signal and attenuation of the 
transmitted energy by both rain and clouds increase substantially 
Snowfall can also be detected by radar Signal reflection from 
falling snow has roughly the same strength as for rain with the same 
precipitation rate in terms of mm/hour of liquid water 
In spite of the increased attenuation at wavelengths of 1 cm or 
less, they appear to offer the best performance for detecting precipita­
tion from orbital altitudes, since rain and snow have greater radar cross­
section at these wavelengths and will therefore produce a stronger signal 
return for a given pulse power Since the direction of viewing from the 
satellite is nearly vertical, the total round trip distance travelled by the 
radar pulse through clouds and rain is usually limited to less than a 
mile. Hence attenuation effects are not likely to have a serious effect on 
the radar signal return A wavelength of 1 cm, which shows some atten­
uation from clouds, can therefore be considered suitable for this 
application 
An additional advantage of the shorter wavelength is that the 
antenna beamwidth can be decreased for a given size of antenna, result­
ing in smaller resolution element sizes 
As an indication of the capability of a precipitation detection 
radar, a study was made of a radar operating at 1 cm wavelength The 
radar would use a 4 ft x 4 ft phased-array antenna, capable of scanning 
laterally over a -'50 degree angle The radar would send out 1 micro­
second pulses at a peak power of 15 kw, and a pulse repetition frequency 
of 200 per second This corresponds to an average output power of 3 
watts At an altitude of 300 n mis , the area illuminated by the radar 
beam at the edge of the swath would be 4 7 by 4 7 n mis If this resolu­
tion element were completely filled with rain falling at a rate of 2 5 
mm/hour, corresponding to a light to moderate rainfall, the signal re­
turn power received by the radar would be 1 4 x 10 - watts, about 10 
times above its minimum detectable signal At a pulse repetition fre­
quency of 200 per second, the radar would be able to search over a swath 
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width of 720 n mis If the volume of rain did not completely fill the area 
illuminated by the radar beam, it could still be detected if the rate of 
precipitation were greater than the 2 5 mm per hour specified above 
Greater sensitivity could also be achieved by increasing the average 
power of the radar 
In using an orbiting radar system to detect the areal distribu­
tion of rainfall, it will be necessary to avoid confusion between ground 
clutter and signal return from the precipitatior itself For pulses trans ­
mitted in a nearly vertical direction, the earliest return representing 
ground clutter will tend to come from the highest point in the terrain 
illuminated by the beam By using range gating methods, precipitation 
which occupies the volume above this highest point can be observed, but 
clutter will interfere with the signal at lower altitudes At substantial 
angles from the nadir, ground clutter could interfere with detection of 
precipitation if the bottom edge of the main beam or its sidelobes con­
tact the ground before the main beam reaches the atmospheric volume 
to be observed To minimize this effect, the beamwidth of the radar 
in the vertical plane normal to the satellite velocity should be kept to a 
minimum This requires an antenna whose aperture normal to the sat­
ellite velocity is made as great as possible The design should also aim 
to reduce sidelobes over the angular region which would cause the most 
serious trouble 
Radar systems have been found to be capable of measuring 
rainfall rate with fair accuracy under carefully controlled conditions 
However, it is not believed that quantitative measurements will be 
possible from an orbiting radar system such as that discussed in this 
report Satellite coverage of the area will not be continuous, but will 
consist of repeated sampling at regular intervals determined by the 
number and spacing of the satellites Also, ground clutter would pre­
vent the detection of rainfall in atmospheric volumes shielded by the 
clutter Establishing the necessary calibration procedures for accurate 
measurement of precipitation by radar would also be a sizable problem, 
but could probably be accomplished if sufficient research is devoted to 
the problem It is possible, also, that by the use of more than one 
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wavelength, with different capacity for penetrating rain, some ability to 
distinguish various levels of rain intensity could be achieved. In spite 
of the limitations mentioned above, the system would be capable of 
providing frequently repeated coverage of large areas to observe the 
areal distribution of rainfall and to provide some indication of its 
intensity 
The radar system described above, using a 1 -cm wavelength 
and a 4-ft phased array antenna, could be placed in orbit by 1973. As 
indicated previously, the ability to detect ran would be restricted, by 
the attainable resolution, to sizable rain cells and appreciable rates of 
precipitation. Interpretation of the data would be complicated to some 
extent in attempting to observe rain at large angles from the nadir, be­
cause of poorer resolution and the possibility of ground clutter, but 
sizable swath widths should still be possible. 
By 1980, a system with substantially imrproved capabilities 
should be possible. Experience with the 1973 system and additional 
research in radar meteorology will make possible improved methods of 
signal interpretation. The use of additional frequencies and the analysis 
of return echos received at different polarizations would permit better 
discrimnation of ground clutter and of various forms of precipitation, 
and more quantitative estimates of precipitation rates. Also, increases 
in available sizes of scanning antennas would improve resolution capa­
bilities. Although the observation of a specific area would still be inter­
mittent, it is possible that the data collected by the radar and other 
sensors could be used to estimate rainfall occurring between observations. 
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D Microwave Radiometers 
This discussion is confined to radiometer systems operating 
at frequencies in the range of 10 to 100 GHz, 'since these frequencies are 
of major interest for hydrology applications. 
In the use of microwave radiometers for satellite application, 
several performance characteristics of the radiometer system are im­
portant From the standpoint of the user's requirements, performance 
characteristics of major importance include ground resolution, swath 
width, temperature sensitivity and accuracy The manner in which these 
requirements are interrelated, and the influence of radiometer equip­
ment characteristics on each of them are discussed below 
1. Antenna Design 
For antenna sizes capable of producing beamwidths not 
exceeding 0 5 degrees, scanning is limited to small scan angles, at best 
As an alternate to scanning, multiple feeds can be used with one antenna 
and sampled sequentially, by a single receiver, but the total number 
would be limited to three or four Phased array antennas can also be 
used in space applications These have high beam efficiencies and allow 
lazge scan angles, but are limited to smaller sizes and therefore poorer 
values of angular resolution 
Substantial research and development effort is presently being 
placed on the problem of putting large antennas in space. It appears 
possible to automatically erect an antenna up to 100 ft in diameter which 
will operate efficiently at frequencies up to 6 GHz However, in its 
packaged form, such an antenna would occupy a volume 10 ft in diameter 
and 16 ft. long and would weigh about 800 lbs An antenna 30 ft in 
diameter would probably be usable at higher frequencies, which are of 
interest in the hydrology application, and would require a package only 
3 ft. in diameter, 15 ft long, and 300 lbs. in weight 1 
1Deep Space Comm. and Nay Study, Vol I, Vol. II, Bell Labs 
NAS510293 Wlppany, N.J , May, 1968 
A-59 
For parabolic antennas, scanning must be accomplished by 
moving the entire dish or by moving the feed point. The latter method 
is preferable, but lnuts total scan angle As the feed point is moved 
off the focal axis, sidelobe and gain performance are affected Scanning 
over as many as 15 elements is believed to be the maximum limit which 
would be achieved without excessive increase of sidelobe levels and loss 
of gain. 
For satellite applications, it is important to nnnimize radiation 
received from near sidelobes, since this radiation will also come from 
the earth's surface and will affect the accuracy with which measurements 
can be made 
Electronically-scanned phased array antennas also have applica­
tion to satellite sensor systems. This type of antenna has the advantages 
of high beam efficiency and small volume requirements. The two­
dimensional phased array of realistic dimensions could be flush mounted 
in the skln of the satellite. Electronic scanning eliminates disturbing 
torques (which would affect pointing stability) applied to the satellite by 
mechanical scanning 
A phased array antenna used in a 19.35 GHz microwave radio­
meter system constructed and tested for NASA by Aerojet-General Cor­
poration is typical of the present status of development of these systems. 
This antenna has a beamwidth of 30 and can be scanned through + 500 
from broadside. The bandwidth is 300 MHz The antenna is nominally 
14 in. x 16 in., weighs 10 lbs and occupies 0.5 cu. ft The beam ef­
ficiency ranges from more than 90% for scan angles of + 300, to 84% at 
'the full range of + 50 degrees. The array including phase shifters has 
sidelobe levels of about -20 db It is anticipated that in future systems, 
sidelobe levels of -30 db can be achieved 
Work is presently being done on larger phased array antennas 
An antenna with 36 in. aperture may be placed in a future Nimbus 
satellite. 
IM. E Louapre, "Phased Arrays for Spaceborne Microwave Sensors,"
 
Proceedings Fifth Symposium on Remote Sensing of the Environment, 
pp 59-68, April 1968. 
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It is believed possible to put a phased array antenna as large 
as 4 ft in length into space. Increases in size beyond 4 ft. are lirnted 
by several factors. A primary limitation is the size of antenna which 
can be accommodated by the space vehicle itself If the antenna is not 
folded into a compact configuration, its maximum dimensions are de­
ternned by the overall dimensions of the launch vehicle. Attempting to 
fold the antenna into a package smaller than its normal dimensions and 
deploy it in space would reduce the antenna performance because of wave­
guide loss and dimensional tolerances. Tolerance is a fundamental limit 
of large phased array systems which increases sidelobe levels and re­
duces beam efficiency 
2. Radiometric Receivers 
The following discussion of state of the art capabilities 
refers to the broad band Dicke-system radiometer. This type radio­
meter provides a measure of the power difference between the source 
of signal power (the antenna) and a known reference power at a selected 
fixed frequency. This would be the type most applicable to the collection 
of data on snow and soil conditions from a satellite. 
According to a paper by Ewen, et al , 'These systems cur­
rently provide sensitivities of 0 05 deg. I rms from 1 to 20 GI-i (as­
suming an integration time of I second) Above Z00Hz, sensitivities 
degrade . . to 1 5 deg K rms typical of present performance at 100 0Hz 
The most sensitive solid state systems from I to 20 0Hz are of the TRF 
type using tunnel diode amplification. Receiver noise figures range 
from 4 db at 1 GHz to 7 db at 20 0H-z. The increase in receiver noise 
temperature with frequency, however, is offset by the larger increase 
in pre-detection instantaneous bandwidth which can be obtained. Con­
siderable development effort is currently underway to extend tunnel 
diode amplifier capabilities to 40 Hz to achieve radiometric sensitivi­
ties of 0 1 deg K " 
IH I Ewen, et al, "Microwave Radiometric Capabilities and Techniques, 
Proceedings Fifth Symposium on Remote Sensing of the Environment, 
pp. 9-58, April, 1968 
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For radiometric sensor systems at 60 GHz, "improvements in 
sensitivity .. will most likely be obtained through improvement in crys­
tal mixer conversion efficiency. Several development programs are cur­
rently concentrating on this possibility, a projected improvement of 
nearly one order of magnitude in sensitivity is anticipated within two 
years These efforts will have a direct influence on near future sensitiv­
ity up to 100 GHz. " 
Present and near future receiver sensitivities are shown in 
Exhibit A-6 Because of the usefulness of radiometric systems for me­
teorology and communications applications, substantial research and 
development effort is being devoted to this technology It is therefore 
anticipated that continued substantial improvements in radiometric sen­
sitivity can be expected. 
3. System Resolution 
The ground resolution R, which can be achieved from a 
given altitude h (assuming a vertical direction of view) is given by 
R =Ph, 
where P is the angular resolution of the system This angular resolu­
tion cannot be better than the theoretical limit imposed by antenna size. 
At microwave frequencies, it is possible to build inflatable 
antennae which approach true diffraction limitations provided certain 
maximum diameters are not exceeded. The system spatial resolution 
can then be adequately predicted from the Rayleigh criteriod P = 1.2X/D, 
where X is wavelength and D is antenna diameter. From this equa­
tion, and auxiliary data on maximum attainable antenna diameter, the 
following table sunnarizes anticipated resolution capabilities. 
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Resolution Capabilities of Parabolic Antennas 
Maximum 
Anticipated Gnd Resolution 
Diameter of from 300 n ni 
Spaceborne Angular orbit (ft.) Swath 
Wavelength Frequency Antenna Resolution (Rayleigh Width 
(cm) (GHz) (meters)1 (mrad.) Criterion) (mi )2 
0.3 100 0 3 1.2 2200 5 4 
0.8 37 5 5 1.9 3500 8.6 
3 10.0 10 3 6 6600 16 3 
If a phased array antenna limited to 4 ft is used, resolution capa­
bilities would be as shown in this table
 
Resolution Capabilities of 4 ft Phased Array Antenna 
Resolution 
Wavelength Frequency Resolution from 300 n. mi orbit Width 
(cm) (GHz) (mrad.) (ft.) (n. mi.) 
Angular Gnd. 	 Swath 
3 
0 	 3 100 0 30 5,500 720 
0.8 	 37 5 8 14,600 720 
3 10 0 30 54,800 720 
4. Swath Width 
The swath width obtainable with a given system is a meas­
ure of the total rate of area coverage of the orbiting sensor Several 
factors limit attainable swath widths. 
IThe maximum anticipated dish diameter is imited by fabrication toler­
ance. Obviously this becomes more difficult with decreasing wavelengths 
2 The swath width assumes a lateral scanning capability of 15 resolution 
elements 
3 Based on + 50 deg scan For additional limitations caused by tempera­
ture sensitivity requirements, see text. 
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If a parabolic antenna is used, scanning normal to the ground 
track may be accomplished by moving the entire reflector (an imprac­
tical solution for large aperture systems on orbiting vehicles) or by 
moving the antenna feed The latter solution is limited to about 15 reso­
lution elements normal to the ground track, because of the sharp drop in 
gain as the beam direction moves off axis. 1 If a phased array antenna is 
used, with electrical rather than mechanical scanning, much larger scan 
angles can be accommodated. However, this is achieved at the expense 
of ground resolution, since dimensions of phased array antennas which 
can be placed in orbit are not as great as those of inflatable antennas 
An additional limitation on swath width arises from the inter­
relationships among angular resolution, scan angle, and temperature 
sensitivity This subject is discussed below 
5 Temperature Sensitivity 
microwave 
A general equation governing the noise performance of a 
radiometer can be derived from standard noise theory and 
has been presented in various forms by many authors The form used 
here illustrates the effects of various parameters on overall system 
performance. 
Sensitivity in the case of the microwave radiometer can be 
evaluated in terms of a noise temperature, ATrm s , by defining a signal 
change (expressed as a change in observed temperature) sufficient to 
produce an output signal-to-noise ratio of unity (This does not mean 
that a change in signal strength ATrm s is necessarily detectable In fact, 
a value of the order of 3AT is more realistic as a minimum detectable 
rms 
signal ) 
ATrm s =K-+Te y I TS-T R)1) 
1R E Hiatt and R W Larson, Survey of High Gain Broadband, Passive 
Deployable Antennas with Scanning Capabilities for Installation in a 
Manned Satellite, Internal Memorandum, Report No. 6734-502-M, Willow 
Run Laboratories, 6 August 1964 
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where K = 	a constant for each radiometer depending upon 
configuration, modulation techniques, etc Varies 
nominally from I/2 to 1/16 
Teff = total equivalent input noise temperature (0K) 
B = system bandwidth 	(Hz) 
r = integration time (sec) 
7 = short-term gain instability expressed as a percent 
of overall gain
 
T S = equivalent 
antenna (input) temperature due to 
signal ( 0 K) 
TR = equivalent antenna (input) temperature due to refer­
ence source ( K) 
For an airborne or spaceborne system, the integration time r 
is limited by the dwell time on a single resolution cell. This in turn is 
determined by the angular resolution, P , of the instantaneous field of 
view, the angular scan,a, for a scanning system, and the rate of advance 
of the platform, V/h 
= a3-V7-h)()	 (2)b 
By combining equations (1) and (Z), we can isolate the effects of various 
system parameters on radiometer performance 
ATrms = [Tsignal+Tsystem][__1/I2 -T (3) 
1/  syst L + signalTref1 
where Teff has been replaced by its components Tsgnal and Tsystem 
The noise component, Tsystem' is a measure of radiometer behavior use­
ful in comparison of various systems. As Tsystem is reduced, the 
quantity Teff approaches Tsignal as a lower limit Therefore, a maximum 
sensitivity exists, dependent upon the magnitude of the observed signal, 
even for the ideal case of a noiseless system (Tsystem = 0) This indi­
cates that in high signal-temperature situations, no significant improve­
ment can be realized through further development of low-noise amplicl­
catson beyond that for which Tsgnal>> Tsystem Current state of the art 
A-66
 
systems approach this situation for earth observation (T sgnal =3000K) 
at Microwave frequencies below about 10 GHz However, at higher fre­
quencies, system noise contributions are still comparable to, or several 
times greater than the signal to be observed (i e , T sgnal 4-Tsystem) 
The last term in equation (3) can also affect system sensitivity 
In practice, quantitative radiometric measurements depend upon the 
comparison of an unknown signal level (T sgnal)with a known reference 
level (Tref) Such a system, which generates an internal reference for 
quantitative measurement purposes, is usually called a Dicke system, or1 
often a modified Dicke system It is the difference (Tsignal-Tref ) 
which is acted upon by the radiometer's amplification stages and there­
fore affected by the gain instability term y By proper design of the sys­
tem, the effect of gain stabilities can be minimized and usually can be 
considered negligible The temperature sensitivity problem can then be 
treated by considering only the first term on the right side of equation (3) 
Exhibit A-72 gives a tabulation of current state-of-the-art radio­
metric sensors usable at various frequencies together with their equiva­
lent noise temperatures and bandwidths It should be noted that such 
devices as masers and paramps are followed (and often preceded) by other 
more noisy devices in a complete radiometer system, and that Tsystem 
of equation (1) or (3) is often significantly larger than the values listed in 
Exhibit A-7 For example, the maser radiometer described by Cook, 
et al ,3 seldom achieved a field operational system temperature less than 
IR H Dicke, " The Measurement of Thermal Radiation at Microwave 
Frequencies," Rev Sci Insts , Vol 17, No 7, p. 268, July 1946 
2H I. Ewen, State of the Art of Microwave and Millimeter Wave Radio­
metric Sensors, paper presented at International Symposium on Electro­
magnetic Sensing of the Earth from Satellites, Miami Beach, Florida, 
November 1965 
J J Cook, M E Bair, L. A Cross, The Ruby Maser, A Practical
 
Microwave Amplifier, The University of Michigan, IST, Willow Run
 
Laboratories, Report No 2900-288-T, September 1961
 
A-67
 
EXHIBIT A-7 
Frequency 
1 - 10 GC 
10 - 20 Gc 
0 
20 - 40 Gc 
40 - 75 Gc 
75 - 100 Gc 
140 Gc 

230 Gc 

-%Dual Channel 
NOISE TEMPERATURE AND PREDETECTION BANDWIDTH
 
OF RADIOMETRIC SENSORS 
Nominal 
Input Circuit Noise Temperature 0 (K) Bandwidth (Mc) 
Masea 10 50 to 100 
Paramp 250 5% f 
Paramp 
Tunnel Diode 
70500 5% foOctave 
TWT 600 Octave 
Mixer Preamplifier 600* 200 
Maser 25 100 
Paramp 350 1000 
Paramp 70 1000 
Tunnel Diode 600 500 
Tunnel Diode 1100 2000 
TWT 1000 2000 
Mixer Preamplifier 700* 200 
Maser 50 200 
Paramp 1100 1000 
Paramp 200 1000 
Tunnel Diode 1400 4000 
TWT 
Mixer Preamplifier 
4200 
950 , 
10, 000 
50 
Mixer Preamplifier 2500* 1000 
Mixer Preamplifier 4500* 50 
Mixer Preamplifier 2500* 2000 
Crystal Vidio 
Mixer Preamplifier 4500% 2000 
Mixer Preamplifier 36000o* 2000 
Bolometer 
Remarks 
Uncooled 
Cooled 
Uncooled 
Cooled 
Uncooled 
Cooled 
40 K rms/sec 
0 10K rms/sec 
50 K and often was measured as high as 100 to 150 K (including all mis­
matches in waveguide, antenna spillover and backlobes, etc ) Thus real­
istic limits on T would be perhaps 100 0 K in the 1 -10GHz region, 
20 system 0200°K (10-20GHz), and 300 K (20-40 GHz) Future advances in micro­
wave technology may lower the achievable values of Tsystem' but Teff 
cannot become less than Tsignal as a theoretical limit 
Bandwidths are somewhat more easily predicted and should 
probably be expected to range from 100 to 500 GHz throughout the 1-40 
GHz range 
While these figures are rough estimates, they are sufficient 
for system noise evaluation and an analysis of the remote sensing 
capability of microwave radiometers 
Performance of present-day systems intended for use in 
satellites in the near future is represented by the 19 35 GHz phased 
array scanning system mentioned earlier This has a temperature 
sensitivlty of about 0 5 0 K and can indicate absolute temperatures with 
an accuracy of ZK 
In designing a microwave radiometer system for a given space 
application, values of KTeff can be selected which are representative 
of the present or future sate of the art The quantity V/h is-a function 
of orbital altitude, which wall presumably be selected on the basis of 
considerations other than radiometer performance The system can be 
designed to provide the best tradeoff among temperature sensitivity, 
AT rms, the swath width, ah, and angular resolution, Oh 
6 Microwave Scanners for Hydrologic Sensing 
Based on the previous summary of present and future 
microwave radiometer performance, the following systems are projected 
for use at two advanced dates 
Operational wavelengths will be chosen to satisfy particular 
mission goals For surveillance of snow and soil, these wavelengths 
will coincide with those of high atmospheric transmission, and for this 
purpose, frequencies of 10 GHz and 37 5 GHz would be useful For 
A-69
 
detection of rainfall, a frequency of about 20 0Hz would be more suit­
able, since this is more subject to attenuation by rain For the summary 
of characteristics in Exhibit A-8, frequencies of 10 GHz and 37 5 GHz 
are assumed 
For a system available at the first advanced level, both a de­
ployable antenna and a phased array antenna are shown The deployable 
antenna is assumed to have a diameter of 30 feet and a nonscanning mode 
of operation utilizing 5 adjacent feeds The phased array antenna has a 
dimension of 4 feet Its scanning capability is + 500 For both systems, 
AT is assumed to be 0 050K for a 1 second integration timermns 
For a system available at a second advanced level, only the 
deployable antenna is shown It is assumed to have a diameter of 45 
feet, a scanning range of 15 elements, and ATrm s of 0 040K 
E State-of-the-Art Sensor Systems 
Characteristics of sensor systems which represent the present 
state-of-the-art are shown in Exhibits A-9, A-10, and A-II These sen­
sors could be placed in orbit without the need for appreciable research 
and development, and are representative of systems available in a 1970­
71 time frame 
The sensors covered in the exhibits include the television cam­
era, multispectral scanner, and microwave radiometer A coherent 
radar is not included in the list Although most of the techniques involved 
in the design of such radars may be considered within the current state 
of the art, the special design problems involved indicate that 1973 would 
be a more suitable launch date 
Descriptions of advanced sensor systems have been included in 
a separate discussion Two advanced levels of performance were identi­
fied for each sensor system, one level compatible with a launching date 
of 1973, the other with a launching date of 1980 For each of the advanced 
performance levels, a specific sensor design is shown which approximates 
the highest performance system which might be placed in orbit compatible 
with requirements of reliability In some cases, these systems are 
heavy and costly, and will place sizable requirements on subsystem 
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EXHIBIT A-8 SUMMARY OF CHARACTERISTICS OF PROJECTED SENSOR SYSTEMS 
ADVANCED LEVEL 1-- 1 ADVANCED LEVEL 2. 
Type of Antenna Phased Array Deployable Deployable (5-fixed feeds) (15 RE Scanner) 
Antenna Diameter 4' 30' 45' 
Received Sensitivity 
(AT for I sec. Int time) 0.05°K 005K 004 
10GHz 37 5GHz 10GHz 37 5GHz 10GHz 37 5GHz 
Angular Resolution 30 8 4 2 2 6 1.4 
(mrad) 
Ground Resolution 54, 800 14, 600 7, 300 3, 650" 4, 750 2, 550 *' 
- (from 300 n. mi ) 
Swath Width (n mi) 	 720 720 6 3 11 7 6 z 
Sensitivity (ATim 	 0.26°K 1 05 0 K 0 1 0 K 0 20 K 0 40 K 0.5°K 
Size (ft ) 	 Electronics 4 4
 
Antenna 8 (total) 150 250
 
Weight (i) 	 Electronics 20 20
 
Antenna 50 (total) 300 500
 
Power 	 50 40 50
 
EXHIBIT A-9 SENSOR SYSTEM CHARACTERISTICS - TELEVISION (1970 SYSTEM) 
Design Characteristics 
Type 2" return-beam vidicon 
Lines per frame 3500 
Channels 3 
Information bandwidth 470 KHz/channel 
F number 2 8 
Focal length 6" 
Size 1 5 cu ft/channel 
Weight 30 lbs/channel 
Power 30 watts/channel 
System Performance 
Ground resolution 
-90 ft 
Swath width** 50 nm 
Dynamic range 100 
Amplitude response at maximum 15% 
resolution 
For 100 1 Contrast, 0 1 ft-candle-sec exposure 
For 300 nm altitude At 500 nm altitude, ground resolution is 150 ft, and swath width is 83 nm 
EXHIBIT A-l0 	 SENSOR SYSTEM CHARACTERISTICS - MULTISPECTRAL SCANNER 
(1970 SYSTEM) 
Design Characteristics 
Aperture diameter 4" 
Instantaneous field of view 0 6 mrad 
Type of scan Circular scan 
F no of optics 4 
No. of detectors per channel 1 
Information bandwidth 6 channels @ 8. 3 KHz each 
Sensor Performance 
Ground resolution (from 300 nmn) 1, 090 ft 
Swath width 
Sensitivity 
43 nm 
Channel 
0 5-0.6 Micron 
Detector System NEAp 
01 
NEAT 
o 6-0 7 
0 8-1 2 
S-20 photomultiplier 01 
01 
1 55-1 75 
2 2-Z.4 
InSb at 770 K 
cooled filter 
with 01 
01 
10 5-1Z 5 Cooled Ge Hg detector 1 K 
Size 3 cu ft 
Weight 
Power 
80 lbs 
35 watts 
EXHIBIT A-I I 	 SENSOR SYSTEM CHARACTERISTICS 
(1970 SYSTEM) 
Type of antenna 
Antenna size 
Receiver sensitivity 
Frequency 

Angular resolution (mrad) 
Ground resolution (from 300 nn) 
Swath width (nn) 
Sensitivity (a T ) 
rms 
Size (ft ) Electronics 
Antenna 
Weight (lbs) Electronics 
Antenna 
Power 
- MICROWAVE RADIOMETER 
Phased array 
3 ft x 3 ft 
. 0° 
10 GHz 
40 
73, 000 ft 
720 
0. 0 K 
1 cu ft 
2 cu ft
 
25 lbs
 
15 lbs
 
25 watts 
components, and on launch vehicle capability Accordingly, these sen­
sor systems represent an upper limit aimed at achieving maximum per­
formance rather than a system recommended for particular applications 
System designs are not necessarily restricted to performance character­
istics listed in each table In most cases, it is possible to trade off one 
type of performance for another within the same limit of size, weight, 
and power 
F 	 Research and Development Program For Implementation Of 
Operational System 
In the following discussion, an R&D program needed to develop 
an operational capability for the collection and analysis of river manage­
ment data is described Each of the tasks which make up the total pro ­
gram is discussed, indicating the objectives of the task and the specific 
activities needed to achieve these objectives for the various sensors and 
types of data to be collected 
The R&D program will be performed in four overlapping phases 
o 	 Equipment design and development 
o 	 Ground-based data collection in laboratory and ground test 
sites 
o 	 Data collection and analysis using airborne sensors 
o 	 Data collection and analysis using pre-operational satellite 
Exhibit A-12 summarizes the tasks comprising the R&D program 
and the distribution of effort throughout the four phases Final confirma­
tion of R&D results and further refinement of data collection and analysis 
techniques would also be accomplished after the satellite information sys ­
tem becomes operational, but such activities may be considered as a part 
of the operational phase of system implementation 
1 	 Equipment Design and Development 
The objective of this phase of the work is to develop ad­
vanced sensor components and systems with increased resolution, sen­
sitivity, accuracy and coverage, as needed to meet projected operational 
requirements The development phase of the work extends throughout 
the R&D program, with airborne and satellite testing being used to check 
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EXHIBIT A-1 2 SUMMARY OF RESEARCH AND DEVELOPMENT PROGRAM 
C ) ) a) o 
-4 
Cq Co0 0 
,9 an deelp 
o ~~~~4an4eauain 
R &D TASKS 
n 
Chokou 
X~~ rdigUQ cU P-n 
-11 
Collectlo 
Data~~~ a0ll 
Equipment R & D 
Design and development01Check-out and evaluation 
oq grdn 
X 
X 
.r0hX 
kn'derreatoX 
Collection of ground truth and signature data 
Preparing and operating test sites 
Collection of ground truth 
Collection of target signatuie data 
X 
X 
X 
X 
X 
X 
X 
X 
X 
Data analysis and interpretation 
Development of automatic processing techniques 
Development of interpretation techniques 
Analyzing and simulating operational systems 
Collecting reference data for operational use 
X 
X 
X 
X 
X 
X 
X 
X 
out and confirm sensor performance, including the reliability, stability, 
and other operational aspects 
The performance demanded of each type of sensor depends on 
its intended use in the operational system For most applications, sub­
stantial improvements in sensor performance beyond the existing state 
of the art will be required to achieve desired operational objectives 
The technical areas in which sensor improvement is particularly needed 
have been listed in Exhibit A-13 In addition to improvement of sensor 
technology, increased performance will also be required for certain 
auxiliary types of equipment The most critical areas of improvement 
in performance are also listed in this exhibit 
Additional information concerning the need for research and 
development efforts in specific areas is included in the discussion of 
the individual sensors contained in other sections of this report Re­
search and development effort is already being devoted to meeting many 
of the equipment requirements listed in Exhibit A-13 
2 Ground-Based Data Collection - Ground Truth And 
Signature Data 
Extensive ground truth data must be collected on hydro ­
logic, meteorological, and illumination conditions in connection with the 
collection of target signature data and also during airborne and satellite 
test programs This task must be performed with great care and thor­
oughness, since it provides information needed for accurate interpreta­
tion and evaluation of sensor outputs and for establishing suitable opera­
tional procedures for data analysis 
A major objective of this phase is to collect and organize com­
prehensive data on target and background signatures of various types 
and conditions of snow, ice, soil, vegetation, and other surface materials 
to provide a foundation for operational methods of interpreting remote 
sensor data The signature data should cover the visible, IR, and micro­
wave regions of the spectrum and should include polarization and other 
potentially useful effects Signature data should be collected for various 
conditions of illumination, viewing angle, weather, time of day or season, 
and other factors having an influence on target conditions 
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EXHIBIT A-13 REQUIRED EQUIPMENT R & D 
Television 
Higher line densities and total number of lines per frame. 
Accurate registration of images from different cameras 
(or ground-based automatic processing of imagery to obtain
 
registration).
 
Accurate representation of target radiance.
 
Greater sensitivity of photosensitive surfaces for low light
 
level obs ervations.
 
Extension of sensitivity to longer wavelengths.
 
Cycle time of vidacons approaching 5 seconds.
 
Multispectral Scanner 
Large scanning-nnrror systems with low distortion of 
optical surfaces 
Large multiple-detector arrays 
Higher detector sensitivities 
Reliable long-life cryogenic systems 
Accurate and consistent calibration methods 
Microwave Radiometers 
Large scannng antennas with high beam efficiency. 
Calibration methods for accurate temperature measurement 
Improvements in signal-to-noise ratio of radiometric 
receivers
 
Coherent Radar 
Calibration methods for accurate measurement of signal 
strength. 
Reduced power requirements 
Large antennas (up to 100 ft in length). 
Ruggedazed high-power output amplifiers capable of 
coherent operation for frequencies above X-band 
Laster Altimeter 
Development of lasers with nanosecond pulse lengths and 
high pulse frequencies 
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EXHIBIT A-13 (Continued) 
Auxiliary Systems or Special Components 
Commumcations 
Wide bandwidth data links to handle multichannel 
or high resolution unageiy. 
Attitude- Control Systems 
Adaptation of high-accuracy attitude measurement 
systems to provide accurate computation of ground 
position for imagery 
Microwave Antennas 
System techniques and mechanical design to provide 
best capabilities for large apertures, wide scan 
angles and high beam efficiency, with minimum 
weight and volume during launch 
Power Supply 
Large power supply and thermal dissipation capa­
bility, particularly needed for coherent radar systems. 
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Although quantities of laboratory or field data already exist, 
there are inconsistencies and inadequacies in the collection methods, 
especially when attempts are made to use the data for research and 
development of satellite information systems Consequently, data col­
lection programs should be expressly planned to answer questions re­
lating to the use of operational systems, and should provide for collec­
tion of all auxiliary data pertinent to the interpretation process 
a Preparing and Operating Ground Test Sites 
For collecting the ground-based data mentioned 
above, ground test sites must be prepared and operated by installing 
field instrumentation and providing personnel and instrument mainte­
nance and calibration facilities 
The existing test site at South Cascade Glacier in Washington 
and possibly hydrology test sites already established by NASA at other 
locations could be used for laboratory and ground-based testing It is 
also assumed that the existing network of snow observation stations in 
Canada and Alaska described by Bilello would be available for supply­
ing ground truth data during aircraft flights and calibration data during 
satellite flights 
It would be desirable to have available as test sites typical 
areas in a large river basin which is part of a large hydroelectric 
development, such as areas in the Columbia River basin These test 
sites could serve not only as a location for collecting ground truth, but 
would also be used in the later phases of the R&D program to develop 
and evaluate operational procedures for using remote sensing data 
Existing instrumentation and methods already in use for collecting 
operational data would provide ground truth These would be supplemented 
by additional instrumentation to increase the number of quantities measured 
IBilello, Michael, Surface Observations of Snow and Ice for Correlation 
with Remotely Collected Data 
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and the density of measurement This test site would also serve as a 
basis for determining how the forecasting accuracy of existing methods 
can be improved by the newer remote sensing methods The U S Army 
Corps of Engineers has described three areas which were used for com­
1 
prehensive studies of snow hydrology These areas are representative 
of test sites which might be used for the proposed R&D program 
b Collection of Target Signature Data 
A large amount of pertinent target signature data 
has been collected by many workers For example, there is a large 
amount of pertinent reflectance data in the visible for soils and vegeta­
tion There are some radar reflectance data and microwave and I1 
reflectance and emittance data for the objects of interest in hydrology 
Despite the amount of data that has been collected, there are 
not enough radiance data to permit the evaluation of most of the poten­
tial applications of satellites to hydrology More data on snow, ice, 
water, vegetation, soil, and crops are needed for the following reasons 
Measured radiances are influenced by many factors (see 
Exhibit A-14) For any given object of interest, only a few factors have 
been systematically studied Many important factors are not reported 
and not measured Measurements by different workers are not made in 
similar bands or with instruments having the same spectral resolutions 
Much of the data are reported in relative rather than absolute terms 
These and other shortcomings indicate the need for a systematic pro­
gram of data collection specifically aimed at answering questions per­
taining to the use of satellite-borne sensors for various hydrologic 
applications 
ISnow Hydrology, U S Army Corps ,of Engineers, June 1956 
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Such a measurements program should have the following 
characteris tics Measurements would be made on snow, ice, water, 
soil, vegetation, and crops The conditions of measurement would in­
clude, where applicable 
o Physical condition 
o Viewing conditions 
o Age or maturity 
o Moisture content 
o Geographic location 
Objects would be measured by several sensors simultaneously 
or virtually simultaneously That is, an attempt would be made to meas ­
ure radiances for all samples in the visible, the IR, and the mcrowave 
regions, under the same conditions 
Every effort would be made to produce measured spectral 
radiances having generality and statistical significance Sensors would 
be calibrated to yield absolute radiances Measurements would be made 
with instruments of high spectral and geometric resolutions, in the vis ­
ible and near IR (These high resolution data could be degraded to 
simulate the outputs of sensors having lower resolution ) 
The following sensors would be mounted and made transportable 
to permit measurements in the laboratory and the field 
o Spectrograph 
o IR spectrometer (thermal band) 
o IR radiometer 
o Microwave radiometer (multiband) 
o Color camera 
The experimental conditions would be carefully documented 
For example, in measuring snow samples, the factors in Exhibit A-14 
would be known and recorded 
Airborne Test Program3 
The airborne test phase of the R&D program for imple­
menting operational earth resources satellites has several distinct 
objectives 
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EXHIBIT A- 14 	 FACTORS OF INFLUENCE ON MEASURED 
RADIANCE FOR SNOW 
CONDITIONS OF MEASUREMENT AFFECTING REPORTED 
REFLECTANCE SPECTRA OF SNOW 
(1) Artificial or natural snow 
(2) 	 Illumination conditions 
Source of illumination (point or extended) 
Spectral content of illumination (e g., sun, clear 
sky, overcast sky, glower, lamp) 
Length and quality of air paths.
 
Angle of incidence.
 
(3) 	 Viewing angles 
Angle of reflection. 
Azimuth (when incident ray, reflected ray, and 
zenith do not lie in the same plane) 
(4) Instrumentation. 
Reflectance standard (MgO, MgCO 3, S, paper, or
 
none when reflected energy is compared to illmumnation)
 
Means of achieving dispersion (filters, prism, grating).
 
Spectral response of dispersing medium
 
Detector (spectral response and sensitivity for, e. g
 
thermistor, photovoltaic material, photornultipher
 
tube, photographic plate)
 
Detector temperature (for thermal bands).
 
Amplifiers and recording media (e g , linearity,
 
bandwidth, 	 dynamic range) 
(5) 	 Sampling methods 
Number of replications 
Method of averaging measurements (over an area or 
a time interval) 
PARAMETERS DESCRIBING PHYSICAL FORM OF SNOW 
Density 
Particle size 
Wetness 
Purity 
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EXHIBIT A-14 (Continued) 
Extent of sintering 
Surface roughness 
Surface ice and water 
FACTORS INFLUENCING THE PHYSICAL FORM OF SNOW 
Temperature of snow 
Temperature of air 
Age 
Winds 
Sunlight 
Dust and smoke in air 
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o 	 To check out and evaluate sensor equipment 
o 	 To provide experience with data interpretation methods, 
and associated data processing techniques and equipment 
o 	 To collect ground truth and target signature data useful 
for operational purposes 
To a considerable extent, these same objectivesg can be achieved 
by the use of a pre-operational satellite test program, or during the 
initial use of the operational satellite system itself The exact distribu­
tion of R&D effort among the various phases of the program can be de­
cided after a more detailed program is prepared, but it is believed that 
a substantial and balanced effort in the various phases of the program 
will be required for system implementation 
a Sensor Checkout and Evaluation 
In this task sensor performance will be checked out 
and evaluated in airborne and satellite tests to confirm anticipated per­
formance This evaluation will cover not only accuracy, sensitivity and 
resolution of the sensor outputs, but the reliability, stability, and other 
operational aspects of sensor performance 
Airborne tests can provide much useful information concerning 
sensor performance, but final eyaluation will come from the use of sen­
sor equipment in satellite systems 
b Collection of Ground Truth During Airborne Tests 
In the airborne testing program, data should be 
gathered by obtaining repeated coverage over the ground test sites for 
different seasons, time of day, surface temperatures, and target con­
ditions Simultaneous coverage with more than one type of airborne sen­
sor would further increase the value of the information Comprehensive 
efforts should be made to collect all necessary ground truth at the same 
time as the airborne coverage Extending the same concept to pre­
operational or operational satellites, simultaneous coverage should be 
obtained with airborne systems and ground truth collection to facilitate 
the analysis and interpretation of the satellite data 
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c Data 	Analysis and Interpretation 
Relationships must be established between signature 
data and surface type and condition to allow reliable interpretation of sen­
sor outputs identifying and measuring hydrologic variables Exhibit A-15 
lists 	a number of specific studies which should be carried out to develop 
the necessary interpretation methods 
Methods must also be developed for automatic processing of 
sensor outputs to alleviate the high cost and time requirements associated 
with human photointerpretation Important interpretation problems which 
require automation are included in the exhibit This subject is also dLs ­
cussed in the section on ground data processing 
d Analyzing and Simulating Operational Systems 
Using laboratory and field test data, and in a later 
phase, outputs of airborne and pre-operational satellite testing, the per­
formance of operational satellite information systems can be analyzed 
For purposes of comparison, the laboratory and ground-based 
data can be extrapolated to satellite altitudes by taking into account the 
effects of varying illumination and atmospheric absorption and scatter ­
ing and the sensitivity and resolution characteristics of the operational 
sensor Frequency of obscuration by cloud cover can also be taken into 
account analytically These same general methods can also be used in 
the evaluation of airborne systems intended for later operational 
application 
The effectiveness of the remote sensor system can be expressed 
in terms of such factors as 
o 	 Probability of detection and probability of false alarm in 
identifying snow or other surface materials 
o 	 Accuracy of measuring area, albedo, or other physical 
variables 
o 	 Total rate of coverage, expressed in square miles per hour 
or day, or in frequency of looks at a specified area 
Further analysis can be used to convert this type of informa­
tion to estimates of the accuracy of predicting volume of snowpack, 
stream-flow or other hydrologic conditions 
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EXHIBIT A-15 DATA ANALYSIS AND INTERPRETATION 
Television 
Interpret imagery of snow-covered areas to estimate 
snow thickness, measure snow-covered area or surface 
water, distinguish wet soil from dry soil, etc 
Determine ground resolution needed for various tasks. 
Multispectral Scanner 
Determine best spectral bands for differentiating snow 
covered areas from soil, rocks, or vegetation, wet soil 
from dry soil, etc 
Develop precise measurement of snow albedo, for heat 
budget studies, identifying snow characteristics, etc 
Distingulsh snow from cloud cover. 
Investigate effects of ground resolution on signature 
data. 
Develop correction methods for atmospheric effects on 
signatures and temperature measurements. 
Establish relation of evaporation or transpiration to 
surface temperature for vegetation, water, or soil or 
other measured variables 
Calculate heat absorbed and radiated by snow as a 
function of measured reflectances in bands containingI
solar energy 
Provide accurate area measurement techniques. 
Microwave Radiometer 
Relate apparent brightness temperature data for snow, 
ice, soil and other surface materials to various surface 
and environmental conditions. 
Investigate atmospheric attenuation and scattering effects 
on rmcrowave measurements 
Analyze apparent brightness temperatures of rain, snow, 
and other forms of precipitation 
Investigate effects of ground resolution on data inter­
pretation process 
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EXHIBIT A-15 (Continued) 
Coherent Radar 
Investigate relationships of signal return strength to 
snow thickness for various types and conditions of 
snow cover. 
Laser Altimeter 
Develop techniques for snow thickness measurement 
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e Collecting Reference Data for Operational Use 
A bank of reference data and imagery will be col­
lected and stored in photographic files or in computer memory banks 
for operational use The required data include maps and photography 
of river basins and agricultural areas for various seasons Also, soil 
and vegetation types and characteristics, terrain slope and orientation, 
canopy density, distribution of rivers, lakes, and other bodies of water 
will be stored by geographic location for use in computer analysis and 
interpretation of operational data The stored information for each 
geographic area will include data on reflectances and emittances of 
surface materials in various spectral regions, as needed for data 
interpr etation 
'-he collection of data as described above will take place through­
out the entire R&D program, but will be concentr ted particularly in the 
airborne and satellite phases 
4 Satellite Test Program 
The objectives of the final phase of the R&D program are 
to use data obtained from a pre-operational satellite to evaluate and con­
firm predicted satellite sensor performance Specific areas of investi­
gation include the performance of the sensors and auxiliary satellite 
systems, performance of the ground data processing system, and effec­
tiveness and accuracy of the data analysis and interpretation procedures 
for predicting river management conditions 
Results of satellite testing will be used to confirm system per­
formance predicted from system analytical and simulation studies and to 
modify and improve system operating procedures, where necessary 
The objectives of the satellite test program are basically 
similar to those of the airborne test program, and the use of a pre­
operational satellite may obviate the need for some of the airborne tests 
In general, the results of the satellite test program provide experience 
under conditions which are most representative of operational conditions, 
even though the final operational equipment or procedures may not be 
fully employed 
A-89 
The test program described under airborne testing is in large 
part applicable to satellite testing, but detailed procedures will be 
affected by the operational environment Collection of data by satellite 
should be accompanied by simultaneous collection of airborne data and 
ground truth data 
In the early portion of the satellite test program, primary em­
phasis will be placed on analyzing sensor outputs to determine spectral, 
polarization, or other characteristics of the incoming radiation and 
their relationship to the various types of surface materials, and atmos ­
pheric and illumination conditions This type of analysis will permit 
the improvement of interpretation techniques for operational application 
In the latter stages of the test program, the emphasis will shift 
to demonstration and improvement of system performance For these 
tests, data collected by satellite sensors will be used in a manner simu­
lating operational procedures as closely as conditions permit Data 
reduction and analysis procedures will be applied to the sensor output 
data and imagery, and the resulting estimates and forecasts of hydro­
logic variables compared with ground truth taken during the same test 
program 
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APPENDIX B 
HYDROLOGICAL MODELS 
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I HYDROLOGIC DATA
 
On the basis of their peculiar characteristics, the following 
subbasins of the Columbia River System were selected for study of hydro­
logical data (1) the Klickitat River Basin, (2) the Colville River Basin, 
and (3) the South Fork Flathead River Basin upstream from Hungry Horse 
Dam The illustrations in this part of the hydrology appendix show de­
tailed information on the three selected subbasins Three years of water­
year records (1958-59, 1959-60, and 1960-61) were selected for study 
These years were chosen because they represented relatively wet, dry, 
and average years of record in the subbasins and total basin 
The locations of the three "study basins" are shown in Exhibit 
B-1 Some major considerations leading to their selection are shown 
in Exhibit B-2 Average June river travel times from the subbasins 
and major tributaries of the Columbia River System downstream to 
Portland, Oregon, are shown in Exhibit B-3 
Exhibits 4, a, b, and c, and 5, a, b, and c, are detailed topo­
graphic maps of the study basins showing basin boundaries, location of 
stream gages and weather stations, subdivisions of the basins, and cur­
rent land use Exhibit B-6 gives geographic characteristics of the three 
study basins and Exhibit B-7 shows basin subdivisions and their hydro­
logic characteristics 
Exhibit B-8 and Exhibits B-9, a, b, and c, are relevant to the 
study of basin subdivision, location of snowfall-rainfall areas from a 
storm over a basin, and to the calculation of snowmelt Exhibit B-8 
gives the area-elevation relation from which areas of snow and rain can 
be determined when the freezing elevation is known Exhibits B-9, a, 
b, and c, assist in determining the rate of snow melt in each of the 
study basins 
The unit hydrographs for the three basins are shown in Exhibits 
B-10 a, b, and c 
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Scale in Miles 
25 0 25 50 75 100 125 150 
Upper 
Colum­
bia R 
Canada 
British Columbia 
-- - -
. . .. . . . United States 
Coulee Dam 
Snake R 0o 
Yellowston 
Oregon Oregon Idaho 
umbia River Par 
Oregon 
California J79d Utah 
Selected Study Basins OKlickitat River BasinO Colville River Basin 
South Fork Flathead River Basin (Above Hungry Horse Dam) 
EXHIBIT B-I COLUMBIA RIVER BASIN 
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EXHIBIT B-2 SUBBASIN SELECTION FACTORS 
Klickitat Colville South Fork Flathead 
Climate of western section Climate of plateau- Climate of eastern section
central section 
Snow and rain, major Low precipitation Heavy seasonal snow with 
winter rain runoff and runoff major spring melt runoff 
Tributory to a run-of-the Tributary to an Tributary to a 
river reservoir annual reservoir cyclical reservoir 
Winter floods sizeable Low flood potential Major contributor to 
spring floods 
Contributes local flow to Grand 
Tributary to navigable Coulee Dam where recreation, Major headwaters Power 
reach of Columbia River power, and agriculture dam on stream
make demands on 
the water supply 
|l I 
Assuming instantaneous flo, 
through regulated lakes and 
reservoirs 
Local Local 
(Klickitat) 
Grand Local 
9 7 Coulee (Colville) 
6hrI1 15 hr j Shr 1 2-1/2 hr j6 Zhr[1/ [161
 
Portland, 
>Oregon 
Ln 1 0 A Local 
Willamette 
3 
21 	 SKootenai 
Snake
 
W 	 16 ;5] Flow Contribution, Fend Oreille 
/ of Mean Annual Total Clark Fork 
(S Fork Flathead) 
Tributary travel times are from Headwaters 
EXHIBIT B-3 	 COLUMBIA RIVER AND MAJOR TRIBUTARY TRAVEL TIMES 
FOR MEAN JUNE FLOWS, 1951-60 AVERAGE 
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EXHIBIT B-6 GEOGRAPHIC STATISTICS OF SELECTED
 
RIVER BASINS 
Klickitat 
Characteristic: 
(1) Size (Miz ) 1,290 
(Z) Land use % 
Forest 
Cropland 
Grass 
Other 
81 
15 
3 
1 
(3) 	 Geology Columbia 
River Basalts 
and Cascade 
Andesite 
(4) Soils: All basins Western 
are in the "cool Brown 
to cold, subhumid Forest 
and humid forested 
soils regions 
(5) Availability of 	 Generally un-
groundwater 	 known, some 
yields near 
Goldendale of 
100-500 gpm 
(6) Maximum contri- -10% 
bution to stem flow during large 
winter storm 
(7) Elevation 	 1,000-12,00Oft. 
A-102 
Basin 
Colville 
1,007 
83 
13 
4 
75% Silurian 
and Ordovician 
Limestone 
25% Granites 
and Diorites 
Brown 
Podzolic 
Gray Wooded 
Western Brown 
Forest 
Mountain areas 
unknown, valley 
floor area in 
north yield 
100-500 gpm
and in the south 
yield 500-2,000 
gpm 
-I 0% 
in spring melt 
Z,000-5,00ft. 
S. F. Flathead 
958 
97
 
1
 
2 
Cambrian-
Devonian 
Sediments: 
shale, lime­
stone, etc. 
Grey Wooded
 
Brown Podzolic
 
Rockland
 
Generally un­
known. Some
 
yields on valley
 
floor of 1-20
 
gpm. 
6% 
during spring 
melt at Grand 
Coulee 
4,000-8,000 ft. 
I 
EXHIBIT B-7 BASIN RUNOFF CHARACTERISTICS 
Basin and Sub-basin Unit Graphs 
Recession Time 
Percent Constants, days d 0o 
Time Snow-Range in of Unit to 
melt Base 'd o o kElevation, Basin Graph Peak Surface 
Flow Season Flow C 	 N Basins feet Data Peak 
I Klickitat 18,000 cfs I day 2-3 50 61 kpr - Tuly- Nov ­
at Pitt June Oct March 
Sub-basin A1 1,000-Z,500 29 5,SZ0 cfs 1 hT 
Az 2,500-4,000 44 7,920 cfs 18 hr 
A3 3,500-12,00 27 5,460 cfs Z4 hi 
LII Colville 3,870 cfs 
atKettle Falls 4 days 15 26 63 Apr - June- Jan-
May Dec March Sub-basin A1 2,000-4,500 83 3,210 cfs 4 days 
A2 3,500-5,500 17 660 cfs 4 days 
12,700 cfs at I day 2 19 38 Apr - July- Dec -III Flathead 
Spotted Bear June Nov March 
Sub -basin A14,000-6,000 24 2,730 cfs 12 hr 
A2 5,000-7,000 39 4,950 cfs Z4 hr 
A3 6,000-8,000 37 5,Z00 cfs Z4 hr
 
, 94 Feb Mar , Oct NovEvapotranspiration Recession Factors - all basins 	 98 Dec , Jan 
90 Apr , May, Aug , Sept , 85 Jun July 
O -South Fork Flat Head River Basin 
] Klickitat River Basin 
A Colville River Basin 
10,000 
oS Fork Flathead 
Hungry Horse
9,000 0 Inflow 
0 
8,000 	 0 
0 
7,000 	 0 
0 
6,000 	 0 [3 Kllckitat at Pitt 
0 0 A 	 Colville at 
Kettle Falls 
5,000 	 0 
r A 
4,000 - 0 0] A 
0 A 
3,0000- A
 
A0 6
 
A 0
2,000 -
A 0 
1,000
 
I I I I0fI 	 I I I I 
0 10 20 30 40 50 60 70 80 90 100
 
Percent of Basin Area Below Indicated Elevation 
EXHIBIT B-8 AREA-ELEVATION RELATIONSHIPS IN THE STUDY BASINS 
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EXHIBIT B-9-a RATE AND AMOUNT OF SNOW MELT - KLICKITAT RIVER BASIN 
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RATE AND AMOUNT OF SNOW MELT - COLVILLE RIVER BASINEXHIBIT B-9-b 
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- SOUTH FORK FLATHEAD RIVER BASINEXHIBIT B-9-c RATE AND AMOUNT OF SNOW MELT 
20 
15 
~From'-cNary-Boeville, Weather Bureau Forecastmg1963 
O I0 Strearnflow study of Local Inflow, 
U! 
01 z 3 4 5 6Days
 
EXH-IBIT B-10-a UNIT HYDROGRAPH - KLICITAT NEAR PIT
 
1,200 
From Weather Bureau Forecasting Streamflow 
Study of the Colville River Basin, 1958. 
'0 
0° 
800 
400 
V A 
Start Base-Flow Recession 
Time Constant 
- 63 days 
EXHIBIT B-10-b 
4 8 12 16 
Days 
TOTAL AND UNIT HYDROGRAPH -COLVILLE 
(24-Hour Storm) 
0 24 28 
RIVER AT KETTLE FALLS 
25
 
20 From KFC Runoff Characteristics and 
Synthetic Hydrograph Methods in 
Linsley, Kohler, and Paulhus. 
0 
0 o 
W01 
0 
5 
0 1 z 3 4 5 6 
Time Since Start of Rainfall Excess (days) 
EXHIBIT B-10-c SYNTHESIZED UNIT HYDROGRAPH- SOUTH FORK FLATHEAD 
RIVER AT SPOTTED BEAR 
The unit graphs for the Klickitat and Colville River Basins were 
obtained from forecasting procedure studies done by the U. S Weather 
Bureau for the Bonneville Power Authority in Portland, Oregon It was 
necessary to synthesize the unit graph for the South Fork of the Flathead 
River Basin because no literature contained such an analysis and no unit 
storms occurred during the three years of study that produced a signifi­
cant response on the hydrograph 
The synthetic unit hydrograph was developed through the use of 
the basin routing constants of the Columbia River Forecast Center in 
Portland, Oregon, for the South Fork of the Flathead River The routing 
constants of the surface and subsurface components of flow were then 
used in conjunction with a dimensionless unit hydrograph I to obtain an 
estimated unit hydrograph 
Recent summaries of strearnflow out of the selected study ba­
sins are given in Exhibits B-il, a, b, and c These data are from the 
surface water records of the U S Geological Survey appearing in Water 
Supply Papers, numbers 1736 and 1738 
Antapproximate disposition of the annual precipitation in each 
of the three study basins is shown in Exhibits B-12, a, b, and c 
Exhibits B-13, a, b, and c, show the hydrologic data in each 
study basin that appear in the Hydromet summary charts, Exhibits B-14 
a, b, and c, and B-15, a, b, and c, and B-16, a, b, and c 
Data for the hydrographs appearing in these Hydromet sumnary 
charts were obtained from the Surface Water Records of the U S 
Geological Survey 
Daily streamflow records were available for eight of the nine 
basin-years of the study, the exception being the 1958-59 water year 
for the South Fork of the Flathead River at Spotted Bear The missing 
1R K Linsley, M A Kohler, and J L Paulhus, Hydrology for 
Engineers, page 208, McGraw-Hill, New York, 1958 
A-ill 
EXHIBIT B-i1 -a STREAMFLOW -KLICKITAT 
KLICKITAT RIVER BWIN - 91 
1130 K1iekitat River near ?Ltt, Wash
 
1
Location --Lat 45845639" long 1211230" in 8W see 8 T 3 N * R 13 E on left bank 
3rsrles South of pits, 5 miles upstream fro silvtas Creek and 7 miles upstream from 
mouth at Lyle
 
Drainage area -- 1,290 sq mi approxilately 
Records available --July 1909 to January 1912 October 1928 to Ssptember 1960 Published 
as a; Ktickitat" 1909-12 and as "at Pitt" 1928-35 
Cape --Water-stage recorder Datum of gage is 288 9 ft above mean sea level (river­
p file survey) July 3 1909 to Jan 31, 1912 staff gage at Klickitat Just down­
stream frot Snider Creek 7 miles upstre at different datum Oct 1 1928 to Sept 3q 
193S staff gage at site 175 ft downstream from high.ay bridge at Pitt a s miles 
upatream from present site at different datum 
Average dtscha-ge --34 years (1909-11 1928-60), 1 591 cfr (1 152 000 acre-ft per year)
 
Extremes --1909-12 1928-90 Maxim. discharge 25,500 ofs Dec 22, 1933 (gage height,

1931 ft site and datuw then In use from graph based on gage readings), from rating
 
curve extended above 3 400 cfs on basis of velocity-area study and gage-height curve of
 
relation, rininum, 466 eta Pen 4, 1937
 
Rercaks --Several small diversions above station for Irrigation of about 7,500 acres,
 
mostly in vicinity be Glen4od The largest of these is Hellroaring Ir-igation Canal
 
which at times diverts the entire flow of Nellroaring Creek a tributary of Big Muddy
 
Creek No regulation Records of water temperatures are published in reports of Geo­
logical Survey
 
Ncnth1b and yearly mean discharge in cubie feet per Second 
-ateint Xo be Jan Feb Mar Ap I May Jane July Aug Iept I the year 
1951 1 069 1 856 3 973 3 800 4 541 2 85 4 11 3 95 2 416 1 342 91 89. 2 665 
192 1 109 77 3 3 7 3 I 99 1, 901 77I I 7661 1 0 S o 1
1953 744 76 931 4210 32s0 16, 19432861 2195139 860 748 1 781I954 747 I 1175 Z 27o1 7 3 39 4 8 619 83: 04 74 1 6 
-195 904 10471 930 932 93 1 010 147 202 2 59 1 33 844 763 1230 
1958 972 1 825 4 231 773 1 40 3 0 W3 4 926 5 23 3 595 1 963 1,209 1 027 2 815 
1957 903 91 1175 867 1214 2730 2 49 292 1 1 967 769 711 14 35 
1958 796 766 1 204 2 072 3 9 2 03E 2 361 3 37 1 928 1 097 842 764 1 747 
1959 789 1400 1700 2,6S 1 17 76 2 201 2099 1 870 1 113 600 8.7 1576 
1960 1 118 i. 974 801 56 1857 2 5 2 47 2 140 1 075 785 712 1 437 
Monthly and yearly discharge -n acre-feet 
I Set1 
TO951 65 TOC1204,OJ244304233 70 6e 903173 704C W 43 V3 47 82 49, 60 2 5 41!a c 
"a a a De. JOXq Feb Mar IApr I~ ~ Julyn Aug b .yar 
1,5z ealeq,3a 045 9 7 44 0102'172L09W 170,'10O 74 S 4, 4 27 1 282 O 1953 45 771 45 59 51 "25 .0 1 0 7 57 293 0C 
1954 45 91051741 '92 7 0V.1 3(t 7090 o 1270 9SS 10 7 22t. o58 64102.11 142500 1955 55 60 62 27 57 5 51 a e2 079 124 151,10 32 o 51 91145 3 090 200 
1956 59 7 05 S 0 Z 232 00,11,60J18 6 30 93 12j021 90213 120 70V74 2 611 2 043 COo 1957 S55t. 544 722 53 29 .721 70 . 709 9C 90 3 59 47 27 42 . 1 039 000 
1958 48 9. 45 57 7.0=27 4 60 125 2 40 5 207 5 .14 70 67 4 51 7 45 47 1 26Z 000 
1959 43 51 63 31 04 SO s 20. 97 59:103 Ic1311 00129 11. 59 41( 49 10 51 Se1 -41 0 
1960 6 7 6722 59 900 49 40C 69 a114 1 5. 151 127 llC 48 26 423 1 04300 
Yearly dislarge In cubic feet per second 
Water yer endie Sept 30 Calendar yea 
Tear W 24enar rsxt.a lot. Pe Rumoe Rtjf
. 
-~~s)iactrpe-es Pate day Mean 4u!leoc e-el- ''nIce-Ar-e

-{u,lr eh. e
1 r. 
1950 - . .. - -. 2332 21 4 1 n9 ;CO5 
1951 1218 12 4 0 Feb 1 1952 770 Z 5 2 07 29 05 1 929,000 2 415 25 43 1 74 000 
1952 1246 13 500 Feb 4 1952 742 1 7,. 1 37 18 S3 I 2a2 C00 1 33 17 22 1 55000 
1953 1288 10 900 Jan 9 1953 697 1 781 1 38 I9 75 1 289 CCO '1 147 19 45 337 00091954 134a 7 980 Feb 21 1954 71. 1 a I 53 0 72. 425 0b 1 S.S 20 140000 
155 1398 4,023 Je 1 1955 702 1 230 953 12 95 .00 2c0 1 579 16 62 1 143 OW0 
1958 1445 19,O0 be, 2 1955 728 2 815 2 18 Z9 70 2 043 O00 2 476 26 12 1 797 000 
1957 1518 6,800 t 9 157 673 1 4.5 1 11 15 09 * 039 000 1 41 1. 89 1 02. 000 
19598 1568 7,410 Feb 16 19=8 ell 1 747 1 133 a 1 265 0oO 1 843 19 37 1332 000 
less 163a 8,470 . 12 19ss 719 1 7a 1 22 1eS 1 410O0 I S 1599 1 101 000 
1960 il18 5,3 'iv ,3 19,0 676 1 437 1 11 5 IS 1 043 000 -
Note U S G S Water Supply Paper No 1738 
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EXHIBIT B-ll-b STREAMFLOW -COLVILLE 
306 COLVILIE RIVE BASIN 
4090 Colville River at Kettle Falls, Wash
 
cation --Lat 48*35'40" long 118-03,30" In sec 29 T 36 N R 38 E on right bank
 00t downstream from Washington Water Power Cc is plant (revised) at foot of Meyers 
Falls, half a mile south of town of Kettle Falls, and 2 miles upstream from PranklinI D Roo:sevelt Lake 
Drainage area --1 007 sq mi (revised)
 
9
Records available --October 1922 to September 1960 Published as "at Meyers Falls

1922-3B 
Gg% --Water-stage recorder Altitude of gage is 1 500 ft (from opog-aphlc map) Prior 
0Oct 21 1932 staff gage . site 500 ft upste at different datumn DOt 21, 1932 
to Sept 16, 1938 staff gages at site 200 ft upstrean at different dat Sept 20 
1938 to Mar 20, 1949, staff gage at present site and datrm
 
Average discharge --38 years (1922-60) 297 efs (235 000 acre-ft per year)
 
Extremes --1922-60 Maxinum discharge 3 230 cfs Apr 23 1956 (gage height 10 17 ft),
minm observed 0 5 efs Aug 15 1930[ 

Remarks --Several ditches above station divert water for irrigation Prior to Apr 30,
 
IM slight regulation for pocer by small reservoir above falls
 
Monthly and Yearly mean dlchlarse In cubic feet per ato..id 
watic , 
,tax ct Nc, Iee Ja- Pb M Apr My JHne Jly Ae Sept The yea, 
1951 157 233 385 455 727 823 1 801 1 098 388 184 113 129 538 
1952 192 201 266 259 405 642 1 878 1,083 398 232 15M 126 483 
1953 137 157 194 336 326 346 581 904 589 20 114 115 334 
1954 126 149 184 163 319 420 653 648 385 175 95 1 128 2862955 127 15 5 4 ss 554 867 420 272 121 96 271
 
1955 37 140 205 541 69 725 2 128 1 137 380 199 156 132 4931957 147 14 101 141 202 395 477 787 447 Ise 99 3 8a Z71 
1958 137 13' 179 223 608 895 1 421 849 321 160 85 1 99 5 426 
1959 126 158 180 392 296 540 1,6 947 580 197 110 154 3901960 183 205 218 199 338 590 1 459 1 074 553 18 136 154 439 
fonthly and early dlchargi in acre-feet
 
atet Oet Nov De Ja Feb Mar Apr May June July Aug Sept The year
 
1951 9 660 13870 5 2 950 403505 0 62 107 200 675 3 23 110 11250 6 950 7 680 89800195Z 11 780 11,940 16 360 15 950 23 290 39 470 112,800 66 610 23 660 14 250 8 150 7 620 350 900 
1953 8,450 9 370 11 920 20 800 18 210 21420 34 510 55 560 35 020 12,800 6 980 6 720 241,800 
194 1.720C v 010020 17 710 25 830 36 60 39 050 2. 900 10 760 5 850 7 690 207,300 
1955 7,830 9 290 8 850 9 290 8 270 11 250 32 950 53 290 24 SaO 16 730 7 430 5 740 195,900 
1956 8,440 8 350 12 630 20 990 15 480 44 560126 600 69 920 22 630 12 250 8 360 7 430 358 co 
1957 9 020 8 8-0 9 920 8 660 11 200 24 270 28 380 48 370 26 600 9 760 6 050 5,270 196 400 
1958 8 430 9 030 10,930 13 720 33 780 55 050 84 560 52 200 19 120 10,320 5 230 5 S20 308,300 
9S59 7 750 9 420 11 080 24 090 16 420 33 220 59 870 58 240 34 490 12 120 6 730 9 140 282 600 
1960 11 230 12 190 13 400 12 250 19 420 36 2-0 86 840 66 010 32 890 11 640 8350 7 950 318,4001 
Yearly dischaere in ubic feeat per second 
Wter Year ending Sept 30 Calendar yearTear WSp Wecentar- a Xrsa,= M ' aira 
Daeh.arge Date day lean %e'--feet Mean Aer-feet 
2950 - - - 50 28z,.1951 1216 2,240 Ap 1415 1901 ;38988 39 529 382 oo 
1952 1246 2350 Apr 21 1952 110 493 3509 469 340 500 
1953 1280 1660 Apr 30. 1953 95 334 2418 332 240 100 
1954 1346 1 050 Fay 13 1954 58 296 207,3 284 205,3001955 1396 990 May 22 1995 78 271 195 9 275 199,40 
1956 1446 5230 Apr 23 1956 81 495 330 491 356 400
1957 1516 1590 Xsy 21 1957 78 271 1964 272 197 t0 
195 1566 1750 S a 2 195 66 426 3083 426 308,200 
1959 1836 1 120 Apr 15 1959 75 390 2826 402 291,00 
1960 1716 2 300 Apr 29 1960 112 439 I 318. - -
Note U S G S Water Supply Paper No 1736 
A-113 
EXHIBIT B-i1-c STREAMFLOW -SOUTH FORK FLATHEAD 
PEND REflS RIVER BASIN 265 
3590 South Fork Plathead River at Spotted Bear ranger station near Hungry Horse Mont 
sCation -- tt 47-55120" long 113-31125" in SEISWI sec 17 T 25 N R 15 W .on left 
biS0 ft south of Spotted Bear ranger station 1 000 ft upstrem from Spotted Bear 
River. and 40 miles southeast of Hungry Horse
 
Draine area --958 sq mi 
Iecords anailable -- August 1948 to September 1957, August 1959 to September 1960 
Gge -Water-stage recorder Altitude of gage i 3,670 ft (from river-profile map) 
Average discharge -- 10 years (1948-57 1959-60) 1.954 cfs (i 415,000 acre-rt per year) 
Extremes -- 1948-57, 1959-0 Maxi=mm discharge 21,200 ofs J"e 2, 1956, maximum gage 
-e-gEt 12 75 ft May 20 1954, minimumdischarge, less than 121 cfs Dee 26 1952 tstage 
below intake pipes)

Flood in May to June 19.8 reached a stage of 14 00 ft about May 22 (discharge,22,000 efs by slope-arma measurement of peak flow) 
Remrks -- No regulation or diversion above station 
Stnthly and y.ea ly mean dischase in cubic feet per second 
Ocftt Wcv De J.n Feb Rn' Apr tay Tune July Aug et he year 
1951 
1952 
1953 
1954 
155 
977 1,1715 
95S 635 
237 197 
271 282 
239 626 
aOil 
464 
202 
290 
398 
6721 
352 
395 
241 
202 
085 
523 
385 
030 
235 
488 2 475 7 996 6 210 5 993 
520 3331 7 469 4 732 1 450 
354 1 398 5 510 9 776 3 466 
390 305 9 171 S335 S 3562 
23 610 4,05 862 5 125 
961 
558 
775 
962 
743 
082 
337 
390 
594 
374 
2 284 
1,746 
1,925 
2,321 
1 722 
356 
157 
489 
5ss 
427 
369 
459 
401 
382 
262 
264 
271 
590 2 484 8,870 8 716 2,027 
305 926 8 817 S 355 1,243 
678 
482 
394 
294 
2 135 
1 002 
19582359 -. . . .- . .- . .- . - - $41 
"60 2,217 15 863 485 33 70 2 6 271 7 617 2 167 055 399 1 976 
tnfthl and yearly dichar.ge in amr-feet 
Ocrm t o Dec Jan Feb a Apr I My June July Aug Sept The 32r 
1 00706993 62164135 49 0 29 99C 47 1191 70 3o9 50O 23 204 S9 07C 40 60 1 654 000 
1352 58 770 37,77 28 53 21 a4 18 60(19 8$998 ZIS Sl (0 33C 20 05 1 2t8 0000018015(454159 14580 11 7 12 45 24 17 21 5 21 79 8 17 35 80 1 70 213 10( 47,55C 2 2 1 394 0ee 
12954 16601 8 78(1,7 16 8 2 O77 7 = 90 ,507 90(32S 70( 59 15C 3S 37C 1 681 OCY0 
]35345475 244 17 13 04C 14 53 36 27 70 SO 527,3C 19220( 45,68C 22 24 1,247 0005 0 0 2 5  9 W 202223 16 34C 23 98C147 80 490 518 70 124,70C 41 68C 23 41C 1 SO0COO 
1957 257002195 24,6 1611 15 OC 18 63 55 11 12 10K318,70C 76 45C 29 65 17 47 1 160000 
1159 - - - , - - - - - - - 5597 -
Go .5 0122 5504 29,62 204C 46 ; C52 62 6 453 2 33 20C 40 2523,73 1 43,005 
yearly discharge in cubic feet per second 
Wat.. year ending Sept 50 011.mnd , ear 
Tsar VS? la'fttt le"ir jIL te Runcof Runofftachar" 7 at. 4y Men squa n 
1950 - - - 2 502 543 1 811000O 
1951 1216 140ZO 4a 12 1951 2;0 2 284 2 36 3257 1 54 CO 2 192 510 1507 0001952 1z46 120 P 28 1952 240 1 746 1 82 2 a0 1 268 00 1 ;27 2310 1181000 
193 12a6 17 700 June 13 1953 130 1 925 2 01 27 6 94 000 1 942 27 52 1 40600 
1954 1346 21.000 May 20 1954 150 2 521 2 42 329 1 681 000 2 599 3,99 1 737 c 
155 1396 13 800 June 14, 1965 170 1 722 1 80 2440 1.247,000 1 689 23 94 1 223 o 
1950 1446 21,200 June 2 1955 170 2 135 23 3033 1 550 CO0 2 116 5000 1 536 000 
1257 1516 13 200 May 5 1957 220 10Z 1 67 22 7 1 160,000 - 1,536 coo 
130 1716 16-2 e 4 1960 250 1 976 2 2808143 COO 
Note U S G.S Water Supply Paper No 1736 
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Ram 60% Snow 40% 
43" Supply 100% 
4 9  z 1
99 ET ET ET
 
Surface and 36 3 
•
Subsurface Runoff 
Ponds Basin
 
4
14 ET Lakes River Outflow 
- 39%
Marshes
 
9 8Base Flow 

17"
 
Irrigation 
Note Numbers denote percent of total annual precipitation for the basin. 
EXHIBIT B-12-a PRECIPITATION DISPOSITION - KLICKITAT RIVER BASIN 
Rain 50% Snow 50% 
17" Total Supply 100% 
ET 4 5 ET5i98% ETz
 
Surface and 
Subsurface Runoff 
20 __15 
z 
I33 
_ _ 
" 
_ _ 
, 
_Marshes 
ET 4 
Ponds 
Lakes River 
Basin 
Outflow30% 
Base Flow 25 22 
5 TET 
-4,' 
14 S 
Irrigation 
5 
Note Numbers denote percent of total annual precipitation for the basin.
 
EXHIBIT B-12-b PRECIPITATION DISPOSITION - COLVILLE RIVER BASIN
 
Rain 40% Snow 60% 
50" Supply 100 
100 ET 38 ET I ET 1 
Surface and 
Subsurface Runoff 
45 
1 
44 
-
ET 4 Ponds 
Lakes 
Marshes 
River 
56 Basin 
Outflow 
56% 
Base Flow 13 
13 
Z81 
00 
Irrigation 
Note Numbers denote percent of total annual precipitation for the basin 
EXHIBIT B-12-c PRECIPITATION DISPOSITION - SOUTH FORK FLATHEAD RIVER BASIN 
EXHIBIT B-13-a 	 HYDROLOGIC DATA KLICKITAT RIVER BASIN, 
WASHINGTON 
Information for daily values shown on Annual Basin Charts, 
Exhibits B-14-a, b, c 
Measurement 	 Location Elevation (ground) 
Streamflow Pitt, Wash 289 
Thousand cubic 
ft/second day
 
Precipitation Status Pass, Wash, 3095 
(Tenths of inch) 
Snow Depth Status Pass, Wash 3095 
(Inches) 
Snow Survey Data Status Pass Mtns 4030 
(Inches) 
Temperatures (Deg Fahr 
Maximum Status Pass 3095 
Minimum Status Pass 3095 
Number Days Ground Visible Portland, Ore 21 
from satellite (more than 
75% probability) 
Additional Days Ground Visible Portland, Ore 21 
through clouds (8,9, or 
10/10ths Mean Cloudiness 
and 30% or more possible 
sunshine) 
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EXHIBIT B-13-b 	 HYDROLOGIC DATA- COLVILLE RIVER BASIN, 
WASHINGTON 
Information for daily values shown on Annual Basin Charts, 
Exhibits B-15-ab, c 
Measurement Location Elevation (ground) 
Streaniflow Kettle Falls, Wash 1500 
(Thousand cubic feet per 
second) 
Precipitation Chewelah, Wash 1635 
(Tenths of inch) 
Snowfall Mount Spokane 5590 
(Tenths of inch) Summit, Wash 
Snow Survey Data Chewelah Mountain 4925 
(Inches) 
Temperature (Deg Fahr 
Maximum Chewelah, Wash 1635 
Minimum Chewelah, Wash 1635 
Number Days ground visible Spokane, Wash 2357 
from satellite (More than 
75% probability) 
Additional days ground Spokane, Wash 2357 
visible through than 
clouds (8 to 10/10th 
cloudiness with 30% or 
more possible sunshine) 
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EXHIBIT B-13-c 	 HYDROLOGIC DATA SOUTH FORK OF THE 
FLATHEAD RIVER BASIN, MONTANA 
Information for daily values shonw on Annual Basin Charts, 
Exhibits B-16-a, b, c 
Measurement Location Elevation (ground) 
Streamflow Spotted Bear, Mont. 3670 
(Thousand cubic feet 
per second) 
Precipitation Hungry Horse Dam, 3160 
(Tenths of inch) Mont 
Snow Depth Summit, Mont 5213 
(Inches) 
Snow Survey Data Spotted Bear 
(Inches) Mountain 7000 
Temperatures (Deg Fahr 
Maximum Hungry Horse Dam 3160 
Mminum Hungry Horse Dam 3160 
Number Days ground visible Kalispell, Mont 2965 
from Satellite (more than 
75% probability) 
Additional Day ground visible Kalispell 2965 
through clouds. Days with Missoula, Mont 3200 
.8 or more clouds at both 
Kalispell and Missoula and 
30% or more possible 
sunshine at Missoula 
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EXHIBIT B-14-a HYDROLOGIC/ 
METEOROLOGIC DATA - KLICKITAT 
RIVER BASIN, October 1968 through 
September 1959 
f5-L-DouT RAE EOLDOUT ERAME A-121 
FI CEDIWG PAGE BLANK NOT FILMED 
ri I I,,II" 1 o~ 'II, 
1,
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EXHIBIT B-14-b HYDROLOGIC/ 
METEOROLOGIC DATA - KLICKITAT 
RIVER BASN, October 1959 through 
September 1960 
FOLDOUT FRAME EOLDOUT FRAMA-I 
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EXHIBIT B-4-e HYDROLOGIC/ 
METEOROLOGIC DATA - KLICKITAT 
RIVER BASIN, October 1960 through 
September 1961 
[OLDOUT FRAME 
EOLDOUT #RAME A-125 
PRECEMING PAGE BLANK NOT FTLMED 
. . ....... F 
.... ' .......
.. 
' l ' .. "..... i , 
. . .... 
. ...... 
EXHIBIT B-15-a HYDROLOGIC/ 
METEOROLOGIC DATA - COLVILLE 
RIVER BASIN, October 1958 through 
September 1959 
2-.>FOLDOUT FRAMEA- 127FOLDOUT FRAME 
PRECEDINGa PAGE BLANIC NOT FILMED 
V IT 
E.01DOU PRCEDNG( 9 MK OT ILK 
EXHIBIT B-15-¢ HYDROLOGIC/ 
METEOROLOGIC DATA - COLVILLE 
RIVER BASIN, October 1960 through 
September 1961 
FODUT FRAMEA_!31 ­j A I " IF 
 I 
.... . . . . . II._. 
EXHIBIT B-16-. HYDROLOGIC/ 
METEOROLOGIC DATA - SOUTH 
FORK OF THE FLATHEAD RIVER October 1958 through September 1959 
F20tF A-133 
FOLDOUT FRAMES 
PRi]DNNG PAGE BLANK NOT PILMNfl 
... . . . . . . . ... . . . .... .. . . .. . ... . .. . .... .... ............. .... ... ...
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EXHIBIT B-16-b HYLDROLOGIC/
METEOROLOGIC DATA - SOUTHFORK OF THE FLATHEAD RIVER, 
October 1959 through September 1960 
FOLDOUTFPR 4 GE BLANK NOT FILMED 
FOLDOUTT FRAME 
',:;I' ~ ~~ ~  ~'. . .' ~ ~ ~,, ~" ~' ~' ~ ~ ~'l '' 111 ~ ~ ~I' ' ~ ...l~....' ' .........L........... ....I,,1" 
w-i l lIjIIII 
- -
IOtDOUT FRAME 
EXHIBIT B-16-c HYDROLOGIC/ 
METEOROLOGIC DATA - SOUTH 
FORK OF THE FLATHEAD RIVER,
October 1960 through September 1961 
PRECEDING TAGE BLANK NOT FILMED 
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hydrograph data were synthesized through correlation of the strearnflow 
in the Middle Fork of the Flathead with that at Spotted Bear for several 
years of record There is a high degree of correlation between the 
streamflow in these two adjacent basins About 95 percent of the vari­
ance in the strearnflow at Spotted Bear is accounted for by the flow in 
the Middle Fork This correlation, and the 1958-59 streanflow records 
for the Middle Fork, gave the corresponding estimated flow at Spotted 
Bear during 1958-59 
A Hydrology of the Study Basins and Potential Forecast 
Improvements 
The following study area discussions reference the hydrology 
and meteorology portrayed in Exhibits B-14, B-15, and B-16, and re­
late the important periods of runoff in each basin to promising satellite 
observations that would aid forecasting procedures 
I Klickitat River Basin 
The most significant period of runoff in the Klickitat 
River Basin is the time of winter rainfall from January through March 
During this time major rainfall occurs when the soil moisture deficiency 
and evapotranspiration are low, which results in a high percentage of 
the rainfall running off This is particularly evident in the 11 February 
1961 runoff 
The average runoff of the Klickitat Basin is small when com­
pared to the flow of the Columbia River However, during times of maxi­
mum runoff in the Klickitat, as noted above, the contribution of this 
small basin to the total Colunbia flow at that point may be as large as 
10 percent The contribution of several such basins in the lower Colum­
bia area is important indeed If large storms and resulting runoff 
could be forecast at least 28 hours in advance (the winter river travel 
time from Grand Coulee to Bonneville), then some of the valuable up­
stream water at Grand Coulee could be saved and a higher head 
maintained 
PRECEDING -PAGE BLANK NOT 
FILMED 
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The impact of antecedent conditions on runoff is strikingly 
apparent when comparing the storms and runoff of 24 November 1960 and 
11 February 1961 The fifteen day period preceding and including each 
peak runoff produced about 9 inches of rain In November there were 3 6 
inches of rain preceding the day of the major storm and runoff, and in 
February there were 4 8 inches The resulting maximum flow rates were 
3, 700 cfs in November and 18, 000 cfs in February 
The February discharge was nearly five times the November 
flow because of the relatively wet conditions preceding the heavy rainfall 
event The November rainfall preceding the large storm was lost largely 
to evapotranspiration and soil moisture deficiency from the previous dry 
summer and fall period The impact of the major November storm also 
must have been lowered substantially by continuing soil moisture de­
ficiency and evapotranspiration losses The February storm, however, 
occurred when the surface was well wetted after three or four months of 
rain and when the evapotranspiration was quite low 
Rainfall and runoff in the other years of this study also reflect 
this reasoning but to a lesser degree 
Lesser amounts of rain substantially increase runoff in the 
Klickitat Basin when they fall on low lying snow during a period of 
rising temperatures Note the hydrograph peak of 23-24 November 1959 
Satellite sensors can make three important data contributions 
to the forecasting of strearnflow in the Klickitat Basin These are (1) 
the distribution and intensity of rainstorms, (2) the areal extent of low 
lying snow, and (3) the antecedent soil moisture and temperature condi­
tions A look at the ground observation data for this area shows that 
most of the satellite observations during the important periods of stream 
flow will have to be made through the clouds 
The most important forecast parameter during the winter period 
is the rainfall intensity and its duration for a twelve to 28 hour period This 
is the lead time required for water release decisions to be made at Grand 
Coulee to control flow at Bonneville The forecast period must be lengthened 
if the release decisions are to be made farther upstream than the Grand 
Coulee 
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The forecast of future rainfall in conjunction with satellite ob­
servations of the potential for runoff (antecedent conditions) should give 
an excellent estimate of the runoff to be expected Due to the major im­
portance of rainfall in this basin, the observation of the antecedent con­
ditions alone (without weather forecast) would not contribute significantly 
to the management of water for power at Bonneville Dam 
2 Colville River Basin 
The major runoff in the Colville Basin is from snow melt 
and rain during April and May The contribution of the Colville Basin to 
the main stem of the Columbia River at this time is generally less than 
one percent of the total flow 
The April-May streamflow is very dependent upon temperatures 
as can be seen in the Hydromet charts The hydrographs also show the 
basin' s relatively slow reaction time to rainfall 
Winter runoff in the Colville and other basins in this area is 
probably more interesting than the higher spring flow because of the 
water demands for hydroelectric power The Colville Basin reacts to 
some major rainfall but this does not appear to be as important as the 
substantial retarding of the streamflow due to severe below freezing 
temperature periods An example of low flows due to low temperatures 
is found on January 3 and 4, 1959 It should be noted, however, that the 
streamflow quickly recovers when the temperature rises again 
Satellite sensing of snow covered areas and ground tempera­
tures would be an important input to forecast procedures for the Colville 
River 
Snow area observations during the melt season are not limited 
by clouds The winter critical period is quite cloudy and would definitely 
require sensor penetration through the clouds 
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3 South Fork Flathead River Basin 
Runoff in the South Fork of the Flathead River Basin is 
concentrated in the spring snow melt season This basin typifies the 
high elevation, seasonal snow pack areas in the east and northeast por­
tions of the Columbia River Basin The winter flow is a small percent­
age of the spring flow--about three percent Spring melt contributes 
about 6 percent of the flow at Grand Coulee 
Precipitation in the basin falls largely as snow from November 
through March Rainfall during the remainder of the year does not sig­
nificantly affect the runoff An exception to this is concentrated rain 
during the snow melt season which could significantly raise the peak dis­
charge This exception did not occur during the three years selected in 
this study The summer and fall rainfall is usually lost to evapotranspir­
ation unless there is a period of rainfall long enough to satisfy soil mois­
tare requirements which would permit a high percentage of subsequent 
rain to run off Note wet September 1959, followed by the significant 
October 1959 rainfall-runoff, and compare to other years 
Rain on snow and the resulting priming of the pack during the 
spring is somewhat analogous to summer rainfall being used to satisfy 
soil moisture deficiencies When the snow pack is primed, a unit of 
melt will produce a unit of water excess for runoff and evapotranspiration. 
The spring snow melt runoff is almost entirely a function of 
the incoming solar radiation and the resulting rise in air temperatures 
It appears that minimum daily temperatures of 40 F or more at the 
Hungry Horse Dam valley station induce steep rises in the hydrograph 
This is particularly well noted in the periods of June 1 to 6 and 12 to 15, 
1959 Minimum temperatures falling below the 400F mark cause steep 
recessions in the runoff hydrograph The final recession of the spring 
melt is obviously due to the lack of supply and the temperature is no 
longer the driving function. At that time, high temperatures cause 
steeper recession through increased loss of potential runoff to 
evapotranspiration 
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Both the seasonal and daily forecasts of snowmelt runoff are 
important in basins of this type The primary factors in making the 
seasonal forecast are the knowledge of the areal extent and water equiv­
alent of the snow pack at the time of forecast, the antecedent soil mois­
ture conditions, and an estimate of the precipitation yet to come in the 
season Satellite sensors should be able to provide excellent data on 
the areal extent of the snow pack and good data on precipitation and the 
antecedent soil moisture conditions Water equivalent data is ques­
tionable The forecast of future precipitation is the most important 
parameter early in the season As the season progresses, the areal 
extent and water equivalent of the snow pack become the most important 
The forecasts of daily runoff rates are almost wholly dependent 
upon future air temperatures Satellite observations of the snow area, 
area of active melt, and the soil moisture conditions would give the melt 
runoff potential on which the temperatures would act 
Cloud penetration by the satellite sensors is not important in the 
South Fork of the Flathead Basin There are numerous cloudy days dur­
ing the snow accumulation period but there appears to be a time of 
ground visibility between the major storms The skies become almost 
entirely cloud free during the snow melt season Note April, May, June 
periods on charts 
The major contributions of the satellite sensor system in basins 
of this climate are first, the areal extent and depth of the snow pack and, 
second, the ground and air temperatures 
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II CLOUD COVER
 
In order for the sensors on a satellite to record the reflectance 
in the visible and near infrared spectrum and radiation intensity at 
longer wavelengths from the surface of the earth, the line-of-sight from 
the satellite to the surface must not be intercepted by obscuring clouds, 
fog, haze, smoke, and other pollutants Furthermore, the clear zone 
in the space between the clouds must have a certain minimum horizontal 
extent in order that pattern recognition techniques may be utilized effec­
tively Obviously, clouds accompany precipitation and such clouds are 
opaque in the visible and much of the longer wavelength spectrum 
Many other clouds are correspondingly opaque For the passive sensors 
it is assumed that such clouds will prevent effective ground observations 
There is a continuum of opacity or transparency ranging from the clouds 
mentioned above, through than clouds, to clear sky There is a corres­
ponding continuum of the quality of sensor observations Thin clouds 
superimpose returns of their own and attenuate and scatter returns from 
the earth surface These effects produce blurring and reduction of image 
contrast However, it is possible to obtain useful information from a 
satellite even though a weather station might be reporting overcast 
conditions 
A Cloud Cover Data for the Study Basins 
Three years of cloud data were examined for the test basins in 
the Columbia River System (Colville, Klickitat, and Flathead) in terms of 
the number of days when a satellite could be expected to see the ground. 
The results are given an Exhibit B-17 Exhibit B-18 presents some 
data on cloud-free line of sight probabilities taken from weather station 
records at Spokane, Waslhngton, and Portland, Oregon Diurnal varia­
tions an cloud cover at Spokane are reported in Exhibit B-19 Elaborate 
cautions are in order in using the figures in these exhibits, but some 
basic conclusions can be derived One important factor is that the wind­
ward sides of mountain ranges tend to have more cloud cover because 
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EXHIBIT B-17 GROUND SIGHTING DAYS THREE BASINS,
 
THREE YEARS 
Hydrologic Sighting" Months 
Year Condition 0 N D J F M A M J J A S Annual 
South Fork, Flathead River Basin, Montana 
1958 A 20 9 3 9 5 7 12 13 17 28 20 10 153 
to B 3 10 9 5 4 13 5 6 6 1 4 2 69 
1959 C 23 19 12 14 9 20 17 19 23 Z9 Z4 12 222 
1959 A 11 12 6 14 10 9 11 10 21 30 15 2Z 171 
to B 6 6 9 2 2 6 7 12 13 0 4 2 59 
1960 C 17 18 25 16 12 15 18 22 24 30 19 24 230 
1960 A 17 9 5 10 3 7 8 16 26 27 25 15 168 
to B 4 2 5 4 8 13 9 4 2 1 3 4 59 
1961 C 21 11 10 14 11 20 17 20 28 28 28 19 227 
Colesville River Basin, Washington 
1958 A 21 10 1 3 6 13 15 16 15 26 21 12 159 
to B 5 3 3 6 "6 15 13 5 12 5 6 4 83 
1959 C 26 13 4 9 12 28 28 21 27 31 27 16 242 
1959 
to 
A 
B 
11 
4 
12 
3 
4 
4 
7 
2 
8 
10 
9 
14 
13 
8 
9 
13 
23 
5 
Z8 
3 
16 
11 
21 
6 
161 
83 
1960 C 15 15 8 9 18 23 21 22 28 31 27 27 244 
1960 A 15 11 8 10 2 10 8 13 Z3 27 23 Zl 171 
to B 6 7 3 2 6 11 11 7 4 0 6 7 70 
1961 C 21 18 11 12 8 21 19 20 27 Z7 29 28 Z41 
Klickitat River Basin, Washington 
1958 A 16 7 4 3 4 3 11 12 7 25 13 10 115 
to B 9 1 7 6 3 13 9 7 7 3 6 6 77 
1959 C 25 8 11 9 7 16 20 19 14 28 19 16 192 
1959 A 14 13 2 1 8 7 5 1 19 27 19 17 133 
to B 2 6 16 4 5 6 8 16 9 2 4 6 84 
1960 C 16 19 18 5 13 13 13 17 28 Z9 23 23 217 
1960 A 9 5 7 13 0 3 6 9 20 25 22 20 139 
to B 9 12 7 0 Z 15 11 12 7 3 5 2 85 
1961 C 18 17 14 13 2 18 17 21 27 28 27 22 224 
'A = unconditional sighting of the ground At least 75% climatological 
mean probability of a cloud-free line-of-sight to the ground, based 
on McCabe 
B = 	 conditional sighting of the ground At least 75% clinatological mean 
probability of a visual line-of-sight to the ground through "thin" 
clouds (bright sunshine recorded at the ground) when total sky cover 
8/10 	- 10/10 
C =A+B
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EXHIBIT B-18 CLIMATOLOGICAL MAXIMUM, MINIMUM, AND 
AVERAGE MONTHLY PROBABILITY OF A 
CLOUD-FREE LINE-OF-SIGHT TO THE 
GROUND, SUNRISE TO SUNSET 
(00 NADIR ANGLE) 
Months 
3 F M A M J J A S 0 N D Annual 
Spokane, Washington ­ 1949-1967 
Maximum 91 80 92 95 88 93 97 97 97 96 81 61 85 
Year (19-) 49 67 65 51 49 62 5267 67 50 52 67 49 4967 
20-Year 54 63 72 77 81 85 96 94 92 81 63 41 82 
Average 
Minimum 14 48 51 72 57 75 96 90 86 34 14 14 78 
Year (19-) 65 62 50 50 62 50 66 65 49 50 65 52 62 
Portland, Oregon - 1949-1967 
Maximum 83 83 88 91 82 93 97 97 94 89 85 54 80 
Year (19-) 49 64 65 51 66 61 60 58 67 52 56 55 51 
19-Year
Average 41 48 54 69 73 79 93 90 89 73 57 33 74 
Minimum 11 2 27 31 27 45 78 61 61 31 23 5 67 
67 53 
Year (19-) 6053 61 59 53 60 53 55 54 59 50 5351 66 53 
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EXHIBIT B-19 MEAN HOURLY SKY COVER (TENTHS), SPOKANE, WASHINGTON (1948-1957)
 
Hours 
(LST) j F M A M 
Months 
3 3 A S 0 N D Annual 
01 
0z 
03 
04 
05 
06 
7.4 
7 5 
7 6 
7.6 
7.6 
7 6 
7 0 
7 1 
7 1 
7 0 
7 1 
7 1 
5 7-
5 7 
6 0 
6 0 
6 1 
6 6 
5.0 
5.Z 
5.2 
5 2-
5 6 
6.1 
4.7 
4.7-
5.0 
5 5 
5 9 
6 2+ 
4.9 
4 6-
4 8 
5.Z 
5.4 
5.5 
Z 4 
Z.3 
2 5+ 
Z.9 
3 2 
3.3 
2 7 
2 6-
2.7 
2.8 
3.5 
3 8 
2.9 
3.0-
2 9 
2 9 
3.1 
3.9 
5 0 
5 1 
5 2 
5 4 
5.7 
6.3 
6.9 
7 0 
7 1 
7 0 
7.0 
7.3 
7 7 
7.9 
7 9 
8 1 
8 0 
8 2 
07 
08 
09 
7.7 
8 z 
8 3+ 
7 7 
80 
8 0 
6.9 
7 2 
7.1+ 
6.2 
64 
6.4 
6.0 
61 
6 0 
5.4 
5.4 
5 6 
3.1 
3 0 
2 9 
3 9+ 
3 8 
4 0 
4 3 
43 
4 Z 
6 9 
7 0 
6.9+ 
7.6 
7 9+ 
7 8 
8 2 
86 
8 7 
10 
11 
8 3 
8 1 
8 1+ 
7 9 
7 Z 
7.3 
6.6 
7.0 
6.1 
6 5 
5 9 
6.4 
3.0 
3.1 
3 8 
3.8 
4 2 
4 Z 
6 5 
64 
7.8 
7 8 
8 6 
8 6 
1z 8 0 7 9 7 4 7.2+ 7.0 6 7 3.5 3.9 4 6 6 5 7 7 8 6 
13 
14 
80 
8 0 
80 
8 1 
7.5 
7.6 
74 
7.5 
72 
7.Z 
70 
7 1+ 
37 
3 7 
4.1 
4.1 
47 
4.9+ 
65 
6 6 
7.8 
7.6 
86+ 
8.4 
- 15 
16 
17 
18 
8.0 
8 0 
8 0 
7 7 
7.8 
7 8 
7.8 
7 5 
7 7 
7.8 
7 6 
7 Z 
7 5 
7.4 
7.3 
6 9 
7.2 
7.1 
7.2 
6 9 
6 9 
6 9 
6 9 
6.7 
3 7 
3.6 
3.3 
3 2 
4.3 
44 
4 3 
4.0 
4 9 
4.7 
4 7 
4.5 
6.5 
6 3 
6.3 
6.0 
7.5 
7.5 
7.3 
7 2 
84 
8.2 
8.2 
7 8 
19 
20 
21 
7 5 
7.Z 
7 3- 
7.1 
6.9 
6 9 
6.9 
6 2 
5.8 
6 7 
6.3 
5.7 
6.5 
6 2 
5 8 
6 3 
6.0 
5 7 
3 0 
2 9 
2.7 
3 8 
3 7 
3 2 
4 3 
4 0 
3 7 
5 5 
5 1 
5 1 
7.0 
6 7 
6 8 
7 7 
7 6 
7 7 
zz 7 4 6 8 5.7 5 3 5 4 5.4 2.6 2.8 3.3 5 0 6 8 7 6 
Z3 74 68- 5 6 53 50 4.9 2 3 Z.7 3 1 5 0- 69- 75­
24 7 5 6 7 5.7 5.3 4.6 5.0 2 3- 2 6 3 1 4.9 7.2 7.7 
Mean 7.7 7 4 6 7 6.3 6 1 5 9 3.0 3.6 3.9 5 9 7 3 8 1 
%Clear 14 14 17 19 19 19 
Skies 
16 Over- 66 60 47 39 37 32 
cast Skies 60 
- Hour with maximum frequency of clear skies 
+ Hour with maximum frequency of overcast skies 
48 
ii 
41 
15 
41 
20 
25 
40 
16 
60 
10 
69 
23 
42 
of orographic lifting of moist air (The terrain forces moving air to 
cooler elevations, thus encouraging cloud formation ) Weather stations 
are frequently at airports and hence tend to be at the lower elevations 
within a region Therefore, their cloudiness reports will tend to under­
state the situation for higher elevations 
I Diurnal Variations in Cloudiness 
In general, throughout the Basin, sky cover decreases
 
during the period from sunset to sunrise This is illustrated in Exhibit 
B-19, which shows the mean hourly sky cover at Spokane, Washington 
Thus, the climatological probability of sighting the ground will be sig­
nificantly greater during the nighttime, particularly 2300 - 0200 LST, 
as compared to the daytime period 
Because of the significance of the contribution to streamflow 
of the mountainous sections of the Basin, it should be noted that in moun­
tain areas, valleys are generally clearer than peaks during the day, the 
reverse being true at night These may be superimposed on the normal 
diurnal trend of maximum cloudiness around sunrise and in the after­
noon, with late morning and night exhibiting minima 
2 Sky Cover Conditional Probabilities 
Sky cover probability data for the interior part of the 
Columbia River Basin provides interesting information on the change in 
sky cover to be expected at 24-hour intervals and at places 200 nautical 
miles apart 
Satellite observed cloud amounts were used to derive the 200 
nautical miles spatial conditional probabilities statistics See Exhibit 
B-20 The "summer" sample consists of all the available observations 
during June, July, and August 1966 for the NIMBUS II AVCS photography 
(resolution 0 5 nautical miles, but poor picture quality), and a limited 
data sample for June, July, and August 1967 from the ESSA-5 satellite 
(resolution 2 nautical miles) 
The "winter" sample consists of photographic observations 
taken during December 1966, and January and February 1967 by the 
ESSA-3 satellite (resolution 2 nautical miles) 
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EXHIBIT B-20 Z00 NAUTICAL MILE SPATIAL CONDITIONAL PROBABIL-
ITIES OF SKY COVER (TENTHS), EAST-WEST DIRECTION 
IN THE INTERIOR OF THE COLUMBIA RIVER BASIN 
(DERIVED FROM SHERR, 1968) 
December 1966, January and February 1967 
Observed Sky Cover 0/10 1,2,3/10 4,5/10 6,7,8,9/10 10/10 
0/10 41 11 21 16 11 
0 
o 	 1,2,3/10 13 25 25 12 25 
U) 	 4,5/10 10 20 20 30 Z0 
6,7,8,9/10 00 08 25 42 256 
10/10 00 02 05 23 70 
June, July and August 1966 and 1967 
Observed Sky Cover 0/10 1,2,3/10 4,5/10 6,7,8,9/10 10/10 
1, 	 0/10 60 20 13 07 00 
0 
0 	 1,2,3/10 45 18 10 27 00
 
4,5/10 20 15 30 20 15 
6,7,8,9/10 07 14 08 50 21 
10/10 00 00 10 30 60
-
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In considering the spatial probabilities, one must keep in mind 
that the satellite observations may underestimate cloud cover, especially 
because small cumulus cells'in particular cannot be detected at the cam­
era resolution of 2 nautical miles 
Spatial conditional points for computation of the 200 nautical 
mile spatial conditional probabilities were oriented in an east-west direc­
tion Thus, they may not be representative of the basin because cloudi­
ness varies considerably in the north-south direction 
From the spatial conditional distributions, the cloud amount 
probability distribution for a location 200 nautical miles distance from 
a base location can be determined for a given cloud amount at the base 
location 
Exhibit B-20 indicates sky cover is related to storms in which 
the same sky cover amounts prevail over long distances in an east-west 
direction. For example, if the sky cover is overcast at a given location, 
there is a 70 percent probability in winter and a 60 percent probability 
in summer that the sky cover is overcast 200 nautical miles away, in an 
east-west direction 
3 Sky Cover 24-Hour Temporal Conditional Probabilities 
Interesting information on the change in sky cover to bo' 
expected in the southern part of the interior of the Columbia River Basin 
from one day to the next is contained in Exhibit B-21, which is based on 
a 20-year record of sky cover observations at Mountain Home AFB, Idaho, 
located in the southern interior part of the Basin, Since there was little 
conditionality past 24 hours, only the 24-hour probabilities were included 
From the temporal conditional distribution shown in Exhibit B-21, 
the cloud amount probability for "tomorrow" can be determined given a 
cloud amount "today. " 
Exhibit B-21 indicates that when overcast skies are present at 
Mountain Home AFB, they are likely to be present 24 hours later both 
summer (35 percent) and winter (54 percent) 
- With regard to clear skies, the picture is not so simple If the 
sky is clear at Mountain Home AFB, there is a probability of 31 percent 
it will be clear and 41 percent it will be overcast in the next 24 hours 
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EXHIBIT B-21 24-HOUR TEMPORAL CONDITIONAL PROBABILITIES OF 
SKY COVER AT MOUNTAIN HOME AFB, IDAHO (DERIVED 
FROM SHERR, 1968) 
November - April 
Observed Sky Cover 0/10 1,2,3/10 4,5/10 6,7, 8,9/10 10/10 
k 0/10 31 09 06 13 41 
o 1,2,3/10 16 11 15 20 38 
4,5/10 14 14 14 19 39 
6,7,8,9/10 09 09 08 22 52 
10/10 10 03 08 25 54 
May - October 
Observed Sky Cover 0/10 1,2,3/10 4,5/10 6,7,8,9/10 10/10 
;4 0/10 53 13 10 15 09 
o 1,2,3/10 38 14 15 23 10 
.z 4,5/10 35 19 - 08 27 11 
o 6,7,8,9/10 43 11 09 20 17 
o 10/10 22 11i 10 22 35 
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during winter, during summer, the probability is 53 percent for clear and 
only 9 percent for overcast conditions following clear conditions 
The implications regarding the probability of sighting the ground 
on successive passes of the satellite 2A hours apart are obvious. 
4 Hourly Changes in Cloud Amounts 
The unconditional probabilities of sky cover at Mountain 
Home AFB, Idaho, are presented in Exhibit B-Z2 to show how the same 
sky cover categories vary during the day in January, the cloudiest month 
(7 5 tenths sky cover), and July, the least cloudy month (2 5 tenths sky 
cover). It is noteworthy that overcast skies (10/10 sky cover) are the 
most frequent category of sky cover during January throughout the day 
(more than 50 percent probability), whereas clear skies (0/10 sky cover) 
prevail during July In both months, sky cover is less during the night 
5 Dimensions of the Ground Area Sighted Through Spaces 
Between the Clouds 
In order for the passive sensors on the satellite to observe 
the surface of the earth, the ine-of-sight from the satellite to the sur­
face must not be intercepted by obscuring clouds Furthermore, the 
clear zone sighted through spaces between the clouds must have a mini­
mum horizontal extent of a few thousand feet on the earth's surface in 
order that most pattern recognition interpretation techniques can be 
employed successfully 
Coverage by radiometers or radars will be limited by the inter­
action of the wings of the acceptance beam (beyond the half-power points) 
with clouds If characteristic earth surface sizes compare with inter­
cloud gaps, the fraction of the available surface uncontaminated by clouds 
may be smaller than the cloud cover would indicate 
Information on the spacing of clouds is extremely sparse, and 
the information available is limited in scope and applicability to the 
Columbia River Basin 
Lund (1965) computed the average spacing of cumulus clouds 
during each hour of the day for August at Tampa, Florida, using high 
resolution U-2 photographs from 50, 000 feet The cloud spacing shown 
in Exhibit B-23 (and others available from satellite photography for the 
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EXHIBIT B-22 - UNCONDITIONAL PROBABILITIES OF SKY COVER AT
 
MOUNTAIN HOME AFB, IDAHO (DERIVED FROM 
SCHERR 1968) 
January - cloudiest month 
Sky Time (LST) 
Cover 01 04 07 10 13 16 19 22 
00 20 18 13 07 07 08 12 18 
1,2,3 09 10 11 11 13 13 11 10 
10 
4, 5 
1-- 04 05 05 05 05 05 07 05 
6,7,8,9 15 14 20 21 23 21 18 16 
10 
10 
52 53 51 56 52 53 52 51 
July - least cloudy month 
Time (LST)Sky 
Cover 01 04 07 10 13 16 19 22 
f00 66 59 47 51 44 39 41 51 
10,

,2 ,3 15 18 25 23 27 26 25 22
 
10
 
1_ 07 06 07 07 04 10 08 08
 
6,7,8,9 08 11 16 15 16 21 21 14
 
1 04 06 05 04 04 04 
 05 05
0
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EXHIBIT B-Z3 CLOUD SPACING (FEET)TAMPA, FLORIDA, AUGUST (AFTER LUND, 1965) 
Local Standard Time 
Cloud Spacing (feet) 
0530 0630 0730 
300 500 1000 
1630 1730 1830 
6 -80700 430" 
0830 
1800 
1930 
3500 
0930 
2800 
1030 
4400 
1130 
5500 
1230 
6500 
1330 
7600 
1430 
0U 
1530 
7500 
-J 
(3' 
Tampa Area), suggest that with these types of clouds and cloud patterns, 
the spacing will be in the order of thousands of feet The average total 
sky cover (sunrise to sunset) in August at Tampa is 6 7 tenths Unfor­
tunately, these convective cloud types are not duplicated precisely in 
the Columbia River Basin, even during the summer season, so that these 
values may not be fully applicable to the Basin 
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III BASIN RUNOFF MODEL 
The Basin Runoff Model (BRM) calculates the streanflow out­
put from a watershed or a sub-area of a watershed when given a daily 
precipitation and surface air temperature sequence and basin-related 
geographic and hydrologic constants A descriptive flow diagram of the 
model is shown in Exhibit B-24 
The following text discusses the methodology, inputs, and out­
put of the Basin Runoff Model The functional relationships between vari­
ables are shown by mathematical equations and the pertinent assumptions 
are discussed The detailed operation of the model in computational 
form is given in the computer program documentation 
A Inputs 
The daily inputs, temperature, and precipitation, which drive 
the model may be either generated by random number process or forced 
by using real data By forcing observed data for a basin through the 
model, the model-generated streamflow may be compared to that which 
was observed This comparison will assist in determining the appro­
priate values of the basin constants 
I Generated Temperature 
Generated temperature input is accomplished by a random 
walk process The random walk table (see program documentation) is 
based on the probability that the daily departure from the mean tempera­
ture will be in a specified range given the preceding day's departure 
from the mean Thus, knowing a given day's temperature and its depar­
ture from the mean, a random number is drawn to determine the follow­
ing day's departure from the mean 
2 Generated Precipitation 
Generated precipitation is based on the mean monthly 
probability of cloudiness, the probability of precipitation, given that 
A-156 
EXHIBIT B-24 
Belin
 
Initialize
 
Day 1
 
T = Temepertture 

P e Precipitation
 
Interception 
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I SeTrn. 1 tr 
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Snowfall 
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Compute AddtaPrriers 
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M.1Compute 
y 
?~~f 
Sca . a 
Rel... 
Add toCotiuin 
Water To Str.ow~ 
.mfwad 
Sol J tosu 
clouds occur, the mean monthly size of precipitation events, and the 
probability of deviation from the mean event size Random numbers 
are used in conjunction with the probabilities to determine first, whether 
there are clouds, second, if there is precipitation, given clouds, and 
finally, the deviation in the size of the precipitation event from the mean, 
given the occurrence of precipitation. 
The daily precipitation amounts (forced or generated) are re­
duced by an interception factor before being anputed to the Basin Runoff 
Model This reduction factor, is not limited only to interceptionC3 , 
loss estimates It may also be used to compensate for nonrepresentative 
basin precipitation measurements, losses through ground water leakage, 
or any other gains or losses wich can be reflected an the total water 
supplied to the watershed by precipitation 
3 Snow/Water Equivalence 
The basic relationship assumed between water equivalents 
-of snow in the basin, E, and the fraction of snow covered area, S, of the 
basin are shown in the figure below Related equations derived from this 
graphical relationship are used in Steps 1 and 2 of the model 
A 
h 
inches 
snow water 
equivalent 
in headwaters Area = 
hS 
-S 2 
B C. G 
~S 
Snow Covered Area D 
(%of Basin Area) 
I__10 
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The relationship between h and S for any h is found by pivoting 
the line AD around point D S equals C, the point of intersection of AD 
with BG Point G corresponds to S = 100%. 
The Basin Runoff Model assumes that AD is a straight line and 
that tei percent of the basin area is without snow when h is ten inches 
of snow water equivalent This was a necessary simplifying assumption 
because of the lack of historic data on snow covered area and the rela­
hon of the snow area to the snow water equivalent at some point in a 
basin Each basin or sub-area to be modeled would have to be calibrated 
(i e , vary the length of GD and/or the shape of AD) by observing h and 
S during the snow accumulation and melt period 
It should be noted that the assumptions made for this model 
limit the snow covered area to less than 100% (h-o*as S-.I00%) This 
may be true depending upon the topography, size, and climate of a par­
ticular basin As previously noted, individual basin calibration is 
necessary to obtain the correct relationship 
The geometry of the figure and the assumption of the h and S 
relation yield equations (2), (3), and (4) which appear in Figures B-25 
and B-26 
9h 
S -(2) 
10 + 9h 
hS 
2 
9=2 
 (3) 
2(10 + 9h) 
solving the above for h 
+- (4)h = E (+ V 9E 
where E = the inches of snow water equivalent spread evenly over the 
entire basin area (triangle ABC) 
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The subscripts, i, appearing in Exhibits B-25 and B-26 denote 
the time dependence of these variables by Julian date 
This model relating snow covered area and snow-water equiva­
lent is just one of an infinity of possible models It was selected as 
expedient for computer application and as somewhat representative of 
the physical behavior of snow cover In fact, each drainage basin has 
its own characteristic snow buildup and recession pattern Even this 
pattern will vary from year to year as a result of logging operations, 
other long-term effects and the pattern of snow-deposition It is prefer­
able by far to use data (curves, factors and the like) which have derived 
from previous analyses of the basin being studied However, snow area 
recession data was not available to help in model construction 
A satellite could report snow covered area on a regular basis, 
thus supplying a fundamental piece of information There is some hope 
that snow depth or even the water equivalent might be deduced directly 
using satellite observations Rather than rely too heavily on a tenuous 
chain of physical reasoning, a regression analysis approach to snovw 
water equivalent estimation is recommended (e g x melt degree-days 
exposed y square miles and produced z cfs-days of melt runoff) The 
regression might even be conducted between flow and area change as 
seen by the satellite This would bypass many measurements and cal­
culations It is also noted that any number of other regressions could 
be conducted in parallel, relying on operational performance to make 
an eventual choice of the tools to be used 
B Major Steps in Basin Runoff Model 
Exhibits B-25, B-26, and B-27 show flow diagrams in equation 
form for the three major steps in the Basin Runoff Model These steps 
are Snowmelt, Precipitation, and Streamflow An explanation of the 
symbols is given here for convenience and a discussion of the functions 
in each step follows the exhibits 
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Symbols 
C1 = Basin snow melt rate constant in degree days per inch
 
(50 - 150)
 
C2 = Basin soil moisture loss constant ( 8 - 9)
 
C3 = 	 Interception factor applied to P1 
EI = 	 Snow water equivalent in inches of hI spread evenly over 
the entire basin 
AEI = 	 Snow accumulation or melt on day i spread over the entire 
basin, inches In the case of snowfall accumulatLion 
AE = R 
D = Direct Runoff component of streamflow in cubic feet perii 
second at end of day j from water released on day i 
FB = Base runoff component of streaiflow in cubic feet per 
iJ 
second at end of day j from water released on day i 
F = Total streamflow at end of day j at mouth of basin3 
hi = Model value for snow water equivalent of deepest snow
 
in basin at end of day i, inches
 
h = Initial h for first calculation
0 	 1 
h= 	 Average value of h between i and ( - 1) 
i 
rnI = Fraction of rain in day i on nonsnow areas that is avail­
able for runoff 
vi = Snow melt on day i in inches 
P = 	 Precipitation input on day i 
R = 	 Net precipitation after interception on day i, inches 
R = Sum of the net precipitation for the last T days, inches 
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AR S = Water release from rain on snow on day i 
AIRNsS1 = Water release from rain on nonsnow areas on day i 
S = Snow covered fraction of total basin areaI 
= Average Si corresponding to h
 
T1 = Mean surface air temperature for day i in F
 
TM = Temperature at which snow melts , OF
 
T S = Temperature at or below which precipitation falls as snow, oF 
UD = Coordinates of direct runoff unit hydrograph in cubic feet 
13 per second at time j from water released on day i 
UB = Coordinates of base runoff unit hydrograph in cubic feet 
13 per second at time j from water released on day i 
W1 = Total water release in inches on day i available for runoff 
WD = Direct runoff component of W 
Ii 
W'B = Base1 runoff component of W1 
=Seasonal- evapotranspiration time constant in days (10 - 50) 
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Temperature Area Compute Inches Water Equivalent Residual Snow, 
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9h 2Melt Thresh Equation 
I
 E 2 (10 + h (2)
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-
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B-26 BASIN RUNOFF MODEL EXHIBIT 
CEntryD 
Get 
W =Total Water 
Release 
I 
Separate Flow Inputs 
Get Table 
WBi Vs W 
Find WB 
1 
WD = I - WB1 1 
Use Hydrograph to Compute Contributions to Flow Days j> i 
3>_
 
FD WD UD13 1 13
FB =B UB13 1 13 
Update Flow Stuns j3 
F3(1) = + FB
FD 

13 13 
+F (i-1) 
EXHIBIT B-27 BASIN RUNOFF IMODEL 
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1 Step 1 Snowmelt 
The basin runoff model first compares the period input 
temperature, T i , with the temperature of melt, TM I to check for snow­
melt If T TM I melt occurs, providing hI > 0, and the water release 
is 
M= TTM () 
C1 
h h-I -c1MI 
2 
E = 9h_ (2)
S 2(10 + 9h) 
1-1 	 knowing h and h 
where MI = 	 water equivalent increment in inches of melt for the 
deepest snow in the basin 
C 1 = Deepest snow melt rate in degree days per inch of melt 
i = Julian date 
h = snow water equivalent in inches of deepest snow in 
the basin at end of day 1 
AE I = water equivalent increment in inches, over the en­
tire basin area in period i 
AE is the effective water release from the snownielt in Step 3 
If T < TM 
then AE = 	 0 
Equation (1) relates the surface air temperatures to the amount 
of snowmelt to be expected in a particular basin Constant No 1, CI, is 
the melt rate expressed in degree days per inch. This factor is approxi­
mated by taking the slope of the cumulative melt runoff versus cumula­
tive degree days curves for the individual basins, see Exhibits B-9, a, 
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b, and c It is then adjusted by using observed input data and fitting the 
calculated to the observed streamflow for the basin 
It should be noted that tins equation is only an approximation 
of a more detailed heat balance snowmelt relation, see Snow Hydrology, 
U S Corps of Engineers Such a simple relation is commonly used, 
however, as it does yield a relatively good approximation of snowmelt 
using a commonly measured variable 
2 Step 2 Precipitation 
The precipitation input is now introduced If 
R =0 
then Wi =AE 1 in Step 3 
where W = basin water release, in inches, in period i 
If precipitation did occur, then the input temperature is compared with 
the temperature of snow, T S , to determine whether the precipitation 
was rain or snow 
If T I < T S , then snow occurs and the snowpack accumulates 
in the following manner 
E I = E 1 + R 
and hI1 is calculated from equation (4) 
If TI > T then rainfall occurs The ram falling on snow 
must be treated differently than that on snow-free areas Virtually all 
of the rain falling on snow is available for runoff, whereas, rain on non­
snow areas is subject to evapotranspiration losses 
The snow covered area, S, in percent of total basin area is 
calculated by 
= _ _(3)
 
10 + 9h
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where 
R.= h i +h 3. -1
 
2
 
The incremental runoff, in inches, from rain on snow is then 
AR ~S RS 1 1i 
From equation (2) follows 
hl El 1i+ /+ 2--0-	 (4)g E  
for snow depth 
The rain falling on nonsnow areas must be decreased by the 
current deficit in soil moisture The proportion of rainfall available 
for runoff at time i is given by the following equation which is derived 
on page 72 of this appendix 
in =I- 2 (5) 
1 + 0 0823 1 
where m = fraction of rainfall at time available for runoff 
Cz = 	constant related to evapotranspiration in the basin 
1 
and R. 	 R 
3= 1 -	 T. 
r = 	 monthly evapotranspiration recession time constant 
in days 
The increment of runoff from rain falling on nonsnow area is 
then 
ARNS m IR3 (1-S
i NAS168 
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3 Step 3 Strearnflow 
The total daily increment, WI , of water input to runoff 
is the sum of the snowmelt and rainfall contributions from Steps 1 and 2 
W = AE I + ARS + AR NS
 
I i
 
The total water release is partitioned into two components of 
runoff, direct and base The direct runoff is a more imrnmediate flow 
from surface and subsurface runoff whale the base component is a much 
slower reacting flow coming from precipitation-supplied ground water 
The separation is based on the size of the total water release for that 
day Tabular values of total water release and corresponding amounts 
going to base flow, WBI are derived for the basin by analysis of the 
hydrograph WB reaches some maximum amount limited by the local 
geology The direct runoff water release is W, - WB 
1 
The total water release is divided into two components with 
different timing to provide a better fit to the observed hydrographs 
The division of runoff could be made into several components with dif­
ferent timing to further approximate the actual hydrographs The two 
component runoff system yielded a good approximation of the hydrograph 
for the purposes of this model 
The water releases over the basin are translated into stream­
flow at the mouth of the basin through the use of unit hydrographs for 
each component The daily strearnflow values of the unit hydrograph 
are tabulated for each component and these values are proportioned by 
the siz of the actual water release for the particular event relative to 
the one inch release-runoff relation of the unit hydrograph 
FD 
- D UD13 1 13 
where F D = Direct component of streamflow (in cubic feet per ij second) at the end of day j resulting from water 
released on day i 
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W D = Direct flow water release component on day j 
1 
UD = Unit hydrograph direct strearnflow at end of day j 
ij in cubic feet per second per inch of release on day i 
The same equation holds for base flow by substituting "B" for 
"D" in the above It should be noted that the strearnflow on the end of the 
same day of the water release is for i = j as shown in Step 3 of the 
model 
Total daily stream flow out of the basin is then the sum of the 
current days input plus all the contributions of prior water releases ap­
pearing in the stream on that day This is shown in the last equation in 
Step 3 
4 Derivations 
Equation (5) partitions rainfall on nonsnow covered 
areas into that available for runoff and that lost to evapotranspiration. 
The evapotranspiration loss is that part of the rainfall that goes to satisfy 
the current deficit in soil moisture The fraction of rain available for 
runoff, m, is then a function of the wetness of the soil. 
The U.S. Weather Bureau and Corps of Engineers at the Port­
land, Oregon, Columbia River Forecast Center have approximated the 
soil moisture content versus runoff relationships in their "SSARR" model. 
A sample relationship is provided on a graph in their SSARR model pro­
gram description. The graph indicates that all of a rainfall will run off 
where the soil moisture variable is above 8.5 inches 
The SSARR soil moisture versus runoff loss curve is reasonably 
well fitted by 
g 	= a - bD - cD 
2 
= 0.9 - 0 0823D - 0 00277D (6) 
where g = fraction of rain fall not available for runoff 
D = soil moisture index in equivalent depth of water in inches just 
prior to the rainfall 
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If D 1 represents average moisture conditions just before a rain 
and D2 , the conditions just after the rain, then 
D 2 = D I + gR (7) 
The decrease in soil moisture between rains is generally thought 
to follow an exponential decay function, ref Linsley, Kohler, and Paulhus, 
the rate of decay depending essentially upon the season and the soil and 
vegetation characteristics. Decay time constants of 10 and 50 days are 
commonly used for active and dormant vegetation seasons, respectively 
If At is the time between rains, then it follows that 
D1e -KAt 
D2
 
where 
1K = -­
r = Soil moisture recession time constant 
If the rains are random events in time, the average value of 
D1 /D 2 is 
1/At1 
=(D /D) = K / 
Combining this result with equation (7) gives the average condi­
tion just before a rain to be 
- ( 
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2 
(R/At) is the average amount of rain per day Thus, the actual 
statistical distribution of rain amount and spacing is not important The 
relevant statistic can be found by dividing the season precipitation by the 
length of the season Since K is also a seasonal characteristic, a com­
posite seasonal descriptor, p, can be computed where 
P = (R)At 
This result can be used in equation (6) to produce 
2 2 
- bpg - cp gg = a 
Solving for g in this equation by using a combination of the quadratic 
formula solution and the following approximation 
(1 :X)A ; I :AX 
with 
1 
and 
= 4 acp /(bp + 1)2X 
yields 
a 
g =+bp 
The seasonal descriptor, p, is actually the sum of all the daily rainfall 
over the past r days. 
p P=R = j = I-rT R j 
From the definition of m 
m = 1 - gl! 
ain m= 1 -b 
I I+b­
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For the purposes of tins model, "a" has been chosen to be a constant 
for each basin depending upon local climate, etc The value of b re­
mains that winch was derived earlier 
Thus 
C
 
m 1 - + 0 0823 R 
C 2 is about 0.9 but each basin will have this characteristic adjusted to 
fit observed runoff relationships 
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IV. COMPUTER PROGRAM USAGE 
A General Description 
The Basin Runoff Model (BRM) program uses two separate input 
techniques to produce sirmlar printed output. The "actual" input routine 
uses initial values for temperature and precipitation and generates, by 
random selection, a sequence of temperatures, cloudiness, and precipita­
tion The forced input routine, referred to as "input" expects all tem­
peratures and precipitation to be read from data cards The BRM routine, 
a third portion of the program, uses each successive pair of temperature 
and precipitation to calculate change in level of snow (if any), the amount 
of water (in inches) released by snow melt or rainfall, and the accumulated 
flow of water (in CFS-days), based on the water release of the last sev­
eral (TAU) days The input and calculated values are then printed along 
with a successive sum of the flow 
1. Deck Setup 
bakcard
 
DData deck 
GO. sYSIN DDA
Prgam deck--. 
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As illustrated, the data deck follows the "GO" system control 
card The first data card, containing the seed for the random number 
generator, must be present regardless of the type of input requested 
Each data set begins with a type card and ends with a header card There 
may be as many data sets as desired The blank card following the last 
data set terminates the program The last card in the deck must be the 
system control card with "/ " (slash, asterisk) punched in columns 1 
and 2 
2 "Actual" Data Set 
(+he ade.___r card
 
CONT (12 values) 
R.W (7 values each of 7 cards) 
TMEAN (I Z values) 
OFFSET, PPREC, PANT (6 values) 
NLOP IDAY, H, T, R, Q
, C ONT(vales) 
DK (INDXK values) 
BK (INDXK values) 
TAU (1 2 values) 
WBTAB (INDXW values) 
WTAB (INDXW values) 
INXINDXK, TEMPM, TEMPS 
TYPE ("ACTUAL") or "INPUT" 
A-175
 
3. "Input" Data Set 
- (NLOOP values) 
T(NLOOP values) 
LOOP, IDAY, H, Q 
ONST (5 values) 
K(INDXK values) 
K(INDXK values ) 
TAU (12 values) 
rWBTAB (INDXW values) 
WTAB (INDXW values) 
INDXW, INDXK, TEMPM, TEMPS 
TYPE ("INPUT") 
4. Card Formats 
With the exceptions of the type card, header cards, and 
the random seed, all input data cards are divided into 5-column fields 
Integer values are right adjusted, that is, the one's digit must be in the 
fifth column of the field For fractional numbers, the decimal point must 
be punched and the number may be placed anywhere in the field (columns 
1 through 5), and each value thereafter in the next adjacent field. When 
there are more than 16 values in a list (as for T and R when NLOOP is 
more than 16), the seventeenth value goes into the first field of a new 
card. No special consideration is necessary since the values of NLOOP, 
INDXW, and INDXK determine the number of values to be read 
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An example follows 
50 3Z1 4 5 271 1; 551,f 
I I 
, ii 
0000 ,oooooooooo9ooooooooooooo ',oroooolooooooo oooooooo ooooooooooooooooooooooo 
12 3 4 5 6 7 8 9 10i 12131415 79 18192021222324 25252728293031 3233oA35 4243 52535455'S7S539 6061 626364S4S 768697O 2 S71779 06 37 3794 44454647 AB495051 7 13 41FI7 IIBli'lll1 ii111 1I11Il1I1lI lI111 11111 I'~ 11 lllllllllllllllll 111II 11 lll 
2222212222 22222222 2 222222222222 2222222i222221222222222222222222222222222222 22222 
53 33331333 333 33333333 3 3333333333333 3333533 3 3333333333133333333333533333333 3333 
444 44141 44 44 44'4 414 444 4:4I 4444141 44 44 444 44 4444 4 444 44 444 44 44414 44 44'4 44 4 4 444 444 444 4 4 444 
551555 1555 5 55555555555555555555]5555 55555,5 5 555 555 5{5 55 5 55  55555{55555155 
6 7 8 9 10z 81 d12 3 4 5 11 U 1314 15 1M19 2212 14 425 22 29 30 311 33 343 637 3834 41 42 43 44 45 647 484S505152 5354 55P 5158959 62 83 64 6697 686R17172 73 74 75 777 7979 0 
I r 
In this example, 50, 32, 27, and 5500 are integer values, right 
adjusted in their fields Values 4 5 and .19 illustrate two possible posi­
tions for fractional numbers in their fields 
5 Data Definitions 
The variable names are listed here in alphabetical order 
for easier reference The names used are those listed in the deck set­
ups in this section and are the same names used by the program. Note 
All probabilities are positive values of 1 or less 
BK Table of constant factors used in determining the portion 
of base water release (WB) contributing to the total flow 
on a given day 
CONST Table of five constants used in calculation In the follow­
ing equations, CI indicates CONST 
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(IT -TEMPM11 

m1 	 PM)­
h =h 
1 + 0823x ) 
C3 is the precipitation interception factor For no intercep­
tion, C 3 = 1 
QI Q 11i -1 -L + C5 WB(1), 
iC i4 	 05 B~i 
C4 = base flow recession time instant in days 
15 
26C5 = 9 (Basin area, sq mi) - K B cfs days per inch 
I 
DK 	 Table of constant factors used in determining the portion 
of direct water release (WA) contributing to the total flow 
on a given day. 
H The initial snow depth in inches on IDAY 
header card The information in 79 columns of the header card is printed 
at the beginning of the output set, followed by the notation 
"input" or "actual " For consistent output, column 1 of 
this card should contain a "+" sign The "+" is a printer 
carriage control character and will not appear as output 
IDAY The starting day, in Julian, corresponding to the initial 
input values 
INDXK The number of entries in each of the BK and DK tables. 
INDXK should not exceed 20 
INDXW The number of entries in each of the WBTAB and WTAB 
tables INDXW should not exceed 20 
NLOOP 	 The number of days desired for the output set, including 
IDAY For type "input, " NLOOP is also the number of 
entries in the lists of T and C NLOOP should not exceed 
365. 
OFFSET 	 The sub-basin temperature offset in degrees F 
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PAMT A probability/normality table of six values used in random 
selection of precipitation­
above normal below 
Probability 1 2 3 
Factor 4 5 6 
where the Factor is multiplied by the appropriate RBASE 
value to find precipitation for each day. 
PCLD Table of probabilities of cloudiness, one value for each 
month. 
PPREC The probability of precipitation given cloudiness. 
(One value) 
Q The initial quantity of water, in inches, wich is released 
from snow or rainfall but has not yet entered the flow 
Q is maintained by the program as an imaginary cummula­
tive total of base water release and decreased according 
to the equation listed under CONST. 
R The initial value (or list of values), in inches, of precipi­
tation on IDAY (or successive days) For type "actual," 
subsequent values of R are generated by the program 
Random Seed Initial seed value for random number generator. This 
value may be any odd integer of 9 digits or less. The 
input value is printed at the beginning of the run and a seed 
which may be used for the next run is printed at the end. 
Any single seed will generate the same sequence of ran­
dom numbers Therefore, previous output may be 
duplicated 
RBASE Table of monthly mean precipitation per day These 
values are adjusted by the factor in the PAMT table 
RW The random walk table of 49 values, used in determining 
daily temperature offset 
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°° 0 -10+15' +10 	 +5' -50 -15 
+15 1 8 15 22 29 36 43 
°+10 2 9 16 23 30 37 44 
+ 50 3 10 17 24 31 38 45 
0 4 11 18 25 32 39 46 
- 50 5 12 19 26 33 40 47 
-i0° 6 13 20 Z7 34 41 48 
-15 7 14 21 Z8 35 42 49 
Note When punching these cards, use seven fields on 
each of seven 	cards To use tis table, first determine 
offset of yesterday's temperature Enter the appropriate 
row and, by comparing the probabilities with a random 
number, determine the offset to be added to the monthly 
mean for today's temperature 
T 	 The initial value (or list of values), in degrees F , of 
temperature on IDAY (or successrve days) For type 
"actual, " subsequent values of T are generated by the 
program
 
TAU 	 Table of 12 integer values, a number of days, used as an 
index in summing previous rainfall, (R in equation under 
CONST) for calculation of the soil moisture factor. 
TEMPM 	 Critical temperature for snow melt, in degrees F. Melt 
occurs when temperature is equal to or greater than 
TEMPM 
TEMPS Critical temperature for snowfall in deg F Any precipi­
tation is snowfall when the temperature is equal to or less 
than TEMPS 
TMEAN 	 Table of monthly mean temperatures for the desired region. 
These are corrected for sub-basin by the OFFSET 
type card 	 Column 1 of this card determines the type of input desired. 
The words "INPUT" or "ACTUAL" may be punched but 
only column 1 will be examined by the program The 
symbols "I", "A", "F", and "blank" are recognized Any 
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other symbol will cause an error termination of the pro­
gram A blank causes normal termination Recognition 
of "F" is supplied for future modification of the program. 
An "F" type card will not generate information 
WBTAB Table of base water release values corresponding to WTAB 
WTAB Table of net water release values corresponding to WBTAB 
The tables WTAB and WBTAB may be any tabulation of 
relationships between W and rB suitable for linear inter­
polation Each table may have up to 20 entries 
B Computer Program Description 
The BRM program is composed of the following basic subroutines 
MAIN Reads the random seed and type cards By comparison 
with the first letter of each type card, control goes to 
INPUT 1, INPUT 2, or INPUT 3 
INPUT 1 Reads an "input" type data set, calls BRM in a loop on 
NLOOP, and prints the filled arrays 
INPUT 2 Reads an "actual" type data set In a loop on NLOOP, it 
generates by random selection at T and at R and calls 
BRM It then prints the filled arrays 
INPUT 3 A dummy subroutine which may be used for future modifi­
cation. It is called when an "F" type card is recogmized 
BRM Does calculations on intial values (indexed I-i in arrays) 
to determine H, E, W, FLOW and SUMF (indexed I) for 
one day 
Supporting subroutines are these 
SETUP Initializes C, E, W, FLOW, and SUMF 
DATE Determines the month corresponding to the Julian date 
IDAY (1) 
DAYING Increments IDAY, MONTH when necessary, and resets 
DAY and MONTH to I for change in year. 
READ 1 Reads tables and constants common to both INPUT I and 
INPUT 2 
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PRINT 1 	 Prints header card and arrays IDAY, T, C, R, H, E, W, 
WB, WD, FLOW, and SUMF. It counts 50 lines per page 
for new column headings 
PRINT 2 Prints input data ready by READ 1 
PRINT 3 Prints probability tables and other input values used by 
INPUT 2 
RANDU The random number generator, a copy of one of the HASP 
system library routines 
Much data is stored in COMMON blank COMMON, labeled 
CAST, and labeled PROB Except MONTH, WB, and WD, data entries 
are described in the next section WB and WD are the base and direct 
water release values found from the calculated W MONTH is an integer 
from I to 1z. 
Important local variables are these 
I Index on the CAST arrays incremented after each call to 
BRM 
Il, 12, Y Used in RANDU calling sequence. II is the input seed, 
12 the new seed, and Y the random number between 0 and 1 
DELTAE,
 
DELRNS, Intermediate variables used in BRM 
DELRS, 
A, Fl, F2, S A is the soil moisture factor, m 
MUNTH Data array consisting of Julian date of last day of each 
month 
C Flowcharts and Program Listing 
Flowcharts for the program are presented in Exhibit B-28, 
starting on the next page A sample computer model output follows in 
Exhibit B-Z9 A copy of the computer program listing is included as 
an attachment to this appendix 
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Enter Enter 
Man Inputl 
Readj 
Random7 Read 1 
ReadRe ad 
Type Nloop, 
Iday(1) 
H(l) 
Read 
TypeInt' Yes Input I T(1),R(1),/ 
nl ,Nlo 
AcSetup 
<Type Ye 
F rorcast 
EXHIBIT B-28 	 BASIN RUNOFF MODEL COMPUTER PROGRAMV 
FLOWCHARTS 
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Enter B 
Input 2 T 
Randu Save T(I) and 
Read 1 (Y) RLD in TA(I)and RA(I), 
I = 1, Nloop 
Read Determine 
Nloop
IDAY(1), 
(1),T(l),
R(1 
Cloudiness 
Based on Y 
and PCLD 
Print 1 
Exit 
Setupinu2 
TMEAd0 
ea 
Offset, 
PPREC, 
PAMT (j I 
jmi, 6 
Rea 
TMEANO)
BEASE 6
PGLD(2 
Rad 
RWJ, K) 
Determine 
Precipitation 
Based on Y 
ad PPREG 
V 
Noc2 
XB -
ReadM 
( n do Y 
J~oo 1,71 o 
EXHIBIT ~B-2 ~(CnYe) ase-
Zr= H(I) + H(I-1) 
? 
T(I) 
Fs 
Yes 
= 9h/(10+9h) 
In 
h m(= 1 )(T(I)-Tmn\ 
1 ~ \H(Il 
; _o+9-1)10+9H(I)) m 
r 
zt=R 1 
= 1 - 1+ 083R 
ARs 
ARNs 
E 
= 
= 
= 
0 
0 
E(I-1) + AE 
ARS 
ARNS 
=S R(I) 
= MR(I) (1-S) 
h 
E(I) 
T(I) 
>TEMPS Ye 
No 
=1+ (9(E(- + R(I) 
= (E(I-1) + R(I),1 + X' ) 
= Em + R(I) 
2 
_ _ _ _ _ _ _ _ _ _ _ 
W(1) =AR S + ARNS - AE 
H(I) = H(I-i) + (h-h-) 
Interpolate on WTAB and 
WBTAB With W(I) 
To Find WB 
_ 
(I)= (ITT)- E) 
+ C5 I WB(1_I ) 
EXHIBIT B-28 (Continued) 
Fl =--ZDK 'WD 
FZ = ZBK4" WB 
E3 = Q(I)/C4 
FLOW = Fl + FZ + F3 
Exit 
BRM 
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EXHIBIT B-29 SAMPLE COMPUTER MODEL OUTPUT
 
IDAY T (L" R KH W &B WOG FL(VI SUO F 
9 37.00 0 0.03 4.32 ±.72 0.04 0.03 0.01 119. 38000. 
10 35.00 0 0.01 4.44 1.73 0.01 0.00 0.00 216. 3821. 
11 32.00 C 0.0 4.34 1.73 0.0 0.0 0.0 232. 3d448. 
12 34.00 0 0.01 4 36 1.74 0.00 0.00 0.00 237. 38605. 
14 32.00 0 0.0 4.Jo 1 74 0.0 0.0 0.0 229. 38914. 
14 3.o00 0 0.03 4.42 1.76 0.00 u.00 0.00 Z22. 39146. 
15 35.00 0 G.0 4.40 1.76 0.01 0.00 0.00 217. 39352. 
16 41.00 0 0.0 4.34 1.73 0.03 0.02 0.01 211. 395o9. 
17 3b.00 C 0.0 4.30 1.71 o.oz 0.01 0.01 232. 39801. 
I8 34.00 0 0.0 4.!9 1.70 0.00 0.00 0.00 248. 40049. 
19 32.00 C 0.0 4.29 1.70 0.0 0.0 0.0 251. 40300. 
20 
21 
28.00 
27.00 
C 
G 
t.0 
0.0 
4.2 , 
4.29 
1.70 
1.70 
U.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Z38. 
223. 
40538. 
40761. 
22 25.00 0 0.0 4.29 1.70 0.0 0.0 0.0 206. 40966. 
23 23.00 C 0.0 4.29 1.70 0.0 0.0 0.0 195. 41161. 
24 23.00 0 0.0 4.29 1.70 0.0 0.0 0.0 180. 141341. 
* 25 21.00 0 0.0 4.29 1.70 0.0 0.0 0.0 171. 41t12. 
26 21.00 0 0.0 4.29 1.70 0.0 0.0 0.0 161. 41673. 
-27 21.00 G C.C3 4.36 1.74 0.U 0.0 0.0 152. 41825. 
OD 
0"-
28 
2S 
30 
22.00 
21.00 
23.00 
0 
0 
0 
0.15 
0.24 
0.0 
4.6b 
:.1d 
5.18 
1.89 
2.13 
2.13 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
144. 
137. 
130. 
41969. 
42105. 
42235. 
31 32.00 0 0.0 5.18 2.13 0.0 0.0 0.0 122. 42357. 
32 44.00 G 0.01 5.20 2.14 0 0 0.0 0.0 11. 42474. 
3J 43.00 C 0.12 5.45 2.26 0.0 0.0 0.0 114. 42588. 
34 36.00 0 0.0 5.43 2.25 0.01 0.01 0.00 113. 42701. 
35 34.00 0 0.0 5.42 2.25 0.00 0.00 0.00 120. 42821. 
36 0 0.18 5.78 2.42 04.00.0  0.00 0.00 126. 42947. 
47 J5.00 0 0.10 5.98 2.52 0.01 0.00 0.00 132. 43079. 
J8 37.00 0 0.05 5.91 z.51 .uo 0.04 0.02 142. 43220. 
39 4b.UO 0 0.00 5.94 2.50 0.01 0.00 0.00 190. 43410. 
40 33.00 0 0.04 6.02 2.54 0.0 0.0 0.0 224. 43633. 
41 40.00 0 0.23 5.97 2.52 0.23 0.11 0.12 269. 43902. 
42 40.00 0 0.26 5.91 2.49 0.25 0.11 0.14 515. 44417. 
4iSulan 38.00 
0
Temper--Clouds 0.17Precip-
5.87 Snow Z.47Snow 
0.17 
Total 
0.10
Base 
0.06 
Direct 
953.
River-
45370. Cumulative 
Date ature itatton Water Water Water Water Water Flow Daily River 
Equiv 
at 
Equtv 
over 
Release Release Release from 
Basin 
Flow from 
Basin 
Basin entire 
Divide Basin 
Note Clouds all zero because real input data were forced for T and R 
V SCENARIO OF OBSERVATIONS AND WEATHER EVENTS, 
SOUTH FORK, FLATHEAD RIVER BASIN 
Beginning on November 1, data was collected from the satellite­
supported system for the management of the strearnflow of the South Fork 
of Flathead River, Montana During the months of November and December, 
observations of the area showed the river was in its low flow stage Run­
off was principally from ground water, because the precipitation, al­
though heavy, fell mostly as snow. What rain did fall did not cause sig­
nificant runoff because of the soil moisture deficit which had built up in 
previous months Runoff was further retarded by several days of below 
Z0 F mean daily temperatures These low temperatures stored water 
as ice in shallow bodies of water and in stream margins Mean daily 
temperatures during the two months dropped from 400 F to 150 F Dur­
ing the two months, nineteen cloud-free days enabled the satellite system 
to observe that the deciduous trees had completed their change of color, 
and the snowpack had begun to accumulate 
The satellite system compared the observations for November 
and December with all past records of the timing and extent of the phe­
nomena which had been observed On January 1, using this comparison 
and incorporating the available climatic projections, short-term and 
extended weather forecasts, the satellite- supported system issued a 
prediction of total seasonal runoff to July 1 
Streamflow remained low during January with only a minor in­
crease in the middle of the month The system monitored large storms, 
from outside the basin, during the middle of the month which brought 
heavy snows, between 12 January and 25 January Especially during 
this period, the size and depth of the snowpack continued to increase 
Although there was a minor increase in runoff during the snow storm, 
severely low air temperatures restricted runoff principally to the ground 
water Eight cloud-free days during the month enabled the satellite sys­
tem to confirm that deciduous trees were completely bare and assess 
the snowpack 
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Mean daily temperatures during February averaged 100 F 
below freezing, virtually eliminating all surface runoff Very low tem­
peratures caused a minor reduction in stream flow on 18 February 
Precipitation, which was only light snow, continued the snowpack buildup 
The bareness of the deciduous trees and the color loss of some of the 
coniferous trees were associated with an evapotranspiration of zero 
Similar conditions obtained through March, although temperatures aver­
aged near the freezing point During February and March there were a 
total of 12 cloud-free days During March, the snowpack reached its 
maximum for the season Based upon its analysis of all the components 
of its forecast model, the system issued a prediction of total seasonal 
water runoff to July 1 and a 30 day forecast of daily stream flow through 
May 1 
During the period between April I and April 23, light precipita­
ion fell as a mixture of rain and snow, as mean daily temperatures were 
mostly above 40 ° F The rain fell on the snowpack rather than on bare 
ground, so much of the rain which fell ran off very rapidly The begin­
ning of snow melt started to reduce the size of the snowpack, resulting 
in an additional runoff The satellite system observed during the 10 
cloud-free days during the period that deciduous trees had begun to leaf 
and coniferous trees showed some new light green growth Evapotrans­
piration increased The result of the higher temperatures was an in­
crease in streamflow to 5 times that of February 
On 23 April the satellite- supported system began to monitor 
the beginning of a storm in the eastern Pacific The system continued 
to monitor the storm during its life over the ocean and over the land 
Between 23 April and 29 April, light rain continued over the Flathead 
Basin Together with temperatures with a daily mean over 500 F , this 
rain caused an increase in streamflow to double that of mid-April Eva­
potranspiration increased, but it did not affect runoff significantly There 
was one cloud-free day between April 23 and April 29 On April 29, with 
the forecast of heavy rain from the Pacific storm for the Flathead Basin 
for April 30, the system issued a prediction of the stream flow for 
May 1 This prediction made full use of the comparison of the situation 
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on April 20 with actual events which occurred during April and con­
firmed earlier daily predictions 
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VI - DISCUSSION OF ERRORS 
DUE TO SENSOR RESOLUTION 
The errors due to the current resolution of the sensors in the 
hydrology system can be computed in the following manner The buildup 
of snow on a mountain peak can be depicted approximately by the follow­
ing diagram 
SNOW 
& 
Solid line represents
actual limit of snow 
area 
Dotted lines represent 
possible sensings of limits of 
snow area given a resolution 
of 1200 feet 
Once the boundaries of the snow-covered area are defined, the 
amount of snow within those boundaries can be calculated The satellite 
system, of course, would view the snow cover from above This view 
can be approximated by a circle 
With repeated sensings, the error due to resolution can be re­
duced by dividing it by the square root of the number of sensings As­
suming that there are nine (9) sensings of a given peak, the resolution1200 
of 1200 feet is then reduced to or 400 feet Assuming that a single 
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area of snow cover within a basin would be a circle with a radius of 20 
miles, the area of snow cover plus the possible error of 400 feet can 
be depicted in the following way 
ACTUAL
 
AREA 
ERROR 
DUE TO 
RESOLUTION 
The error due to resolution, then, is equal to the area of the 
shaded portion divided by the area of the entire surface 
Area of the entire surface 
2 
A =Trr 
A =3 17 (105,600 + 400)2 
A =3 17 (106,000)2 
A =35,618,120,000 
Area of the actual snow area
 
2
 
A =7r
 
A =3 17 (105,600)2 
A =35,349,811,200 
Subtracting 
35,618,120,000 
35,349,811,200
 
268,308,800 Area of the error due to resolution 
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Dividing 
268,308,800 = 0075
 
35,618, 120,000
 
Therefore, the error due to resolution in this example is 0075 
If the resolution is decreased to 1850 feet, the error for the 
same circular area (radius 20 miles) would be 012 after nine (9) sensings 
Because the volume of snow is much greater at the elevations 
which are higher than the points at which the errors due to resolution 
would occur, the errors in estimation will not be as great as those cal­
culated above 
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VII WEATHER FORECASTING 
Considerable data on the accuracy of weather forecasting has 
been collected, the available material is presented in the exhibits in this 
section There is no single measure of forecasting accuracy, since the 
measure depends on the kind of information which is desired Much of 
the literature concerns itself with the degree of improvement that a 
forecaster can achieve beyond the simple application of climatology and 
near-term persistence It is quite possible to do worse than to rely on 
these two tools While the data in the exhibits may not seem very en­
couraging, there is a considerable expenditure under way to improve 
matters A new international observation system, the World Weather 
Watch, is being implemented The purpose is a more comprehensive 
system for observation, communication, processing, and analysis 1979 
is planned as the operational date 
Most of the material in the exhibits is self-explanatory Ex­
hibit B-30 explains the nature and bases of forecasting methods and in­
dicates the direction of expected improvements Exhibits B-31 to B-36 
deal with various assessments of temperature and precipitation fore­
casting skill The rapid decline in capability from the first to the third 
iZ-hour period in the future is evident 
Exhibits B-37, B-38, and B-39 are conditional probability 
matrices All of the columns should add to 100 percent The entries 
are the percentage of the particular type of forecast associated with the 
indicated outcome Taking the 5-day temperature matrix in Exhibit B-37 
as an example of the "much below" forecasts, 44 percent of the outcomes 
were actually much below normal, 39 percent were "below," etc 
Exhibit B-40 interprets the numerical class limits and "normal" 
for a particular period and area For Spokane, the normal temperature 
in June and July is 66 80 F , and the Above and Below class limits are 
8° 
to 2 80 F away from normal for a 30-day period average The 
length of the period, as well as the season, covered by the outlook or 
forecast affects the class limit values A 5-day forecast will have 
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wider class limits than one for 30 days essentially because there is 
less opportunity 
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EXHIBIT B-30 WEATHER PREDICTION - US , 1970, 1979, 1989 
Ambient Temperature and Precipitation at the Ground Level 
RAN=I 1970 1979 1989 
SHORT RANGE 
Very Short Range Forecast Hourly weather conditions specific values Great advances can be expected in the very Great advances can be expected in the very 
0 - 12 hours of temperature precipitation &other weather
elements (cloudiness ceiling visibility, etc )
Issued every two hours For current forecast 
skill see Tables 2 7 
short range forecasts during this period short range forecasts during this period 
Short Range Forecast 
0 - 7Z hours 
Six-hourly weather conditions specific tern-
perature values 
and ranges of values of precipitation and 
other weather elements 
Most reliable out to 48 hours rapid degradation 
Increasing skill in forecasting specific values 
of weather conditions, particularly precipita-
tion values 
Increased reliability out to 72 hours 
Increasing skill in forecasting specific values 
of weather conditions particularly precipita 
tien values 
Reliable nut to 72 hor. 
beyond 48 hours 
Issued every six hours 
skill see Tables 2-7 
For current forecast 
EXTENDED RANGE 
7-Day Outlook Temperature average or mean conditions for 
t1 the entire seven-day period 
Forecast Class0 
Much Above 125 
Above 25 
Normal Z5 
Below 25 
Much Below 125 
Precipitation - total amount which falls during 
the entire seven day period 
Forecast classe 
I Heavy 
Medium 
333 
333 
Light 333 
2 Heavy 40 
Moderate Z7 
No Precip 33 
3 Precip 
No Precip 
34 
66 
Issued daily 
Mot reliable for first five days 
For current skill of 5-Day outlook with respect 
Increased skill, particularly for sixth and 
seventh day 
to climatology see Table 8 Issued daily 
EXHIBIT B-30 (Continued) 
RANGE 1970 
14-Day Outlook 
LONG RANGE 
30-Day Outlook Temperature average or mean condition for 
the entire 30-day period 
first two weeks 
plus some detail for 
Forecast Class* 
Much Above 125 
'0 
0' 
Above 
Normal 
Below 
25 
25 
25 
Much Below 125 
Precipitation - total amount which falls during 
the entire 30-day period, plus some detail for 
first two weeks 
Forecast class I 
Heavy 333 
Modorate 333 
Light 333 
Issued two times during month For current 
skill of outlook with respect to climatology, 
se Table 9 
Seasonal Outlook x* Temperature - average or mean condition for 
the entire three months perod 
rorecast Classm 
Above Normal 333 
Normal 333 
Below Normal 333 
Precipitation total amount which falls during 
the entire three months period 
1979 
Temperature - day to day average or mean 
condition Foroecast classes same as 7-Day
Forecast Precipitation - total amount which 
falls each day Forecast classes same as 
7-Day Forecast
Most rehable out to 7 days rapid detersor.­
tion beyond 7 days 
Issued two times during week 
Increasing skill 
of period 
Issued daily 
1989 
particularly for later part 
Weekly timing of temperature and precipita-
tion classes 
Increasing skill 
Monthly means forecast with more than double 
1970 skill conditioned on degree of ouces
attained by 14-day outlook (above) 
Issued two times during month 
Increasing skill 
Issued four times 
year ahead 
a year for the season one 
EXHIBIT B-30 (Continued) 
RANGE 1970 1979 1989 
Seasonal OutlbokO' (Gont) rorecast Glass 
Heavy 333 
Moderate 333 
Light 333 
Issued 23 November for Winter Season 21 
February for Spring Season 24 May for 
Summer Season and Z4 August for Autumn 
Season 
For current skill of outlook with respect to 
climatology, se Table 10 
90-Day Outlook Temperature - average or mean condition Increasing skill in temperature outlook less 
for each month in the 90-day period or none in precipitation 
Porecast Glass Temperature same as 1979 
Above 33 
Normal 33 
Below 33 
Precipitation total amount which falls during
the entire 90 day period 
Precipitation - total amount which falls during 
each month in the 90-day period 
Forecast Class* Forecast Glass* 
lleavy 333 Heavy 333 
Moderate 
Light 
333 
333 
Moderate 
Light 
333 
333 
Issued the end of each month for the next three Issued the end of each month for the next three 
months months 
b-Month Outlook Temperature - average or mean condition for Same as 1979 except temperature and precpta­
the entire last three months of the period tion values for each month 
Forecast Glass* Increased skill, especially in precipitation outlook 
Above Normal 333 
Normal 333 
Below Normal 333 
Precipitation - total amount which falls duringthe entire last three months of the period 
- Forecast Claas 
Heavy 333 
Moderate 333 
Light 333 
Issued 3- November for the Spring Season 28 
February for the Summer Season 31 May for 
the Autumn Season 
Winter Season 
and 30 August for the 
EXHIBIT B-30 (Continued) 
RANGE 
VERY LONG RANGE 
5-Year Outlook 
1970 1979 1989 
Evaluation of average climatic (primarily tem­
perature and precipitation) deviation from 
normal for the entire period
Issued 31 December each year 
G0 
'Forecast classes climatological or change probability of occurrence of the classes 
5-Day Forecast Area to which I 2 and 3 apply change each month depending on amount of precipitation 
I Wetter part of country 
Z Drier part of country
3 Driest part of country - July and August includes U S part of Columbia River Basin 
- September, includes the drier interior parts of Oregon and Washington 
v*Seasons 
Winter December January, February 
Spring - March, April May 
Summer - June July August 
Autumn - September, October November 
EXHIBIT B-31 	 PRECIPITATION FORECASTS", WESTERN REGION -
UNITED STATES 
Index of Forecast Accuracy Fcst April - September 1966 October 1966 - March 1967 
Issued Period (Hours) Period (Hours) 
by 
0-12 12-24 24-36 0-12 12-24 24-36 
Percent Correct (1) LFO (5) 
AFC (6) 
92 
90 
4 
9 
90 
90 
5 
3 
90 8 
90.4 
88 
86 
7 
6 
82 
82 
5 
6 
81 
81 
6 
8 
Post Agreement (2) LFO (5) 
AFC (6) 
58 
47 
42 
40 
43 
36 
73 
68 
59 
59 
58 
59 
Prefigurence (3) LFO (5) 
AFC (6) 
44 
33 
23 
21 
18 
13 
75 
71 
55 
54 
51 
50 
Threat Score (4) LFO (5) 
AFC (6) 
34 
24 
18 
16 
14 
11 
59 
53 
40 
39 
37 
37 
-Precipitation or no precipitation event - the accumulation of 0 01 inch of 
rainfall or water equivalent (melted snow) in the forecast period
 
Number of Correct Forecasts
(1) Percent Correct = Total Number of Forecasts 	 X 100 
(2) 	 Post Agreement =Number of Correct Precipitation Forecasts 
Number of Precipitation Forecasts 
(3) irefigurence = Number of Correct Precipitation ForecastsNumber of 	Precipitation Occurrences 
(4) Threat Score = Number of Correct Precipitation Forecasts 
Number 	of Precipitation Forecasts + Number of Precipitation 
Occurrences - Number of Correct Precipitation Forecasts 
(5) 	 LFO = Local Forcast Offices include flive stations in the Columbia River 
Basin, and a large number outside the Basin in the Western United States 
(6) AFC = Area Forecast Centers in the Western United States (Figure 5) 
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EXHIBIT B-32 	 PRECIPITATION FORECASTS*, PERCENT IMPROVE-
MENT OVER CLIMATOLOGY, NORTHWESTERN 
UNITED STATES APRIL 1966 - MARCH 1967 
Forecast Issued Period (hours) 
by 0 -12 12 -24 24 - 36 
Local Forecast Offices (1) 37 8 17 0 29 5 
Area Forecast Centers (2) 27 9 16 3 9 4 
* 	 Precipitation or no precipitation event - the accumulation 
of 0 01 inch of rainfall or water equivalent (melted snow) 
in the forecast period 
(1) 	 Local Forecast Offices include five stations in the Columbia 
River Basin, Missoula, Spokane, Yakima, Boise, and Pocatello, 
and nine in neighboring areas outside the Basin 
(2) 	 Three Area Forecast Centers, Seattle, Great Falls and Salt 
Lake City, provide forecasts for adjacent parts of the U S 
portion of the Columbia River Basin (Figure 5) 
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EXHIBIT B-33 QUANTITATIVE PRECIPITATION FORECAST (QPF) 
VERIFICATION FOR THE UNITED STATES 
A Post agreement Area correct divided by area forecast, A 
c 
Af
 
B Prefigurence Area correct divided by area observed, A 
C 
In overforecasting, the prefigurence is larger than 
the post agreement In underforecasting, the post 
agreement is larger than the prefigarence 
C Threat score Area correct divided by the area forecast 
plus area observed minus area correct, A
c
 
Af + A - A
 
D Annual 1967 QPF Verification Statistics 
FCST Prepared Post 
FCST FCST Before Beginning of Agree- Pre- Threat Bias 
ISOHYET PERIOD Verification Period ment figurence Score Af/A
o% f0(inches) (hours) (hours) 
0 01 12 4 59 57 41 98 
0 50 12 4 Z8 39 19 141 
0 50 24 1 37 44 25 117 
Mean 7 years - Approximate Winter 42 55 31 130 
Summer 31 38 21 122 
1 00 1z 4 18 27 12 154 
1 00 24 1 26 31 17 119 
Mean 7 years - Approximate Winter 32 46 23 142 
Summer 21 27 13 129 
1 00 24 16 19 19 10 100 
1 00 24 25 15 14 8 90 
. -- ,PRECIPITATION AREA 
/OBSERVED
 
I II iil FORECAST 
-CORRECT 
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EXHIBIT B-34 	 HEAVY SNOW WARNING VERIFICATION FOR 
THE UNITED STATES OF FORECASTS ISSUED 
BY REGIONAL FORECAST CENTERS 
A 	 Post Agreement Area correct divided by area forecast, Ac /Af 
B 	 Prefigurence Area correct divided by area observed, Ac/A 
In overforecasting, the prefigurence is larger than the post 
agreement In underforecasting, the post agreement is larger 
than the prefigurence 
C 	 Threat Score Area correct divided by the area forecast plus 
area observed minus area correct, A /A f + A -A 
D 	 Bias, Af/A 
Verification 	 1966-67 1967-68 
Total 	Area Forecast # 1075 6 803.2 
Total 	Area Observed # 748 0 461 4 
Total 	Area Correct # 277 7 148 8 
Post Agreement 	 258 185 
Prefigurence 	 371 322 
Threat 	 180 133
 
Bias 	 1 44 1 74
 
t Heavy snow is defined as 4 inches of snow in the specified 12-hour 
periods of OOOOZ to lZ00Z or 1200Z to OOOZ Forecast 
is prepared 4 hours before the beginning of verification period 
#Areas are expressed in arbitrary units Heavy snow forecasts for 
mountain areas only were not evaluated unless they were part of 
a more general area of heavy snow forecast Observations of heavy 
snow from these higher evaluations were not routinely available for 
the periods concerned
 
AREAS Observed
 
Forecast
mCorrect
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EXHIBIT B-35 TEMPERATURE FORECAST-, WESTERN UNITED STATES
 
Index of Forecast 
Accuracy 
Fcst April - September 
Issued Period (Hours 
by 0-12 12-24 2
1966 
4-36 
October 1966 
Period (Ho
0-12 12-24 
- March 19 
urs) 
24-36 
Mean Absolute Temperature 
Forecast Error (1) 
LFO (5) 
AFC (6) 
3 
3 
09 
48 
3 
3 
40 
77 
4 
5 
79 
11 
3 18 
3 58 
4 23 
4 52 
4 74 
4 97 
Mean Absolute 24 Hour Ob- LFO (5) 4 90 4 11 4 88 5 21 5 47 5 16 
served Temperature AFC (6) 4 90 4 11 4 88 5 21 5 47 5 16 
Change (2) 
Percent Improvement Over LFO (5) 37 04 17 31 1 86 38 97 22 70 8 17 
Observed Change (3) AFC (6) 29 12 8 30 -4 68 31 35 17 41 3 69 
Mean Absolute Abnormal LFO (5) 3 91 5 60 6 80 4 03 5 76 6 96 
Temperature Forecast AFC (6) 4 32 6 28 7 19 4 66 6 18 7 15 
Error (4) 
- Maximum and minimum temperature in the forecast 	period 
(1) 	 Mean Absolute Temperature Forecast Error =- I E (T F - T0 ) 
N 
T F 	 = Temperature Forecast T o = Temperature Observed 1 
(2) 	 Mean Absolute 24 Hour Observed Temperature Change = N (TMax - TM) 
(3) 	 Percent Improvement Over Observed Change = 
Mean Absolute 24 Hour Observed, Temperature Change -
Mean Absolute Temperature Forecast Error 
Mean Absolute 24 Hour Observed Temperature Change 
(4) 	 Mean Absolute Abnormal Temperature Forecast Error = for the subset of 
forecasts in which the observed temperature was 8°F less, or 80F greater 
than the mean maximum or mean minimum temperature for the month 
(5) 	 LFO = Local Forecast Offices include five stations in the Columbia River 
Basin, and a large number outside the Basin in the Western United States 
(6) 	 AFC = Area Forecast Centers in the Western United States (Figure 5) 
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EXHIBIT B-36 	 TEMPERATURE FORECAST%, PERCENT IMPROVE-
MENT OVER OBSERVED CHANGE, NORTHWESTERN 
UNITED STATES, APRIL 1966 - MARCH 1967 
Forecast Issued Period (Hours) 
by 0-12 12-24 24-36 
Local Forecast Offices (1) 39 5 22 4 5 9 
Area Forecast Centers (2) 33 2 17 4 5 0 
* Maximum and 	minimum temperature in the forecast period 
(1) 	 Local Forecast Offices include five stations in the Columbia 
River Basin, Boise, Missoula, Spokane, Yaklma, and Pocatello 
and nine in neighboring areas outside the Basin 
(2) 	 Three Area Forecast Centers, Seattle, Great Falls and Salt 
Lake City provide forecasts for adjacent parts of the U S 
portion of the Columbia River Basin 
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EXHIBIT B-37 )-DAY OUTLOOK PROBABILITY OF ACHIEVING A 
FORECAST CLASS FOR THE UNITED STATES 
5-Day Temperature 
%Prob of Obs. 
1962-68 
Forecast 
MB B N A MA Obs Chm 
MB 
B 
N 
A 
MA 
44 
39 
11 
5 
1 
20 
39 
23 
15 
3 
8 
30 
29 
26 
7 
3 
17 
25 
38 
17 
1 
7 
15 
37 
40 
13 
28 
23 
25 
11 
12.5 
Z5 
25 
25 
12 5 
5-Day Precipitation 1962-68 
% Prob of Obs 
For ecast 
(1) L M H Obs Chm 
L 
M 
H 
45 
31 
24 
35 
35 
30 
24 
34 
42 
33 
34 
33 
33 3 
33 3 
33 3 
% Prob of Obs 
(2) 
NP 
M 
H 
NP 
52 
24 
24 
M 
38 
29 
33 
H 
30 
29 
41 
Obs 
41 
27 
32 
Cm 
40 
Z7 
33 
0k Prob of Obs 
(3) 
NP 
P 
NP 
73 
27 
P 
49 
51 
Obs 
66 
34 
Chm 
66 
34 
and 	(3) apply change each*5-Day Precipitation Areas to which (1), (2), 
month depending on amount of total precipitation. 
(1) 	 Wetter part of country 
(2) 	 Drier part of country 
(3) 	 Driest part of country - July and August, includes U S part of 
Columbia River Basin September includes the interior parts of 
Oregon and Washington 
NP = No Precipitation 
P = Precipitation 
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EXHIBIT B-38 	 30-DAY OUTLOOK PROBABILITY OF ACHIEVING 
A FORECAST CLASS FOR THE UNITED STATES 
30-Day Temperature 1954-67 
% Prob. of Obs 
Forecast 
MB B N A MA Obs Chim 
MB 24 17 12 10 5 13 12 5 
B 33 29 26 22 16 26 25 
N 23 26 26 25 22 25 25 
A 15 20 24 26 28 23 25 
MA 5 8 12 17 29 13 12.5 
30-Day Precipitaton 1954-67 
% Prob of Obs 
Forecast 
L M H Obs Chm 
L 39 35 31 35 33 3 
M 34 36 36 35 33 3 
H 27 29 33 30 33 3 
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EXHIBIT B-39 SEASONAL OUTLOOK PROBABILITY OF ACHIEVING 
A FORECAST CLASS FOR THE UNITED STATES 
Seasonal Temperature 
% Prob. of Obs 
B 
B 49 
N 29 
A 22 
Seasonal PrecLpitation 
%Prob of Obs 
L 
L 36 
mi 32 
H 32 
1959-68 
N 
42 
30 
28 
1959-68 
M 
32 
35 
33 
Forecast 
A 
29 
31 
40 
Forecast 
H 
30 
36 
34 
Obs 
41 
30 
29 
Clim 
33 3 
33.3 
33.3 
Obs 
33 
34 
33 
Clin. 
33 3 
33 3 
33.3 
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EXHIBIT B-40 	 30-DAY WEATHER OUTLOOK 
Normals and Class Limits for 
June-July, Columbia River Basin 
STATION* TEMPERATURE (OF) PRECIPITATION (Inches) 
Norm A B MA MB Hvy Lgt 
WASHINGTON 
Spokane 66 8 8 2 8 92 48 
OREGON
 
Portland 65 1 6 1 9 1 30 54 
Pendleton 70 3 7 2 5 92 32 
Burns 65 4 8 2 6 78 28 
IDAHO 
Boise 71 3 8 2 7 54 20 
Pocatello 68 5 9 3 0 1 12 43 
MONTANA 
Missoula 63.5 8 2 7 1 90 90 
*Stations in the Columbia River Basin for which temperature and pre­
cipitation predictions are verified for all weather outlooks 
These class limits have been determined separately for every month 
and station from available uniform records in such a way that, on the 
average, one-eighth of the observed temperatures will fall in each of the 
much above (MA) and much below (MB) normal classes, and one-quarter 
in each of the above (A), below (B), and near (N) normal categories 
Temperature limits expressed in OF are distributed symmetrically about 
the normal values, so that the numerical value of the beginning of each 
class other than near normal can be determined by addition to, or subtrac­
tion from, the normal (NORM) of the values in the columns headed A, B 
or MA, MB Temperatures between the beginning of the above and below 
class are classified as near normal 
The precipitation limits have been computed so that one-third of the ob­
served amounts should occur in each of three classes Amounts (expressed 
in inches) are classified as heavy if equal to or greater than the value in 
the column headed HVY, and light if less than the value in the column headed 
LGT Precipitation amounts between these values are classified as moderate 
Exception must be made for a number of western stations during the dry sea­
son, the value 01 inches in the HVY column then indicates that any measur­
able precipitation must be classified as heavy, and that no distinction can be 
drawn between the moderate and light classes 
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DATE = 69049 00/08/00
FORTRAN IV G LEVEL 1. NOD 3 BRM 

0001 SUBROUTINE aRM(I) 
0002 COMMLN /PROd/I1,OFFSLTPPREuPAMT(6),fMEAN(12I,kb(7 ),RASE(12), 
1 PCLD(Z2 
0003 CuMMON/LA$T/LDAY(365),T(365),Lt3b ),R(3btflH(365),E(365),W(3o5), 
1 wB(365),wO(365),Q(3651,FLOW(3651,SUMF(365) 
0004 COMMON CONST151,TEMPM,TEMPS,MONTHnTAB(LO),WSTA(LO), 
1 BK(20I,DK2O),TAU12),INDXW,INDXK 
0005 INTEUER*4 TAd 
0006 INTEGER*4 L 
0007 DELTAE=3 
0008 H(I)=H[-1) 
0009 
0010 
IF(T(Ik.LT.TEMPM) GO TO 30 
H(I)=H(I-1)-(T(I)-TEMPM/CONST ( LI 
0011 IFIH(I).LT.OJ H(I)=O 
0012 TS=H(L)**2/(I0+9*H(1)) 
0013 TS1=H(I-LI**2/(13+9*HlI1)) 
0014 DELTAE&912*(TS-TSI) 
0015 30 OELRS=O 
0016 DELRNS=O 
0017 IF(K(L).tw 0) vu TO 21 
0018 IF( T1I) UT rMPS) GO TO 20 
0019 TS=L+120/( 9*(L -R(1)) 
0020 I.IE(I-i R(1))*(1 SQRJ(TSII 
0021 HII)=TSI-H(I-I)+H(1) 
0022 bU TO 21 
0023 O Tb=(t11+1(BH[-1))/2 
0024 s=q*rS/(IO+9*rs) 
0025 TS=) 
0026 LIM=TAU(MONTH)+1 
0027 IF(LIM.GT.I) LIM=I 
0028 LIM=LIM-1 
0029 O0 40 J=I,LI 
003u I1I(I-J)GT.c,49S) VS=TS*RU-J) 
0031 4C CONTINUE 
0032 A=I-(CONST(2)/(I+.0823*TJ) 
0033 DELRS=S*R(I) 
0034 DELRNS=A*(I-S)I*R( 
0035 21 W(I|)=ELRS+DELRNS-DELEAE 
0036 [)=9*H(E)4*2/20*18*H()) 
0037 OU 50 J=2,INOXw 
0038 IF(WTAB(JI.LT.d(I)) GO TO 50 
0039 TS=WCI)-TAB(J-I)/(WTAdIJ-WTABJ-1l) 
0040 WB(II=TS*I.BrABfJ)-WBTAB(J-12)+WBTAB(J-1) 
0041 GU TO 60 
0C42 50 CONTINUE 
0043 wRITE(6,102) w(i) 
0044 102 FURNATL8H W ERROR,FIO.2) 
0045 CALL EXIT 
0046 60 WD(I)M=(I)-MII) 
0047 w(I=(1-1/CJ4ST(4))*,(-1)LONST(51*r3II-1 
0048 FI0 
.0049 F2=0 
0050 LIM=I 
0051 IF(I.GT.INDXK LIM=INDXK 
0052 J=1 
0053 DO I K=1,LIM 
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FORTRAN IV G LEVEL 1, MUD 3 MAIN UATF = 69P49 00!98/01 
vOOL 
C 
C 
C 
OASIN KEA( 1luu MI)EL 
LUMMUN /PKtUI,LFIS.ETvPPKtLIPA 
I PCLU(12) 
I I tItA ( 121 ,I w(7,7) ,mASL I2), 
0002 LUMMUN/LAST/IUAY(365)T(305)C(o5),k{dbI5,H(bbflE(3651,W(365),
 
I wtJ(365),hd(3b5),J(365).FLOI365kSUMF(305
 
0001 LJMMuIq tidiST(5) ,TE P,,,If 41S. 4tTrih Al it IWITAI( I'), 
1 66(' ) ,K(ZJJTAU( l?) ,IXwIN,Xr
 
0004 l4TtbEkR4 iAU
 
0005 LNTtbEk*4 L
 
0006 DATA TYPFI,TYPtZIYPE3,BLANK/IHI,1HA,HF,H /
 
0007 READ (5,J3) 11
 
0OOd IP3 FORMAT (110)
 
0009 REAO (5,1151 T
 
0010 105 FUPMAF (A)
 
0011 WRITE (6,104) 11
 
0012 IF(TS LQ.IYPLI) UUl T] I
 
0013 IF(TS.L'J 1YPL2) UO TO 2
 
0014 [HITS L,, fYIE3) ,U 10 3 
0015 FI(TS Lu 0i A,1t) ',u TU 4 
0016 nih1E (..106)
 
0017 10O t-URMAT (19HlLKKUR UN TYPE CARD)
 
0018 CALL EXIT
 
0019 1 CALL INPUII
 
0020 bu To 5
 
0021 2 LALL INPuT,
 
0022 Gu TO 5 
0023 3 CALL INPUT3
 
0024 GO TO 5
 
0025 4 wRITE(b,1(4) 11 
O02b 1k [UKMAI{lIlrAt.UU,4 SbFU,,A,I1 I]
 
0OZI LALL cXil 
0028 ENU 
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FORTRAN IV G LEVEL 1, MOO 3 INPUTI DATE = 69049 00/08/00
 
0001 SUBROUTINE INPUT1
 
0002 COMMUN /PRU6/[I,JFFSET,PP.WC,PAMT(6JrIL.It(12),Rh(7,7),RBASL:12),
 
I PCLDI12)
 
0003 COMMdN/CAST/IOAY(3o5),T36bI.L(3b5),R(3b5),H(36 )),E(j6)),W(365),
 
I vB(365,WD(365),Q[365),FLOW(365),SUMF(365)
 
0004 COMMON CONST(51,TEMPM,TLMPS,MBNTd,WTAB(10),WBTAB(IO),
 
I t3 (O,DK(ZO),TAU(1Z),INDXW,INDXK
 
0005 INTEER44 TAU
 
0006 INTEGERM4 C
 
0007 CALL REAJI
 
0008 READ(5,100) NLOUPIOAY(l),H(1),Q(1)
 
0009 100 FORMAT(215,14F5.0)
 
0010 READ(5,101)(T(i),I=1,NLOOP)
 
0011 KEAD(5,IO1)(ktI),I=I,NLUUP)
 
0012 101 f-JRMAT(IoF5.C)
 
0013 tALL SETUP
 
0014 1=2
 
0015 00 20 M=2,NLOUP
 
0016 RII)=R(I)*CONST(3)
 
0017 CfI)=0
 
0018 LALL UAYINC(If)
 
0019 CALL 6RM(I)
 
0020 20 1=1+1
 
0021 WRITE (6,200)
 
0022 200 FORMAT (IHI,120X,5H[NPUT)
 
0023 CALL PRINTI(NLUOPJ
 
0024 RETURN
 
0025 END
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FORTRAN IV b LEVEL 1. A.D 3 INPUT2 DATE = 69049 00/38/00
 
0001 SUBKOUTIt INPUT2
 
C uLNRATL ACTUAL
 
0002 .UMMuN /kPJd/[I,dt F Ctf,PPKtL,PAMr(t) IkAll(t2))r, ( (,7),RdASE( 12),
 
I PCLD(l)
 
0003 LUMM(JN/CAS[I)AY(365),T(365),C(3o),,(3b5),H(3b5),L(3651,K(3b5),
 
I WB(3651,WO(365),Q0365,FLOW(365),SJMF(365)
 
0004 COMMON LONST(5),TEMPM,TEMPSMUNTHWTAB(IO),WBTAB(10),

1 brdZC),dK(2).TAUi2.Nlx,..hJdX(
 
005 INTcGEk*4 lAU
 
0006 INTiLK44 L
 
0007 CALL REAul
 
0008 READ (5,1301 qLaJP,IDAY(1,r(II,T(1),(I),Q(1)
 
0009 100 FORMAT (215,14F5 0) 
0010 CALL sLILP
 
0011 1=2
 
0C12 REAL) (5,131) OFSETP,'cL,(PATI(J3,JsIo) 
0013 READ (5,101) (TrAtANtJI,Jz1,123
 
0014 READ (5,104) ((RW(J,K),Js1,7),K=1,7)
 
0015 104 FORMAT 17F5 0)
 
0016 REAu (5,111) (RdASE(J1,J=1,12) 
0017 KEAU (5,1-1) (PLLu(J),J=II2
 
0018 101 FURMAT(Lor, 33 
0019 CALL PRINr3
 
0020 DO 30 M=2,INLIOP 
0021 CALL DAYI[LIfI)
 
0022 IS=T(I-I-UFcI-TcA(AUNTH) 
0023 1=4-1S/
 
O024 LALL RANOU) (11,12,Y] 
0025 11=2
 
0026 00 5 L=I,1
 
0027 IF(Y.GT.Rw(II,LI) 6U TO 5
 
0028 T([)=TMLAN(MddTHI+U&FST+{'-L)*5
 
0029 u TO 6
 
0030 5 LONTINUC
 
0031 WRITE (t.200)
 
0032 200 FORMAT (ZiIERROR IN RANDOM WALK TABLE) 
0033 CALL EXIT
 
0034 , CALL RAlOu(h1,12,Y)
 
003, 11=12
 
003o R(I=O
 
0037 C(L}=O
 
0038 IF(Y.GT.PCLO(MONTH)) u~ TU 18
 
0039 C([I=I
 
0040 LALL KAM)LJ (11,12,Y) 
0041 11=12 
3042 I$(Y uT PPMLL) 1O IuO 1 
0043 CALL RANDO (11,1i,YI
 
0044 11=12
 
0045 DO 7 L=1,3
 
0046 IF(Y Ul PAMI(LI) CU TO 7
 
0047 k(1)PsATL3) RbM3h(MUNil 
CC48 kI1)=k(Ii*LuS13)
 
0049 GO TO 18
 
0050 7 COwTINUE
 
0053. WRITE (6,201) 
0052 401 FJKMAT (25H1IEkJK IN PREC PRCr TAdLL) 
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FUkTRAN IV 6 LcVLL 1, MUD 3 INPUT2 OATE = 69049 CC/08/00 
0053 LALL EXIT 
C054 1b GLnL 6KMH(I) 
u C!)t0 1=1+1 
0056 nKTt (b,20,) 
0057 20Z FOKMAT (Ill,LZOX,bHACTUAL) 
0058 CALL PRINTL(NLUUP) 
0059 RETURN 
GC6O END 
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FORTRAN IV G LEVEL 1. MUD 3 INPUT3 OATE = 69049 00/08/00
 
0001 SUBROUTINE INPUT3
 
0C02 LUMrUN /PRU61/1,UFFSET,PPRIH,PAIT(u],hitAN(12J ,K(II),OASL(12),
 
1 PCLD(12)
 
0003 CPtlUN/CASI/IJAY(Aob),T(6o5) ,(3o5l ,(3o5) H(3o5,Et),(36 W(3b),
 
1 h6(3b51,wO{3b5),QI365),&LUW(3b5),SJMF(365)
 
0004 COMMON CONST(5),TEMPMTEMPS,MuNTHWTAB(IO),WBTAB(I0),
 
I BK(20),UKI201,TAU(IZI ,INOXWi.INDXK
 
0005 INTEGER*4 TAd
 
0006 INEbbld-'. . 
0C07 ETURN
 
0008 LN0
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FURRAN IV 6 LkVEL 1, MUO 3 BRM UATE = 69049 00//nSO0
 
0054 FI=FIiUKIK)*WO4J3
 
0055
 
0050 I J=J-1
 
00t7 F3=U(1)/uLNSF(4)
 
0058 FLOW(I)=FL+F2+F3
 
0059 SUMFLI)=SJMt(I-I)+FLOW(I)
 
0060 RETURN
 
1061 tL)D 
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FUkTRAN IV G LEVbL 1, MOD 3 SETUP DATE = b9C49 31/o8/no 
0001 SUoRUUTINE SETUP 
0002 CUMMON /P(Ud/J1,UFFSETPPKL( ,PAr r~o),,4lAi 2( ?, ZtRi/iSri 2), 
0033 
1 PLLO(12) 
GUMI4tN/CAST/IOAY(35) .1(3b) ,LL(6 5),K(31 5) ,h(365),E {3L1its(31bt 
S.1t3(3b),W(365)1,(365),FLOWfS 5),SUMF(365) 
0004 LUMD1 CLNST(5)IIMPMUEMPS,MuNTHWIAdilCJWBTAB(10), 
1 BK(2C)i0K(20)TAU(12),INDXh I1NDXK 
0005 IJgTE(LK*4 TAJ 
0006 Ird1L.ER*4 C 
0007 1S-9 d(I)/1IC+9dH(1)) 
0008 E(lh=H(1)*Ts/2 
0009 L(1)=0 
0010 I(R(1) Nd.C) C(I)jI 
011 IL R h((1 )*CUJST(3) 
0012 (I)=0 
u013 ib( 1=0 
0014 w0(l)=O 
0015 FLOW(I)=w{()/CuNSTL4) 
0016 SUMFI)=&LOW(1) 
0017 LALL OATE 
9C18 RLTUK4 
0019 END 
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FuRTkAN IV u LtVtL I, uU 3 DATE dATE = t9049 
0001 SuM-iJUbI]NL tATL 
ooz lUMAU I, ijt,/I 1(,u, F., rrtc t" T [",),ir Ic),i w"4t,7)(,11)( 1?), 
1 iiLJ(1 1 
0C03 uu4i ur, /CASI/IUAY,?ILLI(30 4) ,tILL.(=U ".11) 
0004 LOIJ4JJ4 CUN, T ( 5) , TEP.4,1 EMP i Mul'TltWTAd (10) wBTAb 1 10) 
I b 2C),OK(20) ,TAU( 12)),I1"UX ,[ 
0005 INTt Lb -4 TAU 
0006 4 l tut ,' C 
OPCC7 ) IL ,U ' 'i'T1( 12 1 
'608 24.1 oa 4T1/. I,1 ,s, VC, 122, 151 , I It ,~ ,2 ?.i,J '3 , 3 o / 
0009 IC lF{IUAY.L.3f) GO TO 11 
0010 IoAY=IuAY-3u5 
0011 uu IO 10 
4G 12 11 1(N IHz 
O013 Ou 12 1=1,12 
0014 IF bAY Li.'i1TH j Tb 13 
0015 1, AdIj,IrIH,T~H+1 
0016 1, ReTL)J&N 
0017 wNU 
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FORTRAN IV 1 LEVEL 1. Nu) 3 DAYINC OATE = a9049 00/08/cr 
0001 SUBRJUTINt LAYINL(1)
 
0002 LUIJN /PRJ6/II,OFFEE:TrPi<tIPA,1{o),I 'ILAN(12) d(I, 7jK3ASF(12),
 
I PL[U(IZ) 
0003 LuMlu.,/CAsT/iJAY(3b5) I1{365kL( )),OD ,,Ir13651,L(36D)o(bAo), 
1 w6L6b5,.J(36),Q(3bbIFLU.(3b,),SUMF(ibb)
 
0004 LUMMUN LONST(5),TEMPM,TMPSMINTH,TA (C),WBTAUI l),
 
I BK(20).DKI20).TAU(12),INXWIjOXK
 
0005 INTLuEK*4 TAd
 
000b INTcuLk*4 L
 
0007 01iMt IJi ItJNTHI Iz
 
0008 UATA MUrTM/315,90,120,tti,I8I,2I2,243,273,304.334,36Bb/
 
0009 IDAY(I)=[OAY(I-I)+1
 
0010 IF(IOAY(i).tT.MUNTH(MONtH)| MUNT=MUNTH+1
 
OcIlI I (MuIuTH.Ijc.I3) 6u Ti I­
n012 MNI=I
 
001i IDAY( )=i
 
0014 19 RETURN
 
0015 END
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n
FURTkAN IV u LLVLL 1, MUU 3 READl OAT& = 69C49 00/08/O

0001 SUBKUUI[NE READ1
 
0002 LdJt'.I. /PKUDI/I IuFFSeTTPPiL,I'Ai (0) , I L I(1,2) k"( 1,7) ,ROiASH-( I/, 
I PLLL 12) 
I Wd(365hwL)(365),Q(365,I-TLv(365),SUMF(3651
 
0004 LIMMUN CuNST(5ITLMPM,TEMPS.MUNTHWTAB(10),WBTAB(10),
 
I 8I(201,)I(20),TAUIL2),INOXW,INDXK
 
0005 ihTKIkE* TAU
 
OCL6 iagtrK*4 C
 
0OC7 O'l sluN, MUNTHI1C)
 
0008 IAIA MUNTHI/3159,90,120,L51.1B1I212,243,273,304,334,365/
 
0009 INTEtER*4 TAU
 
0010 100 FORHMATI215,14F5.0)
 
OCII ItI FJk AT(1I6 5 .)
 
OCle NtAUf .1LL) fUAW,INUAKtEMPMt LIP
 
3013 KEADI ,lkI) (rJTAb( II,I=1 ,I.tUa )
 
OC14 REAu(5,I01)(bTA(I),I=iIhUX.)

0C15 KLAdO),102)(TAU(1),1=1,12)
 
001b 102 FURMAT(IZ15)
 
1017 tAo(5,111) (dJ( ILI~oxrj
JuI18mt L) t,i l I) (JO jI), ,I =1I PAXKj 
uOlA stAy (5,J) fLrST(I1,1=1,5)
 
0020 103 FuKMAI (4F') OF,1.0)
 
0021 CALL PkINTI
 
0022 RETURN
 
0023 [,vtt
 
A-ZZO
 
n
FORTRAN IV b LbVEL 1, MUD 3 PRINII DATE = 69049 09108/0
0001 SUBRJUTINE PRINTILNLOOP) 
0002 COMMUN /P,(fIdI1,uF&SLTPPiiL.IA4tVI'fAr(1), w(1,7),gHAsr(12), 
I PLLU(12) 
0003 LuM4i,4 /AT/IDAY(3b5),T(3o5),ULo,),MiobJ),H(36),E(35)),(3o5J, 
L Wd{(bb).W0(3b5),Q(365),FLOW(3C5),SUMF(365) 
0004 CUMMUN LONST(5),ThMPMTMPS,MUNTHWTAB10),wSTAB(10), 
I BK(20),DK(20),TAU12).INDXW.INDXK 
0005 INThbh44 TAd 
O00o INTtuIt , 
0007 100 FdRMAT(SCt. 
I I 
Q008 201 FOKMAT{(5HO JAY T C R H E W 
1 wd wj FLOW SUM F) 
0C09 Z02 FURAT(15.3X, d 215.OF8.2,Fd %-1 .2 
0010 20j f-uKMAT (111) 
0011 RtAL) (5,29C) 
0012 WRITE (6,200) 
0013 ICT=NLUQP 
0014 L=l 
0015 LI,4=b0 
0016 o^ IF(IU LT.b$) LI=IGT*L-1 
0017 WRITLEo,231) 
0018 00 80 [=L,LIM 
0019 80 WRIIEI6,20211AY(I 
I FLtw(IISUMFtI) 
,T(),C(),R(1),HI I EI ,w( 1),0BLI),wD( U, 
002C L=L+50 
0021 LIM=LIM+5, 
0022 ICT=ICT-5J 
0023 70 wRITE(6,203) 
0024 IFCICT.GT.OJ GU rO 60 
0025 RETURN 
0026 LNtu 
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FORTRAN IV ( LEVEL 1, MOU A PRINT2 DATE = 69049 On/Or
 
0001 SUBdRUTItI PRINTZ
 
0C02 LJNMUN /PKbd/IIuFFSETPRLCt1;PAMI4biiMbANIIZ),Rh(7,1),RASL(12),
 
I PCL Ii121
 
J003 LUM'i4 r/CAT/IJAY(obS) T(3b5) (,13b5),k(3o5),mlo5),L(3b5)W(3b5),
 
I W6(3652,WO(365),Q(365).FLUy(365),SUMF(365)
 
0004 CUMMUN CONST(5hTEMPM,TEMPS,MONTHWTAB(LO),WBIAB(1A),
 
1 bK(20),DKS2O),TAU(12),INIXWINDXK
 
0005 iN1LbEK*4 IAu 
LOb iITlUtR*, C
 
3007 wRIIE (o,200) IEMPM,TLMPS
 
0008 WRITE (6,201) (WTA6(IIIl,INUXW)
 
0009 WRITE (6,002) (WBTABLI),I=,INXW)
 
0010 WRITE (6,203) TAU
 
0011 "RITE (6,Z04)I( KI),I=lLNDXK)
 
OuL2 NRITE b(,2C5)(JK(1),l=I,INX()
 
0013 wRITc(b,206) (LONST(IlI),1=1,51
 
0014 WRITE 1..207) will
 
0015 2C0 FUkMAT (1bHOTEMP OF MELT ,F5.2,5X,14HTLMP OF SNOW ,F5.2)
 
0016 201 FORMAT (9H w TA6LE 01OF8.2)
 
C17 2CZ l-URMAT (9r Kd TAdiLEIOF8.2
 
Olb 2 L3 FORMAT (St-i fAU ,1218)
 
0019 204 IUKMAT (1ht16 ,19F8 2)
 
0020 20, FORMAT (1HKU ,IOF8.21
 
0021 206 FORMAT (1OH LONSTANTS,4F6.2,F12.2)
 
0022 207 FORMAT) OH IITIAL QF13.0)
 
302- IETU,{N
 
0024 END
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FORTRAN IV u LEVEL 1. MUD 3 PKINTS OATE = 69049 00/38/0o
 
0001 SUBRUUTINE PINT3
 
0002 tuMuN /Prud/11,UfStfPPkLC,PAM(o},I'ILAN(12),tW(1,7),RBASEtI2,
 
1 PGLU(12)
 
1 Wd(36dUWu13b5iQ(36),FLUW 305),SUMF(365I
 
0004 COMMON CONST(5hTEMPMTEMP5.MUNTH,4TAB(Ol),WBTAB(Lr).
 
I BKLZOII)K(20)tTAU(12,INLXw,INOXK 
0005 IJLuEkR4 TAU
 
0006 INltutK'4 L
 
0007 hRITL (i,/L)) U-rMT,PP-L
 
0008 200 FuRMAT (ZHQTtMP/SUbbASIN UFFSET ,Fj 2,bXI4HPRUB OF PREC 1-5.2)
 
0009 WRITE (o,201) IPAMT(JIJ=I.6)
 
0010 201 FORMAT (LIH PROB AMT OF RAIN,6FIO 1)
 
0011 kI IC (v,222) ITM:AN(JJ,J=1,12)
 
0012 2(2 luKMAI (IH 'TAV TEMP. 121d 4)
 
0013 WRITE 0o,,Z(3) (fR(J.K)J=1,II,K=1,7
 
0014 203 FORMAT (18 RANDUM WALK IAOLE/I7rIO.2))
 
0015 wRITE (o,2041 {RbASEtJJ,J=I,Jd)
 
0016 204 FURMAT (15H AVE PRECIP/DAY,12FS.2)
 
0017 KILL tb,2G) iPtLO(J),J ,1&) 
0018 z! FOKMAT (151 P,<dt OF uLUJUS,[2Fd.2) 
0019 kETuRN 
0020 END 
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FORTRAN IV G LEVEL 1. MUD 3 RANOU DATE -'69W9 00/08/00
 
0001 SUBROUTINE RANDUSIX.!VYVLh 
0002 COMMUN /PiUB/[L.OFFSETPPREL,PAMT(6),TMEANLI2 ,Rw(1.7TRBASE(12), 
1 PCLD(121 
0003 LOMMUN/ AST/IDAY(365),T(365),C(3651,R(365),H(365),E(365),W(3o5), 
1 WB(365),W013651.Q(3651.FL0U(365JSUMF(365, -
0004 COMMON CONSTE5),TERPM,rEMPSMONTHWTABIIOhWBTAB( 10), 
1 BK(20)OK(2O),TAU4121,IRDXWINDXK 
0005 INTEHER*4 TAU 
0006 INTE(ER'4 C 
0007 IY-Ix*899 
0008 IF (IYI%6,6 
0009 5 IY=IY+214748364?+1 
0010 6 YFL=IY 
0011 YFL=YE-L/2147483647. 
0012 RETURN 
0013 END 
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APPENDIX C
 
SYSTEM OPERATION AND BENEFITS
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I INTRODUCTION
 
The following sections of Appendix C describe in detail the methods 
used to calculate hedge, drawdown and inter-dam coordination benefits 
which can be realized from satellite-based sensor system support to 
water management in the Pacific Northwest Consistent with the rest 
of the study, attention is focused on benefits to the Bonneville Power 
Administration (BPA) Calculations are presented, for benefits which 
will accrue in the near term and those which can be expected in the 1975­
80 system The long term benefits for the 1975-80 period, and beyond, 
are based primarily on plans to add the Arrow, Mica, Libby and Dwor­
shak dams to the BPA system in the late 1970's 
Benefit calculation methods for the three water management areas 
described in this appendix assume that the satellite system will yield per­
fect information (i e , error-free observations of antecedent condtions 
and forecasts of coming hydrologic events) This premise of perfection 
is admittedly unrealistic, it is also unrealistic to assume that the three 
benefit areas discussed comprise the total benefits to accrue to the 
satellite-assisted water management system Other benefit areas such 
as head efficiency, non-BPA power utilities, power load forecasts, flood 
control and forecasts, and detection of overheating power transmission 
facilities, have not been included in the benefit calculations at this time 
because of their complexity Many benefits will certainly be gained from 
these related areas of water management when the satellite system 
evolves Thus the over-estimation of benefits due to assumption of 
perfect information is more than offset by omission of the additional 
areas in which benefits will be derived 
Extrapolation of near term benefits to the Pacific Northwest and 
to other basins in the United States are included in the benefit summa­
tion chart, Exhibit 11-54, in Volume II of this report 
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II REDUCTION IN HEDGE 
The concept of hedge as a planning tool in water management is 
explained in paragraph II D 1, Volume II, this report Hedge is based 
on predicted runoff during the spring and summer months and is written 
in terms of the standard error of predicted inventory Thus, hedge in 
KSFD 1 656, where KSFD is one thousand second foot days, a second 
foot day is 1 cubic foot per second per day, and 6 is one standard error 
of the predicted inventory Hedge benefits in terms of increased hydro­
generating revenue can be expressed as follows 
Benefits (in dollars) = Hedge (in KSFD) x conversion factor 
x $2 39/megawatt hour x hours per day 
where $2 39/mwh is the present value of power when the power supply 
is forecastable It is assumed that the satellite-assisted system will 
provide this necessary forecast lead time The conversion factor is the 
amount of power produced at a given dam by each cubic foot per second 
of water outflow 
Hedge estimates are made on January I each year and monthly 
thereafter until April 1 in connection with the requirement to revise the 
variable energy content curves Through this period, the hedge con­
tains both forecast and modeling errors Any error remaining after 
August 1 is model error, since complete melt and runoff have occurred 
by that date The hedge used in the following calculations is for the 
month of June, by which time peak runoff has been reached, and rain­
fall runoff yet to come in, the water year is a small part of the total 
water year runoff 
Since hedge benefits are applicable only to cyclic dams, benefits 
derived for the system in the near term are based on the two dams, 
Hungry Horse and Duncan, the only large cyclics in the Columbia River 
System The June hedges for Hungry Horse and Duncan were obtained 
from operational BPA data Hedge benefits for Hungry Horse and Duncan 
are calculated using the above benefit equation 
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Thus 
Benefits (Hungry Horse) = (140)(175)($2 39)(24) = $1,405,320 
Benefits (Duncan) = (103)(86)($2 39)(24) = $508,104 
The total, rounded to $2 million represents the revenue which 
would accrue to BPA each year as a benefit from elimination of hedge 
in water management 
In the late 1970's, it is expected that the Arrow, Mica, Libby and 
Dworshak dams will be added to the existing configuration The June 
hedges for the new dams that are anticipated additions to the BPA system 
in the 1970's were estimated by BPA from preliminary inflow forecasts 
to these dam sites Weighted hedges and conversion factors for all six 
dams are 
Hedge Conversion 
(KSFD) (Kw/cfs) 
Hungry Horse 140 175
 
Duncan 103 86
 
Arrow 5931 86
 
Mica 609 86
 
Libby 547 110
 
Dworshak 204 96
 
Using the formula stated above, benefits (rounded off) are cal­
culated as follows
 
(140) (175) ($2 39) (24) = $1,400,000 
(103) (86) ($2 39) (24) = $500,000 
(593) (86) ($2 39) (24) = $2,900,000 
(609) (86) ($2 39) (24) = $3,000,000 
(547) (110) ($2 39) (24) = $3,600,000 
(204) (96) ($2 39) (24) = $1,100,000 
TOTAL $12,500,000 
The total, rounded at $12 5 million, represents estimated benefits to 
BPA in the long term as a result of hedge reduction 
IDoes not include hedge for Mica, which is upstream, but is calculated 
separately for this table 
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The conversion factors used above represent the sum of the con­
version factors for all dams in the Federal system downstream from the 
dam used for benefit calculations In order to derive realistic benefit 
estimates, the assumption was made that hedge spilled at the upstream 
dam is spilled at each successive dam downstream The value of the 
water lost then is the sum of all conversion factors below and including 
the originating dam The assumption also was made that the management 
system will be able properly to utilize the hedge 
The benefits calculated are considered to be average--wetter years 
will provide greater revenue, dry years less Hedge is also a function 
of dam geometry and of installed capacity on the river system Since 
neither is expected to change after 1980, average annual benefits derived 
above for the long term will remain constant and will not be affected by 
future installation of nuclear thermal power generation 
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III OPTIMUM DRAWDOWN AND REFILL STRATEGY 
The benefits calculated in this section result from a compari­
son of actual operations for three water years of record, with optimum 
drawdown and refill based on perfect inflow information, both short and 
long term Of most interest are the eight calendar months which repre­
sent the drawdown sequence, September through April 
Refill for many dams is constrained by flood control require­
ments For this reason, interpretation of refill strategy from actual 
data is not meaningful. It is reasonable to assume, however, that the 
increase in efficiency gained from correct drawdown also would occur 
during the refill phase 
To develop comparisons of power generated through use of 
actual data with projected power output based on perfect information, 
Grand Coulee was selected as the test dam It currently contains an 
estimated 5,232, 000 acre feet of usable power storage capacity and, 
with an installed capacity of 1. 944 million KW, annually generates 14 58 
billion kilowatt hours Benefits were calculated byfirst estimating the 
improvement which could be expected by optimizing drawdown proce­
dures The resulting difference was converted to a dollar-value and ex­
trapolated to the entire Federal system Comparison of actual power 
output with projected rule curve operation is shown in Exhibit C-I 
At Exhibit C-2, the calculated optimum power generation at 
Grand Coulee was averaged for years 1959-60-61 In computing optimal 
release figures, the following constraints were observed 
* 	 Minimum generation was considered to be in excess of 
1, 390 MW 
* 	 Maximum generation was set at 2, 175 MW 
* 	 To prevent cavitation or pitting of turbine blades, the max­
imum allowable water volume through turbine cases was 
set at 109.5 KCFS. 
From 	Exhibits C-1 and C-2, average generation for the three 
cases 	are
 
Actual Operations 12, 890/8 = 1,611MW 
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EXHIBIT C-i COMPARISON OF ACTUAL WITH PROJECTED RULE 
CURVE POWER OUTPUT AT GRAND COULEE DAM AV-
ERAGED FOR WATER YEARS 1959-60-61 
Rule Curve 
Inflow Storage Outflow KW/ CFS Rule Actual Per 
(KCFS) (KCFS) (KCFS) Factor Curve 
Average 
Average
Genera-
Gent 
Dif. 
Genera-
tion(MW) tLon(MW) 
Sept. 67 0 + 2 66 = 69.66 x25.2= 1,754 1,710 - 2 5 
Oct 60 8 + 4 00 = 64 80 x Z4 9 = 1,614 1, 520 - 5 8 
Nov 63 2 + 6.00 = 67.20 x 24 7 = 1,660 1, 580 - 4 8 
Dec 43 8 +15 00 = 58 80 x 24 1 = 1,417 1, 330 - 6 1 
Jan 43.3 +33 60 = 76 90 x 22.8 = 1, 753 1, 390 -20.7 
Feb. 74 4 +34 60 =109 00 x 19.8 = 2, 158 1, 900 -12 0 
Mar 79 6 +25.30 =105 00 x 16 0= 1,680 1,880 +11 9 
Apr 103 3 + 6 16 =109.50 x 12 7= 1.390 1,580 +13 7 
13, 426 12, 890 
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EXHIBIT C-2 CALCULATED OPTIMUM POWER GENERATION AT 
GRAND COULEE AVERAGED FOR WATER YEARS 1959­
60-61 
pl I 
] Inflow Storage Outflow KW/CFS I Average 
I KCFS KCFS KCFS Factor I Power 
I Generated 
III 1 MW 
Sept 67 0 + 0 = 67 0 x25 37 =1, 700 
Oct 60 8 + 0 = 60.8 x25 37 =I, 542 
Nov 63 2 + 0 = 63.2 x25 37 =1, 603 
Dec. 43 8 +12.0 = 55.8 x25 10 =1,401 
Jan 43 3 +44 26 - 87.5 x22.8 =I, 995 
Feb. 74 4 +35 1 =109.5 x19 8 =2,168 
Marc 79 6 +29.9 =109 5 x16 3 =1, 785 
Apr 103.3 1 + 6 16 =109 5 x12 7 =1,391 
TOTAL 13,585 
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Projected Rule Curve 13, 426/8 = 1,678 MW 
Calculated Optimum 13, 585/8 = 1, 698 MW 
Visual comparison in terms of dam elevation for actual, rule 
curve and optimum drawdown strategies is shown in Exhibit C-3. 
To state power output in terms of revenue, the following for­
mula was used 
Dollar value of output = (Hours in year) x (Power 
in MW) x ($2, 39/MWH Ij 
or 
Dollar value of output 	= (8760) x (MW) x (2. 39) 
= 20, 936 x MW 
Thus, calculated dollar values are 
Actual Operations 20, 936 x 1, 611 = $33, 727, 896 
Projected Rule Curve 20, 936 x 1, 678 = $35, 130, 608 
Calculated Optimum 20, 936 x 1, 698 = $35, 549, 328 
The increase in revenue from actual to calculated optimum operations 
is 5.1% 
In gross terms, the assumption was made that the same per­
centage of improvement can be achieved by other hydro-generators in 
the system Therefore, the percent increase developed for Grand Cou­
lee was applied to the entire Federal system, as currently installed 
From Exhibit C-4, the total output for the modelized system (compris­
ing 80% of the Federal system) is 3, 2532 MW and 
(0051) x (3, 253) x (20, 936) = $3, 475, 000 
in additional revenue would be gained in the system as modeled. For 
the entire Federal system, the output is 3, 903 MW, and 
(0051) x(3, 903) x (20, 936) = $4, 166, 264 
1 BPA wholesale price for power, approximate.
 
2 Excludes ROR 
dams 
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1290 - -ftf\ 
80 \ 
70 
50 
OptLmum 1959-61 
Average Actual 1959-61 
Rule Curve 
40'­
30 
20 to 
10 
1200 
90 
80 
70 
60 
50 
11401 
SEPT OCT 
EXHIBIT C-3 
NOV DEC JAN FEB MAR 
Months 
RESERVOIR ELEVATION 
GRAND COULEE DAM 
APR 
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4 8% 
Z85 MW 
50.6% C 
2,968 mw 
I A 
Model Total = 5,871 mw 
44.6% 
2,618 mw 
Total Less 
R-O-R's 
. 3253 mw 
A 270 mw Model = 80% of Total 
Fed Capacity 
(7017 mw) 
C~2 % 
420 285 mw 
54% Model Total = 14,242 mw 
Total Less = 7977 mw 
R-O-R's 
44% zA 
6Model 
= 85% of Total 
2,155 mw Fed Capacity 
(16,725 mw) 
EXHIBIT C-4 	 SCHEMATIC REPRESENTATION OF THE COLUMBIA 
RIVER 
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in additional revenue would accrue to the BPA by optimization of water 
releases
 
Exhibit C-4 also includes outputs, both modelized and total for 
the 1975-80 period To adjust for the learning process and improved 
operation which normally would occur between the two periods, under 
the present management system, the percent improvement was degraded 
judgmentally from 5 1 percent to 4 6 percent No further allowances 
were made after 1980, however. 
Using the same formula, dollar benefits were then projected as 
(0046) (7,977) (20,936) = $7,683,512 
in additional revenue from the system as modeled and 
(0046) (9,572) (20,936) = $9,211,890 
in additional revenue which could be applied to the entire Federal system 
after 1975 
In addition to these benefits derived from optimal drawdown stra­
tegy, an average volume of water equal to the contents of Grand Coulee 
reservoir between elevations 1218 feet and 1148 feet above mean sea 
level is also made available for downstream use during the three years 
after 1959-61 It is assumed under the current restriction of 1208 feet 
maximum drawdown elevation that a volume of water will be spilled in 
the peak flow season because storage space was not made available to 
the 1148 foot elevation level 
From the Grand Coulee reservoir contents table, the volume of 
water between 1148 and 1218 foot elevations is about 1414 KSFD Tis 
volume of water can be used once a year If the drawdown from 1218 
to 1148 is assumed to occur in one month, this rate of low from Grand 
Coulee is calculated as 
1414 KSFD /Month 
30 Day =47 KCFS (1414 KSFD) 30 Day/ 47KCFS Month 
To calculate the value of this water flowing through the down­
stream run-of-the-river dams, the conversion factors in Section IV of 
this Appendix for these R-O-R's must be used 
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Conversion factor (ZMcNary, Dalles, Bonneville, and Chief Joseph) 
= 30 2 KW/CFS 
Power Generated = (47 KCFS) x (30 2 KW/CFS) 
Dollar value of power generated during the one month (730 hours) = 
(1420 MW) x (730 Hr ) x (Z 39/MWH) = $2,477,464 per 
year under the current system 
With the inclusion of John Day Dam in the 1975-80 system, the 
conversion factor would be increased by 7 2 KW/CFS and the total annual 
benefit would then be,$3,000,000 
In summary, with a management system capable of permitting 
optimum water release procedures, differences in dollar benefits as a 
result of improved operation can be computed for both the short and 
long term Benefits derived during the iitial phase would average 6.7 
million dollars per year For the 1975 -80 system, expected improve­
ment amounts to approximately 12 2 million dollars per year Since 
there are no current plans for additional installation of hydro -generation 
capacity on the Columbia River System after 1980, it is not expected 
that average improvement will increase significantly after that period 
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IV. INTER-DAM COORDINATION BENEFITS
 
This section describes the method used to calculate benefits 
derived from inter-dam coordination. Between Chief Joseph and Bonne­
ville Dams on the Columbia River, two run-of-the-river (ROR) dams 
are located, McNary Dam and The Dalles. One additional ROR dam, 
John Day, will be built on this stretch of the river in the near future. 
This type of dam has no significant storage capacity and therefore must 
make immediate use of the water arriving from upstream. 
Currently, total local inflow between dams cannot be predicted 
with much accuracy, hence spill and sluice may occur during power op­
erations. The additional water, not predicted, may be used to generate 
more power. However, a market for this power cannot be planned and 
it will therefore be wasted or sold at low secondary rates. If the ROR 
dams are operating at near capacity, the effect of the additional water 
may be to partially swamp the dam, making its operation less efficient 
because the differential head is decreased. Utilization of water now 
being spilled and sluiced will provide increased benefits in an improved 
water management system 
Numerous small tributaries and rivers feed the main stem of 
the Columbia between Chief Joseph and Bonneville. Of these, about 
18 are gaged. From 1960-1961, the gaged inflow from the rivers and 
tributaries, added to the water known to be released from Chief Joseph, 
is compared xvth the amount of water received at Bonneville during 
each month on Exhibit C-5. The difference between anticipated and un­
anticipated water is first expressed on Exhibit C-5 as a percentage, 
then as unanticipated inflow to Bonneville. This unanticipated inflow 
is presumed to be the water which now is being spilled. Using the data 
in Exhibit C-5, the amount and value of the unanticipated inflow can be 
calculated by the following formula. 
Flow in CrS x sum of conversion factors downstream x 
730 hours per month x $2.39 per MWH. 
Conversion factors for McNary, The Dalles and Bonneville are 
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EXHIBIT C-5 UNANTICIPATED INFLOW BETWEEN
 
Oct 1960 
Nov 
Dec 

Jan. 1961 

Feb 

Mar 
Apr 

May 

Jun 

Jul 
Aug 

Sept 

CHIEF JOSEPH AND BONNEVILLE DAMS 
Total 
Total Rec'd Unantici-
Gaged at Bon- pated Percent 
Inflow nevlle Inflow of Inflow 
KCFS KCFS KCFS Gaged 
98 3 100.0 1 7 98 3 
112 0 115 0 3 0 97.3 
97 3 101 0 3 7 96 3 
108 6 112 0 3 4 97 0
 
179 7 189 0 9 3 95 0 
163 3 177 0 8 7 95 0 
187 0 180 0 0 105 0 
358 0 300 0 0 119 0 
584 0 587 0 .0 99 5 
225 4 236 0 10 6 95 5 
123 0 127 0 4 0 96 9 
96 0 96.0 0 100 0 
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McNary = 6.45 KW/CFS
 
The Dalles = 6.35 KW/CFS
 
Bonneville = 4.40 KW/CFS
 
Total 17.2 KW/CFS
 
Depending upon the distribution of the unanticipated water along the 
Chief Joseph-Bonneville reach of the river, the conversion factors 
may have to be weighted. The sum of the weighted conversion factors 
will be 1-ss than the total shown. 
Power production in megawatts by month which could be pro­
duced from the unanticipated inflow is shown in Exhibit C-6. Dollar 
values of power production from unanticipated inflow can be computed 
as shown in Exhibit C-7. 
If the assumption is made that the unanticipated inflow can be 
predicted and may be compensated for by reducing the release from 
Grand Coulee, i. e., water is conserved upstream for future power 
generation, then the future release of water thus conserved must also 
pass through Chief Joseph Dam. In this case, the conversion factor 
for Chief Joseph must be added to those of McNary, The Dalles and 
Bonneville. The new conversion factor is then: 
McNary, Dalles, Bonneville = 17.2
 
Chief Joseph = 13.0
 
Total 30.2 KW/CFS
 
Using this new conversion factor in conjunction with the unanticipated 
inflows derived in Exhibit C-5, the total benefits to be derived from 
conserving the water are calculated below in Exhibit C-8. As shown 
in the exhibit, two additional steps are required to compute the total 
average benefit in dollars which will result from improved inter­
reservoir coordination in the model designed for this study. First, 
the total loss resulting from the unanticipated inflows swamping the 
three ROR's is added to the benefit from conserving releases from 
Grand Coulee. The inefficiencies created by the swamping action of 
the unanticipated water are assumed to be equal to one-sixth of the 
power that could have been generated through their utilization. Second, 
since the water year 1960-1961 was wetter than normal, the above sum must 
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EXHIBIT C-6 POTENTIAL POWER PRODUCTION FROM
 
UNANTICIPATED INFLOW 
Unantici- Conversion Estimated 
pated in-
flow (KCFS) 
Factor 
(KW/CFS) 
Power Pro­
duced (MW) 
Oct 1.7 x 17.2 = 29.2 
Nov 3.0 x 17.2 = 51.6 
Dec 3.7 x 17.2 = 63.6 
Jan 3.4 x 17.2 = 58.5 
Feb 9.3 x 17.2 = 160.0 
Mar 8.7 x 17.2 = 150.0 
Apr 0 x 17.2 = 0 
May 0 x 17.2 = 0 
Jun 3.0 x 17.2 = 51.6 
July 10.6 x 17.2 - 182.3 
Aug 4.0 x 17.2 = 68.8 
Sep 0 x 17 2 = 0 
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EXHIBIT C-7 COMPUTATION OF DOLLAR VALUES 
FOR UNANTICIPATED INFLOW 
Esti­
mated Hours Price 
Power Per Per Dollar 
(MW) Month MWH Value 
Oct 29.2 x 730 x2 39 =$ 50, 954 
Nov. 51 6 x 7 3 0 x 2 39 = 90,042 
Dec. 63 6 x 73 0 x 2 39 = 110,982 
Jan. 58 5 x 7 3 0 x2 39 = 102,083 
Feb 160 0 x 730 x 2.39 = 279,200 
Mar. 150.0 x 7 3 0 x 2. 3 9 = 261, 750 
Apr 0 x 7 3 0 x2 39 = 0 
May 0 x 7 3 0 x2 39 = 0 
Jun 51 6 x 7 3 0 xZ 39 = 90, 042 
Jul 182 3 x 73 0 x2 39 = 318,114 
Aug. 68 8 x 7 3 0 x2 39 = 120,056 
Sept 0 x 7 3 0 x 2.39 = 0 
Total Dollar Value 
For Unanticipated 
Inflow $1,423,223 
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H 
0 
;4 p1En to 0,oI 
654 
vW 0 
OCT 
NOV 
1 7 
3.0 
x 
x 
30°2 
30.2 
= 
= 
51.3 
90.6 
x 
x 
730 
730 
x2. 39 
x 2 39 
= 
= 
$ 89,519 
158,097 
DEC 3 7 x 30 2 = 111.7 x 730 x2.39 = 194,917 
JAN 3.4 x 30.2 = 102.7 x 730 x 2.39 = 179,212 
FEB 9.3 x 30.2 = 280.9 x 730 x 2.39 = 490,171 
MAR 
APR 
8.7 
0 
x 
x 
30.2 
30.2 
= 
= 
262. 
o 
7 x 
x 
730 
730 
x 
x 
Z. 39 
2 39 
= 
= 
458,412 
0 
MA Y 
JUN 
JUL 
AUG 
0 
3.0 
10.6 
4.0 
x 
x 
x 
x 
30.2 
30.2 
30.2 
30.2 
= 5 
= 90.6 
= 32. 
=120 8 
x 
x 
x 
x 
730 
730 
730 
730 
x 2.39 
x 2. 39 
x 2 39 
x2 39 
$ 0 
= 158,097 
= 558,575 
= 210,796 
SEP 0 x 30.2 = 0 x 730 x 2 39 = 0 
Sub Total $2,497,796 
Estimated Benefit if generating 
inefficiencies are eliminated 
1/6 (1,393,206) = 
Approximate Raw Total 
- 6% deduction, etc. 
237,204 
$2,735,000 
$2,735,000 
- 164,100 
Total Avg, Value, etc $2,570,900 
EXHIBIT C-8 ADJUSTED COMPUTATION OF DOLLAR 
VALUES FOR UNANTICIPATED INFLOW 
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be normalized by a 6 percent reduction. The remainder is an estimate 
of the total average benefit to be gained through improved coordination 
A gross evaluation can also be made of the benefits which 
might be derived in the far term The calculation first involves the 
sum of water for the year and a change in the conversion factor be­
cause of the new dam configuration on the river. 
Total current ROR's = 17.2 
John Day Dam = 7.2 
Total 24.4 KW/CFS 
The formula from which dollar benefits might be derived is-
Total flow in CFS x Conversion factor x 1745 1000 
Total dollar benefits would then be $2, 018, 300. With compen­
satory releases of equal water volume from Grand Coulee, the new con 
version factor would require that the conversion factor for the Chief 
Joseph Dam be added, and would total 37 4 KW/CFS The total dollar 
benefit, using the formula above, would be $3,093,500 When added to 
the dollar benefits of reducing inefficiency (1/6 of $2,018,300), the total 
is $3,430,000 
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V IRRIGATION 
A Potential Benefits from Power Generation Sales and Pumping 
Savings in the Pacific Northwest Through Improved Irrigation 
System 
The overall hydrology study incorporates a detailed analysis 
of three sub-basins within the Columbia River Basin over a three-year 
period There is no irrigation in the area of the South Fork of the 
Flathead River Basin (near Hungry Horse Dan) Presently, the 
Klickitat River Basin area partially assists in the sprinkler irrigation 
of approximately 5000 acres of cherry trees in the Dalles area 
The Colville River Basin drains into Lake Roosevelt behind 
Grand Coulee Dam, which is the source of irrigation water supply for 
the Columbia Basin Project, a Bureau of Reclamation irrigation pro­
ject of approximately 500, 000 irrigated acres, located downstream 
from Grand Coulee Dam Irrigation water for the Columbia Basin 
Project is provided from an irrigation system which is unique primarily 
because of the method by which water passes from the Grand Coulee 
Reservoir to farms Water must be pumped from the reservoir up to 
Banks Lake, a storage reservoir for irrigation water to be used in the 
Columbia Basin Project The water is then released on demand from 
Banks Lake for irrigation in the Columbia Basin Project 
The capacity of Banks Lake is over 700, 000 acre-feet, approx­
mately one-fourth of the present annual diversion of irrigation water to 
the Columbia Basin Project 
Historically, there has never been a water shortage for 
irrigation of the project, because the irrigation season essentially 
coincides with the water surplus season at Grand Coulee Dam, i e 
the period during which the water supply at Grand Coulee Dam exceeds 
both the amount which can be used for power generation and the amount 
which can be stored in the reservoir Therefore, unless and until a 
water shortage condition exists, there can be no direct irrigation 
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benefits in the Columbia Basin Project as a result of better runoff fore­
casts This water shortage could conceivably exist after the three large 
storage reservoirs located upstream from Grand Coulee Dam have been 
completed and the third power plant at Grand Coulee Dam is operational 
Benefits could be realized, however, in power generation 
revenues as a result of better information which would permit the pump­
ing of irrigation water into Banks Lake in only the amounts needed for 
efficient irrigation of the project Satellite-assist information which 
would aid in the improvement of irrigation efficiency includes an im­
proved weather forecasting ability and information concerning soil 
moisture content Water.not pumped into Banks Lake would then pro­
duce power revenues in two ways 
1 the additional water would be used for power gener­
ation in lieu of being unnecessarily diverted for irrigation, 
2 the power saved by not pumping the additional water 
into Banks Lake could then be used for normal power sales 
Exhibit C-9 entitled, "Increased Hydro-electric Power Revenues 
Resulting from Increased Irrigation Efficiency-- Grand Coulee Dam, 
shows in outline form the power dollar benefits resulting from more 
efficient irrigation 
B Potential Irrigation Benefits Through Forecast Error Reduction 
As indicated earlier, the value of a satellite-assisted infor­
mation system to irrigation can probably be measured in terms of its 
contribution to the improvement of weather forecasting and its ability 
to measure soil moisture content as well as improvement in runoff 
forecasting accuracies 
Most farmers presently make use of whatever information is 
available in planning for optimum water utilization during the growing 
season Information on soil moisture content and weather forecasting 
(primarily precipitation and temperature) has not been available to the 
degree of accuracy required to make a significant contribution to such 
planning Over the past forty-five years, runoff forecasting accuracy 
has covered the gamut from near-perfect, to seasonal errors for all 
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EXHIBIT C-9 	 INCREASED HYDRO-ELECTRIC POWER REVENUES 
RESULTING FROM INCREASED IRRIGATION 
EFFICIENCY-GRAND COULEE DAM 
1 Water consumptive requirement for crops 870,111 acre-feet 
[Acreage irrigated in 1966 for Columbia 
Basin Project X 
Average consumptive use of water 
(2.3 acre-feeti 
2. Less average 	rainfall of 8 inches 277,000 acre-feet 
3. 	 Water necessary for consumptive require­
ments of crops 593,111 acre-feet 
4 	 Irrigation supply requirement (this is 
double the consumptive requirement of 
crops) 	 1,200,000 acre-feet 
5. 	 30% loss between reservoir (Banks Lake) + 520,000 acre-feet 
and arrival at field 
6. 	 Release requirement from reservoir in an 
average year necessary to irrigate 
415,000 acres 1,720,000 acre-feet 
7. 	 Amount of water actually released in 1966 2,720,000 acre-feet 
8. 	 Difference - volume of water which need not 
be diverted for irrigation (Number 7 nunus 
number 6) 1,000,000 acre-feet 
9 	 Benefits 
A. 	 Annual Power Revenues $1250M 
1,000,000 	acre-ft. x $1 25 (value of one acre-ft. 
of water) 
B. 	Pumping Savings 
1,000,000 acre- ft2,720,000 acre-ft-	 x $1,800 K (Total annual2,720,000 acre-ftpu 	 = $ 660Min 	 co tpumping cost) 
Total $1 910M 
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of the Western states up to 40 percent off the observed flow The over­
all mean forecast error has been in the order of 20 percent Even in 
the years when forecasts have been near-perfect, farmers have not had 
this knowledge at the beginning of the year and therefore could not 
operate with any degree of assurance that forecasts would turn out to be 
accurate. 
Assuming a hypothetical forecast of 100, 000 acre-feet total flow 
and a forecast error of 20 percent, we are in reality still dealing with a 
possible variance of flow from 80, 000 to i0, 000 acre-feet, since the 
forecast may be 20 percent above or below the observed Thus, the 
reduction of forecast error by 1% reduces the uncertainty of water 
supply by 2%6 
Potential irrigation benefits may be identified by taking the 
uncertainty out of the water supply and reducing the risk to the farmer 
Such a study was conducted by James Shelton, Economist of the Soil 
Conservation Service, Boise, Idaho, who developed two hypothetical 
farm models 
Each of the two farms had 200 acres available for irrigation 
under normal water supply conditions, but water rights to irrigate 
only 150 acres This compares with the average size irrigated farm 
of 108 acres in the 1959 Census of Agriculture The comparison of the 
farm models measures the value of changing an uncertain situation to 
one of no risk for abnormal water supply years Having perfect infor­
mation the number of acres planted was in relationship to the available 
water supply for the year. Under uncertain conditions of having no 
information, 150 acres was always planted irrespective of the available 
water supply for the year 
From the cost and return estimates of Southern Idaho crops, 
the fixed cost for each farm model was calculated at $5, 000 per year 
It was also concluded from the cost and return information and crop 
rotation used that the per acre weighted return over operating expenses 
would equal approximately $80 per acre for every acre fully irrigated 
on the farm This then gives a straight-line function for risk, since the 
number of acres planted equals the number that can be fully irrigated 
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When the year's available water supply is not known, the 
operator must plant his normal acreage and hope for adequate water 
If there is a normal water supply, both models will have the same in­
come If the water supply is only 50% of normal for the year under 
the conditions of uncertainty, his more intensive crops will not be worth 
harvesting The lesb -itensive crops might be worth harvesting, but 
may not be able to pay the total operational expenses 
When the uncertainty is removed from the available water supply 
it is possible to calculate the various income levels becai'e it is Linear 
wth respect to the available water Under conditions of having perfect 
intoimation only two points were calculated- -normal at 100% water 
supply, and 80% of noirnal Exhibit C-10 shows the range of benefits 
for vary ng water supplies for the 150 acre model farm As shown in 
this exhibit, if more acreage is available benefits can be derived in 
years having above normal water supply 
In parts of southern Idaho, investigations have shown that under 
a water year 50% of normal, the loss per acre has varied from $10 to 
$50 an acre, depending upon the intensity of the cropping pattern. It is 
assumed in the investigations that the farmers took advantage of available 
runoff forecast information 
These models have application to all streams in the west with 
limited storage facilities and great fluctuations in the water supply. The 
approach in the models, however, has been one in which benefits are 
shown by reducing the uncertainty of the water supply, comparing normal 
water supply years with years varying from the normal, assuming no fore­
cast information in one case and assuming farmers operating with avail­
able forecast information in the other case This approach is consistant 
with the objective of the irrigation case study, namely, to determine how 
much the satellite-assist information system will reduce the uncertainty of 
the water supply to farmers for their crops 
A normal water year in the models compares with a perfect 
forecast An 80% or i20%wateryear compares with a forecast error of 
20% high or low, respectively A reduction of the forecast error from 
20%to 15%would correspond in the models to a wateryear 15% off the 
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EXHIBIT C-10 ANALYSIS OF VALUE OF WATER SUPPLY INFORMATION 
12 
8 Net farm income curve when the 
acreage planted varies in proportion 
to the available water supply 
U) 
0 
U) 
2 
Z 
H 
4/ \Net faim income curve from planting 
150 acres per yeax iriespective of 
the water supply 
12/ 
50 
II 
60 70 
I !I I 
80 90 100 110 120 
PERCENT OF NORMAL WATER SUPPLY AVAILABLE 
I 
130 140 150 
normal year. Assuming a 5% reduction in forecast error is analogous 
to improving the water supply by 5% toward the figure which farmers 
expect (in the models, they expect a normal year), the savings which 
would be realized in the Pacific Northwest are shown in Exhibit C-l1. 
When the water supply falls to 70% of the normal water supply, it would 
be worth $135 million to farmers in this area to know this before spring 
work begins. Benefits are also derived in knowing when there will be 
more than the normal water supply available. For example, if this 
area were to have 20%o more water than normal, the benefit to farmers 
would be over $75 million if this is known before spring work begins so 
that additional acreage or more intensive crops could be planted. 
In Exhibit C-12, potential irrigation benefits for the Columbia 
Basin Project, the Pacific Northwest and the United States are shown. 
These are calculated for incremental periods of 5 years from 1959 to 
1990, taking into account the projected number of irrigated acres over 
this period of time. It should be noted that the average value per acre 
of the crops grown on irrigated acreage Lin Idaho (Farm model study) Is 
about 12 percent less than the average for the U.S. Therefore benefits 
calculated from the farm model study and projected to the U.S. are 
underestimated. 
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FOREWORD 
Appendix D provides details on methodology and techniques used 
to compute the satellite information system costs Details on costing 
alternative information systems and non-information alternatives are also 
provided in this Appendix. 
Costs are one major factor in selecting a preferred system 
Beyond this factor, in order for the satellite information system to be 
preferred it should be superior to alternative means of gathering simlar 
types of information, and also superior to at least marginal non-information 
alternatives being planned for activation over the coming Z0-year period 
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I BASIC SYSTEM COSTING METHODOLOGY 
The costs addressed in the study encompass total costs that 
would be incurred in undertaking the program, to include all associated 
research and development (RrD) costs needed to implement the system, 
all investment costs of an initial or recurring nature required to under­
take and continue the system, and all operations and maintenance (O&M) 
costs associated with sustaining the system. Implied in the discussion 
is the fact that only total incremental system costs are relevant to the 
study. That is, existing facilities and systems are given, and their prior 
year costs are sunk and are not relevant to the study (e g , investment 
in existing ground receiving stations that may be used by the satellite 
system or the existing Department of Agriculture county agent system 
whch may be used in the dissemination link). 
To measure the resources utilized for the satellite information 
system and for competing information and non-information alternative 
systems on an equitable basis, a constant FY 1968 dollar unit of measure­
ment has been used The choice of 1968 dollars reflects the costing guide­
line established early in the study, and a point of departure from which 
most cost information was available at that time. Costs of resources not 
in the 1968 time frame have been adjusted to this level 
The constant dollar costs of the elements discussed previously 
are then time-phased over a 1970-1990 time horizon and discounted to 
present worth (FY 1970) values. Calculation of the present worth of cost 
streams (and benefit streams), through discounting, permits a compari­
son of alternative programs which gives consideration to the time periods 
of cost and benefit occurrence and the time value of money To avoid 
being presumptuous, cost streams are discounted over a range of rates 
(7 1/2, 10, and 12 1/2 percent) for decision-maker preference Tis 
allows the application of unique discount rates to satellite information 
systems, and to competing information and non-information alternatives 
in which differential elements of risk are involved 
The specification of a 197 0-1990 time horizon has introduced a 
problem insofar as assets developed for non-information alternatives 
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have useful lifetimes, and hence value, well beyond the 1990 period. To 
adjust for this, estimates of asset values remaining in 1990, for compet­
ing systems, have been developed and added to the appropriate cost or 
benefit streams. 
The specific cost analysis methodologies for the satellite system 
and competing systems are addressed in the following parts of this 
Appendix. 
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II SATELLITE INFORMATION SYSTEM COSTS 
Satellite information system costs are divided into five basic 
system elements (1) program R&D (2) spacecraft and sensors, (3) 
launch vehicles, (4) data interpretation and analysis, and (5) communi­
cations and dissemination network Each element will be discussed in 
turn 
Total system costs are summarized in Exhibit D-1 for two sat­
ellite programs involving the same numbers of spacecraft but with unique 
sensor packages. The preferred program incorporates a sensor package 
with color TV and synthetic aperture radar in addition to a multispectral 
scanner, for a total payload weight of about 2,800 lbs The alternative 
system incorporates only a seven channel multispectral scanner in the 
sensor package, for a total payload weight of about 1,400 lbs. Costs for 
the two programs differ most markedly in the launch vehicle and space­
craft cost elements. Although some unique costs would exist for the two 
programs in other cost elements, these are very nnor in comparison, 
in both an absolute and relative sense, and are not addressed in this 
report. 
Most cost detail in this Appendix is devoted to developing costs 
of the program with the MSS only, and these costs were factored upward 
to estimate the larger spacecraft costs where appropriate 
A. Program R&D Costs 
In the following discussion, an R&D program needed to develop 
an operational capability for the collection and analysis of satellite sys­
tem data is described. Each of the tasks which make up the total program 
is discussed, indicating the objectives of the task and the specific activL­
ties needed to achieve these objectives for the various sensors and types 
of data to be collected Exhibit D- 1 summarizes the tasks comprising 
the R&D program and schedule of costs as part of the overall Satellite 
Program System Costs, 197 0-1990. Final confirmation of R&D results 
and further refinement of data collection and analysis techniques would be 
accomplished after the satellite information system becomes operational, 
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EXHIBIT D-I SATELLITE PROGRAM 1970-1990 SYSTEM COSTS (IN MILLIONS OF DoLLARS) 
1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 Total 
R&D 
Earth Sciences 25 0 25 0 200 40 40 780 
Sensor Equipment 390 500 500 16 0 155 0 
Sensor Dat Acquisition 100 100 15 0 15 0 100 600 
Sensor Data Processing L
Rectification 5 0 6 0 10 0 5 0 26 0 
Automatic Data Interpreta­
tion 100 200 17 0 15 0 100 720 
Historical Data BEank 2 0 2 0 1 5 5 5 
Decision Analysis 30 4 0 30 30 130 -
Investment &Operations (With 
Radar & TV) 
' 
('3
0 
LaunchVehicles 
Spacecraft 
00 71 142 
46 3 160 7 120 1 
284 
73 8 
284 
73 8 
Z84 284 
72 8 69 7 
284 
65 6 
284 
63 3 
284 
62 4 
284 
61 3 
284 
60 8 
284 
59 9 
284 
59 2 
284 
58 8 
284 
58 8 
284 
58 3 
284 
58 1 
284 
57 9 
284 
57 4 
284 
57 4 
5325 
1 456 4 
Analysis L Interpretation 0 0 2 6 2 4 2 5 Z 6 2 6 2 5 Z 5 2 4 2 4 Z 4 2 3 2 3 2 3 2 2 22 2 1 21 21 2 1 21 46 7 
Communct.ons 20 39 38 36 35 33 32 31 30 28 47 26 26 24 24 23 221 2 0 20 19 594 
Total(0PercontDiscountRate) 1243269324701763147312211138 996 971 960 968 941 932 923 918 917 910 907 904 899 898 25045 
(7-1/2" 
(i0
(12-1/2 ' 
1 
I 
1 )i, ) ) 
(10 111 502 71 3384 
1 187 1 
Investment &Operations (MSS Only) 
LaunchVehicles 00 32 63 119 119 119 119 119 119 119 119 119 119 119 119 119 119 119 119 119 119 2237 
Spacecraft 25 9 89 9 67 2 41 3 41 3 40 7 39 0 36 7 35 4 349 34 3 340 335 33 1 32 9 32 9 326 325 32 4 321 32 ! 8147 
Analysis & Interpretation 0 0 Z 6 2 1 2 5 26 2 6 25 z 5 2 4 2 4 2 4 2 3 Z 3 2 3 2 Z 2 2 21 21 2 1 21 Z 1 46 7 
Cormunc.ons 2 0 39 38 36 35 33 32 31 3 0 28 47 26 26 24 24 2 22 21 2 0 20 19 594 
Total (0Percent DiscountRate) 
(7-1/2 ' " ' 
(10 ' " ) 
(12-1/2" 
1039194618621273 983 735 666 542 527 520 533 508 503 497 494 493 488 486 484 481 480 15540 
1010 0892 7 
8 7 
798 8 
but such activities may be considered as a part of the operational phase 
of system implementation. 
Earth Sciences 
The research and development requirements of the system 
will require some fundamental changes in the ongoing water management 
and agriculture programs New research will not be required, however, 
some increased efforts in current projects with perhaps some 
re-examination in view of the satellite capabilities and limitations will 
be necessary The current research is oriented to ground-based data 
gathering with very different sampling problems and accuracy require­
ments While this work is necessary, and valuable to the satellite sys­
tem, it is not sufficient and more work will be required to take full ad­
vantage of the system 
Research in the agricultural areas of crop yield and rust control 
is undertaken jointly by Federal, State, and industrial interests It is 
anticipated that this cooperation will continue to the mutual interest of 
all The Agricultural Research Service (ARS), of the U S Department 
of Agriculture, is the primary coordinator of the efforts in plant industry 
and has close working relationships with the State Universities and inter­
ested chemical, fertilizer, and other industrial groups The Agricultural 
Weather Service of the Environmental Science Services Administration 
(ESSA) also conducts research in cooperation with ARS, and contributes 
work in the sciences of meteorology and hydrology to the plant sciences 
It is assumed that these organizations will carry their work forward to 
include the requirements of an operational satellite-assisted system, but 
it will be necessary for all groups concerned to be made cognizant of the 
new system requirements 
Water management research will also require increased coor­
dination The Soil Conservation Service currently does the snow survey 
but it is based entirely on surface observations and ground based instru­
ments We would anticipate need for substantially more assistance from 
other interested groups in providing the basic research for the operational 
system The following lists of research organizations are representative 
of the interested groups. 
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a Research in Water Management 
-Soil Conservation Service 
-Weather Bureau 
-Corps of Engineers 
-State Departments of Water Resources 
-State Universities 
-U.S. Geological Survey 
-T S Forest Service 
* Research in Agriculture 
-Agricultural Research Service 
-State Experiment Stations 
-Industry - chemical, petroleum, fertilizer, etc 
-Agricultural Weather Service 
-Cooperative Rust Laboratory 
Research and development needs in the three areas of water 
management, wheat inventory/yield and rust control are listed separately 
in Exhibit D-2- It is necessary that coordination be emphasized to take 
advantage of mutual interests. For example, the accumulated soil mois­
ture is an important input to all three cases. 
Costs involved are calculated on the basis of $40,000 per man 
year for the effort, including required facilities 
2 Sensor Equipment R&D 
The objective of this phase of the work is to develop ad­
vanced sensor components and systems with increased resolution, sensi­
tivity, accuracy and coverage, as needed to meet projected operational 
requirements. The development phase of the work extends throughout the 
R&D program, with airborne and satellite testing being used to check out 
and confirm sensor performance, including the reliability, stability, and 
other operational aspects 
Mission sensors refer to all experiments and equipment whose 
primary purpose is to provide scientific information and consist of tele­
vision systems, multispectral scanners and radar Design and develop­
ment costs are those nonrecurring engineering, fabrication, and testing 
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EXHIBIT D-Z HYDROLOGY/WATER MANAGEMENT RESEARCH COSTS
 
Hydrology/Water Management 
Snow Area 
Establish methodology for estimating snow 
area from samples. 
Establish methodology for estimating water 
equivalent from area. 
Depth of Snow 
Establish methodology for estimating snow 
depth from samples. 
Establish relationship of area times depth 
to water equivalent 
Melt Volume 
Develop precise measurements for heat 
budget studies, relate temperature, wind 
and radiation to melt 
Determine the effects of rain on snow and 
snowmelt. 
Rain 
Calibrate size, duration and intensity of 
storms to precipitation. 
Relate precipitation distribution and 
intensity to basin runoff. 
Flow Volume 
Calibration of marshes, lakes, and flood 
plains to volume of flow. 
Correlate ground water levels or water 
table to runoff. 
Relate evapotransportation to vegetation 
condition, weather, and soil types 
Relate water temperature to evaporation rate 
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Estimated Costs for 
5 Years 
(Millions) 
5 
6 
8 
6 
9 
EXHIBIT D-2 (Continued) 
Hydrology/Water Management (Con 
Travel Time 
Establish a soil moisture index. 
Determine water holding and transport­
ing characteristics of necessary soil types. 
Relate topography, geology, soil moisture 
and vegetative cover to travel time 
/ Determine effects of ice in stream flow 
Agriculture 
Inventory/Yield 
Establish methodology for estimating 
total wheat areas from samples. 
Develop a soil moisture model to forecast 
yield from the accumulated available 
moisture 
Determine the cumulative weather, soil 
moisture and stress effects on yield 
Rust Control 
Establish the relationships of degree of 
infection to yield and quality degradation 
Establish correct applications and timing 
for reduction in infection rates and crop 
damage 
Define the nature of the geographical spread 
of rust from south to north and from north 
to south. 
Deterrmne the relationship of soil moisture 
to free moisture 
Establish pathological development of 
various races of rust with varying en­
vironment conditions 
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Estimated Costs for 
5 Years 
(Millions) 
4 
'38
 
5 
15 
z20
 
4 
3 
5 
2 
6 
20
 
costs associated with developing separate spacecraft subsystems These 
costs include design and development studies, reliability studies, ground 
testing, (excluding test equipment) as well as documentation. 
The performance demanded of each type of sensor depends on 
its intended use in the operational system. For most applications, sub­
stantial improvements in sensor performance beyond the existing state 
of the art will be required to achieve desired operational objectives. The 
technical areas in which sensor improvement is particularly needed are 
listed in Exhibit D-3. In addition to improvement of sensor technology, 
increased performance will also be required for certain auxiliary types 
of equipment The most critical areas of improvement in performance 
are also listed in Exhibit D-3 
3 Sensor Data Acquisition R&D 
Extensive ground truth data must be collected on hydrologic, 
meteorological, and illumination conditions in connection with the collec­
tion of target signature data and also during airborne and satellite test 
programs This task must be performed with great care and thoroughness, 
since it provides information needed for accurate interpretation and eval­
uation of sensor outputs and for establishing suitable operational proce­
dures for data analysis. 
A major objective of this phase is to collect and organize com­
prehensive data on target and background signatures of various types and 
conditions of snow, ice, soil, vegetation, and other surface materials to 
provide a foundation for operational methods of interpreting remote sen­
sor data. The signature data should cover the visible, Ii, and microwave 
regions of the spectrum and should include polarization and other poten­
tially useful effects. Signature data should be collected for various con­
ditions of illumination, viewing angle, weather, time of day or season, 
and other factors having an influence on target conditions 
Although quantities of laboratory or field data already exist, 
there are inconsistencies and inadequacies in the collection methods, 
expecially when attempts are made to use the data for research and de­
velopment of satellite information systems Consequently, data collection 
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EXHIBIT D-3 REQUIRED EQUIPMENT R & D
 
Television
 
Higher line densities and total number of lines per
 
frame
 
Accurate registration of images from different cam­
eras (or ground-based automatic processing of
 
imagery to obtain registration)
 
Accurate representation of target radiance
 
Greater sensitivity of photosensitive surfaces for
 
low light level observations
 
Extension of sensitivity to longer wavelengths
 
Cycle time of vidicons approaching 5 seconds
 
Multispectral Scanner 
Large scanning-mirror systems with low distortion 
of optical surfaces.
 
Large multiple-detector arrays.
 
Higher detector sensitivities
 
Reliable long-life cryogenic systems
 
Accurate and consistent calibration methods 
Coherent Radar 
Calibration methods for accurate measurement of 
signal strength 
Reduced power requirements 
Large antennas (up to 100 ft in length) 
Ruggedized high-power output amplifiers capable 
of coherent operation for frequencies above X-band 
Auxiliary Systems or Special Components 
Communications 
Wide bandwidth data links to handle multi­
channel or high resolution imagery. 
Altitude- Control Systems 
Adaptation of high-accuracy altitude measure­
ment systems to provide accurate computation 
of ground position for imagery 
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EXHIBIT D-3 (Cont) 
Microwave Antennas 
System techniques and mechanical design to 
provide best capabilities for large apertures, 
wide-scan angles and high beam efficiency, 
with minimum weight and volume during launch 
Power Supply 
Large power supply and thermal dissipation 
capability, particularly needed for coherent 
radar systems 
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programs should be expressly planned to answer questions relating to the 
use of operational systems, and should provide for collection of all aux­
iliary data pertinent to the interpretation process. 
a Preparing and Operating Ground Test Sites 
For collecting the ground-based data mentioned above, 
ground test sites must be prepared and operated by installing field instru­
mentation and providing personnel and instrument maintenance and cali­
bration facilities 
The existing test site at South Cascade Glacier in Washington, 
and, possibly, hydrology test sites already established by NASA at other 
locations, could be used for laboratory and ground-based testing. It is 
also assumed that the existing network of snow observation stations in 
Canada and Alaska would be available for supplying ground truth data 
during aircraft flights and calibration data during satellite flights. 
it would be desirable to have available, as test sites, typical 
areas in a large river basin which is part of a large hydroelectric develop­
ment, such as areas in the Columbia River basin. These test sites could 
serve not only as locations for collecting ground truth, but would also be 
used in the later phases of the R&D program to develop and evaluate op­
erational procedures for using remote sensing data Existing instrumen­
tation and methods already in use for collecting operational data would 
provide ground truth. These would be supplemented by additional instru­
mentation to increase the number of quantities measured and the density of 
of measurement The test sites would also serve a function in determin­
ing how the forecasting accuracy of existing methods can be improved by 
the newer remote sensing methods. 
b Collection of Target Signature Data 
A large amount of pertinent target signature data has 
been collected by many workers. For example, there is a large amount 
of pertinent reflectance data for soils and vegetation There are some 
radar reflectance data and microwave and llR reflectance and emittance 
data for the objects of interest in hydrology. 
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Despite the amount of data that has been collected, there are 
not enough radiance data to permit the evaluation of most of the potentlal 
applications of satellites to hydrology More data on snow, ice, water, 
vegetation, soil, and crops are needed for the following reasons 
Measured radiances are influenced by many factors See Ex­
hibit D-4. For any given object of interest, only a few factors have been 
systematically studied. Many important factors are not reported and not 
measured. 
Measurements by different workers have not been made in sirm­
lar bands or with instruments having the same spectral resolutions 
Much of the data are reported in relative rather than absolute terms 
These and other shortcomings indicate the need for a systematic program 
of data collection specifically aimed at answering questions pertaining to 
the use of satellite-borne sensors for various hydrologic applications. 
A systematic measurements program would include measure­
ments made on snow, ice, water, soil, vegetation, and crops The con­
ditions of measurement would include, where applicable 
0 Physical condition 
* Viewing conditions 
* Age or maturity 
* Moisture content 
* Geographic location 
Obje ts would be measured by several sensors simultaneously ­
or virtually simultaneously That is, an attempt would be made to meas­
ure radiances for all samples in the visible, the 1R, and the microwave 
regions, under the same conditions. 
Every effort would be made to produce measured spectral radi­
ances having generality and statistical significance Sensors would be 
cahbrated to yield absolute radiances Measurements would be made 
with instruments of high spectral and geometric resolutions, m the visi­
ble and near IR (These high resolution data could be degraded to sim­
ulate the outputs of sensors having lower resolution ) 
Sensors would be mounted and made transportable to permit 
measurements in the laboratory and the field The experimental condi­
tions would be carefully documented 
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EXHIBIT D-4 SNOW MEASUREMENT FACTORS
 
I. Conditions of Measurement Affecting
 
Reported Reflectance Spectra of Snow
 
* Artificial or natural snow 
a Illumnation conditions 
Source of illumination (point or extended). 
Spectral content of illunination (e. g , sun, 
clear sky, overcast sky, glower, lamp)
 
Length and quality of air paths.
 
Angle of incidence.
 
0 Viewing angles. 
Angle of reflection 
Azimuth (when incident ray, reflected ray, and 
zenith do not lie in the same plane). 
* 	 Instrumentation. 
Reflectance standard. 
Means of achieving dispersion (filters, prism, 
grating)
 
Spectral response of dispersing medium.
 
Detector (spectral response and sensitivity for,
 
e.g , thermistor, photovoltaic material, pho­
tomultiplier tube, photographic plate). 
Detector temperature (for thermal bands). 
Amplifiers and recording media (e. g , line­
arity, bandwidth, dynamic range) 
* 	 Sampling methods 
Number of replications. 
Method of averaging measurements (over an 
area or a time interval). 
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EXHIBIT D-4 (Continued) 
II. Parameters Describing Physical Form of Snow 
Density 
Particle size 
Wetness 
Purity 
Extent of sintermng 
Surface roughness 
Surface ice and water 
JII. Factors Influencing the Physical Form of Snow 
Temperature of snow 
Temperature of air 
Age 
Winds 
Sunlight 
Dust and smoke in air 
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Airborne 	Test Programc 
The airborne test phase of the R&D program for 
implementing operational earth resources satellites has several distinct 
objectives 
1. 	 To check out and evaluate sensor equipment 
2. 	 To provide experience with data interpretation methods, and 
associated data processing techniques and equipment 
3 To collect ground truth and target signature data useful for 
operational purposes 
To a considerable extent, these same objectives can be achieved 
by the use of a pre-operational satellite test program, or during the 
initial use of the operational satellite system itself The exact distnbu­
tion of R&D effort among the various phases of the program can be de­
cided after a more detailed program is prepared, but it is believed that 
a substantial and balanced effort in the various phases of the program 
will be required for system implementation 
d 	 Sensor Check-out and Evaluation 
In this task sensor performance will be checked out 
and evaluated in airborne and satellite tests to confirm anticipated per­
formance. This evaluation will cover not only accuracy, sensitivity and 
resolution of the sensor outputs, but the reliability, stability, and other 
operational aspects of sensor performance 
Airborne tests can provide much useful information concerning 
sensor performance, but final evaluation will come from the use of sen­
sor equipment in satellite systems 
e Collection of Ground Truth During Airborne Tests (U) 
In the airborne testing program, data should be 
gathered by obtaining repeated coverage over the ground test sites for 
different seasons, time of day, surface temperatures, and target condi­
tions Simultaneous coverage with more than one type of airborne sensor 
would further increase the value of the information Comprehensive 
efforts should be made to collect all necessary ground truth at the same 
time as the airborne coverage. Extending the same concept to preopera­
tional or operational satellites, sinultaneous coverage should be 
A-272 
obtained with airborne systems and ground truth collection to facilitate 
the analysis and interpretation of the satellite data 
4 Sensor Data Processing and Rectification 
The objectives of this phase of the R&D program are to 
use data obtained from a pre-operational satellite to evaluate and confirm 
predicted satellite sensor performance Specific areas of investigation 
include the performance of the sensors and auxiliary satellite systems, 
performance of the ground data processing system, and effectiveness and 
accuracy of the data analysis and interpretation procedures for predicting 
river management conditions 
Results of satellite testing will be used to confirm system per­
formance predicted from system analytical and simulation studies and to 
modify and improve system operating procedures, where necessary. 
The ob3ectives of the satellite test program are basically sumi­
lar to those of the airborne test program, and the use of a pre-operational 
satellite may obviate the need for some of the airborne tests In general, 
the results of the satellite test program provide experience under condi­
tions which are most representative of operational conditions, even though 
the final operational equipment or procedures may not be fully employed. 
The test program described under airborne testing is in large 
part applicable to satellite testing, but detailed procedures will be affected 
by the operational environment. Collection of data by satellite should be 
accompanied by simultaneous collection of airborne data and ground truth 
data. 
In the early portion of the satellite test program, primary em­
phasis will be placed on analyzing sensor outputs to determine spectral, 
polarization, or other characteristics of the incoming radiation and their 
relationship to the various types of surface materials, and atmospheric 
and illumination conditions. This type of analysis will permit the im­
provement of interpretation techniques for operational application. 
5. Automatic Data Interpretation 
Relationships must be established between signature data 
and surface type and condition to allow reliable interpretation of sensor 
outputs identifying and measuring hydrologic variables Exhibit D-5 lists 
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EXHIBIT D-5 AUTOMATIC DATA INTERPRETATION R&D TASKS 
Television 
Interpret imagery of snow-covered areas to estimate 
snow thickness, measure snow-covered area or sur­
face water, distinguish wet soil from dry soil, etc. 
Determine ground resolution needed for various 
tasks. 
Multispectral Scanner 
Determine best spectral bands for differentiating 
snow covered areas from soil, rocks, or vegeta­
tiLon, wet soil from dry soil, etc 
Develop precLse measurement of snow albedo, for 
heat budget studies, identifying snow characteris­
tLcs, etc. 
Distinguish snow from cloud cover 
Investigate effects of ground resolution on signa­
ture data 
Develop correction methods for atmospheric effects 
on signatures and temperature measurements. 
Establish relation of evaporation or transpiration 
to surface temperature for vegetation, water, or 
soil or other measured variables 
Calculate heat absorbed and radiated by snow as a 
function of measured reflectances in bands contain­
ing solar energy 
Provide accurate area measurement techniques. 
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a number of specific studies which should be carried out to develop the 
necessary interpretation methods. 
Methods must also be developed for automatic processing of 
sensor outputs to alleviate the high cost and time requirements associated 
with human photo-interpretation Exhibit D-5 includes important inter­
pretation problems which require automation. 
6 m-lstorical Data Bank 
A bank of reference data and imagery will be collected 
and stored in photographic files or in computer memory banks for oper­
ational use. The required data include maps and photography of river 
basins and agricultural areas for various seasons Also, soil and vege­
tation types and characteristics, terrain slope and orientation, canopy 
density, distribution of rivers, lakes, and other bodies of water will be 
stored by geographic location for use in computer analysis and interpre­
tation of operational data The stored information for each geographic 
area will include data on reflectances and emttances of surface materials 
in various spectral regions, as needed for data interpretation 
The collection of data as described above will take place through­
out the entire R&D program, but will be concentrated particularly in the 
airborne and satellite phases. 
7 Decision Analysis 
Using laboratory and field test data, outputs of airborne 
and preoperational satellite information systems can be analyzed 
For purposes of comparison, the laboratory and ground-based 
data can be extrapolated to satellite altitudes by taking into account the 
effects of varying illumination and atmospheric absorption and scattering 
and the sensitivity and resolution characteristics of the operational sen­
sor. Frequency of obscuration by cloud cover can also be taken into ac­
count analytically. These same general methods can also be used in the 
evaluation of airborne systems intended for later operational application. 
In the latter stages, the emphasis will shift to demonstration 
and improvement of system performance. Data collected by satellite 
sensors will be used in a manner simulating operational procedures as 
closely as conditions permit. Data reduction and analysis procedures 
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will be applied to the sensor output data and imagery, and the resulting 
estimates and forecasts of hydrologic variables compared with ground 
truth 	taken during the same test program The validity of extrapolations 
can be checked and improved by the actual satellite measurements. 
The effectiveness of the remote sensor system can be expressed 
in terms of such factors as 
(1) 	 Probability of detection and probability of false alarm in 
identifying snow or other surface materials 
(2) 	 Accuracy of measuring area, albedo, or other physical 
variables 
(3) 	 Total rate of coverage, expressed in square miles per hour 
or day, or in frequency of looks at a specified area 
Further analysis can be used to convert this type of information 
to estimates of the accuracy of predicting volume of snowpack, stream­
flow or other hydrologic conditions. 
A research and development effort is anticipated for both hydrol­
ogy and agriculture. (For hydrology, techniques of data analysis have 
been developed to the degree necessary to produce the initial outputs 
previously described. ) Analysis of data from remote sensors has the 
potential to develop, for specified geographic areas, a historical data 
base for hydrologic variables such as snow cover and surface moisture 
From this base patterns can be detected from which analysts will be able 
to make reliable predictions A portion of the R&D effort will be expended 
on the task of determining such patterns, while the other portion will 
develop existing techniques for determining the parameters desired for 
this application, using aircraft data. 
More research and development will be necessary in agriculture 
than in hydrology because wheat signatures will have to be improved in 
addition to the parameters that both systems require as outputs, such as 
surface moisture and temperature. Further, the geographic area to be 
studied is larger for agriculture than for hydrology As in the hydrology 
case, research will be directed toward the development of patterrns to be 
used for predictive purposes, as well as toward developing automated 
data handling techniques Ultimately, research will be directed toward 
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developing signatures for wheat, leading to automatic pattern recognition 
techniques for detecting wheat. 
B Spacecraft System Costs 
System costing is an iterative process since system require­
ments, specifications and costs are interrelated. The specifications are 
frequently a function of cost and accurate cost estimates are possible only 
after requirements for the system have been defined and system specifl­
cations determined to a reasonable degree of detail For the cases to 
be examined in this report, requirements for the spacecraft system in­
clude (1) area to be viewed, (2) frequency of observation, (3) response 
time, (4) data required, and (5) information output required. System 
specifications include (1) sensor types and swath widths, (Z) spacecraft 
weight, (3) mission lifetime, (4) orbital altitude and inclination, and (5) 
spacecraft and launch vehicle reliability, and (6) numbers of spacecraft 
required 
A number of models for estimating spacecraft program costs 
were examined for possible use, including models by PRC, RAND, and 
ITRI The PRC cost model was chosen for the following reasons. (a) 
It most closely met NASA program needs (b) The model was detailed 
enough to permit modifications in the cost estinating relationships (CERs) 
as new information and/or accurate cost information became available. 
For example, estimates of sensor costs were made by Willow Run L-ab­
oratory and should be more accurate than CERs generalized for all ex­
periments, as found in the model (c) It was possible to work closely 
with the men who had developed the model, facilitating understanding 
and modifications 
Spacecraft costs are categorized both by subsystem, such as 
structure, power system, communications, etc , and by cost element 
Estimates of system costs are based on technical factors such as weight, 
thrust and kilowatts of power as well as cost factors such as the space­
craft total procurement cost. 
IfDevelopment of Cost Estimating Techniques and Relationships for Un­
manned Space Exploration Missions, by F. E. Hoffman, G W. S 
Johnson, L M Simonsen, PRC R-870, October 28, 1966 
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Spacecraft Subsystems1 
The structure subsystem supports and maintains the sat­
ellite configuration under design loads and comprises the main load car­
ryang members, the outer skin, adapters, thermal control louvres and 
shields, solar panels and supporting structure for various instruments 
and mechanisms in the spacecraft 
The propulsion subsystem provides thrust to eliminate orbital 
injection errors and station keeping, and consists of small rockets with 
their associated pumps, valves, plumbing and controls. The propulsion 
module structure consists primarily of the tanks or pressure vessels 
for the rocket propellants. 
The navigation and guidance subsystem maintains a record of 
the trajectory, and takes course modification commands from memory 
or from Earth and relays them to the appropriate subsystems Costs 
would apply to inertial systems and radio command systems. 
The stabilization and control subsystem senses the attitude of 
the spacecraft and provides the signals to the reaction control subsystem 
so that attitude changes can be made The subsystem consists largely 
of attitude control systems, e g , momentum storage, gravity gradient 
and cold jet storage, and includes items such as gas storage tanks, 
reaction jets, valves, gyroscopes, momentum wheels, associated elec­
tronics, and interconnecting cabling. 
The communications subsystem provides for the transmission of 
information between the spacecraft and Earth. The subsystem consists 
of tracking, telemetry and command systems which include the beacons 
used to aid radar tracking, the transmission of all data from the mission 
sensors, the telemetry of engineering data, and the command receivers 
used to control the functions of the spacecraft 
The data management subsystem provides for the orderly stor­
age of data and comprises the data encoder, tape recorders and related 
cabling 
The electrical power subsystem consists of equipment necessary 
to supply and condition power to the spacecraft subsystems and includes 
solar cells, fuel cells, batteries, RTG (isotope) systems, nuclear reactors, 
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converters and inverters, regulators and transformers For our space­
craft program it is assumed that power would be provided by paddle­
mounted solar cells. 
Mission sensors refer to all experiments and equipment whose 
primary purpose is to provide scientific information, and consist of in­
struments such as television systems, optical mechanical scanner spec­
trographs, infrared radiometers and spectrometers. 
2 Cost Elements 
First unit cost includes production planning, material, 
manufacturing, and quality control (inspection) performed at the plant on 
test and flight spacecraft. In this study, spares and backup spacecraft are 
are treated as additional test spacecraft and flight spacecraft respectively. 
At least two test spacecraft must be built early in the program to qualify 
the spacecraft. And at least one spare and one backup spacecraft are 
required in case of damage due to testing or ground transportation or in 
case of failure of an operational spacecraft. 
Costs for design and development and first unit costs both are 
derived from cost estimating relationships with inputs based on subsys­
tem design parameters such as weight, power and thrust. 
First unit cost is taken to be the cost per unit up to ten space­
craft. For programs with more than ten spacecraft, a learning curve of 
95 percent has been applied (see Exhibit D-6) With such a learning curve, 
the 20th unit would cost approximately 84 percent of the first unit cost and 
the 30th unit would cost about 80 percent of the first unit cost. One can 
argue that no learning curve should be applied due to expected but unplanned 
engineering changes and other increased costs over a ten year program 
life. On the other hand, a production run of 20 or 30 spacecraft over a 
ten year period could certainly involve a continuous production run with 
an applicable learning curve. For this study, a small positive cost 
improvement was assumed 
Aerospace ground equipment (AGE) includes the equipment at 
the launch site and contractor's plants that is used for spacecraft check­
out and flight activities. Tooling and special test equipment include 
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EXHIBIT D-6 UNIT LEARNING CURVE 
tooling for production runs and equipment for ground testing. All of 
these cost elements are included in the design and development totals 
(nonrecurring) and are based on cost estimating relationships with total 
spacecraft weight as input parameter 
Systems integration includes those costs involved in combining 
the separate subsystems into the composite satellite The cost of sys­
tems integration is based on a cost estimating relationship with design 
and development cost plus cost of test spacecraft as input parameter. 
Costs for mission support include program management, sys­
tems engineering and technical direction (SETD), system procurement 
phases A, B, and C, and advance development The cost of program 
management is made up primarily of salaries and administrative support 
for the spacecraft program office The cost of SETD is made up of 
salaries, administrative support and studies to provide initial system 
engineering and technical advice to the spacecraft system program office. 
System procurement phases are identified as Phase A - Advanced 
studies, Phase B - Conceptual design, Phase C - Project definition, sys­
tem design and critical hardware development. Advanced development 
costs refer to the development of long lead time items and the additional 
research and development required in new or unestablished technologies 
All these costs are based on a percentage of the spacecraft total procure­
ment cost 
Two other important aspects of spacecraft system costing are 
engineering change orders and reliability 
Engineering changes ordered by the spacecraft program office 
over the lifetime of an extended program can add substantially to costs. 
These changes may be prompted by revised mission objectives, a techno­
logical breakthrough or just the gradual progress in research and de­
velopment. An increase in program costs of 20 to 25 percent due to 
these changes would not be unexpected Although the possibility of these 
additional costs is recognized, their incidence is not inevitable so they 
were not explicitly added to the present cost estimate. 
Reliability influences greatly a number of cost elements For 
this study, a reliability factor of 0 90 was taken for the spacecraft and 
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0.90 for the launch vehicle. These factors take into account aborts and 
infant failures due to design or manufacturing faults as well as malfunc­
tions. The number of spacecraft and launch vehicles required for the 
programs have been increased proportionately to account for these 
failures Testing costs are affected as well, varying with the reliability 
required and can run from 10 percent to 40 percent of the total spacecraft 
cost. 
Whale discussing reliability an interesting but extremely difficult 
question arises that relates to cost sensitivity - estimating the cost to in­
crease the mean time between failures (MTBF). For example, what 
would be the cost to increase spacecraft lifetime from 12 to 24 months9 
Discussions with industry representatives indicated how difficult such 
a question is to answer. The MTBF can be a function of system degrada­
tion as well as design For example, the power system may be the hrlmt­
ing factor due to degradation over time of solar cells or batteries, or 
thrust rocket expendables for station-keeping operations may be the lim­
iting factor On the other hand, tape recorders may be the limiting 
factor due to capacity limitations inherent in the design The MTBF can 
be increased to some extent by overdesigning a subsystem or by including 
redundant components, but very often, a marked improvement in the 
MTBF must await a technological breakthrough. Such breakthroughs, 
like an order of magnitude increase in capacity or reduction in weight, 
are very difficult to predict 
3 Current System Costs 
The current state-of-the-art system is made -up of three 
flight spacecraft and one test spacecraft Since the current program is 
to be based on existing technology and may involve existing spacecraft' 
types and some off-the-shelf subsystem components, a modest design 
and development effort was assumed - 25 percent of that of the advanced 
system Costs of test and flight spacecraft are based on parameter inputs 
shown in Exhibit D-7. Percentages of subsystem weights to conform 
with the cost model are based on discussions with NASA officials and a 
study of ten past NASA programs made by the Illinois Institute of 
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EXHIBIT D-7 SPACECRAFT COST 
Case Hydolory + Arnceulture 
Level of TechnologAdvanCed 
CategorPe Parameter Input Development Cost 
Paraeter 
Ce n n atpuDollars/ First 
UnitCost 
No TootSpaccraft 
Cost of 
TesSpacecraft 
Number 
Flight
Spacecraft 
Structure Weight (lbs) 350 lbs $ 9 8 M $ 2 550/lb $ 892 500 3 
Propulsion 
Module Weight (ibs) 56 ibs $10 2 M $24, 000/tb $1 344 000 3 
Structure 
Propulsion
Navigation3 
and 
Liquid Thrust (ibs) 
Weight (ibs) 
112 lbs 
42 lbs 
$ 
$ 
1 92 M 
2 2 M 
$ 
$ 
250/lb 
5 000/lb 
$ 28 
$ 210 
000 
000 
3 
3 
Guidance 
Stablisatlon Cold Gas Weight (lbs) 112 lbs $ 3 SM $ 4 000/lb $ 448 000 3 
and Control 
C.nmmcatin rs Weight (Ibs) 168 Ibs $ 9 6 M $ 5 200/lb $ 873 600 3 
DataManagement Weight (lbs) 98 lbs $ 4 6 M $17 500/lb $1 7±5, 000 3 
Electrical 
Power 
Paddle Mtd Solar Cells 
Kilowatts 700 watts $ 7 4 M $ 2 100/watt $1 470 000 3 
Mssion Sensors Weight (lbs) 336 lbs $20 0 M $ 5 500/lb $1 848 000 3 
AGE 1400 ibs $11 S M 
Tooling and Spec 
Test Equipment 
Totals 
1400 lbs $ 4 9 M 
$85,62M $8,829 100 3 $26 49 M 
(2)  68 
Systems
Integration 
1 + 2 112 II M $ 5 65 M 
Totals 
1960 Constantr$9 
Dollars 
$93 56M 647 600 $28 95M 
1 
Technology Research Institute. The subsystem weight percentages are 
displayed in Exhibit D-8. A summary of costs for the current program 
may be seen in Exhibit D-9 
4 Advanced System Costs 
The advanced level of technology system is made up of 
68 flight spacecraft and three test spacecraft. Based on a spacecraft 
system constellation of four operational spacecraft at one time with an 
average mission lifetime of 16 months over the 18 year period from 1973 
to 199C, one finds that 54 operational spacecraft are required With a 
reliability of 0 90 for the spacecraft and 0 90 for the launch vehicle, the 
number of flight spacecraft is increased by 54/0 81 to 67 plus one as 
backup for a total of 68 flight spacecraft. Two test spacecraft plus one 
spare make up the three test spacecraft 
To deterrmne the cost of flight spacecraft, a learning factor 
was selected from Exhibit D-6 for groups of three spacecraft beyond the 
first ten units. For example, the learning factor for the 17th through the 
19th spacecraft was taken as 0 86, resulting in a unit cost of 0 86 x 
$9,647,600 = $8,296,900 for those three spacecraft The total cost of flight 
flight spacecraft for the advanced system, $545 09 mllhon, is approxi­
mately 17 percent less than the cost would have been had no learning curve 
been applied 
A summary of costs for the advanced system is shown in 
Exhibit D-10 
5. Cost Schedule 
The cost schedule for spacecraft program costs with only 
a MSS sensor package is shown in Exhibit D-1l. Total program costs 
would increase by about 7 9 percent for a system with TV and radar in the 
sensor package The current level of technology system is treated 
1Spacecraft Cost Estimation by W P Finnegan and C A Stone, Astro 
Sciences Center of IIT Research Institute, Report No C-6, May 1966 
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1.3 
1.2 
0 
0 
r-4 
1 
z 	 Total Spacecraft Weight (pounds) 
t.0 	 80 1,000 j 1,200 1,4000 
Normalized 
Cost 062 1.00 1.104 1.225o~HUnit 
Subsystem Weights as Percent of Total Spacecraft Weight 
u, 	 Structure (unpressurized spacecraft) 25% 
0 	 Propulsion Module Structure (storable propellant) 4% 
Propulsion (liquid propellant) 5% 
Navigation and Guidance 3% 
8 	 Stabilization and Control (cold gas) 8% 
Communications 12% 
Data Management 7 % 
Electric Power (paddle mtd solar cells) 12% 
Sensors 24% 
0 600 800 1,000 1,Z00 1,400 1,600
 
Total Spacecraft Weight (pounds)
 
EXHIBIT D-8 SENSITIVITY OF SPACECRAFT UNIT COST TO TOTAL SPACECRAFT WEIGHT 
(Current)EXHIBIT D-9 SPACECRAFT COST SUMMARY 
1968 Dollars 
ITEM C 
Design/Development 
® 
Cost of 
Test Spacecraft 
@  
D/D Plus 
Test Spacecraft 
()+®@+®0+@ 
® 
System 
Integration 
® 
Cost of 
Flight Spacecraft 
Total 
Cost 
SPACECRAFT (Current) 23 39 M 9 65 M 33 04 M I 68 M 28 95 M 63 67 M 
MISSION SUPPORT DESCRIPTION/INPUT OPERATION COST 
N Program Management 0 05 @ 3 IBM 
SETD Mgt Mode/Tech Manpower Rato 0 O(Z 6 36 M 
Phase A Advanced Studies 0 01 @ 64 M 
Phase B 
Phase C 
Conceptual Design 
Project Definition, System Design & Critical Hdw Dev 
01l (® 
0 05 ® 
64 M 
3 18 M 
Advance Development Nr = 0 = Number of High Risk Sub Systems 0 05 ( (I + - 3 18 M 
TOTAL 
1968 Constant 
Dollars 
mllion 
EXHIBIT D -1 0 SPACECRAFT COST SUMMARY (Advanced) 
1968 Dollars 
ITEM () 
Desogn/Development 
() 
Cost of 
Test Spacecraft 
1 (D 
D/D PI.s 
Test Spacecraft 
@D+ @ 
System 
Integration 
® 
Cost of 
Flight Spacecraft 
Total 
Cost 
@ + 
SPACECRAFT (Adva-ced) 93 56 M 28 95 M Izz 51 M 6 17 M 545 09 M 673 77 M 
MISSION SUPPORT DESCRIPTION/INPUT OPERATION COST 
00 
-J 
Program Management 
SET D Mgt Mode/Tech Manpower Ratio 
05 SD 
0,10 @ 
33 69 
67 38 
Phase A Advanced Studies 0 0 @ 6 74 
Phase B Conceptual Design 0 01 D 6 74 
Phase C 
Advance Development 
Project Definition System Design & Critical Hdw 
NR = 1 = Number of igh Risk Sub-Systerns 
Dev 0 05 
0 05 
@ 
@ ( ' 1 NR) 
TOTAL 
33 69 
67 38 
$ 889 39 milo 
1968 Constant 
Dolares 
EXHIBIT D-ll SPACECRAFT PROGRAM COSTS (In Milhons of Dollars) 
1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 Totals 
C~urrent System~ 
Design &Development 16 37 7 02 23 39 
Test Spacecraft 9 65 9 65 
Flight Spacecraft 9 65 19 30 28 95 
System Integration 1 68 1 68 
Program Management 1 06 1 06 I 06 3 18 
System. Engr LTeehinical Dir 2 12 2 12 2 12 6 36 
Procurement Phases A B &C 446 4 46 
Advance Development - 3 18 3 IS 
Totals 24 01 34 36 22 48 80 85 
Advanced System 
Design &Development 22 36 33 68 21 43 16 09 93 56 
Test Spacecraft 28 95 Z8 95 
> Flight Spacecraft 36 45 36 45 35 92 34 18 31 86 30 57 30 11 9 46 29 16 28 72 28 27 Z8 06 28 06 27 78 27 70 7 62 27 33 7 33 545 09 
SFlight Integration 6 17 6 17 
00 Program Management 1 60 1 601 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 33 69 
O Systems Engr &Technical Dir 3 21 3 21 3 21 3 21 3 21 3 21 3 21 3 21 321 3 21 3 Z1 3 21 3 21 321 321 3 21 3 21 3 21 3 21 3 21 3 21 67 38 
Procurement Phases A B &C 13 48 33 69 47 17 
Advance Development - 33 69 33 69 67 38 
Totals 40 65 105 87 95 05 57 35 41 26 40 73 38 99 36 67 35 38 34 92 34 27 33 97 33 53 33 08 32 87 32 87 32 59 32 51 32 43 32 14 32 14 889 39 
Combined 
Design &Development(1) 
Test Spacecraft (1 ) 
38 73 40 70 21 43 16 09 
9 65 28 95 
116 95 
38 60 
Flight Spacecraft 9 65 19 30 36 45 3645 35 92 34 18 31 86 3057 3011 29 46 29 16 28 72 28 27 28 062 8 06 27 78 27 727 62 27 33 27 33 57404 
System Integration 1 68 6 17 7 85 
Program Management 2 66 2 66 2 66 1 60 1 60 1 " 1 60 160 160 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 1 60 36 87 
Systems Engr &TechnicalDr 5 33 5 33 533 3 21 3 21 3 21 3 21 3 21 321 321 3 21 321 321 321 321 32 1 321Z 321 3 21 3 21 321 73 74 
Procurement Phases A B &C 17 94 33 69 51 63 
Advance Development - 36 87 33 69 -- - -- -70 56 
Totals 6466 -1402 175373 41 264073 38 993 6 67 35 38 3492 3427 33 97 3353 33 08 32 87 32 87 32 59 32 51 32 43 32 14 32 14 97024 
Note (1)Included inProgram R&D Costs 
essentially as a large test program for the advanced system that becomes 
operational in 1973. In the current level system, procurement phases 
A, B, and C are programmed in 1970 as is 70 percent of the design and 
development The remaining 30 percent of the design and development 
is scheduled for 197 1, along with advanced development, systems inte­
gration, testing and the first operational spacecraft The remaining two 
flights are made in 1972 Systems engineering and technical direction 
and program management are treated as levelized annual expenditures 
over the three year program 
The advanced level spacecraft program is scheduled over a 21 
year period Procurement phases A and B are programmed in 1970, 
with phase C in 1971 Design and development, including aerospace 
ground equipment and tooling and special test equipment, follow an S­
shaped expenditure curve over a four year period, 1970 through 1973. 
Annual expenditures for design and development are at rates of 23 9 per­
cent, 36.0 percent, 22.9 percent and 17 2 percent based on NASA experi­
ence Advance development is begun after one year of advanced studies 
and conceptual design (procurement phases A and B) and extends over a 
two year period, 1971 and 1972 
Systems integration and spacecraft testing are scheduled during 
the year before the satellites are operational, 1972 Annual expenditures 
representing an equal number of flight spacecraft begin in 1973 and run 
for the next 18 years. Systems engineering and technical direction and 
program management are treated as levelized annual e-penditures over 
21 years. 
6. Sensitivity Analysis 
The sensitivity analysis of spacecraft systems cost is 
based on the number of spacecraft required for 100 percent mapping of 
the Columbia River Basin rather than the number of spacecraft required 
for the sampling coverage employed in the system chosen in this study 
Conclusions drawn from illustrative figures would not differ markedly 
for the system chosen. 
Sensitivity of total spacecraft systems cost to swath width and 
frequency of observation is illustrated in Exhibit D-12 It can be seen 
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Spacecraft weight 
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Orbital altitude 
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Operational period
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Learning curve 
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,.407 
0 0.6 
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04 
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1,000 lb 
16 months 
0 80 
400 n mi 
20 years
None 
95% beyond first 10 units 
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1 00 
808 
250 300 
(4 
EXIIIBIT D-12 	 SENSITIVITY OF TOTAL SPACECRIAFT SYSTEM COST TO 
SWATH WIDTH AND FREQUENCY OF OBSERVATION 
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that costs are more sensitive to swath width than to frequency of observa­
tion for the area of coverage encompassing the Columbia River Basin 
A reduction of the linnting sensor swath width from 200 n miles to 100 
n miles at constant observation frequency of twice a day increases sys­
tem costs by 95 percent, whale a doubling of the observation frequency 
from once a day to twice a day at a constant swath width of 200 n miles 
results in an increase in systems costs of only 70 percent. One would 
expect that costs would be almost equally sensitive to swath width and 
frequency of observation since the number of spacecraft required at one 
time varies nearly linearly with both these parameters For this rel­
atively small area of coverage (the Columbia River Basin), however, the 
linear relationship between the number of spacecraft and frequency of 
observation breaks down, since a minimum number of spacecraft are 
required. For example, at 300 n. males swath width, two spacecraft at 
a time are required to see the basin area once every three days but only 
four spacecraft at a time are required to see it once every day. 
The sensitivity of total spacecraft systems cost to mission life­
time is shown in Exhibit D-13 One can see that a 50 percent increase 
in mission lifetime from 16 to 24 months would result in a system cost 
reduction of about Z0 percent, while a doubling of mission lifetime from 
16 to 32 months would result in a cost reduction of about 30 percent. 
The influence of discount rate on total spacecraft system costs 
can be seen in Exhibit D- 14. For the discount rates of 7.5 percent, 10 
percent, and 12 5 percent, the system costs are 58.7 percent, 50 7 per­
cent, and 44 7 percent respectively of the undiscounted costs. Other 
rates and their discounted costs can be selected from the curve. 
The sensitivity of spacecraft unit cost to total spacecraft weight 
has been shown in Exhibit D-8. Based on the subsystem weight percent­
ages for a 1000 lb spacecraft, a ten percent change in spacecraft weight 
results in a change in unit cost of approximately 5 1/2 percent. 
Launch Vehicle Costs and Selection Criteria (U) 
Section C describes the procedures and the data required to 
make a selection of the launch vehicle for a specific satellite program 
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C 
1.0 	 Principal As sumptions 
Spacecraft weight 1,000 lb.
 
Mission reliability 0.81
 
Learning curve 95 % after first ten units
 
Swath width 300 n. ml.
 
Orbital altitude 400 n mi.
 
Nonsynchronous inclined orbit
 
i.I0 	 Operational ifetime 10 years 
Number of spacecraft 4 at a time 
Area of coverage Columbia River Basin 
Miss Namber of Normalized 
Liftime Operational SystemsSpacecraft 	 Cost 
21.00 	 12 54 1.191
 
16 42 1.000
 
20 34 0.869
 
24 29 0.785
 
28 27 0.751
 
0 32 23 0.683 
0 36 22 0.664 
Wn0.90 
0 
k 0 80 
0 
C) 
0.7 0 
0.60 
IL ,I I I I I I I 
0 12 16 20 24 28 32 36 
Mission Lifetime (months) 
EXHIBIT D-13 	 SENSITIVITY OF TOTAL SPACECRAFT SYSTEM COST TO 
MISSION LIFETIME 
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0 
) 
1.00 
0.90 
Principal As sumptions 
Frequency of observation 
Time periods 
Number of spacecraft 
Spacecraft weight 
Mission lifetime 
Mission reliability 
Swath width 
= Every 6 hours 
1970-1980 1980-1990 
3 at a time 3 at a time 
30 total Z0 total 
1,800 lb 1,000 lb. 
I E months 36 months 
0 80 0 80 
300 miles 300 miles 
o 0.80 
) 
0 
0.70 
Discount Rate 
(percent) 
, 
7.5 
10 
12 5 
Normalized 
System Cost 
!.000 
0 5 84 
0.507 
0.447 
o 
0 
C) 
0.60 
F-i 
o 0.50 
C) 
10 
4-)
a 
0.40 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Discount Rate (percent) 
EXHIBIT D-14 SENSITIVITY OF TOTAL SPACECRAFT SYSTEM COSTS TO DISCOUNT RATE 
and the method to obtain its cost. Also included in this section is selec­
tion and costing of the launch vehicle for the proposed ERS program. All 
cost and vehicle performance data were obtained from the Battelle Memorial 
Institute and approved by the Launch Vehicle Requirements group at 
NASA Headquarters 
i. Ground Rules and Assumptions 
The basic ground rules and assumptions employed for 
launch vehicle selection are as follows 
* There will be no RDT&E for candidate launch vehicles during 
the time frame under consideration per the OSSA Launch 
Vehicle Requirements Group at NASA Headquarters 
* The costs and payload/velocity curves supplied by Battelle 
Memorial Institute (Exhibits D-15 and D-16 were approved 
by NASA and are the total launched cost of the vehicle with 
a 1400 pound payload. Included in the costs are manufacture 
(assembly), factory checkout, shipping to launch site, erec­
tion and checkout at launch site, launch costs, and costs for 
sustaining launch crews 
0 	 The costs of the vehicles will not exhibit the standard learn­
ing effect usually associated with hardware programs per 
the Launch Vehicle Requirements Group at NASA Headquarters. 
* 	 The basic assumptions concerning velocity increments are 
contained in the launch vehicle selection criteria portion of 
the Procedure Section, 3b. 
The following section presents the procedure for selecting an 
appropriate launch vehicle. It is in the form of a "cook book" with defl­
nitions and explanation, curves and graphs required to select a launch 
vehicle The section also contains an example of a launch vehicle selec­
tion for a proposed ERS program with a total payload weight of 1400 lbs 
The launch vehicle selection for a 2800 payload would follow similar 
procedures but lead to selection of a TITAN configuration rather than the 
THOR vehicle selected in the example. 
IPayload/velocity curve for the Titan boosters, required to launch a 
2800 pound payload is shown in Exhibit D-16-a 
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EXHIBIT D-15 LAUNCH VEHICLE UNIT COSTS 
Launch Vehicle 
THOR/FW-4 
Launch 
Rate ETR 
i86 ) 
Launch 
Rate WTR 
205 
First Year 
Operation 
1968 
(106 
Cost 
1 247 
N 
THOR/BURNER II 
TAT (3 Castors)/BURNER II 
TAT (6 Castors)/BURNER II 
TAT (3 Castors)/DELTA 
TAT (6 Castois)/DELTA 
TAT (9 Castors)/DELTA 
TAT (3 Castors)/AGENA D
TAT (3 Castors)/HCSS 
TAT (6 Castors)/HOSS 
18 
18 
18 
18 
18 
18 
18
18 
18 
3 ) 
20 
20 
20 
20 
z 
20 
20
0 
20 
2) 
1970 
1970 
1970 
1968 
1970 
1970 
1967
1972 
1972 
1 851 
2 411 
2 692 
2 743 
3 024 
3 280 
4 439 
3 634 
3 915 
TAT (9 Castors)/HOSS 
SLV3C (or X)/CENTAUR 
SLV3A/BURNER II 
TITAN III X/AGENA D 
TITAN IIIX/CENTAUR 
TITAN III X/HOSS 
TITAN III C (Transtage) 
TITAN III D/CENTAUR 
TITAN III D/HOSS 
18 
16 
16 
8(4) 
1 
20 
40 
20 
13 
13 (1) 
13 (1) 
12() 
12 
12() 
1972 
1971 
1970 
1968 
1972 
1972 
1968 
1972 
1972 
4 171 
8 845 
4 257 
8 032 
10 445 
7 100 
15 640 
15 945 
12 600 
EXHIBIT D-15 (Continued) 
Launch Launch First Year 6(106
Launch Vehicle Rate ETR Rate WTR Operation Cost 
TITAN III F/HOSS I (i) 1972 15 100 
TITAN III F/CENTAUR 1a (1) 1972 18 445 
Final Stages for the Above 
FW-4 0 073 
TE-364 0 131 
BURNER II 0 677 
Notes (1) Assumed same family as TITAN III C and has the same launch rate 
(2) 20 total TAT combinations per year 
(3) 18 total TAT combinations per year 
(4) 8 assumed from analogy of SLV3 launch capability 
(5) Assumed identical to TAT launch rate 
(6) Assumed identical to TAT launch rate 
5,000 1-	0 1. TAT/DELTA
 
9 Z. TAT/DELTA/FW4
 
7 3. TAT/DELTA/TE364
 
4,000 - 8 4. "AT(3 CASTOR)/BI
 
6 	 5. -'ST(6CASTOR)/BII 
T'A. (6 GASTOf)/DEL'A 
3,03: _/TE3 64. (6 CASTOR)/F]]L3,000 - 3 8 TAT/A(xENA 
9. 1'AT(9 CASTOR)/1)_mLT' 
to. TAT(9 CASTOR)/DjtL2 A/T-E364 
2,000 ­
1,400 
1,000 	 10 
o90 ­
800 ­
r700 ­
o 600 ­
500 ­
400 -	 2 
300 -	 8 
100 	 J 
100 I I I I III 
24 Z6 28 30 32 34 36 
Critical Velocity k ft. /sec. 
EXHIBIT D-16 LAUNCH VEHICLE VELOCITY--PAYLOAD LIMITS FOR SERIES OF 
TAT BOOSTERS 
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1. Titan IIIX/Agena
2. SLV3C/Centaur
3. Titan IHIC6 
4. Titan IIIX/HOSS 
2_ 5. Titan If[X/Centaur 
6. SLV3X/Centaur10,000 -4. 
 7 Titan J lX/HOSS/TE3648. itan !flC/BII1 -8, 

Go 100 
-I
 
100 _ 4 Z 
I I 1 1 7 
-- IIlIIIII 

20 25 30 35 40 45 50 55 
VC KFT/sec 
EXHIBIT D-16-a LAUNCH VEHICLE VELOCITY--PAYLOAD LIMITS FOR SERIES OF 
TITAN BOOSTERS 
2 Launch Vehicle Selection Procedure 
The basic procedure for selection of a launch vehicle is 
to (1) obtain complete mission information, launch azimuth, payload, 
orbit altitude and orbit inclination, (2) determine total velocity require­
ment for insertion into the final orbit, (3) from the performance curves 
deterrmne the candidate vehicles which match or exceed the total velocity 
requirements and (4) obtain costs from the vehicle cost table and select 
the least cost system. The following presents the launch vehicle selec­
tion criteria and the associated assumptions 
a. Selection Criteria 
(1) It will be assumed that all launches will be 
minimum energy launches This means that all spacecraft will be put 
first into a 100 n mi circular parking orbit and then boosted or kicked 
into another orbit or combination orbit/plane change, using a Hohmann 
transfer and if required a "dog-leg" maneuver It is also assumed that 
the velocity losses attributable to gravity, atmospheric drag and thrust 
are 2000 fps total This number is hypothetical and is based solely on 
examples of sample calculations presented in "Handbook of Astronautics 
and Aeronautics" and the "Flight Performance Handbook for Orbital 
" Operations. 
(2) The following procedure is used in determin­
ing the appropriate or candidate launch velcles The procedure is to 
determine total velocity requirements for each mission and relate it to 
the capabilities of the candidate launch velhcles. The general form of 
the equation is 
Vt =V 1 0 0 + VIs + Vrot + Vtran s where 
V00 = Velocity of the satellite in a 100 n. mi. circular parkingorbit, and is a constant 25,281 fps 
V = Velocity penalty assessed for atmospheric drag, gravi­
tational and thrust losses. For this study, these losses 
are assumed to be a constant 2,000 fps 
V rot Velocity penalty assessed for specific launch sites and 
desired launch azimuths These losses are those due 
to the rotational effects of earth and the required AV's 
are found on Exhibits D--17 and D-18 
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10 0 
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EXHIBIT D-17 VELOCITY PENALTY FOR LAUNCHES FROM EASTERN 
TEST RANGE (ETR) 
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VELOCITY PENALTY FOR LAUNCHES FROM WESTERN TEST RANGE 
Vt = Velocity required to perform a dog-leg and/or a Hohmann
transfer from the original 100 n 	 mi parking orbit to the 
desired final orbit. Exhibit D-19 gives totalA V require­
ments 	for combination Hohmann transfer and dog-leg 
maneuvers 
3. Once the total velocity is determined, the candidate launch 
vehicles are selected from the launch vehicles defined by the payload/ 
critical velocity curves of Exhibit D-16 and associated costs shown in 
Exhibit D- 15. 
b. Launch Vehicle Selection Example 
(1) Given 
(a) 	 Payload - 1,400 Ibm, 
(b) 	 Orbit - Circular, 550 inclination, 300 n.mi 
altitude. 
(2) Find 
Least 	Cost Launch Vehicles 
(3) Assumptions 
(a) 	 Minimum energy launch to inject payload 
into circular orbit with 5 00 inclination 
This results in an Eastern Test Range 
(ETR) launch site and a 440 launch azimuth. 
(b) 	 Gravitational, atmospheric drag, etc 
losses are 2,000 fps.
 
(c) 	 Payload first injected into 100 n ni orbit 
with a combination dog-leg and Hohmann 
transfer into the required orbit. 
(4) Solution 
(a) 	 Critical Velocity to attain 100 n. mi parking 
orbit 
Vc = 	 V100 + Vls + Vrot 
from Exhibit D-17 Vrot = 380 fps 
V c	 = 25,581 + 2,000 + 380 
= 27,961 fps 
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(b) 	 Velocity required to perform 5 0 dog-leg 
and Hohmann transfer to 300 n mi. from 
Exhibit D - 19. 
Vtran 	= 2,500 fps 
(c) 	 Total Velocity requirements, V to 
Vtot 	= c Vtran 
= 27,961 + 2,500 fps 
= 30,461 fps 
(d) 	 Launch vehicle candidates From the 
Critical Velocity vs Payload curves supplied 
by Battelle Memorial Institute and shown 
here as Exhibit D-16, the two launch ve­
hicles meeting the mnimum requirements 
of this proposed mission are 
1) TAT (6 Castor)/Delta/TE364 
2) TAT (9 Castor)/Delta/TE364 
(e) 	 Results From Exhibit D-15 the FY 68 
costs for the two candidate launch vehicles 
selected above are 
1) $3 	 155 Million 
2) $3.411 Million 
Therefore, option 1) TAT (6 Castor/Delta/ 
TE364) is the desired launch vehicle. 
This launch vehicle will be available be­
ginning in FY 70 and can be launched from 
ETR at a rate of 18 per year. This launch 
rate is for all TAT combination launches. 
Assuming the three satellite ERTS program, followed by a 68 
satellite ERS program, the annual cost in FY 68 dollars for launch ve­
hicles is simply the product of number of launches per year and launch 
vehicle unit cost. A TAT (6 Castor)/Delta with TE364 upper stage cost­
ing $3.2 million would be used for a satellite program with 1,400 lb 
payload incorporating a MSS sensor package With TV and radar 
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EXHIBIT D- 19 	 TOTAL HOHMANN TRANSFER DOG- LEG INJECTION VELOCITY 
REQUIREMENTS (PARKING ORBIT ALTITUDE = 100 N. MI.) 
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incorporated in the package, a imnimum cost TITAN IIX/Hoss is re­
quired at $7.1 million per copy 
3. Sensitivity Analysis 
The launch vehicle selected in the example and the pro­
gram costs are based on system parameters of an orbit inclination of 
550, an altitude of 300 n m , and a spacecraft payload of 1,400 lbs. An 
increase in any of the three parameters requires greater critical veloc­
ity, which may necessitate a more costly launch vehicle configuration. 
Letting the number of operational spacecraft required for ERS program 
remain constant, the sensitivity of total launch vehicle costs to the above 
mentioned parameters was tested The results of the cost sensitivity 
analysis are displayed in Exhibit D-20. The approximate doubling of 
costs with payload increases to 2,Z00 lbs and/or a 600 orbit inclination 
reflects the discrete change in requirements from THOR series boosters 
to the TITAN series. 
Thus a cost penalty of about 260 million is introduced when pay­
load requirements are increased substantially beyond the multispectral 
scanner sensor package. For example, a radar sensor in addition to the 
MSS will incur this cost penalty Another interesting parameter is the 
orbit inclination For greater orbit inclination to 65 ° , or even 600, which 
requires additional velocity for the dog-leg maneuver, the more costly 
TITAN configuration is required. At present, the 550 orbit inclination 
does not afford coverage of the Scandanavian countries and large portions 
of Northern Canada and north and central Russia (Leningrad is approxi­
mately 600). Of course, whether coverage of south and central 
Scandanavia and larger slices of Canada and Russia are worth the 260 
million must be balanced against the lower probability of coverage at 
more interesting latitudes, e.g., Columbia Basin. 
D Data Analysis and Interpretation Costs 
1 Introduction 
The Interpretation and Analysis Center (IAC) designed 
for each of the satellite systems described in this report serves several 
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EXHIBIT D-20 SENSITIVITY OF TOTAL LAUNCH VEHICLE COSTS TO SYSTEM PARAMETERS 
(Costs in Millions) 
Payload 
Orbit 
Inclination 
(degrees) 
Altitude 
(nmi) 
Critical 
Velocity 
(ft/sec) 1,400 
(ibs) 
1,800 2,200 
° 
300 30,461 224 0 242 1 504 1 
550 
500 30,661 224 0 242 1 504 1 
300 32,661 242 1 504 1 504 1 
600 
500 32,761 504 1 504 1 504 1 
65o 300 34,761 504 1 504 1 504 1 
500 34,961 504 1 504 1 504 1 
purposes. It is a command and control center to monitor the satellites 
around the clock, and to produce tapes to be used by the ground stations 
to interrogate the satellites and to command their sensors Secondly, 
it is a processing facility for the data from the satellites. Personnel 
and equipment are provided in the IAC to receive, reformat, edit, scan, 
display and otherwise analyze the data to reduce it to a form useful for 
decision-making. Once the data has been reduced to the desired form, 
the IAC will serve as a dissemination point from which information will 
be sent to users 
In each case, the IAC has been designed to meet the analysis 
requirements of the sensors seen to be most promising for providing the 
user requirements as outputs from the raw data. Wherever possible, 
equipment types were selected such that if additional capability were de­
sired, modular additions could be made to increase capacity without 
major disruptions to the basic configuration. 
With the large volume of data provided by the sensors on the 
satellites, emphasis is placed on utilizing automatic processing techniques 
As repeated observations increase the analyst's familiarity with the 
sensor data, as well as with the earth areas to be covered, processing 
techniques will become increasingly automated. For this reason, the 
personnel strength at the center is seen to decrease toward the end of 
the program. Another reason for the decrease in personnel levels is 
the reduction in programming effort resulting from programs developed 
and experience gained in the first years of the operational system 
performance. 
In selecting personnel for the IAC, provision should be made 
for representatives from the major interested user agencies A sugges­
tion for this approach would be to assign, on a part time basis, a repre­
sentative from each agency to work in conjunction with the specialized 
analysts at the Center and at the same time to serve as liaison between 
his agency and the IAC This would insure at all times that outputs 
from the IAG would be compatible with user requirements. 
For either of the applications under consideration, processing 
requirements are based on the fact that it will not be necessary to cover 
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100 percent of the area of concern all of the time. Rather, a sampling 
technique will be used to selectively process data for only those areas 
known from ground observations and predictions to be of interest because 
of significant changes in measurable parameters such as extreme rain­
fall in the Columbia River Basin or drought in major wheat growing areas. 
In the case of wheat rust, several measurable parameters must 
change such that an exact combination of them must occur for wheat rust 
to form and spread If the parameters are not seen to be moving toward 
the rust-forming combination, using historical data stored from previous 
passes of the satellite and ground truth data collected before and during 
the operational years of the satellite, it will not be necessary to process 
the data from that area. If, however, it is predicted that conditions might 
be favorable for rust formation, the satellite data for that area would be 
collected and processed. 
2. General Information Flow 
ExhibLt D-21 illustrates the major steps in the processing 
of data at a IAC Data will be received from the satellite via a ground 
receiving station in the form of an FM signal containing several channels 
of sensor and housekeeping data. The signal will be recorded on a mas­
ter tape for "back-up" and will simultaneously be decommutated or 
separated into discrete signals for each channel of each spacecraft sen­
sor Each signal must also be converted into digital form by a series 
to parallel converter. 
Video data or data from one or more channels of the multi­
spectral scanner will be converted into analog form and fed directly into 
a display device that exposes film which will be developed in the photo 
lab. A polaroid camera may also be attached to this device so that 
'instant" pictures are available for making spot checks The display 
device can also add pre-determined latitude-longitude grids to the photo­
graphs. The resulting photographs will be utilized by photo interpreters 
In addition, it may be necessary to utilize the video data to 
determine the area viewed by the sensors. Current techniques, which 
use satellite ephemeric data, timing, and sensor orientation, are 
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accurate to within one or two males. The desired accuracy would be 
less than or equal to the resolution of the spacecraft sensors (less than 
one-fourth of a mile). Photographs could be calibrated against a map to 
determine location to nearest resolution element of the sensor 
It may also be desirable to feed the digital video signal into the 
digital computer for processing The digital computer can be programmed 
to "mosaic" and grid several frames whereas the analog method is lim­
ited to producing photographs of single frames In addition, the digital 
computer has at least three other advantages First, it may be pro­
grammed to enhance the discrimination available from the input signal 
Second, it can produce photographs in various projections (e. g Mercator) 
and correct for variations in sensor viewing angles. Tis method is 
expecially desirable if a sensor has an extreme viewing angle And third, 
it can be used to eliminate duplicated or unusable areas from further 
processing. Duplicated areas may be eliminated by "remembering" 
areas covered by successive frames or passes Unusable areas may be
 
determined by detecting the presence of clouds, fog and other conditions
 
which would make the signals from the other sensors inaccurate or mean­
ingless Currently, itis not known if this technique would allow auto­
matic discrimination between clouds and snow. Additional investigation 
will be required before this technique can be applied. 
Digital processing of multispectral scanner data will primarily 
consist of computing temperature and surface moisture percentage by 
resolution element. Automatic corrections for atmospheric and surface 
conditions and differing instrument calibrations may also be possible 
Outputs will be one or more of the following types Alphanumeric listings 
w ch display parameters by resolution element or summation of param­
eters by specified geographic areas, digital tapes containing information 
to be fed into the x-y plotter, digital tapes to be used by automated analy­
sis models, and magnetic tapes to be used in photo processing. 
Multspectral scanner data will also be processed by the analog 
computer at the Agriculture IAC The main purpose of this processing 
is to detect the existence of wheat, determine its stage of growth, and 
determine if wheat rust is present. The computer can also accumulate 
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these palanetei s by spec ilied areas The iesults tan be used to estimatc 
wheat yield and assist in Lontloling the spread of whcat rust. This type 
of ploL esbing, called "pattern recognition," can be accomplished approxi­
mately 1000 times faster by an analog conputei than a digital computer 
State-of-the-ait foi this particular requirement for pattern recognition, 
howevei, is such that a long R&D program might be nccessary before 
plocessing can become fully opelational An alternative or supplemental 
method would be to paoduce cithex black and white or color photographs 
with signals fl on one or more of the scanner's infrared channels. The 
disadvantage of this method is that it i equires a substantial manual effort 
for photo interpretation 
Additional functions which are needed include computation of 
various orbital parameters required by the monitoring center and proc­
essing of housekeeping data to determine the condition of the spacecraft 
and sensors 
3 Hydrology Interpretation and Analysis Center (HTAC) 
a Output Requirements 
The Interpretation and Analysis Center (IAC) for 
the hydrology application has been specifically designed to produce the 
following initial and potential outputs. 
(1) Initial Outputs 
(a) Isothermal maps and/or temperature 
listings by resolution element. 
(b) Snow area in square miles or in map form 
by specified geographic areas 
(c) Area of new snow. 
(d) Surface moisture by resolution element. 
(e) Aerial distribution and intensity of 
precipitation 
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(2) Potential Outputs 
(a) Stream widths for desired areas. 
(b) Location and identification of potential 
precipitation clouds. 
(c) Soil moisture by resolution element. 
Isothermal maps can be made of any desired geographic area within the 
Columbia River Basin utilizing a digital plotter and data obtained from 
the thermal channel on the IR scanner or a passive microwave sensor 
Such a map would be desired for each complete coverage by the satellite. 
Temperature differences noticed from one coverage to the next impact 
on rate of melt of snow, and can be used to forecast precipitation. 
Snow area in square miles can be accumulated for specified 
geographic areas from the television data, or from data from the visible 
channels of the multispectral scanner. Either automatic analog or digital 
processing can be used, or areas can be calculated manually from photo­
graphs developed from analog or digital film producing equipment. The 
advantage to utilizing automatic analog techniques is the rapid processing 
speed, a rate of one hundred thousand resolution elements per second 
It is very likely that in the early years of the program, both automatic 
and manual techniques will be utilized to compute the desired hydrologic 
variables until the analyst's familiarity and experience with the data dic­
tate the most efficient processing techniques to be used. 
Area of new snow, inferred from the snow albedo, can also be 
calculated automatically or manually desired geographic area from TV 
or visible scanner data. Again it is evident that both methods will be 
utilized early in the program using the TV photographs as a check par­
ticularly if cloud formations are present at the time of the data collection, 
affecting the reflectance recorded by the scanner. In such a case, the 
area of imagery obscured by extensive cloud cover would be located 
using the photograph and deleted from the channels of the other sensors, 
where appropriate, utilizing programming techniques on the digital 
computer. 
Surface moisture can be calculated by element for any desired 
geographic area from data from the passive microwave sensor. The 
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results can be in either map form with superimposed percentages or 
accumulated and listed for any desired subbasin. 
Surface water area, such as lakes and large rivers, can be 
accumulated from TV imagery for any desired subbasin or area. It is 
also possible to present the information as outlined areas superimposed 
on a map 
The final results of all data processing will be presented to an 
operator for review and adjustment When finally passed by the operator, 
they are ready for input to a river basin model, or for distribution to 
hydrologists or other trained personnel for further interpretation and for 
use m decision-making 
b. Processing Requirements 
Certain ground rules and assumptions were made 
in order to estimate the Hydrology TAC costs for a "base case. "tHow­
ever, how these costs would vary with changes to ground rules and as­
sumptions which may be highly variable or which are especially critical 
to cost is shown in the part of this section concerning sensitivity analysis. 
The Columbia River Basin has an area of approximately 312,000 
square miles, and it is assumed here that data will be collected by the 
sensors every 6 hours when desired. However, data representing less 
than 20 percent of the total area will be processed in any 6-hour period 
Specific areas to be processed will be selected by the hydrology analysts 
at the IAG and the computer will screen and process the appropriate data 
It is also assumed that the data must be processed within 1 hour These 
two assumptions will allow 100 percent coverage, when desired, if equip­
ment is operated at absolute capacity (assuming 4 hours of piocessing 
not related to sensor data are required) In this case response times 
would increase by approximately 4 hours 
It is further assumed that the principal sensor will have a 
ground resolution of 1,200 feet and each character to be processed by 
the digital computer will require an internal processing time equivalent 
to 100 addition times. These assumptions and ground rules for the 
"base case" I-IIAC are summarized in Exhibit D-22. 
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EXHIBIT D-22 HYDROLOGY IAC GROUND RULES AND 
ASSUMPTIONS 
Total Area 312,000 square miles 
Frequency of Coverage 4 times per day 
Percent Area To Be 
Processed 20 percent maximum 
Processing Time 1 hour every 6 hours 
Ground Resolution of 
Sensor 1,200 feet 
Internal Processing Time 
(Digital Computer) 100 additions per character 
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c Equipment Requirements 
Exhibit D-23 lists the equipment, excluding the 
digital computer system, required for the HIAC and the other IAC's to 
be described below. Procurement costs are shown in the first column 
and number required for the HIAC in column three. These costs are 
based on the costs of equipment now in use at ESSA, NASA Houston, or 
the Unmversity of Michigan for similar purposes All are believed to 
have sufficient but not excessively high capacity to meet the processing 
requirements at the HIAC. 
A high-speed digital computer system will be reqtured to proc­
ess the data within the time requirement. The internal processing time, 
assuming 100 additions per character, becomes the limiting type of 
processing even for the fastest available general purpose computer. 
This assumes that inputs from the separate multiple spectral scanner 
channels will be read in on separate tape drives at the same time and 
that outputs will be highly aggregated with respect to input data. It also 
assumes that any large amount of printing can be accomplished off-line. 
The cost of a computer is related to its processing speed and 
the processing speed required for this application is related to area to 
be covered, the number and resolution of the sensors, and the amount 
of time allowed for processing. Since sensor resolution is one of the 
parameters which is subject to change, a plot of resolution versus annual 
rental cost of a sample of general purpose digital computers was derived 
(See Exhibit D-31 ) This plot shows that the annual rental, including 
maintenance, of the required digital computer would be approximately 
$400,000 
d Personnel Requirements 
Exhibit D-24 lists the personnel requirements by 
function and year for the operational phases of this hydrology application. 
In the operation of the HIAC, two positions will be manned around the 
clock at the control center. The manning requirement per position is 
approximately four based on three shifts of eight hours each, seven days 
a week The level of eight men is retained throughout the operation of 
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EXHIBIT D-23 INITIAL FACILITY EQUIPMENT
 
Number RequiredUnit 	 Per Facility 
Cost 
$000's HIAC AIAC H/A IAC 
Receiver 0 5 1 2 3 
Tape Recorder(I) 40 0 2 3 5 
D/A Converter 5 0 1 1 2 
CRT/Lamp Display 5 0 1 2 3 
Analog ComputeP Z )  40 0 1 1 0 
Analog Computer(3 )  100 0 1 0 1 
4 )  Analog Computer 200 0 0 1 1 
DeGausser, Loop 
Adaptor 45 1 1 1 
Photo Processor ( 5 )  20 0 1 2 2 
Film Display Device ( ' ) 30 0 1 1 2 
X-Y Plotter 7 )  48 0 1 1 1 
Counter 1 6 1 1 2 
Series to Parallel 
Converter Z 0 1 1 2 
Tape Recorder 20 0 1 	 1 2 
Notes (1) 10-12 track record-playback I" 
(2) 	 For producing photographs in the analog mode, ESSA 
(3) 	 For accumulating snow areas, simple pattern recognition, 
Willow Run Laboratories 
(4) 	 For signature analysis to include wheat signatures, 
temperature, etc 
(5) 	 30 ft/mn, 35 or 70 mm film (Hooston Fearless) 
(6) 	 Any film size accepted, MSC, Houston, Texas 
(7) 	 31" x 34", 8 vector Plotter $17K, Tape Drive $21K, 
Contouring package $10K, CALGOMP 
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EXHIBIT D-24 HYDROLOGY IAC PERSONNEL REQUIREMENTS
 
1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 19-0 
Operational 
Control Center 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 
Adrn.rntrataon 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 
Analyst/Progranners 10 15 20 20 20 20 20 15 1 15 15 15 15 15 12 12 1? 12 12 12 
Photo Lab 8 8 8 8 8 8 8 6 6 6 6 6 6 3 3 3 3 3 3 3 
Computer Operators 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Hydrology/Analysts 13 14 14 16 18 18 18 18 15 15 15 1 15 10 10 10 10 10 10 10 
Total 69 75 80 82 84 84 84 77 74 74 74 74 74 66 63 63 63 63 63 63 
the satellite system. The administration requirement is based on ap­
proximately seven positions (eight hours per day) to include personnel, 
supervisory and secretarial positions with an excess of three to report 
for a different shaft An average of approximately fifteen programmer/ 
analysts, with twenty during the first operational years of the program, 
is compatible with programming efforts currently in use for satellites 
returning data to earth As programming techniques develop for this 
satellite system general programs will be produced allowing a reduction 
in the manning levels of this position The number of technicians in the 
photo laboratory also decreases as techniques of analysis become auto­
mated requiring less manual photointerpretation For this reason, the 
number of hydrologist/analysts is seen to peak in the early years of the 
program, and diminish as automatic techniques develop. 
An estimate of five positions for computer operators for each 
eight hour shift around the clock is maintained at a requirement of twenty 
per day throughout the program. Their time will be divided between the 
analog and digital computers. 
4 Agriculture Interpretation and Analysis Center (AIAC) 
a. 	 Output Requirements Agriculture Inventory and 
Yield 
The facility designed to process data for the agri­
cultural applications of the satellite system will produce the following 
outputs for the inventory and yield case 
(1) Acreage of plowed and harrowed land by speci­
fied geographic area. 
(2) Identification of wheat fields and stages of growth 
by resolution element 
(3) Ambient temperature by resolution element 
(4) Snow area, when applicable by resolution element 
(5) Plant reflectance by resolution element. 
(6) Surface moisture by resolution element 
(7) Aerial distribution and intensity of precipitation 
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The visible channels of the multispectral scanner will yield 
acreage of plowed and harrowed land by resolution element for any de­
sired geographic area. The information may be presented as a listing 
by resolution element, an aggregate listing by specified geograplc area, 
as a photograph, or in map form as desired. 
Identification of wheat fields will be accomplished through the 
use of automatic pattern recognition techniques utilizing data from the 
infrared channels of the multispectral scanner The analog computer 
will be used to process the data. Stages of growth in seven steps from 
emergence to ripeness can also be deternned using the infrared channels 
of the multispectral scanner. The analog computer will be used to proc­
ess the data. Stages of growth in seven steps from emergence to ripe­
ness can also be determrined using the infrared channels of the scanner. 
This information can be presented as a listing by resolution element, 
aggregated by specified geographic area, or in map form if desired. 
Snow area, when applicable, will be determined from the visi­
ble channels of the scanner, and can be presented by resolution element 
or, more likely, aggregated for a specified geographic area. 
Plant reflectance and surface moisture can be determined from 
the infrared channels of the scanner, and printed out in alphanumeric 
form or aggregated for any specified area 
b Output Requirements Wheat Rust 
The LAC for this agriculture application has been 
designed to meet the following output requirements for use in detecting 
and forecasting wheat rust. 
(1) Crop identification and stages of growth by 
resolution element 
(2) Area and intensity of rust by resolution element. 
(3) Ambient temperature by resolution element for 
any specified geographic area. 
(4) Soil moisture by resolution element. 
(5) Existence of free moisture (dew) by resolution 
element. 
(6) Aerial distribution and intensity of precipitation. 
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With the use of ground truth data collected prior to, as well as 
during the operational years of the satellite program, the analog com­
puter utilizing automatic techniques of pattern recognition, will identify 
wheat fields by resolution element for any desired geographic area, and 
can, if desired, accumulate these areas utilizing an on-line counter 
The infrared channels of the multispectral scanner will produce 
data on the maturity of the crop under consideration and classify the level 
of maturity as one of seven stages from emergence to ripeness or full 
maturity This can be done by resolution element and aggregated by 
maturity level for any desired geographic area. Crop identifications and 
maturity levels can be presented in map form also, if desired. 
Area and intensity of wheat rust will be inferred from the am­
bient temperature readings produced from the multispectral scanner 
If, within given wheat fields, significant temperature differences are 
seen between resolution elements, the geographic coordinates of the dif­
fering elements can be determined and areas of wheat rust thus located 
Soil moisture data taken from the multispectral scanner read­
ings can be presented as a listing by resolution element or in map form 
if desired Further, the multispectral scanner readings will be used to 
detect the presence of free moisture (dew) by resolution element This 
information can be presented as a listing or in map form 
Cloud speed and direction to be used for predictive purposes 
can be obtained from the visible channels of the sensors Photographs 
can be produced from which a trained photointerpreter can determine 
the speed and direction of clouds, as well as any cloud anomalies indicat­
ing rainfall. 
Between August 1 and March 1, a thirty day rust forecast will 
be produced every fifteen days, and between February 1 and August 1 a 
daily rust forecast will be produced for specified areas throughout North 
America 
c Processing Requirements 
The Agriculture lAG (AIAC) will have two basic 
applications--prediction of wheat rust and of wheat yield The rust 
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application is concerned with predicting wherc wheat rust cxists, its in­
tensity, and where and when additional rust is likely to occur Approxi­
nattly 330, 000 square miles of North America will bc observed for this 
purpose Frcquency ol koverage will be twice per day, but data repre­
senting only 20 percent or less of this area will bc processed per coverage 
For the wheat yield application, data will be collected from all 
major wheat growing areas of the world This area is approximately 
2 7 million square miles (including North America) and a selected data 
sample of 20 percent or less of this area will be processed each day 
These ground rules and assumptions, along with those which 
are identical with the 1IAC are summarized in Exhibit D-25. 
d. Equipment Requirements 
The third column of Exhibit D-19 lists the equipment, 
along with estimated procurement costs, required for the AIAC The 
digital computer is excluded since it is assumed to be rented. The list 
is similar to that for the HIAC, but the costs of some were changed be­
cause of differences in processing requirements. 
The type of processing by the digital computer should be very 
similar to that for the 1ilAC (e g , determination of temperature and 
moisture) Thus, assumptions made for estimating the annual rental 
are the same with the exception of the amount of data and time allowed 
for processing. The total area to be covered for wheat rust application 
will be approximately 330,000 square miles in North America, and 
coverage will be made every twelve hours Total area for the yield ap­
plication is 2,400,000 square miles, including the rust area in North 
America, coverage is once per day If 100 percent coverage were re­
quired, total area to be observed each day would be (2,400,000 - 330,000) 
+ 2 x (330,000) or 2,730,000 square miles It is assumed, however, that 
no more than 20 percent of this area will be processed on any given day 
This reduces the maximum area to be processed to 546,000 square miles 
Allowances must then be made for possibly greater coverage and for 
checking out new programs In addition, the computer would be idle 
some part of the day when tapes are being loaded and because the sensor 
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EXHIBIT D-25 AGRICULTURE IAC GROUND RULES AND ASSUMPTIONS
 
Total Area -
Rust Application 
Yield Application 
Percent Area ToBe Processed 
Frequency of Coverage -
Rust Application 
Yield Application 
Ground Resolution of Sensor 
Internal Processing Time 
(Digital Computer) 
330,000 square miles 
2, 700,000 square males 
20 percent maximum 
2 times per day 
1 time per day 
1,200 feet 
100 additions per 
character 
Total Data Processing Time Per Day 
(Digital Computer) 10 hours 
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data would not be received at regular intervals. It was estimated that 
the computer should be capable of processing about twice the data rep­
resenting 20 percent coverage. Thus, the AIAC should have a capacity 
equivalent to processing data collected from about 1,100,000 square miles 
per day as compared to the HIAC computer capacity of 1,248,000 square 
miles per day Since these capacities are approximately equal, it was as­
sumed that the two IAC's should use identical computers which have an 
annual rental of $400,000 This computer would process data for the 
rust application in slightly more than an hour (twice per day) and yield 
data could be processed in about seven hours, assuming Z0 percent 
coverage for each. Orbital calculations and other types of operational 
processing would require two to four hours per day The remaining time 
could be utilized for testing and debugging programs in R&D stages. 
e Personnel Requirements 
Exhibit D-26 lists the personnel requirements by 
function and year for the operational phases of this agriculture application 
In the operation of the AIAC, two positions will be manned around the 
clock in the control center. The manning requirement per position is 
approximately four This is based on three shifts of eight hours each, 
seven days per week The level of eight men is maintained throughout 
the program. The administration requirement is based on approximately 
seven eight-hour per day positions including those of personnel director, 
group leaders and supervisor and secretarial assistance. As in the 
hydrology case, several administrative personnel will work during an 
off- shift 
The number of programmer/analysts peaks at a level of 25 
which is compatible with present programming and analysis requirements 
for operational satellite systems such as those existing at the ESSA 
facility in Suitland, Maryland 
The number of required positions for computer operators is 
slightly larger for this IAC than for that of hydrology This is explained 
by the additional requirements in this case for signature analysis, neces­
sitating increased computer use, particularly on the analog computer 
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EXHIBIT D-26 AGRICULTURE IAC PERSONNEL REQUIREMENTS
 
1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 
Operational 
Control Center 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 
Administration 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 
Analyst/Prograruncrs 
Photo Lab 
15 
12 
20 
12 
25 
12 
25 
12 
25 
12 
25 
12 
25 
12 
18 
9 
18 
9 
18 
8 
18 
8 
18 
8 
18 
8 
18 
8 
15 
8 
15 
6 
15 
6 
15 
6 
15 
6 
15 
6 
Computer Operators 21 21 21 21 21 21 21 21 21 z1 z1 21 21 21 21 21 21 21 21 21 
Agriculture Analysts 15 20 20 20 20 20 20 20 18 18 18 18 18 15 15 15 15 12 12 12 
Total 81 91 96 96 96 96 96 86 84 83 83 83 83 80 77 75 75 72 72 72 
The number of agrutilt tiral analysts is slightly larger for this case than 
for hydrology because the geographic area to be covered is larger and 
more varied, and because of the requirement for signature analysis of 
wheat However, as techniques of data handling improve and automatic 
data analysis develops, the i equired number of analysts is seen to de­
crease. A further explanation for this is the expected development away 
from manual photointerpretation and analysis toward automatic processing 
by computers 
5 Combined Interpretation and Analysis Center 
This section describes the personnel and equipment re­
quirements and related costs for a facility which would perform the 
combined functions of the Hydrology and Agriculture lAC's. Costs are 
shown to be considerably less than the combined cost of the separate 
facilities since duplication of personnel and equipment which perform 
identical functions n both facilities could, in some cases, be eliminated 
Since the daily operational schedule was not known, the center could 
not be designed to handle the "peak" hour processing load However, it 
was designed to have the capability to perform all the known tasks re ­
quired during a "peak" day and so that photo processing and pattern 
recognition for both applications could be accomplished simultaneously 
The fourth column of Exhibit D-23 shows the equipment, ex­
cluding the digital computer, required for the combined center Since 
it is probable that data would be received from as many as three satellites 
at the same time, three units of each equipment which are on-line to the 
receiver are shown. The analog computers are special purpose for each 
of the two applications and therefore both are required Each equipment 
in the analog processing chain also requires two units so that both com­
puters may process data at the same time. 
The annual rental for the Combined IACAdigital computer was 
calculated using the "base case" assumptions for each The I-IAC as­
sumption that data must be processed in one hour for each coverage can 
be met, of course, by the _IAC or AIAC computer if the additional as­
sumption is made that the computer will be available when required for 
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this purpose. The combined processing requirements were obtained by 
adding the requirements for each application assuming 20 percent cover­
age. This value was increased by 100 percent so that the computer would 
be available for other purposes as discussed in previous sections. This 
analysis showed that the capacity should be approximately 30 percent 
greater than that of the HiLAC, that is, the processing speed should be 
about 30 percent faster The annual rental of such a computer system 
should be approximately $435,000. This computer should be capable of 
processing the hydrology data in less than one hour (four times a day), 
the wheat rust data in about an hour (twice a day), and the wheat yield 
data in about six hours 
Exhibit D-27 shows the personnel requirements for the com­
bined IAC by function and year. For the operational personnel the same 
number of positions in the control center is maintained in the combined 
facility since the number of satellites is a system constant regardless 
of the application. Several additional administrative positions are re­
quired for the additional personnel The number of analyst programmers 
increases slightly because certain general programs such as those to 
automatically print temperature readings, to command the satellites, 
and to be used in area computations apply to both applications The same 
is true in the case of the specialist analysts Their efforts, in part, will 
be spent on developing techniques and skill in recognizing patterns of 
temperature for each application and relating these to either wheat 
growth, rust formation or snow melt. 
With only a few exceptions, it is readily seen that efficient use 
is made of manpower at the combined IAC saving duplication of effort 
expenditures in all areas of the operational effort. 
6 Analysis and Interpretation System Costs 
The system costs for the Hydrology, Agriculture, and 
Combined IAC's are presented in Exhibits D-28, D-29, and D-30, 
respectively. Cost categories are shown in rows and expenditures by 
year are shown in columns. Initial investment includes procurement of 
only that equipment which is to be acquired after launch. Costs shown 
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EXHIBIT D-27 COMBINED IAC PERSONNEL REQUIREMENTS
 
1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 
Operational 
Control Center 8 8 8 8 8 8 8 8 8 a 8 8 8 a 8 8 8 8 8 8 
Admn 15 1 15 15 15 15 15 15 15 15 15 15 15 15 is 15 15 15 is I5 
Analyst/Pogrammer. 20 25 30 30 30 30 25 25 25 25 20 20 zo 20 18 18 18 18 18 18 
Photo Lab 15 18 18 18 18 18 18 15 15 1 15 15 15 12 12 12 12 12 12 12 
Computer Operators 20 25 25 25 25 25 25 25 2s 2 as 2s 25 25 25 25 25 Zs 25 25 
Hydrology/Agriculture Analysts 20 25 30 30 30 30 30 30 30 30 25 25 zo 20 20 16 16 16 12 Iz 
Tols 98 116 126 126 126 126 121 118 118 118 108 108 103 100 98 94 94 94 90 90 
EXHIBIT D-Z8 HYDROLOGY IAC SYSTEM COSTS ($000's) 
Initial Investment 
Recurring 
Digital Computer 
Personnel 
Other Recurring 
TotalCosts 
1970 1971 
200 
400 
828 
97 
1725 
1972 
100 
400 
900 
297 
1597 
1973 
400 
960 
97 
1 657 
1974 
10 
4004 
984 
297 
1 681 
1975 
10 
11008 
297 
1805 
1976 
1008 
97 
1705 
1977 
008 
1765 
1978 
1,008 
297 
1 705 
1979 
4 
924 
97 
1631 
1980 1981 
400 400 
888 888 
97 297 
585 1 585 
1982 
400 
888 
Z977 
1585 
1983 
400 
888 
97 
1585 
1984 
400 
792 
297 
1 489 
1985 
756 
297 
1 453 
1986 
400 
756 
97 
1 453 
1987 
400 
756 
97 
1 453 
1988 
400 
756 
97 
1 453 
1989 1990 
400 400 
756 756 
297 97 
1 453 1453 
Total 
31 808 
EXHIBIT D-29 AGRICULTURE IAC SYSTEM COSTS $000's 
N 
i>inlal Investment 
Recurring 
Digital Computer 
Personnel 
Other Recurring 
Total Costs 
1970 
0 
1971 1972 
354 200 
400 400 
972 1 092 
365 265 
2 001 2 057 
1973 
400 
1 152 
365 
1 917 
1974 
10 
400 
115 
265 
1 927 
1975 
10 
400 
1 152 
Z65 
1 927 
1976 
400 
1 152 
265 
1 917 
1977 1978 
400 400 
1 153 1 033 
265 265 
1 917 1 797 
1979 
400 
1 008 
265 
1 773 
1980 
400 
996 
365 
1 761 
1981 
400 
996 
265 
1 761 
1982 
400 
996 
265 
1 761 
1983 
400 
960 
265 
1 725 
1984 
400 
924 
365 
1 689 
1985 
400 
900 
365 
1 665 
1986 
400 
900 
265 
1 665 
1987 
400 
864 
265 
1,639 
1988 
400 
864 
265 
1 629 
1989 
400 
864 
265 
1 629 
1990 
400 
864 
365 
1 629 
Total 
35 776 
EXHIBIT D-30 COMBINED IAC HYDROL/AG SYSTEM COSTS $0008s 
Initial lnvestment 
Recurring 
Digital Computer 
Personnel 
Other Recurring 
Total Costs 
1970 
0 
1971 1972 
382 200 
435 435 
1 176 139 
585 585 
578 2413 
1973 
435 
1 51Z 
585 
Z53 
1974 1975 
30 30 
512 1512 
85 85 
552 2553 
1976 
1513 
85 
502 
1977 1978 
435 435 
1453 1 416 
85 585 
3473 2436 
1979 
435 
1 416 
585 
2 436 
1980 
435 
1 416 
585 
2 430 
1981 
435 
1 296 
585 
2 316 
1982 1983 
435 435 
1 296 i1,236 
585 585 
2 316 2 256 
1984 
45 
100 
585 
Z 220 
1985 
435 
1 176 
585 
2,196 
1986 
435 
1 18 
585 
2 148 
1987 
435 
1 128 
85 
,148 
1988 
435 
1 128 
585 
2 148 
1989 
435 
1,080 
585 
2 100 
1990 
435 
l080 
585 
2 100 
Total 
46 750 
for Recurring, Digital Computer and Personnel have been discussed in 
detail in the separate sections above for each IAC 
Other recurring consists of the following costs, rental of fa­
cilities, photographic supplies, and equipment operation and maintenance 
and other consumables Floor space requirements of 5700, 6800, and 
8600 square feet are based on the number of personnel and the area re­
quired for the computer room The annual rental was then assumed to 
be $5 per square foot Photographic supply cost estimates were based 
on costs obtained from ESSA and are $5K, $19K, and $15K, respectively, 
per year Annual costs for maintenance and operation of equipment are 
estimated at 5 percent of the procurement cost of equipment, excluding 
the photographic equipment and digital computer Other recurring were 
estimated to be $250K, $300K, and $500K per year on the average Spares 
and nscellaneous parts were calculated to be 10 percent of the initial 
investment 
7 Sensitivt-y Analysis 
a Digital Computer Cost Sensitivity 
Exhibit D-31 illustrates how the annual rental cost of 
the digital computer for the Hydrology IAC would change with respect to 
both sensor ground resolution and amount of time allocated for processing 
(with other "base case" assumptions remaining constant) The curves 
were derived by computing sensor resolution as a function, processing 
speeds of various general purpose computers, and plotting these values 
against the annual computer rental costs Resolution was computed by 
the equation 
(A) (P) (NC) (f)
r = (T) 
Ch) (a) 
where r = sensor resolution 
A = total area to be covered in square feet = 312,000 x (5,280)2 
P = 	 maximnum percent of data to be processed per coverage = 
20 percent 
NC = Number of sensor channels = 7 
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EXHSIBIT D- 31 Resoluton (feet)DIGITAL COMPUTER COSTS FOlR HYDROLOGY IAC VS SEN\SOR IRESOT UTO,-k 
AND PROCESSING TIME 
f z factor to account for telemetry data = 1 2 
T = time allowed for processing per day in seconds = 1, 2, 
or 4 times 3600 
n = number of additions per character required for process­
ing = 100 
a = add time of the computer in seconds per add 
The dotted lines on the exhibit show the computer rental cost 
($400, 000) for the "base case" assumptions for processing time (one 
hour) and for sensor resolution (1 200 feet) If sensor resolution were 
reduced to, for example 600 feet (and processing time held to one hour), 
computer rental would increase to approximately $625, 000 However, if 
the time allocated for processing were increased to two hours, the com­
puter rental would be about $500,000 
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Exhibit D-32 shows how the annual rental of the digital com­
puter required for the combined IAC would change if the percent of area 
coverage were changed The equation used for deriving this curve was 
the same as given above 
b System Cost Sensitivity 
Exhibit D-33 shows the total system cost for the 
combined IAC plotted against sensor ground resolution The variation 
shown is due entirely to the change in digital computer rental since no 
other quantifiable differences were known for a change in this single 
parameter Communications costs, which are derived separately from 
IAC costs, would also change 
Exhibit D-34 shows how the system costs would change if 
another assumption concerning the digital computer, the number of 
addition cycles per input character required for internal processing, 
were changed 
Exhibit D-35 summarizes the effect of the more critical cost 
categories on total system costs Operational personnel contribute 
more to the total cost than any other cost category As shown in the 
exhibit, a change in the estimated number of personnel of, for example, 
20 percent would cause a change of 11 percent in the total cost A like 
percentage change in the estimated digital computer cost would result 
in changes of 4 5 percent to total cost 
E Communications Costs 
Costs will be treated in two main categories, investment, and 
operations and maintenance. The only investment costs considered ex­
plicitly in the following are those of the ground receiving station Other 
necessary equipment will be leased and will therefore be considered as 
operations costs Operations and maintenance costs fall into two cate­
gories ground station operations and maintenance costs and the cost 
of leasing equipment and circuits from common communications carriers 
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COMBINED IAC, RELATIVE SYSTEM COST VS PERCENT CHANGE IN 
PERSONNEL AND DIGITAL COMPUTER COSTS 
25 
1 Ground Receiving Stations 
a Antenna System 
The antenna system consists of the following com­
ponents
 
* 	 dish 
* pedestal and mount 
a tracking system 
The dish includes the cost of the surface and the frame of the 
antenna itself and the associated waveguides The pedestal and mount 
cost includes these costs plus the foundation The tracking system in­
cludes the tracking antenna, the associated radio and computer equip­
ment, and the mechanical means of rotating and tilting the dish (The 
ground station tracking system investment costs include only the costs 
of equipment for aiming the antenna Additional tracking equipment will 
be necessary in order to precisely locate the satellite for purposes con­
nected with the analysis of data It is assumed that the mini-track net­
work 	which is already in existence can perform these functions ) 
The cost curves associated with the sizes of the dish are given 
in Exhibit D-36 These costs are turnkey (i e installed and tested) 
costs based on data from commercial manufacturers Curve "T" rep­
resents the cost of an antenna system with full X, Y tracking capability, 
curve "S" represents the cost of a non-tracking antenna 
b Electronic Equipment 
Electronics equipment consists of 
* 	 Parametric amplifier and other wideband 
receiver components 
* 	 Wideband tape recorder 
* 	 VHF equipment 
* Command and encoding device 
The first category, in addition to the parametric amplifier, consists of 
demultiplexing equipment (filters), line drives and demodulators Dual 
video tape recorders are included in the ground station complement 
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Other equipment includes the VHF receivers and transmitters and the 
computer equipment associated with command and encoding functions 
An allowance for maintenance float and initial spare parts is 
computed at 20 percent of the ground station electronic equipment The 
cost of facilities includes the cost of the building, auxiliary power gener­
ators, and miscellaneous equipment such as furniture and office equipment 
The costs associated with a ground station with a 42 foot X, Y 
track antenna are given in Exhibit D-37 The costs were developed from 
information provided by manufacturers and Willow Run Laboratories 
2 Ground Station Operations and Maintenance 
Two technicians can perform the communications func­
tions at the ground receiving station at any one time Because the sta­
tion will be in operation for 24 hours a day, however, 8 technicians will 
be required at a salary of $10,000 per year apiece A ground station 
manager with extensive electronics engineering background would be 
required at a salary of $18,000 per year 
The station electronics equipment and the antenna are esti­
mated to consume spare parts and maintenance materiel at an annual 
rate of 10 percent of their investment cost The cost of operating con­
sumables consisting of such things as electricity, station envronment 
control, and office supplies is estimated at $5,000 yearly 
If the signal received from the satellite is not compatible with 
the communication lines between the ground receiving station and the 
central analysis facility, it will be necessary to rent from the common 
carrier providing those lines the necessary equipment to provide the 
proper interface Such equipment can be secured on a leased basis at 
an approximate cost of $500 per month 
The annual costs of operating and maintaining the ground sta­
tion are summarized in Exhibit D-38 
3 Data Communications Cost 
As the data is received from the satellite at the ground re­
ceiving station, it must be communicated to the central analysis facility 
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EXHIBIT D-37 GROUND EQUIPMENT INVESTMENT COSTS
 
(IN THOUSANDS OF DOLLARS) 
Ground Receiving Station 
42' antenna (including tracking) 200 
Parametric amplifier 15 
Other receiving 50 
Tape recorder (22/unit) 44 
VHF equipment 10 
Command and encoding 5 
Total - Electronics 124 
Maintenance Float/Spares 25 
Facility 
Building 30 
Auxiliary Power 5 
Miscellaneous Equipment 10 
Total - Facility 45 
Total - Ground Station 394 
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EXHIBIT D-38 GROUND STATION OPERATIONS AND 
MAINTENANCE COSTS (ANNUAL, IN 
THOUSANDS OF DOLLARS) 
Salary
 
Technicians 80
 
Manager 16
 
Total Salary 96
 
Spare Parts and Maintenance Materiel ( 10) 12 4
 
Operating Consumables 5
 
Interface Equipment (leased) 5
 
Total 118 4
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This will be accomplished through the leasing of wideband communica­
tions circuits from common carriers such as A T & T and others 
Both ground networks and communications satellites will be used 
Circuits of 41M z bandvdth are to be offered at a tentative 
cost of $60 per mile per month. (A final determination of this tariff by 
the FCC is underway presently.) This cost is based on 24 hours a day, 
7 days a week usage. 
Exhibit D-39 illustrates the estimated cost per mile per month 
for the leasing of circuits necessary to transmit satellite outputs of 
520 KH, 815 KH, 2 05 MH , and 8 MH z information bandwidth 
Exhibit D-39 also depicts estimates of monthly cost per mile 
as a function of the communications lag The principle behind this ra­
tionale is that short periods of wideband data can be drawn out, trans­
mitted over a longer period of time on circuits which are of smaller 
bandwidth and which are therefore less expensive The Communications 
Response Factor (CRF) is therefore the maximum allowable factor by 
which the satellite readout time can be multiplied without attenuating 
the responsiveness of the whole system For example, if the satellite 
transmits two minutes of data, and if it is determined that a 20-minute 
lag is the maximum possible, then the CRF can be as much as 10 
If the sensors of the satellite produced an information band­
width of 815 KHz, we could find in Exhibit D-39 the cost of the necessary 
circuits by locating the CRF of 10 on the abcissa, and using the 815 RH z 
curve to find the per-mile monthly cost on the ordinate $35 
It was assumed that 75 percent of any unused capacity in a 
4 MR z line would be absorbed by other applications or could be sublet 
at cost 
Certain applications may require the location of a ground re­
ceiving station outside of the continental United States Various common 
carriers provide service to these areas through the facilities of Comsat 
Corporation and its international affiliates It is envisioned that if such 
stations are needed, they will be located on Ascension Island and some­
where in northeastern South America The ground station could be lo­
cated contiguousto a Comsat Earth Terminal In the case of world-wide 
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EXHIBIT D-39 CIRCUIT LEASING COST SENSITIVITY 
agricultural yield, data can be collected over remote areas of the world 
and stored on tape for transmission to the ground A satellite in an orbit 
of approximately 50 will, after it has observed one of the world's major 
agricultural areas, necessarily pass over the readout area of one of the 
ground receiving stations if they are placed on a line between the north­
western United States and Ascension Island in the South Atlantic A 
tape recorder capable of on-board recording of data of up to 4 NM­
z 
bandwidth is currently in the final stages of development by several 
manufacturers Such a recorder is capable of recording up to 30 minutes 
of 4 MRz data and will cost approximately $ 3 million per single unit 
The cost of one fully dedicated voicegrade circuit between Etam, 
West Virginia, and the Comsat Earth Terminal in the Atlantic area is 
approximately $9,800 per month A wideband circuit of 48 KH7 consists 
of 12 voicegrade circuits, and the set of 12 is provided with a 20 percent 
discount The cost of this 48 KH z circuit is $94,000 per month The 
costs will vary slightly among different earth station locations 
4 Future Communications Costs 
Communications costs have been greatly affected by the 
advent of communications satellites The cost of international circuits 
has already decreased and will continue to do so in the future Domestic 
satellite service will quite likely be available within a short time and 
the cost of domestic service will decrease as well Because communi­
cation tariffs are set by the FCC so as to meet criteria which reflect the 
long-range communications needs of the United States, the impact of 
communications satellites on charges made under the tariff structure 
may not be directly felt for some time As the carriers begin to amor­
tize more and more of their investments in relatively obsolete cable 
and microwave equipment, rates will reflect to a greater extent the less 
expensive costs of the satellites 
It is assumed for the purpose of this study that the changes 
will decrease at a rate of 5 percent per year. Exhibit D-40 compares 
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81 82 
the 5 percent cost decrease to the projected decrease in charges for a 
Comsat circuit 
5 Communications System Costs 
The following assumptions form the basis for the sys­
tems costs of the communications system 
(1) All systems are within current state of the art capabilities-­
no R&D funds are obligated or spent 
(2) Investment costs are obligated and spent in the year before 
the system becomes operational 
(3) The life expectancy of ground station equipment is 10 years 
Funds for replacement are obligated in the 10th year for equipment 
constructed in that year and operational in the 1 th 
(4) Five ground receiving stations will be constructed, one each 
in the following areas 
* Northwest 
* North Central 
* Middle Atlantic 
* Northeast South America 
* Ascension Island 
the latter three stations being located contiguous to Comsat-Intelsat 
earth terminals A factor of 1 2 is applied to investment outside of the 
continental United States 
(5) Only agriculture yield data will be collected at the South 
American and Ascension Island stations Because of relatively low fre­
quency of observations and relaxed response requirements for this 
case (leading to a high communications response factor), it is assumed 
that only one 48 KH z wideband data link will be required to handle the 
data 
1See Comsat Corp , ICSC-26E-T/5/67, Projected Profile of Intelsat 
Utilization Charge 
and 
Comsat Corp , ICSC/F-16-5 W/1/69 (Rev 1), Intelsat Utilization 
Charge Profile 
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(6) Approximately 3,000 miles of wldeband (4 IMH-z) circuit will 
be required within the United States This assumption requires that the 
analysis facility is located in close proximity to one of the ground sta­
tions (If more than one facility is needed, each could be so located.) 
(7) The maximum output of the sensors on the satellite in the 
base case is 5 27 N4H zz Assuming a CRF of 60 which would communi­
cate any one-minute readout within an hour, the cost per mile is about 
$30 per month The cost of domestic wideband circuits is derived from 
Exhibit D- 3 9 
Exhibit D-41 details the investment, and annual operations and 
maintenance costs for the communications systems in the base case 
Exhibit D-42 shows the system cost 
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EXHIBIT D-41 COMMUNICATIONS COST ELEMENTS
 
Investment (in 1000 dollars) 
Ground Stations (5 at 394 K) 1,970 
Operations and Maintenance (annual in 1000 dollars) 
Ground Stations (5 at 118 4) 592 
Domestic Data Circuits 
(3000 miles at 30 dollars/mile x 12 months) 1,080 
Comsat - Intelsat Circuits 
(2 48 KH at $94,000/month 
months) 
each x 12 
2,260 
Total 3,932 
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EXHIBIT D-42 COMMUNICATIONS SYSTEM COSTS (COSTS IN THOUSANDS)
 
1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 
Investrment 1970 1970 
O&M 
Ground Stations 
Circuits 
Circuits at 5% Decrease 
592 
3340 
3340 
592 
3340 
3181 
592 
3340 
3029 
592 
3340 
2885 
592 
3340 
2748 
592 
3340 
2617 
592 
3340 
2492 
592 
3340 
2374 
592 
3340 
2268 
592 
3340 
2153 
592 
3340 
2050 
592 
3340 
1953 
592 
3340 
1860 
592 
3340 
1771 
592 
3340 
1687 
592 
3340 
1607 
592 
3340 
1530 
592 
3340 
1457 
592 
3340 
1388 
592 
3340 
1332 
Total 1970 3932 3773 3621 3477 3340 3209 3084 2966 
-----------------------------------------------------------------------------------­
2853 4715 2642 2545 2452 Z363 2279 2199 Z122 2049 1980 1914 
APPENDIX E 
ALTERNATIVE INFORMATION 
SYSTEMS 
A-351
 
I AIRCRAFT INFORMATION SYSTEM 
A Introduction 
An obvious alternative to information gathering by satellite is 
the use of aircraft equipped with proper sensing equipment Almost any 
aircraft large enough to accommodate a few hundred pounds of sensor 
equipment could be a candidate for the information gathering mission 
Rather than to evaluate each of the many potential aircraft candidates 
on a cost/benefit basis, it was decided to select three typical candidates, 
each of which would be representative of a general class or type of air­
craft The three aircraft chosen represent a wide range of possible 
alternatives By evaluating each of the three aircraft on a cost/perfor­
mance basis, it is possible (especially if the results differ widely) to get 
a good indication of the type of aircraft best suited for this particular 
mission 
The aircraft chosen as an example of a comparatively low cost 
alternative is the Cessna U-3 It is a light twin-engine propeller driven 
aircraft used by the U S Air Force for administrative liaison and light 
cargo It attains analtitude of about 20,000 feet and a speed of approxi­
mately 200 mph On the high end of the cost scale is the Air Force's 
SR-71 high-altitude strategic reconnaissance aircraft Not too much 
data is available on this aircraft but Jane's publication, All the World's 
Aircraft, states that it has been tested in sustained flight at speeds 
of more than 2,000 mph and at heights in excess of 70,000 feet. 
From another source, information I indicates that the SR-71A has an 
operational ceiling of approximately 100, 000 feet. Cost data on the 
SR-71A is quite closely held Since the SR-71 more closely approximates 
a satellite's characteristics (great speed and height) than any other known 
aircraft and therefore could be considered the "closest" competitor, it 
was arbitrarily decided to use the "best estimates" of its performance 
characteristics, i e , 100,000 ft altitude and 2,000 mph speed, and the 
most conservative estimates of its cost, so that it would be compared 
IAviation Week and Space Technology, March 18, 1968 
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on its most favorable aspects If under these conditions it does not 
prove to be the optimum aircraft for the information gathering mission, 
then clearly it is not the best candidate The U-3 and SR-71 represent 
the opposing parameters - the former low, slow, and inexpensive - the 
latter high, fast, and costly The aircraft selected to be somewhere in 
the middle of the range is the North American T-39, a swept wing twin 
turbojet, used by both the Air Force and Navy as a trainer and used 
commercially as an executive transport aircraft The T-39's cruising 
speed is approximately 500 mph with a service ceiling of about 40,000 
feet These, then, are the three candidates which were selected for 
the cost-performance comparison 
B Aircraft System Cost Analysis 
In general, costs for the U-3 and T-39 are based on U S Navy 
and U S Air Force cost factors It is assumed that, since the military 
usage of the U-3 and the T-39 is not too drastically different from the 
data gathering mission, the operating and maintenance costs for the 
NASA mission should approximate military costs, with the exception 
of pay and allowances cost which has been escalated to civilian rates 
In the investment cost area, procurement cost of the aircraft, initial 
spares, special support equipment (SSE), attrition, and pipeline factors 
were based on Air Force and Navy experience The cost of the sensor 
packages was estimated by the Willow Run Laboratories A gross approx­
imation of airport facilities cost was derived by assuming that such 
facilities as operations buildings, aircraft maintenance buildings, park­
ing aprons and taxiways would be added to existing airport facilities 
The basis for construction cost estimates was a factoring of cost devel­
oped for Navy patrol aircraft (P-3 Orion) facilities used in the "Crisis 
at Sea II" land-based vs sea-based patrol aircraft study The original 
costs were derived by applying military construction cost factors to the 
size of the appropriate facility, i e , operations building, parking apron, 
taxiway, maintenance hangar For the T-39 and U-3, it was assumed 
that the operations building would be about the same cost as for the P-3 
and the cost of the other facilities would be proportional to the size (area) 
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of the aircraft as compared to the size of the P-3 The costs developed 
herein for facilities are considered fair approximations even if facilities 
are leased rather than built, since the costs of leasing the facilities would 
probably be based on the costs of constructing them, amortized over a 
number of years See Exhibit E-l 
Since specific cost data for the SR-71 is not available, order 
of magnitude estimates were made by a "gross" and arbitrary extrapolation 
from costdata based onother less sophisticated military reconnaissance 
aircraft. $20 rllionwas used for totalinvestment cost and $2 million for 
annual operating and maintenance costs These estimates are considered 
conservative Exhibit E-2 summarizes the 20 year systems costs of the 
three alternatives, for operating in North America All costs presented 
are in terms of 1968 constant dollars 
Costs are developed in Exhibit E-3 for operating the "optimum" 
aircraft (the T-39) at overseas locations Overseas costs reflect a 
pay and allowances differential of 25% additional and an escalation of 
facilities cost and other annual operating and maintenance costs The 
escalation factor is based on an average country price index used by 
DOD agencies to estimate the construction cost of various facilities 
throughout the world The price index is indicative of the costs of labor 
and material in foreign countries For the agriculture cases, a price 
index of 1 20 was used This represents the gross average of Northern 
Hemisphere countries For hydrology an index of 1 40 was used repre­
senting the average costs of Northern Europe 
Aircraft Performance Characteristics 
Exhibit E-4presents the cruise speed, service ceiling and range of 
each of the aircraft alternatives The viewing angles for the sensors were 
provided by the Willow Run Laboratory A 1200 angle is used for the U-3 
and T-39 and 90 for the SR-71 Swath widths were calculated simply as 
a function of viewing angle and service ceiling as illustrated below 
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EXHIBIT E-I ESTIMATE OF BASE FACILITIES COST 
Facilities Package Per Navy P-3 Squadron (9 A/C) 
Parking Apron 45,000 sq yards 750 K 
Taxiway 60,000 sq feet 100 K 
Aircraft Maintenance Hangars 90,000 sq feet 2,250 K 
Operations Bldg 156 K 
3, -56 K 
Variable Portion (3,100) - 9 =344 per A/C 
Operations Bldg (156)- 9= 17 per A/C 
Area of Candidate Aircraft 
Wing 
Span Len th Area % of P-3 Cost/A/C 
U-3 3716" Z9'7" 1,140 SF 10%0 51 K 
T-39 4415 43'9" 1, 936 SF 17% 76 K 
P-3 9918" 116'10" 11,700 SF 
Including 17 K for Operations Bldg 
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EXHIBIT E-2 COSTS OF CANDIDATE AIRCRAFT
 
(North America) 
($ In Millions) 
Investment Cost 
Flyaway 
Sensor Package 

Modification for Sensor 1 
Spares and SSE 2 
Attrition & Pipeline 
Sub-Total 
Base Facilities 3 
Total Investment 
Annual Operating & Maintenance 
Operating Hours/Month 
Flight & Maintenance Crew Costs 
Flight Operations 
Sensor Spares 5 
Airframe Overhaul 
Total Annual O&M 
20 ycar Systems Cost 6 
IAssumed 25% of sensor cost 
2 lncludes sensor spares at 30% 
3 See Exhibit E-I 
U-3 
05 
Z0 

05 
05 

10 
45 

51 
96 
Cost 
60 
243 
045 
030 

050 
368 
9 28 
T-39 SR-71 
92 
30 
08 
24 
29 
T8­
76 
59 20 00 
60 45 
305 
091 
045 
015 
456 z 00 
14 30 80 00 
4 Estimated at commercial rates - pilot and officers $25,000/year 
crew $12, 000/yr 
5 Estimated at 15% of procurement cost per year
6Assumes procurement of 2 aircraft and 10 year life per aircraft 
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EXHIBIT E-3 T-39 COSTS 
(For Use in Other Countries) 
($ In Millions) 
Agriculture Case (Average of Northern Hemisphere) 
Investment Cost 
North America (Exhibit 1) 
Additional Facility Cost + 20%o 
20 x 76) 
Total Investment 
2 
2 
59 
15 
74 
Annual O&M Cost 
North America (Exhibit 1) 
Additional Flight and Maintenance 
Crew Costs + 25% ( 25 x 305) 
Additional Other O&M Costs ( 4 20% 
20 x .151) 
456 
076 
030 
Total Annual O&M 
20 Year Systems Cost 16 
562 
72 
Hydrology Case (Northern Europe) 
Investment Cost 
North America (Exhibit 1) 
Additional Facility Cost + 40% 
40 x 76) 
2 59 
30 
Total Investment 2 89 
1Flt Opns + Sensor Spares + Airframe Overhaul 
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EXHIBIT E-3 (Continued) 
Annual O&M Cost 
North America (Exhibit 1) 
Additional Fit & Maintenance Crew 
Costs + 25% (. 25 x . 305) 
Additional Other O&M Costs1 + 40% 
(.40 x 151) 
456 
076 
060 
20 
Total Annual O&M 
Year Systems Cost 
.592 
17.62 
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EXHIBIT E-4 CHARACTERISTICS OF CANDIDATE AIRCRAFT
 
U-3 T-39 SR-71 
Economical Cruise Speed (mph) 200 500 Z, 000 
Service Ceiling (feet) 20,000 42,000 100,000 
Range at Economical 
(miles) 
Cruise Speed 1,200 2,000 2,300 
Sensor Viewing Angle 1200 1200 900 
Swath Width - At Sea Level (miles) 13 1 27 8 37 9 
- Hydrology Case (miles) 9 2 23 6 35 6 
- Wheat Case 2 (miles) 11 5 25 9 37 0 
3 
Flying Hour Program (hours/month) 60 60 45 
1 Assumes terrain averages 6, 000 feet above sea level 
2 Assumes terrain averages 2,500 feet above sea level 
3 Constrained by aircraft availability due to aircraft maintenance for 
the SR-71 and due to sensor maintenance for the U-3 and T-39 
A-359 
D 
LADC = viewing angle = 900 
BD = ceiling (at sea level) = 100,000 feet 
A' C ABC = base (swath width) = 200,000 feet 
The base of the triangle in the illustration above represents the swath 
width of an aircraft flying at 100,000 feet with a sensor package having 
a 900 viewing angle No correction is made for the curvature of the 
earth, since the effect would only be slight at 100,000 feet or lower 
To account for the fact that the terrain being covered is not always 
at sea-level, it was arbitrarily decided that for the agriculture case the 
average level would be 2,500 feet above sea level and, since the hydrology 
case covered more mountainous terrain, the average height was assumed 
to be 6,000 feet above sea level As can be seen from the exhibit the 
swath width ranges from 9 2 (11 5) males for the U-3 to 35 6 (37 0) miles 
for the SR-71 The T-39's swath width is 23 6 (25 9) miles 
D Aircraft Cost/Performance Evaluation 
The performance of each alternative aircraft is evaluated in terms 
of area coverage per month It is assumed that the quality of the data 
gathered by each aircraft does not vary with the speed or altitude of the 
aircraft and the effectiveness of the mission is only linted by the area 
each candidate can cover in a given period of time The monthly area 
coverage is determined for each candidate by the following 
A S x FH x SWC m 
where A C = Area Coverage per month 
S = Economic Cruise Speed 
FH = Monthly Flying Hour Programm 
SW = Swath Width 
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Solving for the above equation produces the following results in the 
hydrology case 
AC (U-3) = 200 x 60 x 9 2 = 110,400 square miles 
A c (T-39) = 500 x 60 x 23 6 = 708,000 square miles 
A (SR-71) = 2,000 x 45 x 35.6 = 3,204,000 square miles 
C 
The agriculture case results in 
A (U-3) = 200 x 60 x 11 5 = 138,000 square miles 
A (T-39) = 500 x 60 x 25 9 = 777,000 square miles 
A (SR-71) 2000 x 45 x 37 0 = 3,330,000 square miles 
C 
Exhibit E -5 portrays the cost/performance relationship for each of 
the candidates As can be seen from the chart, the middle range class 
of aircraft represented by the T-39 is the "optimum" class for the data 
gathering mission Due to its relatively narrow swath width and slow 
speed, the U-3 has limited coverage and, despite its lower cost, requires 
many aircraft to match the coverage of the two other alternatives, there­
fore it costs more per more per area covered On the other hand, 
the SR-71, although it has a very large swath width and trememdous speed, 
is handicapped by a shorter flying hour program (45 hours per month 
versus 60) due to maintenance requirements and also incurs very high 
investment and operating costs 
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GROUND INFORMATION SYSTEMII 
Automated measuring devices have been developed for use in 
determining the water content of snow and measuring several other en­
vironmental conditions which can have an effect on water runoff and stream 
flow The data are collected at remote measuring sites, the information 
is encoded in binary form and transmitted by radio to a base station via 
a repeater which receives the signal from the collection site, re-amplifies 
it and re-transmits it to the base station It is possible for each base 
station to have up to 99 data collection stations associated with it, and 
up to 10 variables can be measured and transmitted to the base station 
In practice, only 20 collection stations have been associated with each 
base station due to transmission problems arising from the mountainous 
terrain in the area 
Exhibit E-6 shows the investment costs associated with the data 
collection sites, the repeaters, and the base stations Each collection 
site consists of a "snow pillow" which measures the snow water content 
by weight, and other devices which are capable of measuring the tem­
perature, the amount of precipitation, and the humidity Operations 
and maintenance costs are assumed to be 10 percent of the investment 
cost annually and the life expectancy of equipment is assumed to be 10 
years for base stations and 5 years for outside equipment (data collection 
stations and repeaters) 
There are approximately 1500 snow courses in the area examined 
by this study and it is estimated that four times that number of river 
gauge stations would be needed to provide sufficient information with 
regard to the depth, rate of flow, and temperature of the water in major 
rivers and tributaries It is assumed that river gauge data collection 
and base station costs are approximately the same as the snow course 
system 
ISee documentation of the IHydromet Study for a detailed description 
Preliminary Development Plan for Operational Hydromet Data Manage­
ment Study, C8-1441/030, 1 July 1968 
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EXHIBIT E-6 GROUND INFORMATION SYSTEM INVESTMENT COSTS
 
Data Collection Sites 
Snow Pillow/trans ducer $650 
Thermocouple 250 
Precipitation Meter 400 
Humidity Measure 500 
Batteries 300 
Solar Panels 200 
Antenna 1000 
Installation 1000 
Total per site $4,300 
Repeater $2,000 
Base Station $10,000 
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The estimated systems costs are shown in Exhibit E-7 for 1500 
snow courses and 6000 river gauge stations Estimates for data analysis 
and interpretation costs were made using twenty five percent of the costs 
that were associated with the hydrology Interpretation and Analysis Center 
since the processing of data from the snow pillows and river gauges is 
relatively simple For year 4 through 20, 25 percent of the average 
recurring costs of the HIAC were assumed to be the recurring costs 
for this information alternative 
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EXHIBIT E-7 GROUND INFORMATION SYSTEM COSTS
 
(Costs in Millions) 
Snow Information 
Investment Costs 
1500 data sites at $4,300 6 45 
255 repeaters at $2000 45 
Total 5 year life 6 90 
75 base stations at $10,000 75 
Total 10 year life 75 
Total 7.65 
Operation and Maintenance Costs 
(at 10% of investment annually .765 
River Information 
River Gauges (6000) 
Investment Costs 
5 year life 27 60 
10 year life 3 00 
Total 30 60 
Operation and Maintenance Costs 3 06 
(at 10% of investment annually) 
Data Analysis and Interpretation Costs 8 98 
Total Ground Information System Costs 234 41 
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HYDROLOGY NON-INFORMATION ALTERNATIVESI 
A plethora of potential projects in the Columbia Basin area are 
under active consideration An overview of potential hydroelectric pro­
jects is provided in Exhibit F-i, which indicates locations of potential 
new projects and additions to existing projects For this analysis, 
several potential hydroelectric projects have been grouped on a logical 
area development basis and combined with potential irrigation projects 
in the same areas to provide a range of non-information alternatives, 
from more marginal new project alternatives in remote areas to less 
marginal incremental-project alternatives at existing sites Clearly, the 
satellite information system should be superior to the marginal new­
project alternatives and, at least, comparable to incremental-project 
alternatives 
Five area development alternatives comprised of several Federal 
projects were selected to provide a range of alternatives for comparative 
analysis They are­
1 Flathead River Development 
2 Snake River Power Development 
3 Upper Snake River Development 
4 Southwest Idahlo Water Development 
5 Columbia Basin Power Additions 
Generally speakinVO each alternative is comprised of varying elements 
of potential and/or authorized (but not yet under construction) Federal 
power and irrigation projects and, hence, is in the current decision­
making phase Benefits from other project features such as navigation, 
flood control and recreation are relatively minor for the range of alter­
natives considered in this analysis and are not included, nor are the 
specific costs and allocations of joint costs for these features included 
in cost-benefit calculations 
The Flathead River Development (alternative No 1) consists 
primarily of new power projects, and also includes some new irrigation 
development in western Montana The Snake River Power Development 
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(alternative No Z) consists entirely of new power projects along the 
mid-Snake River area, of which the often discussed Appaloosa (or High 
Mountain Sheep) project is the principal element Alternatives No I 
and No 2, consisting of entirely new projects, are expected, a priori, 
to be representative of more marginal non-information alternatives 
being planned for activation in the next 20-year period Alternatives 
No 3 and No 4 represent continuing Federal irrigation and power 
development of the Snake River in southern Idaho and adjoining areas 
of Wyoming and Oregon respectively These two alternatives consist 
of many new, relatively small, power and irrigation projects with some 
additions to existing projects Hence, they are representative of some­
what less marginal non-information alternatives than Developments in 
alternatives No 1 and No 2 The Columbia Basin Power Additions of 
alternative No 5 consist solely of power additions to several existing 
multi-purpose projects in the Columbia Basin and this is expected to 
be the least marginal non-information alternative from the range of 
alternatives offered 
In the subsequent section, non-information alternative costs 
and benefits are summarized (using several cost summarization meth­
odologies) and compared with the costs and benefits of the satellite infor­
mation system Each non-information alternative is described in terms 
of power and irrigation development, time phasing, and estimates of 
costs and benefits, and associated assumptions, in following sections 
A Cost and Benefit Summaries 
As discussed above, the non-information alternatives considered 
for this analysis are comprised of potential Federal projects in the Pacific 
Northwest which are currently in the decision -making phase Typically, 
these projects (depending on the size and type of the project) experience 
about a ten year cycle, from initial surveys, investigations, and planning 
to final installation of the last unit Thus, a non-information alternative 
considered during a 1970-1990 time period would be penalized for com­
parative purposes in the sense that full investigations and planning costs 
(roughly comparable to satellite R&D costs), and investment costs, would 
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be attributed to the alternative and measured against a benefit stream 
of only about 5 to 10 years. The typical project assets involve high 
initial investment costs and low operating costs with useful lifetimes 
of 50 years or more The satellite system, however, involves a relatively 
low, but continuing, investment in spacecraft with about 2 to 3 year life ­
times in order to realize continuing benefits Thus, the arbitrary 1990 
cutoff time gives a zero value to the remaining useful lifetimes of non­
information alternative assets (e g , the capability to generate power 
for several more decades) while assuming that costs and benefits cease 
for the satellite system with little or no penalty. In other words, a 
benefit-cost ratio for the satellite system would show relatively little 
improvement if the cutoff data were extended to the year Z000 and beyond 
as compared to the non-information alternatives whose benefit-cost 
ratios would show significant improvement if the cutoff date were extended 
This general argument holds true irrespective of the discount rate em­
ployed in the analysis 
Several cost/benefit summarization techniques are available 
to make the comparison between non-information and satellite alternatives 
more equitable 
(1) The satellite system costs and benefits could be extended 
to cover the same time period as the useful lifetimes of non-information 
alternative assets The costs and benefits of alternatives would then be 
discounted to present worth over this longer time period This implies 
forecasting satellite technology to at least the year 2030 (equivalent to 
about a 50 year lifetime of multi-purpose projects) in order to estimate 
costs and benefits beyond the 1990 cutoff time. 
(2) Similar to the above sunmarization methodology, costs and 
benefits of non-information and satellite alternatives could be computed 
on an equivalent annual cost basis In this method, capital outlays are 
anmmortized over useful lifetimes of the assets and added to annual 
operations and maintenance costs to derive equivalent annual costs 
which are compared with annual benefits This, too, implies forecasting 
satellite technology improvements in the future to determine an equivalent 
annual cost for the satellite system on the basis of a 20 year period 
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(Satellite system costs are extremely sensitive to satellite mission 
lifetimes Computation of equivalent annual costs on the basis of mission 
lifetimes from current technology would be inequitable, and prediction 
of future mission lifetimes for 1990 and beyond approaches pure guessing) 
(3) A third summarization methodology would be to use the 
1990 cutoff period, but estimate the market value of assets at the cutoff 
period, in current dollars, and add these values to the benefit streams 
of both satellite and non-information alternatives, and then discount costs 
and benefits for the 1970-1990 period to present worth This method 
eliminates the need for projecting beyond 1990 but introduces the problem 
of estimating asset market values in 1990, either by some arbitrary 
depreciation method or from some predictive method based on historical 
data Nevertheless, this methodology is deemed preferable to those 
requiring technology projections beyond the 1990 cutoff period 
(4) Another summarization methodology would be to sum all 
non-recurring costs through 1990, add this total to an arbitrary multiple 
(about 20 years might be a reasonable multiple) of level annual recurring 
costs, and compare with an equivalent multiple of level annual benefits 
In this case, the summarization technique would be known as the Z0 year 
systems cost/benefit technique The principal advantage of this method 
is its simplicity However, no weight is assigned to differences in 
asset lifetimes nor is the time value of money recognized For these 
reasons alone, this technique is not preferable to any of the above 
Non-information alternative costs and benefits are summarized 
in Exhibit F-2 The overall scope of each alternative in terms of power 
development (thousands of KW's of installed capacity) and irrigation 
development (thousands of irrigable acres for full and supplemental 
service) is included in Exhibit F-Z Also given are total alternative 
costs and benefits (excluding remaining asset values in 1990), at a 
zero percent discount rate and at discount rates of 7-1/2, 10, and 12-1/Z 
percent The undiscounted remaining asset values for each alternative 
in 1990, using an approximative useful asset lifetime of 50 years, subject 
to straight line depreciation, are also indicated 
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EXHIBIT F-2 NON-INFORMATION ALTERNATIVES 
CHARACTERISTICS AND COSTS TO 1990 
(Costs in Millions) 
0 0 
04O 
Alt Alt Alt Alt AltNol No2 No3 No4 No 
Power (Thousands of KW' s 
Installed Capacity) 822.0 3,790.0 427.0 571.0 3,116.0 
Irrigable Acreage for 
Service (Full 000's) 150.0 197.5 489 0 (Supplemental 000's) - 228 6 61.9 
Total Costs Undiscounted 633 4 946.0 517 6 865 5 663.1 
Investigations & Planning (35 2) (48 9) (27 4) (47 0) (31 5) 
Investment (541 8) (753.0) (422.3) (722 6) (484 1) 
Operations & Mvaint (40 8) (128.9) (55 7) (75 0) 133.4 
General Expenses & 
Admnistration (15 6) (15 2) (12 2) (20 9) (14 1) 
Total Costs 
Discounted 7-1/2% 351 3 530.5 335 0 514 0 407 0 
10% 294.7 450.0 295 4 441 8 356 5 
I2-1/2% 249.5 386.1 262.6 383 4 316.0 
Total BenefitsUndVscounted 166.8 544 0 695.6 969 0 618 5 
Power (73 8) (544 0) (58 3) (63 1) (618.5) 
Irrigation (93.0) (637 3) (905 9) 
Total AenefAts 
Discounted 7-I12% 61.9 186.5 276 6 383 0 246 3 
10% 46 134 5 2108 2 4 188 3 
12-1/2% 34 8 98.3 163 3 225 3 146 5 
Remaining Asset Values 
1990 (straight lne de­
preciatlon - 50 year 
lhfetlme) 422 8 572 3 304 2 549 1 338 9 
Undiscounted B6C R7atio 
(No Retemainlng Values) 0 26 0 58 1 34 1 12 0.93 
(With Renaining Values) 0 93 1.18 1 93 1 75 1.44 
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EXHIBIT F-2 (Continued) 
40 
0 
o 40 
N, 
oo 
0 
AltNo. I AltNo 2 AltNo 3 Alt.No 4 Alt.No 5 
Annual Level Recurring 
Costs 3 8 13.9 4 1 6 0 10 4 
Benefits 
20-Year System B/C Ratio 
14 1 
0.42 
55 3 
1 01 
51 5 
1.89 
72 8 
1 60 
48.7 
1.32 
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The importance of considering remaining asset values is 
highlighted in the undiscounted benefit/cost ratios with, and without, 
remaining values attributed to each alternative in 1990 Without remain­
ing asset values considered, only alternatives No I and No 2 would be 
judged better than marginal (i e , benefit/cost ratio > 1 0) at a zero 
percent discount rate With remaining asset values considered, all 
alternatives, except the Flathead River Development alternative, are 
better than marginal at a zero percent discount rate 
Discounted costs and benefits, with and without remaining asset 
values for each alternative, are shown in Exhibits F-3, F-4, and F-5. 
The order of preference for each alternative does not change with dis­
counting, however, each alternative becomes less favorable with increas­
ing discount rates as more weight is attributed to time differences in cost 
and benefit streams. Thus, given the assumptions and factors used to 
develop cost and benefit streams, only the Snake River alternatives are 
judged better than marginal at a minimum attractive rate of return of 
7-1/Z percent, even when remaining asset values are included 
The 20 year system cost/benefit summarization technique 
gives similar ranking of alternatives, as shown in Exhibit F-2 The 
benefit/cost ratios derived from using this simplified method are about 
equivalent to a 3 percent discount rate No change in ranking of alter­
natives is expected from using the first two equivalent cost/benefit 
sunmarization techniques discussed above, and these techniques were 
not utilized in the analysis 
The Snake River irrigation development alternatives (No. 3 and 
4) are judged to be about equal in preference and superior to the power 
development alternatives (Nos 1, 2, and 5) However, among the power 
development alternatives, the ranking of alternatives is quite clear 
Alternative No 5 which consists entirely of power additions to existing 
projects is preferred over new power projects (alternatives No 1 and 
No 2) Between the new-project power development alternatives, the 
larger and, hence, more efficient Snake River Power Development 
alternative is preferred over the smaller and more remote Flathead 
River Development alternative 
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EXHIBIT F-3 NON-INFORMATION ALTERNATIVES TOTAL COSTS AND BENEFITS TO 1990 
DISCOUNTED AT 7-1/2 PERCENT (Millions) 
No Remaining Values With Remaining Values 
Alternative Description Costs Benefits B/C Ratio Costs Benefits B/C Ratio 
No 1 Flathead River 
Development 351 4 61 9 0 18 350 4 161 4 0 46 
No 2 Snake River Power 
Development 530 5 186 5 0 35 530 5 321 2 0 61 
No 3 Upper Snake River 
Development 335 0 Z76 6 0 83 335 0 348 Z 1 04 
No 4 Southwest Idaho 
Water Development 514 0 383 0 0 75 514 0 512 3 1 00 
No 5 Columbia Basin 
Power Additions 407 0 246 3 0 61 407 0 326 1 0 80 
EXHIBIT F-4 NON-INFORMATION ALTERNATIVES TOTAL COSTS AND BENEFITS TO 
1990 DISCOUNTED AT 10 PERCENT (Millions) 
Alternative Description 
No Remaining Values 
Costs Benefits B/C Ratio 
With Remaining Values 
Costs Benefits B/C Ratio 
No I Flathead River 
Development 294 7 46 1 0.16 294 7 108 9 0 37 
No 2 Snake River Power 
Development 450 0 1345 0 30 450 0 219 5 0 49 
No 3 Upper Snake River 
Development 295 4 210 8 0 71 295 4 256 0 0 87 
-0 
No 4 Southwest Idaho 
Water Development 441 8 291 4 0 66 441 8 373 0 0 84 
No 5 Columbia Basin 
Power Additions 356 5 188 3 0 53 356 5 238 7 0 67 
EXHIBIT F-5 NON-INFORMATION ALTERNATIVES TOTAL COSTS AND BENEFITS TO 1990 
DISCOUNTED AT 12-1/2 PERCENT (Millions) 
Alternative Description 
No Remaining Values 
Costs Benefits B/C Ratio 
With Remaining Values 
Costs Benefits B/C Ratio 
No 1 Flathead River 
Development 249 5 34 8 0 14 249 5 74 9 0 30 
No 2 Snake River Power 
Development 386 1 98 3 0 25 386 1 15Z 6 0 40 
No 3 Upper Snake River 
Development 262 6 163 3 0 62 262 6 192 1 0 73 
No 4 Southwest Idaho 
Water Development 383 4 225 3 0 59 383 4 277 4 0 72 
No 5 Columbia Basin 
Power Additions 316 0 146 5 0 46 316 0 178 6 0 57 
B Cost and Benefit Methodology 
The cost and benefit summaries of the five area development 
alternatives presented earlier were prepared from time-phased streams 
of costs and benefits through the 1970-1990 period The general cost 
and benefit methodology, factors, and time-phasing assumptions used to 
derive approximate estimates of each of the cost and benefit elements 
are discussed in this section In the next section, the time-phased costs 
and benefits and project elements for each alternative Will be addressed 
It is important to note that the basic factors and time-phasing assumptions 
used to generate streams of costs and benefits are of a gross nature, 
and in no way should they prejudice a more detailed project-by-project 
analysis encountered in typical Corps of Engineer or Bureau of Recla­
mation studies The gross factors and assumptions employed on a 
consistent basis in tins analysis are used only to indicate preferences 
among alternatives and to compare alternatives with the satellite assisted 
information system 
a Cost Elements 
Costs of each alternative are divided into four 
distinct elements, (1) investigations and planning, (2) investment, (3) 
operations and maintenance, and (4) general expenses and administration 
Each cost element will be discussed in turn 
Investigations and planning costs are derived on an overall 
percent of investment cost basis and time-phased over the initial five 
years of each alternative. Thus, the underlying assumption is that 
investigations and planning costs will vary with the magnitude of the 
investment For Bureau of Reclamation projects, the sum of cumulative 
appropriations through FY 1967 for Investigations and Secondary and 
Advance Planning activities amounted to 6 5 percent of cumulative con­
struction project appropriations For Corps of Engineer projects, the 
sum of General Investigations and Advance Engineering and Design 
activities amounted to 4 8, 6 6, and 6 8 percent of General Construction 
program costs (less Advance Engineering and Design costs) for FY's 
1967, 1968, and 1969, respectively A similar estimate of 6 5 percent 
was utilized here for calculating investigations and planning costs 
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Investment costs are divided into two categories, (1) power 
and associated transmission facility investment costs, and (2) irrigation 
investment costs Power investment costs were computed by applying 
cost per KW factors to the nameplate rating capacity of each power 
project of each alternative For new power projects, in cases where pro­
ject cost estimates were provided in power planning documents, the 
estimates were used directly in the analysis after estimating power 
allocations and adjusting to 1968 levels In cases where new power pro­
ject cost estimates were not readily available, the power investment 
costs per KW were estimated from the relationship shown in Exhibit 
F-6 The relationship approximates power investment costs per KW 
from data on recently completed projects, projects under construction, 
and some authorized and recommended projects The cost basis and 
sources of data are provided in Exhibit F-7 Power investment costs 
were spread over a period of from three to seven years depending on 
the size of the project The years of power installation by project were 
derived from tentative installation schedules given in BPA' s Advance 
Program 1967-1987 document Investment in transmission facilities 
was assumed to approximately coincide with investment in power facilities 
An overall factor of 26 2 percent, which represents the ratio of cminu­
lative BPA transmission facility :investment to cumulative power invest­
ment through FY 1967, was derived from BPA's Annual Report, 1968 
and was applied to annual power investment costs to estimate time -phased 
transmission facility investment costs For power projects involving 
additions to existing facilities, a similar methodology was used with the 
following exceptions for those projects where cost estimates were not 
readily available, a $100 investment cost per KW was employed, and 
costs were spread over a somewhat shorter period of from two to five 
years Exhibit F-8 provides investment cost data for some projects 
involving additions to existing power projects, from which an average 
figure of about $100 per KW was derived 
Irrigation investment costs were developed by applying cost 
per acre factors to irrigable acres of potential reclamation projects in 
each alternative An average cost of $562 per acre was derived from 
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EXHIBIT F-6 [968 POWER INVESTMENT COST PER KW 
EXHIBIT F-7 POWER INVESTMENT AND ANNUAL OPERATING COSTS
 
Projects Authorized or Recommended ( ' ) Agency (5 ) 
Project
Cost 
(Mllions) 
Estiated 
Pow- Cost 
(Millions) 
Capacty(6 ) 
(Thousands 
of KO's) 
InvestnmentCost per 
Kgw o 
Capacity 
Estimated1968 Cost 
per KW of 
Capacity( 7 ) 
Annual 
Operating kost 
per KI' 
Estrated 
1968 Annual 
operating%ost 
per xW 
Teton BR 52 0 7 0 22 0 $ 316 $ 3Z9 -
Asotin GE 10Z C 96 9 270 0 359 373 -
Penny Cliffs CD 26 C 221 4 2-2 0 758 997 
Chu.a Gardens CE 73 0 69 4 180 0 385 507 -
Knowles BR 235 0 176 3 512 0 344 435 -
High Mountain Sheep PNPC 205 6 195 3 1 290 0 151 151 -
Project. Under C...rucoi 
Dworslmk CE 248 0 220 7 400 0 $ 552 $ 552 
John Day CE 448 0 324 8 2 160 0 150 150 -
Libby Cr 360 0 Z8O 4 420 0 668 668 -
IL Little Gooe CE 148 0 100 8 405 0 249 249 -
00 Lower Granite CE 190 0 146 5 405 0 362 362 
Lower Monumental CE 181 0 136 3 405 0 337 337 -
Recent Projects (1960 )
(3 ) 
I.earbor CE - 94 0 270 0 $ 348 $ 458 $ 1 52 $ 1 66 
Hills Creek CE - 14 0 30 0 467 591 1 90 2 08 
Cougar CE - 17 0 Z5 0 681 797 3 08 3 37 
Green Peter-Foster CE 34 1 100 0 341 354 -
Other Projects (1938 1960) 
(4 ) 
AlbeniFalls CE - 4z6 $ 747 $ 1 244 $ 8 05 $ 880 
Dalles CE - - 1,125 0 218 336 0 98 1 07 
Detroit CE - 100 0 355 639 3 16 3 45 
Lookout Point CE 120 0 310 537 2 25 2 46 
Bosneyslle CE - 522 4 118 383 1 75 1 91 
McNary CE 986 0 262 472 1 OZ 1 11 
Chief osepk CE 1 0288 152 253 0 85 0 93 
00 
EXHIBIT F-7 (Continued) 
Investment Estionated 	 Estmated 
( Cost per 1968 Cost Annual 1968 AnnualProject Estimated Cap city ) per =c(% operating cost operating coot 
(5 ) Cost Power Cost (Thousands KW of 	 (8 )  Other Projects (1938-1960) Agency (Millons) (Milons) of KWs) Capacity Capacity per KW per 
- 27 0 $ 173 $ 337 $ 2 74 $ 2 99Anderson Ranch BR 
132 211 1 31 1 43BR 	 - 114 0Palisades 
Hungry Horse BR - 285 0 264 494 0 88 0 96 
Chandler BR - 120 282 451 	 4 00 4 37 
0 78 0 85Grand Coulee BR 	 - 1 974 0 80 230 
- 16 0 549 751 1 94 2 12Greensprings BR 
11 3 31Z 462 3 54 3 87Roa 	 BR 
Notes (i) Project costs derived from Renew of Power Plannin in the Pacific Northwest Calendar Year 1967 Power Planning Committee 
- Pacific Northwest River Basins Corm MssionApril 1968 Power Cost Alocations estimated (except for Teton projectl--95 percent 
for Snake River projects 90 percent for Clearwater River projects and 75 percent for Flathead River projects 
(2) 	 Project costs derived from FY 1969 Budget data Power cost allocatons derived from BPA Annual Report 1968 
(3) 	 Power cost derived from BPA Annual Report 1967 
(4) 	 Power cost per KW derived rom Hydroelectric Plant Construction Cost and Annual Production Expenses 1965 FPC 
(5) 	 BR =Bureau of Relamation CE = Corps of Engineers PNPC = Pacifc Northwest Power Company 
(6) 	 Capacities relate to project costs and not potential project capacity Nameplate rating capacities derived from Advance Program 
1967-1987 BPA and Review of Power Planning in The Pacific Northwest CY 1967 
(7) 	 Investment costs escalated to 1968 at 4 percent per arumn. 
(8) 	 Annual operating costs derived from Hydroelectric Plant Construction Cost and Annual Production Expenses 1965 
(9) 	 Annual operatng costs escalated to 1968 at 3 percent per annu. 
EXHIBIT F-8 POWER ADDITIONS INVESTMENT COSTS 
Capacity 
Project Added(,) Investment 1968 Investment 
Cost (Thousands Cost Per KW of Cost Per KW of 
Project (Millions) of KW's) Capacity Added Capacity Added( 4 ) 
0 ( I )  Ice Harbor 22 333 0 $ 66 $ 69 
Bonneville 116 0(1) 324 0 358 372 
Chief Joseph 	 62 2(1) 704 0 88 92 
57 2 (2 )  The Dalles 688 0 83 83 
> Grand Coulee 388 7(3) 3,600 0 108 112 
w 
U1 
Notes 
(1) 	 Capacity added and project costs derived from Revew of Power Planning in the Pacific 
Northwest, CY 1967, PPC, PNRBC, April 1968 
(2) 	 Project cost derived from FY 1969 Budget data 
(3) 	 Project cost derived from Summary Report of the Commissioner, BR, 1967, Statistical 
Appendix . 
(4) 	 Investment costs escalated to 1968 at 4 percent per annum 
data pertaining to recent irrigation projects undertaken in the southern 
Idaho area, and applied to potential acreage of the Upper Snake River 
and Southwest Idaho Water Development alternatives Exhibit F-9 
provides these data For the relatively minor irrigation acreage of the 
Flathead River Development alternative, a cost of $400 per acre was 
estimated Irrigation acreage was assumed to come into service over 
a ten year period in equal annual increments, with a four year develop­
ment period over which investment costs were phased equally 
Operations and maintenance (O&M) costs are divided into 
two categories, (1) power plant and associated transmission facility 
operations, and (2) irrigation operations Annual power plant operating 
cost data are given in Exhibit F-7 and a relationship fitted to these data 
as shown in Exhibit F-10 This relationship between O&M costs and 
project power capacity was used to estimate power plant O&M costs for 
new power projects in each alternative For add-on power projects, 
O&M costs of the existing project were used Transnssion facility 
annual OMV costs are also estimated on the basis of power capacity An 
estimate of $2 15 per KW capacity was derived from BPA Operations 
and Maintenance costs contained in FY 1969 Budget data Annual irriga­
tion O&M costs were computed on a per acre irrigated basis using 
existing representative irrigation project data as cost analogs Annual 
1968 OMVI costs per irrigated acre, to include Bureau of Reclamation 
and water user costs, of $6 34 per irrigated acre for the Boise project, 
$5 51 irrigated acre for the Minidoka project, and $4 38 per irrigated 
acre for the Bitter Root project were applied in the Southwest Idaho 
Water Development, Upper Snake River Development, and Flathead 
River Development alternatives respectively Before application of O&Mv 
costs per irrigated acre, the acreages developed in each alternative 
were adjusted to account for the ratio of irrigated acres to available 
irrigable acres An Idaho -wide average ratio of 0 93 was employed for 
the two Idaho alternatives and a ratio of 0 97 (using the Bitter Root pro­
ject as an analog) was used for the Montana alternative. 
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EXHIBIT F-9 IRRIGATION INVESTMENT COSTS 
Irrigation Estimated Irrigation Development (1 ) 
Recent Idaho Investment(') 1968 Investment(2 ) (Thousands of Acres) Investment 
Projects Cost (Thousands) Cost (Thousands) Full Suppi Total Cost Per Acre 
Little Wood River 1,474 2,098 - 9,549 9,549 $220 
Michaud Flats 4,848 7,463 9,720 1 9,720 768 
Mann Creek 3,828 4,140 650 4,460 5,110 810 
Totals 	 13,704 24,379 $562 
0o 
Notes
 
(1) 	 Project costs and irrigation acreage derived from Summary Report of the Commissioner, 
BR, 1967, Statistical Appendix 
(2) 	 Investment costs escalated to 1968 at 4 percent per annum 
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EXHIBIT F-10 1968 ANNUAL POWER OPERATING COST PER KILOWATT 
General expenses and administration costs essentially account 
for agency overhead expenses Overall estimated from FY1969 Budget 
data of 2 9 and 2 0 percent of total construction program costs were 
derived for the Bureau of Reclamation and Corps of Engineers respectively 
These costs are assumed to vary most closely with investment costs and 
were time-phased accordingly 
b Benefit Elements 
Benefits of each alternative are divided into three 
categories, (1) power benefits, (2) irrigation benefits, and (3) remaining 
asset values The benefit analysis has been treated at a relatively gross 
level for purposes of comparative analysis and no attempt has been made 
to identify and measure unique benefits accruing to individual power and 
irrigation projects within each large scale alternative 
Power benefits were taken as the product of rated power capac­
ity in kilowatts, available hours, plant factor (i e utilization of power 
plant), and power price per kilowatt-hour Irrigation benefits were taken 
as the product of irrigable acres developed, irrigable-to-available -acres 
factor (i e , utilization of developed acreage), and gross crop value per 
irrigated acre Where possible, analogies to existing projects were 
drawn, and experience data from these projects were used The specific 
factors and assumptions used in the analysis are listed in Exhibit F-il 
Similarly, estimation of remaining asset values in 1990 for 
each alternative was treated on a gross level The revenue producing 
assets developed in each alternative will undoubtedly have value in 1990 
and, theoretically, one would use actual market values to estimate the 
remaining value of the assets In lieu of 1990 market information, a 
gross straight line depreciation technique was used to estimate remaining 
values A fifty year useful asset lifetime was assumed in the analysis, 
which may be conservative The beginning lifetime of each alternative!s 
assets was assumed to occur in the year in which cumulative investment 
costs reached fifty percent of the total The remaining values calculated 
in this manner are given in Exhibit F-Il 
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EXHIBIT F-I BENEFIT FACTORS 

Power Benefit Factors 
Power Sales Price (Mils per KIW-hr) 
Estimated Plant Factor( 3 ) 
Irrigation Benefit Factors 
Gross Crop Value Per Irrigated Acre (Full) 
Gross Crop Value Per Irrigated Acre (Supp'l) 
Irrigated/Available Service Acres 
Remaining Asset Values (Millions) 
Total Investment 
Remaining Years at 1990 
Assets Present Worth Value (0 percent) 
(7-1/2 percent) 
(10 percent) 
(12-1/2 percent) 
Notes 
Sc' A 
C'40 0 
qo 
o" /" e"1041 011 
Alt Alt. Alt Alt Alt 
No I No 2 No 3 No 4 No 5 
Z 38(1) 2 38(1) 2 26(2) , 26(2) 2 38() 
0 42 0 70 0 50 0 50 0 75 
$47 17(4) - $124 65(5) $135 44(6) 
- $114 62(5) $155 59(6) 
0 97(4) - 0 93(5) 0 89(6) -
541 8 753 0 432 3 7Z2 6 484 1 
39 38 36 38 35 
422 8 572 3 3042 549 1 338 9 
995 134 7 71 6 129 3 79 8 
62 8 85 0 45 2 81 6 50 4 
40 1 54 3 28 8 5z 1 32 1 
(1) Average BPA Power Price, BPA 1967 Annual Report 
(2) 
(3) 
Palisades-Boise-Mindoka Power Pool Price, Sunmary Report of the Commissioner, BR, 
1967, Statistical Appendix 
Plant factors for BR and CE projects in Columbia Basin range from 0 41 to 0 88 (Hydroelec­
tric Plant Construction Cost and Annual Production Expenses, 1965, FPC) Analog projects
used where appropriate for estimating plant factor (e g Hungry Horse plant factor used for 
Flathead River projects) 
A 
C) 
(4) Bitter Root project analog 
(5) Minidoka project analog (6) Boise project analog 
C Project Elements and Time-Phased Costs and Benefits 
In this section, project elements of each alternative, in terms 
of power and irrigation development, are made explicit The time phasing 
and magnitude of each alternative' s power and irrigation development, 
and associated cost and benefit streams, are also presented, using the 
methodology previously described Exhibit F-12 presents the project 
elements of each alternative Exhibits F-13 through F-17 present the 
time -phased power and irrigation development, and cost and benefit 
streams, of each alternative 
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EXHIBIT F-12 NON-INFORMATION 
Alternative No 1 
Flathead River Project Elements 
ontana 
Flathead River Project 
Knowles (Lower Flathead) 
Spruce Park 
Smoky Range 
Total 
Alternative No Z 
Snake River Pwer Pro] ect Elem.ens 
Idaho-Wash -Oregon 
Asotin Dam 
Asotin Dam Additions 
High Mountain Sheep (Appaloosa) 
High Mountain Sheep Additions 
ChinaChina GardensGardens 
China Gardens Additions 
Total 
Alternative No 5 
Columiaa BasinPowver Addiions -
Project Elements 
Washingtonf()
 
Iceargor

Chief Joseph (Un-tsNo 17-27) 
Lower onumpental 
Little Goose 

Lower Granite 

Washigton - Orego. 
B ,onnevlle 
John flay 
Total 
1VO0PO 
ALTERNATIVE PROJECT ELEMENTS 
( 1 )Irragable Acres Power 
Development (KW'.s) 
150,000-
512,000(2) 
120,000(3) 
-90,000( 3 ) 
150,000 822,000 
Irragable 	Acres Power 
Supp 1 Development (KW s) 
______________Upper
3 
(3 )
270,000

270,000(3) 
1,290,000(2))1.72 0,000(2 
180 000(3)180'000(3) 
- 60,000( 
0 3,790,000 
Irrigahle 	Acres Power 
Full 	 Supp'l Development (KW's) 
-Mountain 
704000( 3 ) 
- - 405,000(3) 
-
-
-
-
405,000(3) 
405.000(3) 
-	 324,000 
540.000 
0 0 3,116,000 
Alternative No 3 beAcres (1) Power 
Upper Snake River ProjetElements Developnment(KW's) 
Idaho 
Alta Division 
American Falls DamReplacement -
3,700 
30,000(2) 
Big Lost River Division 
Big Wood River Divsion 
9, 000 
- -
Birch Creek Division 6,500 15,000 
Lake Channel Division 1,500 -
Little Lost River Division 
Lynn Crandall Division 
15,000 
-
13,500 
- Z40,000 3 ) 
North Side Unit B Extension 12, 000 - -
Oakley Fan Division 
Raft River Division 
35, D00 
85,000 
62,000 
27,000 
-
-
Rockland Division 3,100 600 -
Salmon Falls Division 14,700 49,400 -
Snake Plain Recharge Dis 
Teton Division 
Palisades Additions 
I 
-
13,600 
-
-
26,600 
-
-
zz ooo 2 
135,000( 3 )) 
195,400 200,000 427,000 
Wyoming 
Alta Division- 2,800 
AeDvsoJackson Pale Division 2,100 ,04,300 
Upper Star Valley D sion - Z1,500 -
Total 197,500 ZZ8,600 427,000 
Alternative No 4 
Southwest Idaho Water Development Irrigable Acres(1) Power 
Project Elements 	 Supp'l Development(KW's)Idaho 
Home Division 105,100 25,700 85,00O
Garden Valley Division 137.000 28,000 368,500( z ) 
Bruneau Division 	 238,000 2,000 
Weiser River Division 9,900 6,200 (3 ) 
Anderson Ranch Dam Additions - - 13,500 
Lucky Peak Da. 	 35,000(3) 
Tn Springs Dam 	 69,000(3) 
Total 	 489,000 61,900 571,000 
(1) Summary Report of the Cormissioner, BR, 1967, Statstical Appendix 
(a) Review of Power Planning n die Pacific Northwest, 1967, PNWRBG 
(3) Advance Program 1967-1987, U S Dept of he Interior, BPA 
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EXHIBIT F- 13 FLATHEAD RIVER DEVELOPMENT (BR) 
Y. +l Y+Z YI3 Yi4 Y+5 Yi6 Y+7 Y+8 Y+9 Y+10 Y+II Y+12 Y+13 Y+14 Y+15 Y.16 Y+-17,Y18 Y+I9 YiZO Sub-totals Totals 
Costs (Millions) 8 7 10 1 11 6 13 3 13 3 35 8 584 584 75 5 106 0 106 2 52 9 52 8 3 8 3 8 3 8 3 8 3 8 3 8 3 8 38 6334 
investigatnion and Planning 7 2 7 0 7 0 7 0 7 0 35 Z 
Investment 5418 
Irrigaton 15 3 0 4 5 6 0 6.0 6 0 6 0 6 0 6 0 6 0 4 5 3 0 15 (60 0) 
Power 481 8 (481 8) 
Knowles 82 7 40 0 40 0 40 0 40 0 40 0 (227 7) 
Spruce Park 16 5 16 5 16 5 16 5 (66 0) 
Smoky Range 13 1 20 0 20 0 20 0 20 0 (93 1) 
Transmisson Fachilties 5 9 10 5 10 5 13 9 20 0 20 0 9 6 9 6 (100 0) 
Operations and Maintenance 40 8 
Irrigation 0 1 0 1 0 2 0 3 0 3 0 4 0 5 0 5 0 6 0 7 0 7 0 7 0 7 0 7 0 7 0 7 0 7 0 7 (9 3) 
Power 1 8 1 8 3 1 3 1 3 1 3 1 3 1 3 1 3 1 3 1 3 1 (31 5) 
General Expenses and 
Adminimtration 0.1 0 3 02 02 10 16 16 21 30 29 14 14 156 
Benefit. (Mllons) 0 7 14 2Z 27 34 4 1 4 8 10 0 10 7 14 1 141 14 1 14 1 14 1 141 14 1 14 1 436 9 589 6 
Irgation 0 7 14 Z 2 7 34 41 48 55 62 69 69 69 69 69 69 69 69 69 930 
Power 45 45 7 2 72 72 72 72 72 72 72 72 738 
Remaining Asset Values 422 8 422 8 
Project Development 
Irrigation (Thousands of 
Annual 
Full 15 0 15 0 150 15 0 15 0 15 0 15 0 15 0 15 0 15.0 
Supplement 
Cumulative 15 0 30 0 450 60 0 75 0 90 0 105 0 120 0 135 0 150 0 150 0 150 0 150 0 150 0 150 D 150 0 150 0 150 0 
Power (Thousands of 
Kilowtts) 
Annual 512 0 310 0 
Cumulative 512 0 512 0 822 0 822 8Z2 0 822 0 822 0 822 0 822 0 82Z 0 8zz 0 
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EXHIBIT F- 14 SNAKE RIVER POWER DEVELOPMENT (CE) 
Sub-
V Y+ YZ Y+3 Y+4 Y+5 Y+6 Y+7 Y+8 Y+9 Y+10 Y+11 Y+12 Y+13 Y+14 Y+15 Y+I6 Y+17 Y+18 Y+19 Y+20 totals Totals 
Costs (M11ons) 8 9 10 0 23 8 54 8 80 8 854 91 2 65 5 65 5 113 8 49 5 49 5 57 7 63 1 ZZ 7 ZZ 7 Z5 5 13 9 13 9 13 9 13 9 9460 
Investigations and Planning 8 9 10 0 10 0 10 0 10 0 48 9 
Investnent 753 0 
Asotin 10 7 20 0 Z5 0 Z5 0 20 0 (100 7) 
Asotin Additions 90 90 90 (27 0) 
High Mountain Sheep 14 8 30 0 30 0 30 0 30 0 30 0 30 0 (194 8 
High Mountain Sheep 
Additions 34 0 34 0 34 0 35 0 35 0 (172 0) 
China Garden 11 3 200 0 0 200 200 (91 3) 
China Garden Additions 3 0 3 0 (6 0) 
TransrssionF1acaltes 28 9 1144 174 183 131 131 220 89 89 100 100 24 2 4 24 (1612) 
Operations and Maintenance 1 1 1 1 1 1 5 7 57 5 7 57 11 1 11 1 11 1 13 139 13 9 139 139 128 9 
General Expenses and I 
Admnstraton 0 30 14 1 7 1 8 1 3 1 3 2 1 0 9 0 9 1 0 1 0 0 z 0 2 0 15 2 
Benefits (Millions) 0 0 0 0 00 0 0 0 0 0 0 3 9 3 9 3 9 Z5 4 25 4 25 4 25 4 514 51 4 514 55 3 55 3 55 3 55 3 627 6 1,116 3 
Power 39 39 39 254 254 254 Z54 514 514 514 553 553 353 553 553 5440 
Remainia Asset Values 5723 5723 
Project Development 
Power (Thousands of 
Kilowatts) 
Annual Z70 0 1,470 0 1,780 0 270 0 
Cuniulative Z70 0 270 0 270 0 1,740 0 1,740 0 1,740 0 1,740 0 3,520 0 3,520 0 3,520 013,790 0 3,790 0 3,790 0 3,790 0 3,790 0 
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EXHIBIT F-15 UPPER SNAKE RIVER DEVELOPMENT (BR) 
Sub -
Y Y+1 Y+2 Y+3 Y+4 Y75 Y+6 Y+7 Y+8 Y+9 Y10 Yil Y+I Y+12 Y+14 Y+I5 Y+16 Y+117 Y+I8 Y+I Y*20 totals Totals
 
COSTS (Mlhons) 126 209 294 402 485 698 636 630 604 281 222 163 102 40 40 4 0 40 4 i 41 41 41 517 6 
Investigatons and Planning 6 4 7 0 7 0 7 0 27 4 
Investient 422 3 
Irrigation 6 0 12 0 18 0 24 0 24 0 24 0 24 0 24 0 24 0 24 0 18 0 12 0 6 0 (240 0) 
Power 182 3 (182 3)
 
Ainercan Falls 3 3 5 0 5 0 (13 3)
 
Teton 1 2 3 0 3 0 (7 2)
 
Lynn Crandall 10 4 25 0 25 0 25 0 25 0 110 4)
 
Palisades Additons 2 5 4 0 40 3 0 (13 5)
 
Transnnssion Facilities 0 3 0 8 1 7 4 7 8 9 7 6 7 3 6 6 (37 9)
 
Operations & Maintenance 55 7
 
Irrigation 0 2 0 5 0 7 0 9 1 z 1 4 1 6 1 9 z1 22 2 2 Z 2 2 2 2 Z Z,3 2 3 2 3 z 3 (30 7)
 
Power 01 01 03 03 08 18 18 18 18 18 18, 18 1 8 18 1S 18 18 18 (250)
 
General Expenses
 
iAlnlo 04 1 3 1 6 05 02
d 02 GstratiOn0 6 0 9 1 9 1 8 1 7 07 04 122 
BENEFITS (Millions) 0 0 00 0 0 49 96 147 194 25 5 32 5 373 420 467 514 514 514 514 514 51 515 515 355 7 9998 
Irrigation 47 94 142 189 236 283 331 378 42 5 472 47 2 472 47 Z 472 47,s 47 2 47 2 472 6373 
Power 0 2 0 2 05 05 1 9 42 42 42 42 42 42 42 42 42 4,3 43 43 43 583 
Remaining Asset VaIues 304 2 304 2 
PROJECT DEVELOPMENT 
Irrigation (Thousand of Acres) 
-Anual Full 19 75 19 75 19 75 19 75 19 75 19 75 19 75 19 75 19 75 19 75 
Supp'l ZZ 86 Z 86 22 86 2 86 22 86 22 86 22 86 22 86 22 86 22 86 
Cum lative 42 61 85 2212783 170 44 213 05 255 66 298 27 340 88 383 49 4Z6 10 426 1 426 1 4Z6 1 426 1 42611l26 1 426 1 4z26 1 
Power (Thousands of Kilowatts) 
Annuala 22 0 30 0 135 0 240 0 
Cumul ve 22 0 22 0 52 0 52 0 187 0 427 0 427 0 427 0 427 0 4Z7 0 427 0 427 0 427 0 427 0 427 0 427 0 427 0 427 0 
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EXHIBIT F-16 SOUTHWEST IDAHO WATER DEVELOPMENT PROJECT (BR) 
_- Sub -
Y Y+1 Y+12 Y+3 Y+4 Y+5 Y+6 y+7 Yt8 Y+9 Y+10 Y+11 Y+12 Y+13 Y+14 Y+15 Y+16 Y+17 Y+18 Y+19 Y+Z0 totals Totals 
COSTS (Millions) 16 9 25 4 33 4 42 2 58 4 50 6 71 9 113 8 102 6 89 6 988 70 3 26 6 23 0 6 0 6 0 6 0 6 0 6 0 6 0 6 0 865 5 
Investigations and Planning 9 0 9 5 9 5 9 5 9 5 47 0 
Investnrent 72Z 6 
Irrigation 7 7 15 5 23 2 31 0 31 0 31 0 31 0 31 0 31 0 31 0 23 2 15 5 7 7 (309 8) 
Power 412 8 (412 8)
 
Anderson Ranch Additions 0 4 0 5 0 5 (1 4)
 
Mountain HomRe Div (COffey) 12 0 13 0 13 0 13 0 (51 0)
 
Lucky Peak 8 0 8 0 9 2 (25 2)
 
Garden Valley Div 8 6 40 5 43 0 42 0 44 6 27 7 (206 4)
 
Tvn Springs 10 0 10 0 10 0 13 1 (43 1)
 
Transrnmsson Facilities 0 1 3 3 3 5 7 8 16 1 13 7 11 0 14 3 9 9 2 6 3 4 (85 7)
 
Operations and Mauntenano 75 0
 
Irrigaton 03 07 1 0 13 16 20 23 26 30 33 33 33 33 33 33 33 33 3 445
 
Power 0 z 0 z 05 09 09 1 4 24 2 4 2 7 2 7 2 7 27 7 2 7 2 727 305
 
General Ex enses 
and Admnstration 0 2 0 4 0 7 0 9 1 4 1 4 2 0 3 1 2 8 2 4 Z 7 1 8 0 6 0 5 20 9 
BENEFITS (Millions) 67 134 20 Z 26 9 346 42 0 487 566 65 4 72 1 72 8 72 8 72 8 72 8 728 72 8 7286219 1518 1 
Irigation 6 7 13 4 z01 26 8 33 6 40 3 47 0 53 7 60 4 67 1 67 1 67 1 67 1 67 1 67 1 67 1 671 67 1 905 9 
Power 0 1 0 1 1 0 17 17 2 9 5 0 5 0 5 7 57 5 7 5 7 57 5 7 5 57 631 
RPemarnu Asset Values 549 1 549 1 
PROJECT DEVELOPMENT 
Irrigatio (Thousands of Acres) 
Annual Full 4890 4890 4890 4890 4890 4890 4890 4890 4890 4890 
Supp'l 619 619 619 619 619 619 619 619 619 619 
Cumulative 55 0911018 16527 22036 27545 330.54 38563 44072 49581 55090 550 9 550 9 3509 5509 530 550 9 55095509 
Power (Thousands of Kilowatts)Annual 13 5 85 0 72 5 1200 11Cunulative 69 0135 135 985 1710 1710 29L 0 502 0 502 0 571 0 571 0 571 0 571 0 571 0 571 0 57105710 
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EXHIBIT P-17 COLUMBIA BASIN POWER ADDITIONS (CE) 
7 7-iIY+21 Y+31 Y+4 Y+5 Y+6 Y+7 Y-8 Y+9 Y+10 Y+II Y+12 Y+13 Y+14 Y+15 Y+I6 Y+17 Y+18 Y+I9 Y+20 Sub-Totals otals 
COSTS (Millions) 6 036 6 68 1 70 0 62 8 475 49 7 177 32 8 32 0 32 0 51 5 399 26 2 27 9 104 10'4 10 4 104 104 104 663 1 
Investigations and Planning 6 0 6 a 6 5 6 5 6 5 31 5
 
Investment 484 1
 
Ice Harbor 7 5 75 7.9 
 22 9
 
Chief Joseph (#17-27) 16 0 16 0 16 0 16 7 64 7
 
Bon .slle 24 0 24 0 24.0 24 0 24 6 1 120 6
 
Lower Monrnental 10 0 10 0 10 0 10 5 
 40 5 
Little Goose 10 0 100 100 10 5 40 5
 
Lower Granite 100 10 0 0 0 10 5 40 5
 
John Day 13 5 13 5 13 5 13 5 54 0
 
Transmrsssionracilities 62124 125 107 89 91 26 54 52 52 89 63 35 35 
 1004
 
Operations and Maintenance 1 3 34 34 47 47 6 1 6 1 6 1 74 87 8 7 104 104 104 104 104 104 104 1334
 
General Expenses d Adminestrat.on 0 9 1 7 1 8 1 5 1 2 1 3 0 4 08 0 7 07 12 0.9 0 5 0 5 14 1
 
BENEFITS (Millions) 5 2 16 2 16 21 3 21 3 27 6 27 6 276 34 0 40 3 40 3 48 7 48 7 48 7 48 7 48 7 48 7 387 6 957 4 
Power 5 2 16 2 16 2 21 3 21 3 27 6 27 6 27 6 34 0 40 3 40 3 48 7 48 7 48 7 48 7 48 7 48 7 48 7 618 5 
Remaining Asset Values 338 9 3389 
PROJECT DEVELOPMENT 
Power (Thousands of Annual 333 0 704 0 324 0 4050 4050 405 0 540 0 
Kilowatts) Cumulative 333 0 1037 0 1037 01361 01361 0 1766 01766 0 1766 02171 02576 0 2576 0 3116 0 3116 0 3116.10 3116 0 3116 0 3116 0 3116 0 
FOLDOUT FRAME C) 
EOLDOUT FRAME, 
PRWEOEDING PrCf BLANK NOT FILMED 
II WHEAT YIELD NON-INFORMATION ALTERNATIVE COSTS 
The non-information alternative considered here on worldwide 
wheat yields is that alternative which has been the policy of the U S 
for the past several years This policy calls for considerable wheat 
storage resulting from both a high minimum desirable annual carry­
over reserve of wheat- -about 400 million bushels -- and recurring over ­
production which results in both the procurement and storage of excess 
stocks
 
The goal of the U S wheat production and storage programs is 
to provide a supply of wheat each year sufficient to provide for domestic 
and foreign demand and to maintain a minimum adequate carryover for 
pipeline (commercial) stocks and for yield variations due to weather 
While there is no official determination of an adequate mnimum carry­
over level, a comprehensive study of desirable stock levels was prepared 
by the Bureau of Agricultural Economics for the Senate Committee on 
Agriculture and Forestry in 1952, and printed as Senate Document No 
130, 82nd Congress, 2nd Session, Reserve Levels for Storable Farm 
Products This report (page 5) recommended a desirable carryover 
of about 500 million bushels - -approximately 100 million bushels for 
working or pipeline stocks, and 400 million bushels in storage to take 
care of reduced yields which would result from one very low yield year 
followed by one moderately low yield year (This would have taken care 
of all contingencies since 1900 except for the drought years 1933-36) 
With the increased level of wheat exports in recent years, however, 
pipeline stocks now require about 150 million bushels rather than 100 
million so that total carryover stocks today should approximate 550 
million bushels Domestic consumption of wheat has remained quite 
level 
Historical experience in stored inventories of U S wheat from 
1953 to 1968 shows a range of about 100 to 1,300 million bushels It is 
quite unlikely, though, that the current program would allow stocks to 
get to the high extreme of that range in the future The program has 
been modified to give more flexibility on downward acreage adjustments 
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In the past, bad situations were allowed to get successively worse, but 
under the current information system there is only a two year lag in 
the adjustment process to an undesirable carryover level Acreage 
allotments established in the summer of year (X) affect production in 
year (X+I) and carryover levels July 1 (X+2) At the time of allotment 
decision, although U S supplies and consumption are known, there is 
little accurate information on foreign crop conditions and potential 
foreign requirements for U S wheat With this weak link in the supply­
distribution balance (exports account for more than half of total dis ­
appearance), the carryover July 1 (X+1) cannot be determined accurately 
and the error carries forward into the following year The successive 
build-up in inventories by a surplus 300 million bushels in 1954, and by 
an additional 200 million bushels in 1955, is a case in point Similarly, 
in the process of reducing stocks from 1965 to 1967, the two year inflex­
ibility lowered the level of stocks to about 250 million bushels below de­
sirable levels Thus, with a two year lag, and two successive years of 
bad or good weather and other variables, the range in stock levels could 
be from 0 to 900 million bushels, with around 400 million bushels as 
the desirable stock level but with a constant bias towards stocks in ex­
cess of those desired This bias is due to the constantly improving 
yields in wheat as well as a constant conservative attitude--better to 
store some extra wheat than to run the risk of famine 
For purposes of this analysis an average stored inventory, 
exclusive of pipeline supplies, of 700 million bushels will be assumed 
for the next 20 years This amount is less than the actual inventories 
experienced in eleven of the last fifteen years The total annual cost 
of the current wheat storage program is composed of two major com­
ponents, annual operating costs and opportunity costs During FY 68 
the average cost for storage and handling of a bushel of wheat in the 
government reserves was 12 6 cents, the average cost for transporting 
that bushel was 8 8 cents and the average investment cost of that bushel 
of wheat was $1 52 Thus, assuming constant FY 68 rates, the annual 
operating cost of a 700 million bushel storage program is ($12 6 + $8 8) 
x 700,000,000 or $149 8 million If an opportunity cost rate of 7 5% is 
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used the opportunity cost of the 700 million bushel storage program is 
$1 52 x 700,000,000 x 075 or $79 8 million The sum of the two major 
elements results in a total annual cost for storing 700 million bushels 
of $229 6 million in constant FY 68 dollars 
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III WHEAT RUST NON-INFORMATION ALTERNATIVE COSTS 
Current U S policy for control of wheat rust is centered on the 
development of varieties of wheat which are resistant to identified strains 
of infectious wheat rust Generally, there is a time lag of from 8 to 15 
years between the initial identification of a potentially dangerous wheat 
rust strain and the availability of commercial quantities of a new wheat 
variety which is resistant to that strain Thus, it is expremely important 
that new dangerous wheat rust strains be identified as early as possible 
so that new varieties of wheat can be made cornmercially available before 
any individual strain of rust can become widespread 
Currently, the Cereal Crops Research Branch, Agricultural 
Research Service, of the U S Department of Agriculture conducts a 
continuous survey of wheat rust which annually identifies as many as 
300 new strains of rust The Research Branch annually publishes 
pathogenicity reports describing each of these new strains, and of the 
hundreds considered, usually five to ten are deemed potentially very 
dangerous These strains are usually identified early enough so that 
the lead time before they become widespread is at least equal to the 
new variety development cycle After identification and selection, a 
breeding program is then initiated to develop a variety of wheat resis­
tant to each of the selected strains of dangerous rust The breeding 
program is a joint venture among the Cereal Crops Research Branch, 
various State agricultural research stations and commercial seed com­
panies, and the cost of research is borne approximately equally by the 
three groups It is estimated that each spends about $1 5 nnlion, so 
that the current wheat research program in the United States costs 
about $5 million in current FY 68 dollars 
There are many cases where a developed variety of wheat 
never is used on a commercial basis because the strain of rust for 
which it was developed never spreads or becomes a problem Conversely, 
there are some instances where particular rust strains deemed not 
dangerous do spread and become important, or selected strains spread 
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faster than resistant varieties of wheat become available In these 
instances, if losses are projected at a level of at least two bushels an 
acre, the wheat farmer should spray his fields with a chemical spray 
An alternative to this, however, is to increase the level of wheat research 
and to breed more new varieties of resistant wheat It is felt that for twice 
the total effort, or about $10 million annually, wheat losses due to rust 
could be dinnnished by about 50 percent 
In every case where a new, resistant variety of wheat is made 
commercially available the yield and quality are at least as good as the 
old variety it is to replace New varieties are, in fact, constantly im­
proving in yield due to this stipulation and often a new variety is useful 
over a wider geographic region Thus, a new resistant variety developed 
for North Dakota might later be planted widely in Washington because of 
either resistance or some other characteristic 
It is estimated that of the total worldwide wheat research about 
25 percent currently is conducted in the United States In addition to that 
actually done in the U S , a substantial amount of the other Free World 
research is paid for by U S funds Much of the wheat research conducted 
in Latin American countries, for instance, is supported by Rockefeller 
and Ford Foundation grants The U S Department of Agriculture, Foreign 
Agricultural Service, also supports research in many countries Many 
varieties of wheat developed in the U S prove to be valuable to agriculture 
in foreign countries 
In addition to developing varieties of wheat resistant to wheat 
rust, some research work is being done on seed treatment to the end 
that any wheat seed can be made resistant to all, or at least many, 
strains of wheat rust This technique offers the next potential break­
through in wheat rust resistance if it can be developed so that treatment 
of all seed becomes commercially feasible This research is being 
accomplished within the programs described earlier 
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SUMMARY OF TECHNIQUES FOR DATA COLLECTION 
(WHEAT YIELD AND WHEAT RUST) 
I 
Exhibit G-1 is a summary of techniques for data collection in 
the wheat yield and wheat rust cases Information requirements are 
listed, together with the observed and inferred measurements necessary 
to produce individual informational factors 
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EXHIBIT G-I SUMMARY 
Required Information 
Daily temperature 
Rainfall 
Pree moisture 
(soil moinstre) 
Plant temperature 
Respiration 
Evapotranspiration 
Acres of wheat (or host 
distribution 
Crop identification or 
vigor 
Wind (direction and 
velocity) 
OF TECHNIQUES FOR DATA 
Inferred Quantities 
Foliage temperature 
Ground temperature 
Surface water 
Soil moisture 
Intensity & distribution 
of rainfall 
Distribution of rainfall 
Surface water 
Vegetation lushness 
Soil reflectivity 
Diurnal temp variations 
Water content 
Foliage temperature 
---........
 
Air temperature 
Ground temperature 
Soil moisture 
Cloud cover 
Crop identification 
Acreage measurement 
Same 
COLLECTION (WHEAT YIELD AND WHEAT 
Observed Quantities 
See "Plant temperature" 
Thermal IR sramer imagery,
microwave brightness temp 
'Water surfaces in visible, IR, 
or radar imagery 
See "Free oisture" 
Non-coherent radar signal 
strength and range 
Microwave brightness temp 
Water surfaces in vivible, IR, 

or radar imagery
 
TV or MS imagery 

TV or MS imagery 
Thermal IR scanner imagery 
Microwave brightness temp 
Thermal IR scanner imagery, 
microwave brightness temp 
See "Plant temperature"
 
S
 
See quanties hsted
 
Visible, near IR and thermal IR 
See " crop identification or vigor" 
Spectral response invisible and IR, 
Radar cross-secton ct vegetation 
Cross-beam, correlation from
 
two locations
 
RUST) 
Sensor Problems 
Resolution 

Resolution
 
Resolution, ground 

clutter, calibration.
 
Resolution ' 

Resolution 
Resolution 
Calibration 
Resolution, calibration 
Resolution, scanning,
 
precision
 
Lack of automatic 

processing (for TV)
 
Lim tedarea coverage,size, 

weight, power requirements 

Interpretation Problems 
Separation of individul effect.
 
Intermittent coverage 
Temp discrimination of rain from 
underlying terrain 
Limited correlation, delay in 
color effect 
Soil variability, vegetation cover 
Emissivity variations, solar heating, 
vegetation cover 
Separation of individual effects 
Emissivity variations, solar heating,
atmospheric effects 
Solar heating 
Distinguishing clouds from snow 
Spectral variability 
Weak relationship of crop type to 
requirements 
NOTE Problems underlined y considered most limiting ones Other problems listed may require substantial R&D for satisfactory solution 
4 1 3 
-QLDOUT FRAI&
INTERPRETATION OF AGRICULTURAL DATAII 
The problem is to determine the feasibility of detecting and 
identifying wheat fields from aircraft and/or spacecraft using a multi­
spectral scanner To establish feasibility, seven stages in the growth 
of winter wheat, in Northern Indiana were examined Pattern recognition 
techniques and the associated computer software, previously developed, 
were used These computer programs require that particular wavelengths 
or spectral bands be chosen and specified a priori A choice was made 
to conform to an existing twelve channel, multispectral scanner The 
advantage of this choice is that it permits comparison of calculated re­
sults with those actually measured Another constraint introduced by 
the analysis techniques is the requirement that all spectral reflectance 
data for a particular sample must be available over all channels con­
sidered Unfortunately, the bulk of available data on wheat only covered 
the region 0 48gm to 1 00bm Therefore not all the available channels 
could be used Presented in Exhibit G-2 are those nne channels, and 
their spectral boundaries, which could be used Numbering of the chan­
nels was based on their spectral location and no other reason 
Because the only data available were in the form of directional 
reflectance, it was necessary to assume that all materials were perfectly 
diffuse reflectors Another assumption was that either the same irradiance 
is incident on both the target and background or the irradiance on each is 
known Two sets of calculations were made For one set it was assumed 
that either the transmission from reflector to detection system is the same 
for both target and background or the transmission is known for each 
With the second set it was assumed that the transmission is a statistically 
variable quantity for which the means and covariances among the different 
channels is known 
PBEO DqG pAGE BLANK NOT F LAff 
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EXHIBIT G-2 	 SPECTRAL CHANNELS CONSIDERED 
IN ANALYSIS 
Channel Number Spectral Limits of 
Channel Bands 
GAm) 
1 0 48-0 50
 
2 0 50-0 52
 
3 0 52-0 55
 
4 0 55-0 58
 
5 0 58-0 62
 
6 0 62-0 66
 
7 0 66-0 72
 
8 0 72-0 80
 
9 0 80-1 00
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A Choice of Optimum Channels - Wheat Yield 
When the transmission is not treated statistically, the radiance 
statistics are determined solely by the reflectance statistics Therefore 
the choice of optimum channels and their probabilities of error are in­
dependent of the sky condition (irradiance) and atmospheric conditions 
(transmission) Exhibit G-3 gives the results of such calculations for 
seven growth stages of wheat field For each stage, probabilities of 
detection and false alarms resulting from using the indicated best channel, 
three best channels, and all nine channels are shown Here the "wheat 
field" is assumed to occupy one resolution element When a wheat field 
is larger than one resolution element, one must decide how many reso­
lution elements need be identified as part of a wheat field and whether 
all, or some, must be contiguous before it can be said that the field has 
been detected On the other hand, if the interest is in detecting wheat­
field acreage, then the results in Exhibit G-3 accurately represent the 
probabilities of detecting wheat-field acreage in units of a resolution 
element 
Exhibit G-3 clearly indicates that in every case significant im­
provements are obtainable by using multispectral techniques, and the 
greatest improvement is obtained in going from one to three channels 
as compared with going from three to nine channels However, since 
different channels are optimum for the different stages, all the channels 
may need to be flown in order that the three or more optimum channels 
will be available for each stage 
Some discussion concerning the results for stages one and two 
is needed to prevent rmsinterpretation The first stage was specified 
to be a freshly plowed field Since no data were available on such a 
field, wet soil was chosen as a substitute for freshly turned earth It 
was to be detected against a Northern Indiana background in early Sep­
tember, with the restriction that (except for the plowed fields) the soil 
was not wet As a substitute for a planted field (the second stage) we 
used dry soil The background -as the same geographical region as 
previously, but in October Implicitly, then, it was assumed that any 
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EXHIBIT G-3 DISCRIMINATION BASED ONLY ON 
REFLECTANCE STATISTICS 
Growth 
Stage Target Best Channels 
Prob of 
Detection 
Percent 
Prob 
of 
False 
Alarms 
Percent 
1 (Sept) Plowed 
(wet soil) 
9 
7, 8, 9 
All 
96 86 
99 66 
99 96 
8 34 
0 88 
0 10 
2 (Oct) Planted 
(dry soil) 
9 
5, 7, 8 
All 
81 45 
98 10 
99 18 
25 69 
4 75 
1 12 
3. (Oct /Nov ) Seedling 
(wheat= 35) 
(dry soil= 65) 
8 
6, 7, 8 
All 
79 33 
99 33 
99 59 
55 19 
1 26 
0 77 
4 (March/April) Seedling 
(wheat= 35) 
(dry soil= 65) 
9 
6, 7, 8 
All 
89 36 
98 48 
99.50 
37 96 
4 71 
1 13 
5 (May) Mature 
(wheat= 80) 
(dry soil= 20) 
9 
6, 7, 8 
All 
93 65 
99 94 
99 98 
20 58 
0.13 
0 05 
6 (June/July) Ripe 
(wheat= 80) 
(dry soil= 20) 
1 
1, 2, 3 
All 
65 84 
93 25 
97 34 
9 80 
1.66 
1 24 
7 (July) Stubble 
(wheat= 40) 
(dry soil= 60) 
1 
1,2, 9 
All 
62 54 
91 05 
97 05 
10 89 
3 16 
1.87 
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fields composed entirely of soil (wet in September, and dry in October) 
are "wheat fields" in one of two stages of growth 
I Effect of Altitutde on Channel Choice 
To determine how altitude may affect the choice of spectral 
channels and the probabilities of error, itis necessary to have informa­
tion about (1) the average value of the transmission at a given altitude 
and how it can vary from point to point along the flight path at that altitude, 
and (2) how these transmission statistics change with altitude 
a Relationslp of Atmosphere to Transmission 
The sky model was used to determine the transmission 
statistics While this model takes account of both scattering and molecular 
absorption by water vapor, only the absorption is treated statistically It 
uses as inputs the measured values (at ground level) of relative humidity 
and temperature corresponding to the chosen sky conditions Such data, 
obtained daily and hourly, are available from the Weather Bureau It 
was hypothesized that these hourly and daily values will give the same 
statistics as if the values were taken along the flight path and at different 
altitudes Exhibit G-4 gives the relative humidity and temperature (at 
ground level) at Fort Wayne, Indiana for the beginning of May (stage 5), 
and for the end of June and the beginning of July (stage 6), under less 
than one-tenth cloud cover 
Exhibit G-5 presents the probabilities of detection and false 
alarms at altitudes of zero, one, and three kilometers, and of space 
(greater than ten kilometers), using the statistical data in Exhibit G-4 
These calculations were done for two stages of wheat-field growth using 
the best channel, the three best channels, and all nine channels The 
previous arguments concerning the size of a wheat field and wheat acreage 
apply here also Examination of the results clearly indicates that altitude 
is not important in detecting the fifth and sixth stages of a wheat field 
In Stage 5, it may seen surprising that at zero altitude channel 
number nine is the best, and one of the three best channels for discrinm­
ination, while at the other altitudes it is replaced by channel number eight 
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EXHIBIT G-4 	 MEASURED VALUES OF RELATIVE HUMIDITY 
AND TEMPERATURE AT FORT WAYNE, 
INDIANA 
(Cloud Cover 0 10 and Time 1100-1300) 
Relative Relative 
Date 
Humidity 
0 
Temperature 
°C Date 
Humidity Temperature
°C 
May 1966 May 1959 
3 45 11 1 2 51 26 66 
4 38 10 55 42 29 99 
6 28 18 3 May 1958 
11 44 7 2 7 29 14 99 
May 1964 Z8 15 55 
2 68 18 3 27 16 66 
63 20.55 May 1957 
59 Z 66 5 22 13 88 
3 63 19 99 18 15 55 
59 21 66 20 16 1 
54 23 3 6 25 18 3 
May 1963 28 194 
2 .34 14.4 24 19 99 
56 18 88 7 34 22 77 
May 196 28 22.77 
4 47 13 88 24 23 3 
10 51 12 2 
55 12 77 
55 13 3 
May 1960 
2 43 16 1 
.40 16 66 
37 18 3 
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EXHIBIT G-4 (Continued) 
Relative Relative 
Humidity Temperature Humidity Temperature 
Date oC Date O00 C 
July 1966 June 196z 
1 30 29 4 Z6 60 25 55 
3 36 33 3 54 26 66 
June 1964 27 41 26 1 
Z6 57 Z8 3 37 Z7 Z 
53 29 4 33 Z8 3 
50 29 99 28 49 28 88 
27 57 29 99 June 1961 
57 30 55 28 44 28 3 
55 31 66 39 29 4 
28 44 28 3 July 1961 
41 29 4 3 32 244 
42 30 55 June 1960 
29 40 30 55 26 39 24 99 
41 31 66 34 25 55 
39 32 2 30 26 66 
July 1964 July 1957 
2 65 27 77 2 48 23 55 
4 46 22 2 45 26 1 
43 23 3 43 27 2 
June 1963 
30 60 29 4 
59 30 55 
July 1963 
1 53 31 66 
2 55 32 Z 
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EXHIBIT G-5 A DISCRIMINATION USING STATISTICS 
FOR RELATIVE HUMIDITY AND 
TEMPERATURE 
Altitude Best Channels 
Stage 5 Mature Wheat 
0 km 9 
1 km 8 
3 km 8 
space 8 
0 km 6, 7, 9 
1 km 6, 7,8 
3 kim 6, 7, 8 
space 6, 7, B 
0 km All 
1 km All 
3 kin All 
space All 
(Cloud Cover =0) 
Probability of Detection 
Probability of 
False Alarm 
% _ % 
93 65 20 58 
93.14 22 05 
93 08 22 13 
92 94 22 3 
99 94 0 13 
99 92 0 14 
99 92 0 14 
99 91 0 15 
99 98 0 05 
99 97 0 06 
99 97 0 07 
99 97 0 07 
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EXHIBIT G-5 (Continued) 
Probability of 
Altitude Best Channels Probability of Detection False Alarm 
Stage 6 Ripe Wheat % % 
0 km 1 65 84 9 80 
1 klm 1 65 82 9 80 
3 ln 1 65 80 9 81 
space 1 65 72 9 84 
0 kx 1,2,3 93 25 1 66 
1 km 1,Z, 3 93 24 1 67 
3 km 1,2,3 93 23 1 67 
space 1,2,3 93 20 1 68 
0 km All 97 34 1 24 
1 km All 97 08 1 29 
3 kn_ All 97 97 1 31 
space All 97 8Z 1 32 
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There is a plausible explanation Dliscrimination for this stage is based 
on a strong correlation among the channels of longer wavelength But 
the channel of longest wavelength (number nine) contains the edge of an 
absorption band of atmospheric water vapor Therefore the statistical 
variations of the relative hunudity reduce the correlation between this 
channel and the others Channel number eight is far enough from the 
absorption band not to be affected, thus it replaces number nine This 
conclusion, as well as some of the other previous ones, depends upon 
the particular choice of spectral banks Different conclusions might be 
reached using the results obtained from other bands Most importantly, 
the degrading effect of noise in the detection and false alarms has not 
been considered in the calcualtions of the probabilities of errors The 
effect can be accounted for if the value of the noise is known 
b Radiance Values Versus Altitude 
But probabilities are not the whole story in designing 
a system The radiance incident on the detector must exceed its thresh­
old value By having available the value of the radiances expected at 
the detection system, the effectiveness of the system can be evaluated 
The results of this evaluation are shown in Exhibit G-6 The average 
radiance in each band reflected from the target and background for stages 
five and six is presented in Exhibit G-6 under the heading of altitude, 
h, equal zero Also shown are the average radiances at altitudes of 
1, 3 and 10 kilometers These latter values show the effect of trans­
mission, where the data in Exhibit G-4 were used to calculate the average 
transmission 
B Choice of Optimum Channels - Wheat Rust Detection 
Calculations were also performed to find the best channels, 
and their corresponding probabilities of errors, for the discrimination 
between rusty wheat and healthy, ripe wheat These results are given 
in Exhibit G-7 Here, also, only the reflectance statistics were used 
The target was rusty wheat and the background, healthy wheat Note 
that, in both cases, the field (i e , including soil) was not used, only 
the plants themselves 
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EXHIBIT G-6 AVERAGE RADIANCES FROM TARGET AND 
BACKGROUND
 
(Zero Cloud Cover - 12 Noon - Observed at Various Altitudes) 
Altitude = 0 
Target 

Channel Number Radiance 
(/ / 
sterad) 
1 1 388 
2 1 529 

3 2 871 

4 2 878 

5 3 359 

6 3 014 

7 4 141 

8 1Z 992 

9 25 713 

Altitude = 3 kilometers 

1 9335 

2 1 054 

3 2 030 
4 2 088 
5 2 497 
6 2 276 
7 3 183 
8 10 389 

9 14407 
Stage5 
Altitude = 1 kilometer 
Background Target Background
 
Radiance Radiance Radiance 
(W/M2 / (W/M /- (W/M/­
sterad) sterad) sterad) 
8428 1 100 6681 
9205 1 228 7395 
1 675 Z 339 1 365 
1 773 2 379 1 465 
2 359 2 814 1 976 
2 342 2 547 1 979 
3 983 3 535 3 400 
7 776 11 347 6 792 
15 788 18 336 11 259 
Altitude = 10 kilometers 
5667 8070 4900
 
6343 9236 5596
 
1 185 1 804 1 053 
1 286 1 882 1 159 
1 753 2 278 1 600 
1 768 2 090 1 624 
3 062 2 945 2 833 
6 218 9 805 5 869 
8 846 10 748 6 599 
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EXHIBIT G-6 (Continued) 
Altitude = 0, 
Channel Number 
1 

2 

3 
4 
5 
6 
7 
8 
9 

Target 
Radiance 
(W/MZ/-
sterad) 
2 193 
2 290 
3 513 
3 483 
4 606 
4 573 
6 993 
8 725 
18 063 
Stage6 
Altitude = 1 kilometer 
Background 

Radiance 

(W/M /-
sterad) 
9572 

1 042 

1 876 

1 959 

Z 633 

2 638 

4 527 

8 039 

16 469 

Target Background 
Radiance Radiance 
(W/M2 - (W/M /­
sterad) sterad) 
1 668 7281
 
1 771 8057
 
2 766 1 477
 
2 792 1 571
 
3 754 2 146
 
3 764 2 171
 
5 823 3 769
 
7 488 6 899
 
11 489 10 590
 
Altitude = 3 kilometers Altitude = 10 kilometers 
1 1 373 5991 1 133 4946 
2 1 478 .6722 1 243 5652 
3 2 342 1.251 2 007 1 072 
4 2 398 1 349 2 093 1 178 
5 3 267 1 868 2 898 1 657 
6 3 301 1 904 2 951 1 702 
7 5.154 3 336 4 651 3 011 
8 6 773 6 Z40 6 285 5 791 
9 8 164 7 525 5 146 4 744 
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EXHIBIT G-7 DETECTION OF RUST WHEAT AGAINST A 
RIPE WHEAT BACKGROUND 
Probability of Probability of 
Best Channels Detection (%) False Alarms (%) 
2 7740 57 51 
1, 2, 5 85 24 11 88 
All 93 85 5 66 
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Comparison of Analysis Data and Observed Data 
As a check on our modeling techniques, a comparison was 
made between the radiance values calculated from the models and some 
calibrated data taken from an aircraft The comparison is illustrated in 
Exhibit G-8, where the radiance in each channel is presented for the analy­
sis and aircraft data The important point is the similarity in "spectral 
"
shape, i e , the relationship among the radiances in each channel 
Apparently the same relationship applies to both sets of data There is 
a marked difference between analysis and aircraft data in that the air­
craft data has consistently smaller radiances A reasonable explanation 
for this difference may be found in the fact that although the aircraft data 
were collected under conditions of little cloud cover, there was a condition 
of hazy skies Haze would tend to decrease not only the irradiance from 
the sun but also the radiance reflected upwards from the ground The 
modeling techniques, therefore, appear to be satisfactory for this problem 
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Channel
 
Observational Conditions Number Bandwidth (pm) 
Sun angle (from zenith) 
Detector's view angle 
(from zenith) 
Altitude of detector 
Time of year 
Cloud cover 
Target 
400 
00 
0 3 km 
June/July 
0 
Ripe wheat 
1 
2 
3 
4 
5 
6 
7 
8 
9 
0.48 - 50 
0 50 ­ 52 
0 52 - 55 
0 55 - .58 
0 58 - 62 
0 62 - 66 
0 66 ­ 72 
0 72 ­ 80 
0.80 - 1 0 
12 
11 
10 
9 
8 A/C Data 
7 Analysis 
6 
U 
5: 
4.-: 
: 
p4 
3 
2 
1 
2 3 4 5 
Channel Number 
EXHIBIT G-8 COMPARISON OF LABORATORY AND AIRCRAFT DATA
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APPENDIX H 
WHEAT PRODUCTION MANAGEMENT 
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I USER DECISION MODEL 
The user decision model is based on the development of a 
satellite-assisted information system which will improve the accuracy 
of world wheat production estimates 
The accuracy of world wheat harvest estimates presented in 
Appendix Exhibit H-I and domestic harvest estimates presented in Ap­
pendix Exhibit H-Z are based on harvest statistics published by USDA 
and analytical assumption concerning the variation of established accur­
acies with time 
vorld production statistics indicate an annual world wheat pro­1 
duction trend line which increases approximately two percent per year 
Ths trend line represents the mean annual production rate which exper­
iences an average fluctuation of ± 8 percent per year Based on these 
statistics, it was assumed that, on the average, the maximum forecast 
error was 16%/ (i e , a high production year 8 percent above trend pro­
jection followed by a low production year 8 percent below trend projection), 
and would represent the accuracy of the harvest forecast at planting be­
fore actual growth environment for that year is experienced by the planted 
wheat crops 
Similarly, USDA Agricultural Statistics published 16 months 
after harvest are designated as "preliminary" and are approximately 
within 4 percent of subsequently established production levels 
It was assumed that one-fourth of the improvement in forecast 
accuracy (from ± 16 percent at 14 months before harvest to 4 t percent 
at 16 months after harvest) occurs during the growing season based on 
observed and reported environmental conditions, and three-fourths occurs 
as actual foreign production reports of data are received after harvest 
This assumption establishes the current ± 13 percent accuracy as of 
September 1 as shown in Exhibit H-I 
IUnited Nations, Food and Agriculture Organzation, World Crop Statis­
tics 1968, (andpreceding issues) 
2U S., Department of Agriculture, Agricultural Statistics 1968, (and 
preceding issues) 
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The accuracy of the present system in providing estimates of 
anticipated domestic harvests is based on a study conducted by the Kansas 
Agricultural Experiment Station I on the historical accuracy of winter wheat 
production estimates issued by the Crop Reporting Board Data covered 
the period from 1920 to 1957 and included for each year the estimates 
issued on the Ist of the month from April through August The earliest 
estimates in this data were those issued April 1 which had an average 
indicated accuracy of ± 15 percent An attempt to extrapolate backwards 
to earlier months indicated inaccuracies greatly exceeding ± 15 percent 
It seemed unrealistic for domestic harvest estimates to be more inaccur­
ate than those for foreign crops and thus the cone presented in Exhibit 
out at the ± 16 percent levelH-Z flattens 
Harvest forecast accuracies anticipated with the satellite system 
are derived from the responsiveness of this system compared to present 
information networks providing quantitative measures of foreign wheat 
crop conditions and harvest results The satellite system will virtually 
eliminate the current disparity between domestic and foreign wheat 
production estimates by providing timely information concerning the 
quality and quantity of wheat being produced throughout the world at 
a level of accuracy comparable to the current USDA crop monitoring 
capabilities 
Thus, for estimates of world harvests with the satellite system, 
it is expected that an accuracy of ± 2 percent at harvest (i e , September 
1) can be achieved equal to the present accuracy of domestic harvest 
estimates at that date Similarly, it is expected that the accuracy of 
world harvest estimates at winter wheat planting will be reduced from 
± 16 percent to ± 14 percent primarily from observation of soil moisture 
at planting and the actual number of acres planted The dip in the world 
cone (Exhibit H-i) in the Noveizber to January period represents the 
effects of verified estimates of Southern hemisphere harvests The 
ILeonard W Schruben, "Changes in Winter Wheat Crop Prospects in 
the United States During a Growing Season as Measured by Official 
Production Estimates " Agricultural Experiment Station, Kansas State 
College, Manhattan Technical Bulletin 95, July 1958. 
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remainder of the accuracy improvement results from actual monitoring 
of climatic and crop conditions with the largest improvement achieved 
in late spring in the April 1 to June I period 
The domestic harvest estimates with the satellite system are 
essentially at the same accuracy levels as those for foreign crops except 
in the immediate pre-harvest months when the domestic harvest estimates 
are slightly more accurate than world harvest estimates The rationale 
behind this difference is that in the United States ground truth data for 
correlating satellite data will be more readily available than similar 
foreign ground truth data 
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II A NOTE ON SUBSTITUTION IN WHEAT 
PRODUCTION AND CONSUMPTION 
In estimating some benefits of gathering wheat inventory data 
via satellite, it is necessary to make reliable assumptions about the 
substitution of other commodities, both in production and consumption, 
for shifts in wheat production The purpose of this note is not to make 
the assumptions but to report the results of extensive literature search­
ing and computations made in order to estimate the magnitude of these 
substitutions 
A Kinds of Substitution Effects 
There are basically two kinds of substitution effects that are 
important production and consumption The production effects esti­
mate the changes in acreage of other crops that occur with shifts (up 
or down) in wheat acreage The consumption effects reflect two things 
(1) the impact of income changes on demand for wheat, and (2) the rela­
tionship of domestic wheat production (yield x area) and imports of wheat 
and other food grains 
B Countries Analyzed 
Visual observation of charted data on log paper did not reveal 
meaningful changes, particularly in traditional aggregations such as 
continents Therefore, it was necessary to select a representative 
group of countries for more thorough numerical analysis The follow­
ing group of countries was selected because they account for most of 
the world trade in wheat The six exporters are the principal ones 
historically appearing in the export columns The 17 importing countries 
account for nearly 70 percent of the world wheat imports 
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C 
UDC Importers UDC Importers 
Developed Country (Traditionally (Traditionally 
Exporters Importers Wheat Consumers) Rice Consumers) 
United States Belgium - Lux Algeria Brazil 
Canada Japan Morocco China (Mainland) 
Australia Netherlands Spain India 
Argentina Poland Turkey Pakistan 
France Soviet Union U A R 
Italy United Kingdom 
W Germany 
Yugoslavia 
Among the importing countries, in most years, the 10 largest 
importers accounted for about 60 percent of the world wheat trade Dou­
bling the number of countries would only increase the percent of world 
wheat trade explained by about 10 percent Therefore, it is reasonable 
to assume that using this group of countries in a detailed analysis would 
produce information from which generalizations could be drawn that 
would reflect the majority of the wheat trade 
Production Response 
If farmers make major shafts to other commodities to substitute 
for wheat in their production cycle, the shift may be reflected in the num­
ber of acres seeded to selected commodities. This relationship may be 
tested by the use of regression analysis 
1 Hypothesis If farmers increase area planted to other 
crops and reduce the area planted to wheat, other crops can be said to 
substitute for wheat This would be indicated by a negatively sloping 
regression line A close correlation would indicate a high association 
2 Methodology Data on production area were taken from 
the FAO publications Production Yearbook I for the years 1952-1966, the 
time period for which most complete data were available Production 
data are reported on a calendar year basis, and the comparisons of 
wheat area with other crop areas were made on this basis In several 
IUnited Nations, Food and Agriculture Organization, World Crop Statis­
tics Area, Production and Yield 1948-64, (Rome, 1966) and Ibid , Pro­
duction Yearbook, (Rome, annual). 
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countries where there were inadequate data on certain commodities, 
the crop was dropped from analysis for that country The regressions 
were completed using a MULREG program of the GE Time Sharing service 
Results The results of a series of correlations testing 
this hypothesis are shown in Exhibit H-3 The Y values were the area 
seeded to wheat in each country The X 1 values were area seeded to 
rice, X values were area seeded to corn (maize), X3 values were 
area seeded to sorghum and millet, and X 4 values were area seeded 
to all other grains The b values shown in each of the columns are 
the coefficients which reflect the amount of change in that variable which is 
simultaneous with a 1 unit change inwheatarea The percentages shown 
in parenthesis after each b value are the percent of time that the b value 
can be interpreted as being significantly different from zero The t 
R2test was used in making the analysis The value (Index of Determin­
ation) reflects the amount of variation in wheat area explained by the X 
RZvariables The values found to be significant using the F test were 
indicated with an asterisk A significant value indicates that the null hypo­
thesis is rejected and that there is in fact a correlation other than zero 
Two caveats on interpretation of the data should be sounded 
First, the data, particularly from underdeveloped countries may or may 
not be reliable Most data were obtained from FAO publications, prin­
cipally from one, but supplementing from other sources in order to fill 
gaps Secondly, the degree of cause-effect relationship can not be in­
ferred from correlation data That is, there may not be a direct sub­
stitution effect even though the direction of the regression line may 
indicate it 
The relationships are expressed in the table and will not be 
repeated here To illustrate use of the table, however, the data for the 
United States will be explained A one percent increase in wheat area 
is correlated with a three percent decrease in rice area This relation­
ship may be questionable because the predominant wheat areas and rice 
areas do not overlap, making it unlikely that there would be much shifting 
from one commodity to another The corn area variable of + 0 9 is 
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EXHIBIT H-3 REGRESSION COEFFICIENTS RELATING DOMESTIC WHEAT AREA TO AREA PLANTEDTO OTHER SELECTED COMMODITIES 
XI X X X4 
Country R ice Corn 
Sorghum 
and Millet 
Other 
Grain I 2 
Area Area Area Area 
b value b value b value b value 
Principal Exporters 
United States 
-3 1963 ( 50%)* +0 9611 (I00%) -1 5358 (100%) -0 0884 (30%) 86** 
Canada - -6 1781 ( 7%) - -0 6276 (95%) 29 
Australia +41 8139 (30%) +144 1320 (100%) +0 2916 ( 20%) -0 3532 (30%) 74 
Argentina 
-7 9597 (20%) +0 4464 ( 60%) -0 4761 ( 50%) +0 8795 (98%) 43 
France +5 9194 (50%) +0 1367 ( 30%) -48 9457 (100%) -1 3861 (100%) 95 
j' Italy -0 1656 (50%) +2 9785 ( 99%) - -0 9420 ( 70%) 59 
0 
Principal Developed Country Wheat Importers 
Belg - Lux 
- -0 9857 - 77 
Japan +0 1507 ( 40%) -3 5322 (70%) +2 4950 (95%) -0 0033 ( 50%) 830 
Netherlands ...­ 0 5751 - 59 
Poland 
-0 1281 33 
United Kingdom ...­ 0 0519 007 
Soviet Union 
-9 2021 ( 60%) -0 1959 (20%) +1 5584 (80%) -3 0946 (100%) 86** 
W Germany - +15 1431 (80%) - +0 7918 ( 98%) 35 
Yugoslavia 
-3 8560 ( 10%) +0 6545 (10%) -17 2511 (95%) -0 5736 ( 70%) 58** 
EXHIBIT H-3 (Continued) 
X I X 2 X AmX 4 r I Sorghum Other 
Country Rice Corn and Millet Grain R Area Area Area Area 
b value b value b value b value 
Principal UDC Wheat Importers (Traditionally Wheat Consumers) 
Algeria - -122 9770 (90%) +11 3384( 50%) +0 9159 ( 90%) 34 
Morocco - -2 5889 (80%) -1 1580( 70%) +0 3617 ( 90%) 34 
Spain +34 4781 (100%) -3 0140 (80%) +7 1765 ( 70%) -0 4808 ( 60%) 58 
Turkey -1 5373( 30%) -2 6629 (70%) -10 4065( 90%) +2 5454 (100%) 98** 
,' U A 1R -02377 (70%) +0 3973 (95%) +1 3913( 95%) -0 2672 ( 10%) 52 
10. 
Principal UDC Wheat Importers (Traditionally Rice Consumers) 
Brazil +0 3462 (80%) -0 3925 ( 95%) - +24 8504 (100%) 85' 
- 69China (Mainland) +0 6603 -

India +0 1235 (60%) +3 2182 (100%) -0 1621 ( 70%) +2 4202 ( 95%) 86 *
 
Pakistan +0 0479( 20%) +6 7956 ( 98%) -0 7627 ( 90%) -0 4957 ( 10%) 76.*
 
4 Number in parentheses is the percent of the time that the b value is significantly different from 
zero (t test) 
'AF ratio is significant, null hypothesis is rejected, i e , there is a correlation other than zero 
-Insufficient data available for computation 
reasonable since it is also unlikely that there would be significant shifting 
from one commodity to another The sorghums and millets and other 
grains are competitive with wheat in the sense that they could be sub­
stituted for wheat in the production cycle Their b values of - 1 5 and 
R 2- 0 9 are therefore reasonable The value of 86 is high and sig­
mficant indicating that these four variables explain much of the variation 
in wheat area 
D Consumption Response 
(S) Consumers respond to wheat availability in relation to their 
income levels and the price of wheat The Food and Agriculture Organ­
ization of the United Nations has done pioneering work on income elasticity 
studies for the developing countries. Price elasticity data are notably 
absent, however. Therefore, it was also necessary to analyze the de­
mand for wheat in terms of quantities and the disappearance of the other 
food grains in relationship to wheat by means of regression analysis 
1 Income Elasticities The income elasticity coefficients 
are shown in Exhibit H-4 In general, most coefficients for wheat in 
the developed countries are negative and relatively inelastic This can 
be interpreted to mean that wheat is an inferior good in these countries 
and the consumption of wheat declines as income rises All under­
developed countries, on the other hand, have positive income elasticities 
for wheat except for Spain, which is negative Generally, these countries 
have had sub-standard nutritional levels, and as the income levels rise, 
people tend both to purchase more food and improve their diets by switch­
ing to wheat. 
Income elasticities for rice are positive in all countries except 
Japan, where there is evidence in the literature of a shift from rice to 
wheat products as a result of rising incomes In general, the coefficients 
tend to be quite inelastic in the developed countries and more elastic in 
the developing countries, reflecting again the dietary improvement asso­
ciated with rising incomes 
The income elasticities for coarse grains form a similar pattern 
to wheat with negative income elasticities for developed countries and 
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EXHIBIT H-4 	 INCOME ELASTICITY COEFFICIENTS, SELECTED COMMODITIES
 
AND COUNTRIES, 1960-63 BASE PERIOD
 
Coarse Coarse 
Country Wheat Rice Grains Country Wheat Rice Grains 
Principal Wheat Exporters Principal UDC Wheat Importers (Traditional 
Wheat Consumers) 
United States -0 2 0.2 -0.3 Algeria 0 2 0 4 0 2 
Canada -0.5 0.1 -0 3 Morocco 0 4 0 4 0.2 
Australia -0.2 0 0 -0 3 Spain -0 Z 0.0 0 0 
Argentina 0.2 0.0 --- Turkey 0 2 0 3 -0 1 
France -0 3 0 2 0 0 U.A.R. 0 3 0.3 0 2 
Italy -0.2 0.1 -0.9 
! Principal Developed Country Wheat Importers Principal UDC Wheat Importers (Traditional 
Belg - Lux. 
Japan 
Netherlands 
Poland 
United Kingdon 
Soviet Union 
W. Germany 
Yugoslavia 
Rice Consumers) 
-0.4 0.2 0.0 Brazil 0.4 0.3 0.2 
0 3 -0 1 -0 5 China (Mainland) 0 5 0.4 0.2 
-0.3 0.2 -0 5 India 0.6 0.5 0.2 
0.0 0 2 -0 4 Pakistan 0.5 0.4 0 2 
-0.5 0 4 -0.5 
-0 2 0 3 -0 3 
-0.5 0 Z -0.6 
-0.2 0.3 -0.3 
Source 	 Food and Agricultural Organization of the United Nations Agricultural Commodities--
Projections for 1975 and 1985, Volume II, Methodological Notes, Statistical Appendix. 
Rome, Italy 1967 
and positive elasticities for developing countries. The values are higher 
in the developed countries, reaching as high as - 0 9 in the United King­
dom, indicating a low preference for the commodities made with coarse 
grains Similarly, the developing countries indicate a low preference 
for coarse grains because, although the sign is positive, the value is 
low, ranging from 0 to + 0 2 
2 Demand Elasticity The most authoritative means of 
measuring consumers' response to changes in wheat availability would 
be via price elasticity That would test consumer reaction to cereal 
food price changes resulting from crop failures or bumper crops The 
major weakness, however, is that price elasticity data do not exist for 
most wheat importing countries The alternative is to analyze the im­
pact of domestic production on the imports of wheat and other commodities 
a Hypothesis In a correlation analysis, if the imports 
of wheat and other commodities are inversely related to domestic wheat 
production fluctuations, they can be said to substitute for wheat 
b Methodology Data for wheat production were obtained 
from the FAO, Production Yearbook i series and the data on wheat and 
other crop imports were taken from FAO, World Grain Trade Statistics 
2 
series. The production data are reported on a calendar year basis, but 
the import data are on a fiscal year (July 1-June 30) basis. In making 
the analysis, the production data for a calendar year (1955, for example) 
were related to the imports beginning on July I of the same year (1955/ 
56) This measured a direct relationship between domestic production 
of a given year and imports until the subsequent harvest A constant 
to indicate stocks was not used because there are no sufficient data on 
a country basis to make accurate judgments on size of stocks, further­
more, most underdeveloped countries, in particular, do not have sigm­
ficant storage capacity to make such computations necessary The time 
period covered was 1952-1966 except in unusual cases where there were 
insufficient data to provide a time series that long for particular crops 
2 United Nations, Food and Agriculture Organization, World Grain 
Trade Statistics, (Rome, Annual) 
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and countries Some crops were omitted completely because there were 
either no data available or the amount of information was insufficient to 
establish a time series 
c Results The results of these regressions are shown 
in Exhibit H-5 The responses are mixed with little overall generalization 
possible. Among the developed countries, there are negative b values 
for most countries for wheat and wheat flour imports, indicating that an 
increase in domestic wheat production is associated with a decrease in 
wheat and wheat flour imports The results range from very inelastic 
(Netherlands) to very elastic (Soviet Union) 
Among the underdeveloped countries, this pattern of substitution 
is much less pronounced Among the wheat consuming underdeveloped 
nations, three countries showed negative relationships and two showed 
positive relationships for wheat and wheat flour imports. So few data 
for imports of other commodities were available, that it is equally im­
possible to say that other crops are substituted for wheat None of the 
R 2 values were significant in this group 
Among the rice consuming underdeveloped countries, there is 
a more interesting pattern India and Pakistan, particularly known to be 
wheat importers on a major scale because of rapidly growing population 
and other conditions, both had positive b values for wheat imports but 
negative b values for rice imports It is possible to hypothesize that 
while there is a growing market for wheat in these countries, the domestic 
price relationships are such that they substitute wheat for rice rather 
frequently, and in major proportions 
A similar multiple regression analysis was conducted for the two 
groups of underdeveloped countries using rice production as the Y var­
iable and relating it to the imports of wheat, rice, corn, sorghum and 
millet, and other grains The wheat and wheat flour imports have positive 
relationships to rice production, which would indicate that imports do 
not substitute for domestic production Rice imports had negative signs, 
indicating that there is a substitution effect of imports for domestic pro­
duction The b values were highly elastic, almost to the point of being 
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EXHIBIT H-5 REGRESSION COEFFICIENTS 
TO GRAIN IMPORTS 
RELATING WHEAT PRODUCTION 
Country 
Y = wheat production (area x yield)
X I X2 X3 
Wheat and 
Wheat Flour Rice Corn 
Imports Imports Imports 
x4 
Sorghum 
and Millet 
Imports 
Other 
Grain 
Imports 
b value b value b value b value b value 
0% 
Principal Developed Country Wheat Importers 
Belg - Lux +0 0085( 40%)* 
-5 0715( 40%) 
Japan 
-0 3534( 95%) +0 1847( 70%) 
Netherlands 
-0 1259( 20%) +0 8535( 50%) 
Poland +0 4583( 95%) +0 8684( 20%) 
Soviet Union -1 9822( 90%) 
-4.2401( 20%) 
United Kingdom -0 3470( 60%) +12 7210( 70%) 
'W Germany 
-0 4057( 70%) +18 3546( 98%) 
Yugoslavia 
-0 7460( 60%) +4 5748( 20%) 
-0 0696( 40%) 
+0 1768( 60%) 
+0 1176( 70%) 
+1 0248( 95%) 
-0 0210( 60%) 
+0 2368( 60%) 
-34341( 50%) 
+1 8240( 70%) 
-0 1900( 50%) 
+0.1622( 50%) 
-0 1936( 10%) 
-4 3166( 95%) 
-
+1 2504( 60%) 
-0 3399( 80%) 
-0 1388( 90%) 
-1 1788( 90%) 
-
-0 3147( 50%) 
-0 0490( 80%) 
+14 2773( 60%) 
23 
70** 
90'* 
77 
31 
62 
80** 
23 
Principal UDC Wheat Importers (Traditionally Wheat Consumers) 
Algeria 
-0 7548( 95%) -2 5292( 40%) +62 4226( 20%) 
Morocco 
-0 4356 
-8 
Spain 
-0 7810( 50%) 
- +0 2781( 40%) 
Turkey +0 1546 
--
U A R +0 0570( 60%) 
-
-0 1532( 40%) +1 
-
9075( 50%) 
-0 
-
5099( 30%) 
45 
30 
001 
15 
EXHIBIT H-5 (Continued) 
Country 
X 1 
Wheat and 
Wheat Flour 
Imports 
X2 
Rice 
Imports 
X3 
Corn 
Imports 
X4 
Sorghum
and Millet 
Imports 
X5 
OtherGrain 
Imports 
2 
b value b value b value b value b value 
4 
4 
"3 
Principal UDC Wheat Importers (Traditionally Rice Consumers) 
Brazil +0 1149( 50%) -
China (Mainland) -0 3851( 50%) -16 8061( 30%) 
India +0 6857(100%) -2,5130( 80%) 
Pakistan +0 1049( 40%) -2 3136(100%) 
-0 3413( 
-
20%) -10 3849( 
-
-
-
98%) 57-% 
08 
55cc 
82,* 
:Number in parenthesis is percent of time, b value is significantly different from zero (t test) 
'cF ratio is significant, null hypothesis is rejected, i e , there is a correlation other than zero 
-Insufficient data available for computation 
questionable in the cases of Mainland China, India, and Pakistan The 
R 2
b values and values are summarized in Exhibit H-6 
E Summary 
1 Production 
a Only for the category "other grains" is there a pos­
sible clearcut generalization that other crops substitute for wheat in the 
production cycle 
b All other commodities have to be examined on a 
commodity-by-commodity, country-by-country basis 
2 Consumption­
a It seems fairly clear that when domestic wheat 
production declines, most countries tend to import wheat and wheat 
flour This relationship is not absolute, but 10 countries show the 
relationship while 7 countries do not 
b There is also some evidence that imports of other 
grains are inversely related to domestic production of wheat 
c Most developed countries have negative income 
elasticities for wheat, meaming that as incomes rise, wheat consumption 
declines 
d Most underdeveloped countries have positive income 
elasticities for wheat, meaning that as incomes rise, wheat consumption 
rises also 
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EXHIBIT H-6 	 REGRESSION COEFFICIENTS RELATING RICE PRODUCTION
 
TO IMPORTS OF SELECTED COMMODITIES
 
Y = rice production (area x yield) 
X 1 	 X X3 X4 X5
 
Wheat and Sorghum Other 
Country Wheat Flour Rice Corn And Millet Grain 2 
Imports Imports Imports Imports Imports 
b values 	 b values b values b values b values 
Principal UDC Wheat Importers (Traditionally Wheat Consumers) 
Algeria -0 0023 (60%) -0 1818 (40%) -5 1215 (95%) - 48 
16Morocco +6 3908 -
Spain +0 0060 (2076) -0 0353 (90%) +0 1048 (90%) 29 
005
Turkey +0 5543 -
U A R +0 5968 (90%) -0 9455 (50%) -21 2293 (80%) - 47 
Principal UDC Wheat Importers (Traditionally Rice Consumers) 
Brazil 4i- 1151 (80%) - - +10 8231 (9076) -33 2473 (907) 72 
-
- 08China (Mainland) -2.4741 (40%) -146 6210 (30%) 
India +2 6729 (100%) -15 9267 (90%) -	 53'* 
Pakistan +2 3300 (80%) - 9 0366 (90%) -	 71 
Number in parentheses is percent of time b value is significantly different from zero (t test
 
:' F ratio is significant, null hypothesis is rejected, i e , there is a correlation other than zero
 
Insufficient data available for computation
 
III. 	 OBSERVATIONAL REQUIREMENTS NECESSARY FOR 
DETECTING SEASONAL FACTORS WHICH AFFECT 
THE WHEAT INVENTORY AND WHEAT YIELD 
The factors such as plowed land, plant density, temperature, 
plant color, and other items that must be observed in order to accurately 
estimate wheat inventory and wheat yield are summarized in Exhibit H-7 
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EXHIBIT H-7 OBSERVATIONAL REQUIREMENTS NECESSARY FOR DETECTING SEASONAL 
FACTORS WHICH AFFECT THE WHEAT INVENTORY AND WHEAT YIELD 
Seasonal Months Source 
Factors Direct From Plowed Har 
Ob- Anal- Land rowed 
S ON D J F MA M J 3 A serva ysis Land 
tion 
Fall 
Plowing AX Ix x 
Harrowing X X X X 
Emergence X If 
Growth Stages X X XKXXK X 
Stormx Dnage X X 
Vigor & Vialty I XXX XXX X x 

2
Severe Cold XXXX X x 
Snow Protection X X Xx 3 
Winds (DImaxe)Winds 	 XDamageX 
Heaving (Freezing4 K X X X 

and Thawing) 

Spring 
Replowing X X X X 
Plowing x xI x 
Harrowing XX x 
Emergence XX X 
Growth Stages 5 XXXXX X Vigor& Vitality	 X.XX X 
xxx x 
6
Relative Soil XXxX x X 

Moisture 

High Temperatures X X X 

Storm Damages XXKX x X 

Total Acres in XxxxxxXXXXX X 
Cultivation 
Total Acres XXX x 
Harvested 
Obsrvatisonal Requiremensr (Sensor Parameters) 
Emer ence Wheat Plant Snow Air Plant Plant Freq Soil Wheat 
Loc r. Reec Den- Cover Temp Temp Color Quan- Mois Har­
tion ogni- sity tity ture vested 
hon 
x 
x 
X x 	 x x X X 
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IV 	 WHEAT PRODUCTION ANALYSIS SYSTEM 
SCENARIO 
A Introduction 
Concepts and operational procedures for the wheat production 
analysis system are discussed in Section III of the Technical Report 
The following scenario has been developed to illustrate a set of hypo­
thetical, seasonal events which affect the quantity and quality of the 
eventual wheat harvest 
The scenario is limited to one illustrative geographical area-­
the Great Plains- -for simplicity The events that occur and the selections 
that develop in the Great Plains between North Dakota and Texas are 
representative of most wheat production regions of the world 
As the events occur, starting in September, the satellite is 
providing continuous mnomtoring of factors affecting inventory (area) 
and yield In addition, although not described in all cases, it is im­
plicit 	that associated system analysis will similarly be providing fore­
casts 	of these factors for the time remaining until harvest 
B Scenario 
1 Date 
It is now September 1 
2 Background 
Both the winter and spring wheat regions of the USA ex­
perienced cool and relatively moist conditions during the previous March, 
April, and early May In this period, temperatures and precipitation 
were below and above normal, respectively, causing good growth during 
the wheat tillerng and jointing stages 
By late May, however, the weather returned to normal and mid-
June marked a somewhat late beginning of what proved to be an unusually 
hot summer Overall summer environmental conditions, however, were 
favorable to the wheat stem extension stages Although temperatures, 
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particularly those in July and August, were considerably above normal, 
they did not adversely affect the heading and ripening stages of the wheat 
Furthermore, precipitation was received during the ripenng stage and 
had a marked beneficial effect on the subsequent yields achieved at harvest 
Essentially all harvesting was completed by the end of August 
and large stocks of wheat were stored Earlier in June, taking into 
consideration the slightly above average quantity of wheat in storage at 
that time and the anticipated bountiful harvest, the U S acreage allot­
ment for the coming year was announced as 59 0 million acres, repre­
senting a 15 percent decrease from the 69 3 million acres in the year 
just completed 
3 Autumn 
As a result of above normal temperatures during June, 
July, and August, the soil moisture content at the beginning of September 
was verified by satellite observation to be below normal The satellite 
also detected that wheat growers in response had plowed their fields 
earlier than usual to increase the infiltration capabilities of their fields 
and thus gain maximum benefit from any rainfall that might be received 
in September 
When plowing had been completed, wheat growers delayed their 
planting operation as long as possible because of the soil moisture con­
tent which was low and a critical factor at planting Although wheat seed 
will germinate with a minimum amount of moisture, without adequate 
moisture in the soil the plants may die in the period after the germination 
state Furthermore, in certain areas seed is not planted in dry soil if 
wind erosion can occur 
Although observed mid-September rainfall was slightly above 
normal, it was verified to be insufficient to raise the soil moisture con­
tent up to average levels In addition, long-range weather forecasts 
indicated less than normal rainfall through November Because of these 
conditions, harrowing and planting of Nebraska winter wheat was not 
started until approximately September 15, two weeks later than usual 
Similarly, the satellite observed that Kansas, Oklahoma, and Texas wheat 
A-453
 
growers started their winter wheat planting 12 to 18 days later than their 
customary dates The amount of plowed land not being harrowed indicated 
that many growers were planning to fallow an above-normal number of 
acres the corning summer In the marginal areas of Montana and the 
Dakotas where winter wheat can be produced, many growers chose not 
to risk the hazards of winter because of the low soil moisture and elected 
to wait until spring before planting their wheat This was also verified 
by the number of plowed acres not being harrowed Those winter wheat 
growers who did plant however, sowed fewer pounds of seed per acre 
and at greater depths than usual These are customary practices when 
the soil moisture content is low 
It was observed that winter wheat began in emerge in Nebraska 
during the last week in September and in subsequent weeks in areas further 
south confirming the late planting dates The absense of emerging wheat 
verified earlier indications of fallowing and spring wheat substitution 
decisions Late fall temperatures were normal from Nebraska to Texas, 
and the winter wheat growth pattern was normal when adjusted for the 
delay in planting dates Plant vitality and color indicated that the wheat 
satisfactorily advanced to the tillering stage because of the conducive fall 
weather However, grazing in those areas where it is practiced was held 
to a minimum to avoid damaging the less developed plants caused by the 
approximate 2-week slippage in the production cycle and lower sowing 
rate at planting 
By November preliminary forecasts of the subsequent harvest 
were prepared These forecasts incorporated early observation of the 
actual current crop to adjust downward the earlier preseason forecasts 
which were based primarily on only allotted acres, current trends in 
average yield, and historical ratios of harvested to seeded acres 
Wheat inventory forecasts were based first on evaluation of the 
number of acres of land historically used for growing winter wheat that 
had been observed to be plowed and harrowed (thereby deleting the un­
harrowed acres which are assumed at this time to be used primarily 
for spring crops or fallowed the following summer) Second, the number 
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low temperatures In late January, however, abnormally heavy snow­
storms blanketed the Unted States east of the Rockies Wheat growers 
were encouraged since this snow represented potential replenishment of 
moisture to the soil and provided protection to the plants from any sub­
sequent winter winds 
In February southern Oklahoma and Texas experienced a sudden 
warm spell with temperatures averaging 100 F above normal, which 
melted the snow cover through this area and caused thawing and sub­
sequent heaving of the soil through southern Texas Soil moisture in 
this areas was observed to be now close to normal From northern 
Oklahoma through Nebraska temperatures were slightly above normal 
with some diminishing in the snow cover 
Throughout the winter, forecasts were adjusted based on ob­
served and forecasted conditions Preliminary estimates of acreage 
losses were prepared for Texas wheat because of the sever cold in early 
January and the thawing and heaving during February It was estimated 
that Z50,000 acres of Texas wheat would be damaged beyond economical 
recovery For Nebraska, Kansas, Oklahoma, and remaining Texas 
wheat yield estimates were lowered due to the effects of below normal 
December precipitation and the exposure without snow cover to the early 
January cold and drying effects of the Canadian winds Compensation 
was allowed, however, for the heavy snowfall in late January 
5 Spring 
March brought the advent of steadily rising temperatures, 
particularly in the wheat areas north of central Oklahoma In southern 
Oklahoma and Texas the rise was not as pronounced because the February 
warm spell did not appreciably abate and temperatures there remained 
above normal for the entire month March precipitation from Texas to 
North Dakota was observed to be below normal and diminished the bene­
ficial effect of the previous abnormally heavy January snowfall 
In early March the effects of the severe winter on the Texas and 
Oklahoma winter wheat crop were verified by the observed number of 
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of harrowed acres was then adjusted by the number of acres where grow­
ing wheat was actually observed (thereby deleting any other fall planted 
grain crops) 
Lower wheat yield forecasts at this time were based on the 
anticipated effects of the observed soil moisture content which was lower 
than normal seasonal values in each observed area, the actual cumulative 
temperatures since planting compared to normal values, and any inde­
pendent effects caused by the delay in the schedule itself These yield 
estimates also incorporated the anticipated effects of the lower sowing 
rates which were confirmed by observations that showed greater back­
ground reflectance in the post-emergence stages than would normally 
be expected for crops experiencing the actual cumulative rainfall and 
temperature 
4 Winter 
It was detected in early December that winter wheat 
crops were less developed (i e , slightly stunted with less vigor) than 
what would normally be expected or desirable This was anticipated, 
however, because cumulative temperatures through November had proved 
to be above normal as forecasted, and the October-November below normal 
precipitation materialized, also as forecasted, causing soil moisture to 
fall further below normal by December 
Although December temperatures were considerably lower rela­
tive to those in November and sufficient to halt the growth of the winter 
wheat, they were still higher than normal levels and delayed the pene­
tration of frost deep into the soil and the arrival of the first snowfall 
Weather forecasts indicated that heavy snows could not be expected until 
late January or early February 
In early January the exposed dormant winter wheat suffered an 
extended period of severe cold without the insulating effects of snow cover 
Several below zero mornings were recorded in Nebraska and Kansas and 
below freezing temperatures were not unusual even in southern Texas 
The effect of these severe conditions on the winter wheat was further 
aggravated by unusually strong Canadian winds which accompanied the 
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previously planted acres that were replowed in the spring in preparation 
for alternate summer crops In Texas this amounted to 300,000 acres 
and another 350,000 in Oklahoma In late March the same effects were 
observed in Kansas and Nebraska where 450,000 and 100,000 acres 
respectively were replowed 
Although the detected spring soil moisture content in the winter 
wheat areas was still below normal, it was observed that the, generally 
warmer early spring temperatures caused the winter wheat to leave the 
dormant stage earlier than usual and thus partially compensated for the 
delays in the production cycle caused by the late fall planting Kansas, 
Oklahoma, and Texas winter wheat was observed to be jointing 5 to 10 
days later than usual and Nebraska winter wheat only 3 to 5 days behind 
schedule 
The below normal precipitation and above normal temperatures 
in the early spring permitted the northern Great Plains spring wlfeat 
growers to harrow their land at the normal dates Harrowing of fall 
plowed lands was observed in South Dakota in early April and in Montana 
and North Dakota in late April 
In April and May temperatures continued to range up to 80 F above 
normal and cumulative rainfall was on the average 4 inches below normal 
by mid-May through the entire wheat growing areas In Texas and Okla­
homa winter wheat reached the heading stage in middle-to-late May, about 
a week later than usual Although the adverse weather had no appreciable 
slowing effect on the northern spring wheat, it was observed, however, 
that the wheat at jointing on or about May 20 had less vitality than desired 
and appeared more stunted than usual 
Inventory forecasts were adjusted downward in March for the 
wintering losses to winter wheat which were verified to be greater than 
forecasted earlier Similarly, the below normal temperatures and 
cumulative moisture through April allowed early forecasts for anticipated 
further acreage losses from the forthcoming hotter months which were 
expected to average up to 50 above normal 
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Yield forecasts were updated periodically during March, April, 
and May, and showed continuing lower anticipated values because of the 
above normal temperatures and below normal precipitation which over­
came the benefits of the above average late January snowfall The effects 
of the weather had caused earlier than normal spring growth with little 
moisture reserves for the summer season 
6 Summer 
It was confirmed by June 1 that an average of only 85 
percent of the winter wheat acreage planted the previous fall could be 
harvested As determined earlier, over 1 2 million acres had been lost 
due to the effects of winter in the states of Texas, Oklahoma, Kansas, 
and Nebraska In addition, the higher than normal spring and early 
summer temperatures and lower than normal precipitation caused an 
anticipated loss of another 2 3 million acres in these four states 
Texas and Oklahoma winter wheat headed a week later than 
usual and harvesting did not start in these states until late June and 
early July respectively Similar delays in harvesting were noted in 
Kansas and Oklahoma 
Although June and July weather was somewhat unfavorable to 
wheat, it had relatively little effect on the anticipated yield of winter 
wheat at harvest It was observed, however, that in general winter 
wheat at harvest was unusually stunted and showed considerably less 
vitality than usual 
Whale planting, emergence, and jointing of spring wheat was 
on schedule, the below normal spring precipitation adversely affected 
the anticipated yield of wheat in South Dakota, North Dakota, and Montana. 
By late June it was noted that much of the spring wheat was greatly stunted 
at the boot and heading stages. Growers did not apply fertilizer at the 
approach of the heading stage to increase the size of the wheat grains and 
their nitrogen content Since moisture conditions were less than desir­
able, they feared that an application of fertilizer would have an adverse 
effect 
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Although the earlier weather forecasts correctly predicted that 
May temperatures would be 50 F above normal, the average temperatures 
during June and July were 70 F above normal Precipitation was sporadic 
and light during June and July with no sustained rains to raise the moisture 
content of the soil It was confirmed by early July, when the spring 
planted wheat began to flower, that the spring wheat yield would also be 
poor It was also forecast that 0 9 to 1 2 million acres would be lost 
from the inventory of seeded spring wheat acres 
While the conditions in late July and early August were normal 
for the area and usually favorable for the ripening, the spring wheat 
plants showed a definite weakening effect from the earlier growth stages 
which had been stunted The wheat kernels were unusually small and 
lightweight The earlier inventory forecast was confirmed when nearly 
one million acres of wheat were lost in South Dakota, North Dakota, 
and Montana 
Continuing harvest forecasts during the summer months served 
the primary purpose of refining the previous estimates of inventory and 
yield Inventory forecasts were finalized by actual observation of the 
results of the actual harvest Yield forecasts received their final modi­
fication taking into account preharvest cumulative temperatures and 
precipitation 
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BENEFITS FROM STABILIZING COMMODITY CREDIT 
CORPORATION OPERATIONS 
V 
The annual rate of benefits depends on three principal factors 
(1) the ability of the satellites to provide the information, (2) the rate 
at which the U.S Department of Agriculture agency personnel can in­
corporate the satellite information into their operations, and (3) the 
rate at which farmers can adjust their operations to shift spring wheat 
acreages to substitute for winter wheat when winter wheat yields appear 
to be hurt by fall and winter weather conditions These three rates 
were averaged and applied to the maximum annual benefit of $184 million 
calculated in section III C 2 a of Volume II, the technical report The 
annual benefits were discounted at the rates of 7-1/2 percent, 10 percent, 
and 12-1/Z percent The resulting annual benefits and 20 year totals 
are shown in Exhibit H-8. 
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EXHIBIT H-8 	 RATE AND AMOUNT OF BENEFITS FROM STABILIZING COMMODITY CREDIT 
CORPORATION OPERATIONS, UNITED STATES DISCOUNTED 7-1/2%, 10%, 
AND 12-1/2%, Z0 YEARS 
YEAR 
Rate and Amount Unit 0 1 2 3 4 5 6 7 8 9 10 
of Benefits 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 
Rate 
Satellite Capability Percent 100 100 100 100 100 100 100 100 100 
Agency Participation Percent - 30 60 80 95 95 95 95 95 95 
Fanner Participation Percent 30 50 70 90 90 90 90 90 90 
Mean Rate Percent -- 53 70 83 95 95 95 95 95 95 
Annual Benefits 
Undiscounted Million Dollars - 45 60 71 81 81 81 81 81 81 
Discounted 7-1/2% Million Dollar, -- 39 48 53 57 53 49 45 42 40 
Discounted 101 Million Dollar. -- 37 45 48 50 45 41 37 34 32 
Discounted 12-1/2% Million Dollars -- 36 4Z 44 45 40 36 32 28 25 
Rate and Amount Unit ii 12 13 14 15 16 17 18 19 20... 
of Benefits 1982 1983 1984 1985 1986 1987 1988 1989 1990 Total 
Rate
 
Satellite Capability Percent 100 100 800 100 100 100 100 100 100
 
Agency Participation Percent 95 95 95 95 95 95 95 95 95
 
Farmer Participation Percent 90 90 90 90 90 90 90 9D 90
 
Mean Rate Percent 95 95 95 95 95 95 95 95 95
 
Annual Benefits 
Undiscounted Million Dollars 81 81 81 81 81 81 81 81 81 I 391
 
Discounted 7-1/21o Million Dollars 36 34 28 29 28 25 24 22 20 672
 
Discounted 10% Minion Dollars 28 26 24 21 19 18 16 15 13 549
 
Discounted 12-1/2%7 Million Dollars 2Z 19 18 15 14 82 I 10 9 458 
EFFECT OF STABILIZING WHEAT ACREAGE ON UNIT 
COSTS OF PRODUCTION AND FARM PRODUCTION 
EXPENSES 
VI 
Wheat acreage allotments and wheat acres harvested have shown 
wide variation during the past decade It is hypothesized that because of 
this variation, average unit costs of production have been higher than nec­
cessary, resulting in inefficient use of resources The purpose of this 
section is to illustrate the possible saving of resources that might occur 
with the aid of a satellite-assisted information system 
A Wheat Acreage Allotment Levels 
Wheat acreage allotments in the 1954-67 period ranged from 
47 8 million acres per year to 68 2 million acres per year, a 41 percent 
variation Wheat acreage harvested during the same time period, ranged 
from 43 7 million acres per year to 59 million acres per year, a 35 per­
cent variation Carryover of wheat accumulated to a peak in 1961 and 
then declined to about U S D A optimum levels at the end of the period, 
indicating that while the total production during the period was of a de­
sirable magnitude, the year to year fluctuations were not 
The changes in wheat acres per indivdual farm were generally 
greater than for the total U S , reflecting in part the declining numbers 
of farms as well as fluctuations in wheat allotments Typical wheat farms 
showed ranges in wheat acres harvested as set forth in Exhibit H-9 
B Indices of Unit Costs 
1 Historical Costs 
Unit cost curves were derived for wheat-fallow farms in 
the Northern Plains (see Exhibit H-10) Because unit costs are affected 
by variations in yields, the curves are normalized for yield The curve 
representing yields of 20 bushels per acre reflects the average yield 
situation during 1954-67 
It was notpos sible to derive statistically significantunit cost curves 
for repres entative wheatfarms in other areas The unit cost curve derived 
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EXHIBIT H-9 RANGE IN WHEAT ACRES HARVESTED PER 
FARM BY ENTERPRISE - 1954-1967 
Average Annual Wheat 
Enterprise Acres Harvested per Percent Fluctuation 
Farm 
Low High 
Acres Acres 
Wheat-fallow, Northern 144 237 65 
Plains 
Winter Wheat, Southern 1981 265 34 
Plains 
Wheat-grain Sorghum, 1331 257 93 
Southern Plains 
Wheat-pea, Washington- 150 231 54 
Idaho 
Wheat-fallow, Washington- 270 511 89 
Oregon 
1 Extremes of low acreage harvested due to drought eliminated 
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EXHIBIT H -10 UNIT COST CURVE FOR WHEAT-FALLOW ENTERPRISE 
IN THE NORTHERN PLAINS, UNITED STATES 
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for the wheat-fallow, Northern Plains case is a classic curve and is of 
the kind that might well be considered generally indicative of wheat farms 
in other areas 
Unit costs in constant prices were calculated by deflating the 
index of cost per unit of production by an index of prLces paid by farmers 
for producing goods and services 
1 
The range in acreage for this type of farm was from 144 to 237 
acres The chart indicates that index of unit costs for yields of 20 bushels 
per acre would range from a high of about 83 at 144 acres to a low of 58 
at 191 acres and increase again to a high of about 83 at 237 acres The 
average index of unit costs was 70 5 That range of acres produced peak 
CCC stocks of 1,300 nullion bushels 
2 Non-Information Alternative Costs 
The non-information alternative, it has been shown else­
where in this report, would likely result in CCC stocks of about 400 
million bushels per year in the next 20 years Under these assumptions, 
the future range for wheat acreage under a non-satellite system would 
likely run about 80 percent of the historical peak In the wheat-fallow, 
Northern Plains example, acreage in the future under a non-satellite 
system would range from 155 to 2Z8 acres The unit cost curve would 
yield an index of 74 at the high point and a low of 58, with the average 
point at 66 
3 Satellite-Assisted System Costs 
The satellite-assisted information system would allow an 
even further reduction in the range of acres by eliminating errors in 
estimation and hence the acreage that would be required to achieve 
optimum production levels The satellite system has the capability of 
reducing estimation errors by + 13 percent over current systems This 
IFarm Costs and Returns, Economic Research Service, U S Depart­
ment of Agriculture, Washington, D C Ag Information Bulletin 230
 
and preceding issues
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could conceivably reduce the range of acres below the likely 1971-1990 
level by 13 percent The range of acres needed could run from a low 
of 159 acres to a high of 223 acres The index of umt costs under this 
situation would be from 70 at 159 acres to the low of 58 at 191 acres, and 
return to a high of about 70 at 233 acres The index of unit costs would 
average about 64 for the satellite information system, a reduction of 9 
percent from the average index of 70 5 for the historical hlghs and 3 per­
cent from the average index for the non-information alternative 
Production Costs 
There is no data series from which costs of producing wheat can 
be calculated directly An estimate of $1,375 million annual cost of pro­
duction was derived based on unpublished data from a 1955 U S D A input­
output study PRO estimates of production expenses per acre for the 
years of 1966-1967 resulted in an average expenditure of $1,589 million 
dollars per year for producing wheat, as follows 
Average Costs Per Acres of Producing Wheat, 1966-1967 
Acres 
Acres seeded but not 
Cost of Production 
per Acre Total Cost 
harvested - 6,769 $10 02 $ 67,825 
Acres harvested - 54,436 $27 94 1,520, 942 
TOTAL $1,588, 767 
D Benefits 
The monetary benefits accrue from reducing the average unit 
costs of producing wheat Both the non-information alternative and the 
satellite-assisted system appear to result in lower unit costs of produc­
tion than the historical system has shown For purposes of this study, 
it is most reasonable that the benefits accruing to the satellite-assisted 
system result from reducing costs below the non-information alternative 
The maximum annual saving from this would be $29 million per year 
These calculations are summarized as follows 
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Summary of Calculations for Reducing Unit Costs of Producing Wheat 
Percent Change Average Average Annual 
Range in Index from Index of Total Costs of 
in Acres Previous System Unit Costs Producing Wheat 
(millions) 
Historical System 
1954-1967 144-237 --- 70.5 $ 1,589 
Non-Information Alt 
1971-1990 155-228 9 62 1,446 
Satellite 
1971-1990 159-223 2 60 1,417 
The rate and amount of United States benefits for the 20-year 
period, 1971-1990, are summarized in Exhibit H-l1 Benefits do not 
occur at the same rate throughout the 20-year period because of changes 
in the capability of the satellite system, and the ability of farmers to 
adjust their enterprises based on improved information The satellite 
capability rate is that developed in Volume II, Chapter IV, Technological 
Phasing The farmer participation rate is based on conversations with1 
University researchers engaged in diffusion research These rates 
were averaged and multiplied by the maximnm annual rate computed 
above in this appendix This resulted in the annual undliscounted benefits 
which were then discounted by 7-1/2 percent, 10 percent, and 12-1/2 
percent
 
While there is inadequate information to develop unit cost curves 
for other countries, the assumption was made that the other free world, 
developed countries experience cost curve relationships similar, if not 
identical, to those of the United States Therefore, a simple extrapolation 
IfBased on telephone conversations with George Beale, University of 
Iowa, Marion Brown and Len Maurer, University of Wisconsin, and 
Milton Morris, University of Minnesota 
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EXHIBIT H-I RATE AND AMOUNT OF BENEFITS THAT RESULT FROM STABILIZING UNIT 
COSTS OF PRODUCING WHEAT, UNITED STATES AND WORLD, 
DISCOUNTED 7-1/2%, 10%, AND 12-1/2%, Z0 YEARS 
Rate and Amount 
of Bnefits Unit 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 
2 0-Year 
Total 
United States 
Rate 
1 2 3 4 5 6 7 8 0 10 11 12 13 14 15 16 17 18 19 
CY" 
00 
Satellite Capability 
Agency ParticipationFarmer Participation 
Mean Rate 
Ancient Benefits 
Undiscounted 
Discounted 7-1/2% 
Discounted 10%. 
Disuted 12-1/2% 
Percent 
Percent 
Percent 
Percent 
Millon Dollars 
Million Dollars 
Million Dollars 
Million Dollars 
-
--
--
-. 
--
100 
30 
65 
19 
17 
16 
15 
100 
50 
75 
22 
18 
17 
100 
70 
85 
25 
19 
17 
16 
100 
90 
95 
28 
20 
17 
15 
100 
90 
95 
28 
18 
16 
14 
100 
90 
95 
28 
17 
14 
12 
100 
90 
95 
28 
16 
13 
11 
100 
90 
95 
28 
15 
12 
10 
100 
90 
95 
28 
14 
11 
9 
100 
90 
95 
28 
13 
10 
8 
100 
90 
95 
28 
12 
9 
7 
100 
90 
95 
28 
11 
8 
6 
100 
90 
95 
28 
10 
7 
5 
100 
0 
90 
95 
28 
10 
7 
5 
100 
0­
90 
95 
28 
9 
6 
4 
100 
90 
95 
28 
8 
6 
4 
100 
90 
95 
28 
8 
5 
3 
100 
90 
95 
28 
7 
4 
3 
486 
242 
195 
162 
Other Free World Developed 
Countries 
Rate 
Satellite Capability 
FArere Participation 
Mean Rate 
Ancient Benefi. 
Percent 
Percent 
Percent 
- 100 
65 
100 
5 
75 
100 
55 
78 
100 
60 
80 
100 
65 
83 
100 
70 
85 
100 
74 
87 
100 
78 
89 
100 
80 
90 
100 
82 
91 
100 
84 
92 
100 
85 
93 
100 
86 
93 
100 
88 
94 
100 
90 
95 
100 
0309 0 
95 
too 
90 
95 
100 
90 
95 
Undiscounted 
Discounted 7-1/2% 
Discounted 10% 
Discounted 1Z-1/2% 
Million Dollars 
Million Dollars 
Million Dollars 
Mllon Dollars 
-
.. 30 
26 
25 
24 
35 
28 
26 
25 
36 
27 
24 
22 
37 
26 
23 
20 
38 
25 
21 
19 
39 
23 
20 
17 
40 
22 
19 
16 
41 
21 
17 
14 
41 
20 
16 
13 
42 
19 
15 
11 
42 
18 
13 
10 
43 
17 
1z 
10 
43 
15 
It 
8 
44 
15 
10 
7 
44 
14 
10 
7 
44 
13 
9 
6 
44 
12 
8 
5 
44 
11 
7 
5 
727 
352 
286 
239 
of the benefits from improving the operating position on the unit cost 
curve was made for the rest of the relevant free world 
The countries which would benefit from this information prin­
cipally those that have production controls and are wheat exporters 
Since they produce for other than their domestic market, they would be 
subject to fluctuating market pressures for acreage changes The ex­
trapolation relationship should be based upon acres, which are the prin­
cipal unit in computing the benefits The principal free world, developed 
country wheat exporters and their average annual acreage are 
Average
 
Country Annual Acres 
1, 000 acres 
Argentina 13, 491
 
Australia 19,506 
Canada 29, 445
 
France 10,399
 
West Germany 3,498
 
Italy 10,490
 
Total 85, 829
 
U S A 52,047 
Based upon this relationship of 85, 829 = 1 6, the extrapolation 
52, 047 
of U S benefits to world benefits was estimated at $45 million x 1 6 = 
$76 million per year The annual rates based on satellite capability and 
farmer participation were calculated in the same procedure as those for 
the United States These annual and 20-year benefits are also summarized 
in Exhibit H- 11 
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VII PRODUCER OPTION BENEFITS 
United States farmer may derive economic benefits from in­
creases in the quality and timeliness of information on wheat production. 
The basis for these benefits comes mainly from the improved weather 
and climatological forecasts and knowledge of soil conditions expected 
from the satellite system Tis section has been divided into three 
major parts Production costs of the farmer, options available through­
out the production cycle, and calculation of the expected benefits to the 
farmer 
A Production Costs 
Wheat is produced in most areas of the United States, but major 
production occurs in the Pacific Northwest and Great Plains states These 
states accounted for an average of 81 percent of the total wheat acres 
planted and harvested during the 1961-65 period In these regions, wheat 
is a major crop and at times the only significant cash crop that can be 
planted The additional 19 percent of wheat acreage is located in Cah­
forma and the Eastern United States where wheat production is a poor 
econonc alternative and at best is a minor competitor to row crops 
For these reasons, the analysis was limited to the Pacific Northwest 
and Great Plains states 
The production costs of the three major wheat producing areas, 
Northwest and Upper and Lower Plains, weighted to represent the pro­
portion of total acres planted and harvested for each of the three regions, 
were used to develop a cost of production table. The resulting weighted 
costs of production are assumed to be representative of a 400-600 acre 
farm The calculations and weighted costs are shown in Exhibit H-12 
Witlnn each region a representative state was picked and its 
cost structure was used to determine cost of production that would be 
typical of that region The state of Washington was used for the North­
west, Colorado/Kansas for the winter production on the Lower Plains 
and North Dakota for spring production on the Upper Plains 
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EXHIBIT H-12 BASIC COSTS OF WHEAT PRODUCTION
 
2 
egon Northwest UppW2 Weighted Cost/Acre for l3omestc 
Wheat Production 
Regional Weights 12% 34% 36% 54% 52% 
(1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4) 
1 Pann/Inter Pla / Inter 
Cost PerCosAcreP  g Ptg meditectiv rpSrto lanning/ medate ar  rationg/rp lant A . Plantmgvsn mediateActhvi- ao Plantmng Acthel Planning/ra n Activi-Prpa g t Harvest Prepa ln eAti Harvest Prep - n cti Harvest Prepa- Pla- mdite Harvest 
ration ties her ratioa tes tog ties -
Variable Costs Dollars Per Acre Dollar. Pr Acre Dollars Per Acre Dollars Per Acre 
Seed 2 02 14 g 20 1 58 , 84 02 
Chemicals 1 39 7 16 2 35 1 30 25 09 32 17 1 35 54 
Financial 24 76 10 40 09 1 89 03 11 21 1 59 06 21 17 1 59 0g 20 
Mach Oper 1 87 3 27 70 8 47 84 15 1 04 2 16 272 4 19 86 3 98 1 98 3 04 90 3 856 6 BMisc 5 94 1 65 36 1 52 N B N BO N N B 0 6 33 50 10 33 29 47 09 35 
Total Variable Costs 4 44 14 86 3 65 10 37 93 6 54 3 32 2 23 3 26 7 95 1 34 4 52 2 61 8 29 1 60 4 40 
% Variable Costs of TVC 13% 45% 11% 31% 8% 60% 12% 20% 19% 47% 8% 26% 15% 49% 9% 26% 
(Each Stage) 
Fixed Costs 
Taxes 9 95 2 80 38 2 35
 
Mach 7 91 7 56 4 94 6 19
 
Land Charge 2041 10 79 15 95 1473
 
Total Fixed Costs 38 27 21 15 21 27 23 27 
-J 
Total Costs (Cumulative) 4Z 71 57 57 61 22 71 59 22 08 Z8 6Z 29 94 3z 17 Z4 53 3Z 48 33 8Z 38 34 25 88 34 17 35 77 40 17 
% of Total Costs at Each 60% 80% 86% 100% 69% 89% 93% 100% 64% 85% 88% 100% 64% 85% 89% 100% 
Stage -Cumulative 
h of Variable Costs at 
Each Stage to TVC-- 13% 58% 69% 100% 8% 68% 80% 100% 19% 66% 74% 100% 15% 65% 74% 100% 
Cumulative 
IDoes NOT include returns to management which ranged btween $3 $9/acre 
ZAverage dates used for each stage of production cycle Winter Wheat (lower plains and part of NW) Spring Wheat (mainly upper plains)
 
Planning/Preparation Major plannig/preparation prior to August Oct/April

of current growing period 
Planting Sept/Oct April/May 
Intermediate Activities Nov to beginning of June June to beginning of August 
3 Harvest June to mid-July August to Sept 
Representative cost/acre weighted based on region's proportionate share of total acres planted for stages I 2 and 3 and total acres harvested for stag. 4 (see % values for each region
4 
Includes hired and farmer labor
 
5
 Storage, electricity phone calls bookkeeping, etc
 
6 B 0 

-- Not broken out 
Sources Northwest Norman If Whittlesey and R E Oehlschlaeger Cost of Production Budgets for Dryland Crops in Eastern Washington (Review Draft) 
Upper Plains Rodney Paul and Dale Anderson Small Grain Production Costs on North Dakota Farms Department of Agricultural Economics, North Dakota State 
(Agricultural Economics Statistical Series Issue No 2 Sept 1968) 
Lower Plains Gln J Vollmar and others Wheat Production Costs in the Nebraska Panhandle (Summary of Report) Nebraska Agricultural Experiment Station 1966 
Frank Orazery and others Irnlicattons of Pruiected Changes in Farming Opportunities in Western Kansas Agricultural Experiment Station Kansas 
State University Bulletin 52 December 1962 
Harry Q Stler Crop Entarprise Costs for Northeastern Colorado Colorado StatL University Cooperative Service Fort Collins Colo in Cooperation 
with U S D A , June 1966 
Say L Treat. Comparint Crop Profits in Southeast Kansas Extenston Ser ice, Kansas State University Manhattan Kansas MF-1597 May 1963 
In the Northwest, costs were determined for each major sub­
region and weighted to reflect their portion of the total production for 
the region Winter wheat accounted for 89% of Washington's production 
and was grown in 10 subregions, with 70% of this production occurng 
in 3 subregions The remaining 11% was spring wheat production grown 
in 7 of the subregions Costs were rather high, but the yield in the three 
principal districts ranged up to two times as high as any other part of the 
state and, incidentally, the nation 
In the Lower Plains, farms were on the average rather large 
(800-1100 acres) Winter wheat is normally planted and alternated with 
a fallow period which requires more extensive farming in order to make 
up for one-crop farming Cattle grazing in the Western part of Kansas, 
Oklahoma, and Texas Panhandle is used as an income supplement In 
good wheat years i-2 million cattle may be grazed for 30-120 days of 
the production period 
In the Upper Plains, the North Dakota area represents a some­
what more varied cropping system The region is mainly a spring wheat 
producing area but other small grain alternatives are available to rotate 
or complement wheat production 
Exhibit H-13 shows the individual costs that were aggregated 
under selected cost components 
In his day-to-day short-run decisionmaking, the farmer con­
siders only variable costs because his fixed costs are not changeable and 
must be taken as given A significant amount of the farmer's variable 
costs occur at two major points -- planting and harvesting -- as shown 
in Exhibit H-14 The same exhibit also shows the variable cost function 
for the production cycle. Approximately 65 percent of the farmer's 
immediate expenses occur between his initial planning and final planting 
of the wheat seed In the case of winter wheat this occurs within a 2-3 
month period but he receives no return for another 8-9 months The 
satellite system, with improved forecast capability, would reduce the 
degree of uncertainty under which the farmer now works For example, 
the farmer would be better able to determine whether or not there will 
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EXHIBIT H-13 
Seed 
Normal seeding 
Spring reseed 
-a 
SELECTED MAJOR COST COMPONENTS 
Variable Costs Fixed Costs 
Machine Misc Taxes Mach Land 
Chemicals Financial Operation Charge 
Fertilizer Crop Ins Hired Phone
 
and Electricity
 
Herbicide Interest Operator's Travel
 
Diuron on Own Labor Licenses
 
Operat- Repairs Accounting
 
ing Fuel & Fees
 
Capital Lubri- Etc
 
cants
 
Hauling
 
Handling
 
100 
95 
90 
85 
80 
75 
4470 
o 65 
-
-
-
-
-
-
-
(Cumulative
Total Variable 
Cost) 
,260­
,02 
55 
50­
45 -
g 40­
k 35 -
4) 
~30 
20 
15 
10 
5 
0 
-
, 
fl, 
P, 
fl 
44 
Production Period 
EXHIBIT H-14 DISTRIBUTION OF VARIABLE 
PRODUCTION PERIOD 
COSTS BY 
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be sufficient moisture to make planting a cash crop in the fall profitable 
instead of going fallow and/or waiting until the spring months to decide 
to plant a cash crop or continue to remain in a fallow condition 
B Options Available to Farmers (U) 
Wheat farmers in the United States as well as in the developed 
countries of the world have several production options available to them 
at various points in their decision process Exhibit H-15 presents the 
maximum options possible for the U S wheat farmer Not all of these 
options will be influenced by the proposed satellite information system 
However, farmers may benefit from the availability and timing of data 
not currently available at all in some cases, or not to the same degree 
as would be provided by the satellite system 
The options may be broken down into four major groups based 
on the planting periods of winter and spring wheat These periods are 
pre-seed bed preparation (planning/preparation), final seed bed pre­
paration and planting of the seed (planting), growing of wheat plant (inter­
mediate), and the last period maturation and harvesting of the crop 
(harvest) The farmer may influence at these various points what his 
crop and gross return will be for the upcoming year While both winter 
and spring wheat producers have similar production functions, the winter 
wheat producer (about 80% of the total acres harvested) has a longer grow­
ing period in which to vary his plans The winter farmei, unlike the 
spring producer, plants his crop in the fall, allowing the plant to estab­
lish its basic root and stem structure before winter interrupts its growth 
The plant then is able to take full advantage of the early spring cool wea­
ther and avoid the hot, dry, late summer weather Therefore, the winter 
wheat producers have the opportunity to consider a complete change in 
their production plans, i e , fall planting vs plowing up the prior fall­
planted growth and putting in a spring crop if the fall-planted crop is 
below acceptable vigor 
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EXHIBIT H-IS OPTIONS AVAILABLE TO FARMERS FOR CHANGING PRODUCTION 
1
FUNCTION
Stage of Production Cycle 
Planning/Preparation Planting Intermediate Harvest 
Plant/Fallow Change fertilizer Fertilize 	 Delay Harvest 
Plowing technique Change seed amount All-purpose fungicide, Plow after harvest 
Q and variety herbicide 
Custom-hired work Change labor Revise crop cycle Storage facilities 
Categaig(winter wheat)
Cattle grazing 	 Change Crop Custom -hired work 
Cattle grazinggrazing 
Cutm-irdwr 
,	 
Cattle grazing 
ILimits to Options 	 Operating capital availability 
Investment capital 
Labor inputs Farm originating or custom-hired 
Material inputs certified seed, fertilizer 
Meteorological condition 
Major OptionsI 
Major changes can occur in the following areas of pro­
duction options determination of the crop cycle, custom work, cattle 
grazing, fertilizer application, and storage of crop 
a Determination of Crop Cycle 
Farmers make certain basic decisions, subject to 
change, early in the fall growing period and again in the spring One of 
these is whether or not to go fallow or plant a continuous cash crop In 
those areas where fallowing is not automatically used because of moisture 
and conservation requirements the farmer could expect up to an increase 
in his net return if fallowing is not practiced 
In the Plains States summer fallowing is required about four 
years out of five due to present meteorological forecast capability 
Farmers in this case are able to increase the per acre yield in the year 
following the fallow periodbyupto 50% over continuous cropping. Farmers 
must weight the choice of going fallow or putting in a cash crop winch 
may not mature 
The satellite system would allow farmers to develop a plan more 
closely following the meteorological conditions for the upcoming year. 
This option, along with farmers' option to vary fertilizer inputs, is prob­
ably the most important decision in estimating his basic farm income 
b Plowing Techmque 
Farmers may postpone plowing when inadequate 
rnoisture is present Yields may decrease some 5 bushels an acre but 
this outweighs reseeding in the spring due to planting too late 
Farmers may also option to change plowing techniques where 
there is a temporary lack of adequate moisture This practice is called 
listing and mainly occurs in the Lower Plains States in July The prac­
tice may increase the yield as muc as 50% over later plowing in September 
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Custom Work 
Outside help normally is needed during the harvest 
period The availability of outside assistance during the seed-bed pre­
paration period is not as great as during the harvesting operation Custom 
rates for plowing and planting where available normally run about the same 
or slightly less than the average farmer's costs for the same operation 
c 
d Cattle Grazing 
Winter wheat land is used for cattle grazing in the 
fall after the wheat plant has established its basic root system Farmers 
may keep the cattle on wheat land through April if the winter has been dry 
In a normal year, farmers would sell cattle after a 60-day grazing period 
An average farm might have one animal for every four acres, increasing 
in weight about I lb per day This would provide a net return of $0 10 
per pound or $1 50 an acre for a 600-acre farm If the moisture level 
were above normal, a greater amount of fertilizer could be applied in 
the early fall, increasing the available pasturage Farmers could then 
add more cattle for the same period, and if weather conditions appeared 
to be favorable for the winter months, farmers could extend their grazing 
an additional 60-90 days It is expected that there would be no problem 
in borrowing additional operating capital for these cattle as the loan 
would be backed by the income from the wheat crop 
e Fertilizer 
Farmers planting winter wheat have two major 
points at which they may directly affect yield through the application of 
chemicals like nitrogen (liquid, solid, gas), phosphorous and potassium 
derivatives The amounts applied vary based on soil characteristics 
In the Upper Plains States, spring wheat is fertilized at planting while 
in the Lower Plains States and the Northwest fertilizer is applied both 
before and after seeding 
Nitrogen compounds are the basic determinants of the increase 
in yield when additional amounts are applied The amount of mtrogen is 
dependent on the amount of moisture available irrespective of the form 
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C 
in which it is applied Exhibit H-16 shows the yield changes based on 
changing the amounts of nitrogen, etc , at planting time The satellite 
forecast capability would allow farmers to benefit from increased know­
ledge of the expected weather/moisture conditions at planting Nitrogen 
may also be applied during the growing season as an intermediate activity 
Benefit Calculations 
Dollar benefits were calculated based on the improved capability 
of satellite-assisted weather forecasts As previously noted, potential 
dollar benefits would occur in the following areas crop rotation, cattle 
grazing, fertilizing and custom work The level of benefits would be de­
pendent on the degree to which the satellite system is capable of coming 
up with the improved weather measurements as a part of the water manage­
ment case 
One basic assumption involved in all of the following calculations 
is that the satellite system will provide improved capability for forecast­
ing precipitation levels for the major wheat growing regions of the country 
This assumption allows the analyst to postulate what would be the farmer's 
range of reactions based on improved knowledge Thirty-seven years of 
historical data (1931-1967) were summarized (see Exhibit H-17) and ex­
trapolated for the twenty years under study Exhibit H-18 presents the 
expected distribution of precipitation for 1970-1989 Normal, above, and 
below normal periods of precipitation have been developed The years of 
above and below normal precipitation are based on 1 inch above or 1 inch 
below the mean value which is defined as the normal level of precipitation 
It has been assumed that there is sufficient residual soil moisture in the 
ground to complement the assumed level of precipitation Periods of 
low rainfall occur which result in low soil moisture Periods of above 
normal rainfall occur which result in a normal soil moisture base This 
assumption, therefore, excludes counteracting existing soil moisture 
conditions which limits the effectiveness of this analysis 
In addition, the benefits developed in the following section do 
not reflect the effect that increasing or decreasing wheat and cattle pro­
duction have on the prices of wheat and cattle The question of cross 
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EXHIBIT H- 16 RETURNS FROM INCREASED FERTILIZER 
APPLICATION AT PLANTING TIME 
Representative Yields Estimated Rates and
 
Region per Acre Yields with Additional
 
1960-64 Average Fertilizer per Acre
 
Fertilizer Yields
 
Rates
 
Bushels 	 Pounds Bushels 
Northwest 36 	 44 + 7
 
30 + 1
 
30 + 0
 
24 	 + 2 
Upper Plains 29 	 Z4 + 2
 
24 + Z
 
80 + 10
 
Lower Plains 34 46 + 5
 
35 + 3
 
Sources 	 U S D A Economic Research Service, Crop Yield 
Response to Fertilizer in the United States, Statistical 
Bulletin No 431 (August 1968) and U S D A Statistical 
Reporting Service, Crop Production, 1966 Annual Summary 
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EXHIBIT H-17 NUMBER OF YEARS RAINFALL EXCEEDED
 
THE MONTHLY MEAN RAINFALL BY ONE INCH 
OR MORE, 1931-1967 
Northwest Upper Plains Lower Plains 
Spokane Bismark Dodge City 
Washington N Dakota Kansas 
) Q) 0 z 0 0O z 
Jan. 2 08 3 08 14 046 1 46 0 044 1 44 1 
Feb. 1 61 2 61 6 0 46 1 46 0 0 70 1 70 2 
Mar 1 35 2 35 7 0 87 1 87 2 0 97 1 97 4 
Apr 1 07 2 07 3 1 48 2 48 7 1 84 2 84 9 
May 1 33 2 33 7 2 26 3 26 6 3 00 4 00 11 
June 1 29 2 29 7 3 38 4 37 10 3 21 4 21 12 
July 0 50 1 50 1 2 23 3 33 9 2.94 3 94 9 
Aug 0 59 1 59 3 1 80 2 80 9 2 54 3 54 8 
Sept 0 84 1 84 3 1 30 2 30 7 1 79 2 79 5 
Oct 1 24 2 26 9 0 91 1 91 4 1 37 2 37 7 
Nov 2 04 3 04 8 0 56 1 56 1 0 73 1.73 4 
Dec 2 20 3 20 80 51 1 51 0 0 58 1 58 Z 
Annual 16.16 16 21 20 11 
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EXHIBIT H-17 (Continued) 
NUMBER OF YEARS MONTHLY RAINFALL WAS ONE INCH 
OR MORE BELOW THE MONTHLY MEAN, 1931-1967 
Northwest Upper Plains Lower Plains 
Spokane Bismark Dodge City 
Washington N Dakota Kansas 
Jan 2 08 1 08 5 0 0 044 i046 0 
Feb 1 61 0 61 6 046 0 0 0 70 0 0 
Mar 1 35 0 35 1 0 87 0 0 0 97 0 0 
Apr 1 07 0 07 1 1 48 0 48 7 1 84 0 84 15 
May 1.33 0 33 5 2.26 1 26 13 3 00 2 00 13 
June 1.29 0.29 4 3 37 2.36 12 3 21 2 21 16 
July 0 50 0 0 2 23 1.23 8 2 94 1 94 17 
Aug 0 59 0 0 1 80 0 80 9 2 54 1 54 10 
Sept 0 84 0 0 1 30 0 30 4 1 79 0 79 10 
Oct 1.z6 026 3 0 91 0 0 1 39 0 39 10 
Nov Z.04 1 04 10 0.56 0 0 0.73 0 0 
Dec Z20 120 3 0 51 0 0 0 58 0 0 
Annual 16 16 16 21 20 11 
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EXHIBIT H-18 	 FREQUENCY OF ABOVE NORMAL, NORMAL, AND BELOW NORMAL 
PRECIPITATION, SELECTED MAJOR WHEAT PRODUCTION AREAS, 
UNITED STATES, 20 YEARS 
Above Normal 
Precipitaton 
Northwest 
Normal 
Preciptaon 
Below-Norneal 
Precipitaion 
Above Normal 
Priecipitaton 
Upper Plains 
Normal 
Precipitton 
Below Normal 
Precipitaion 
Above Normal 
Precipitation 
1Lower Plains 
Normal 
reecipitation 
Below Normal 
Number 
of 
ears 
Percent Number 
of 
years 
Percent Number 
of 
Years 
Percent Number 
of 
Years 
Percent Number 
of 
Yearn 
Percent Number 
of 
Year 
Percent Number 
of 
Years 
Percent Number 
of 
Years 
Percent Number 
of 
Years 
Percent 
t. 
00 
Fall Planti g 
(September Oc. 
tober November) 
4 18 9 47 7 35 2 11 17 85 1 4 3 14 13 62 4 18 
Spring Planting 
and/or Intermediate 
Fertlizing 
(March April) 3 14 16 83 1 3 2 12 16 79 2 9 4 18 12 62 4 20 
Based on monthly records of precipitation at Spokane Washington Bismark North Dakota and Dodge'Cty Kansas 
elasticities and substitution effects has in the main not been investigated 
in this study 
Crop Rotation1 
Benefits from revising the crop rotation plan occur from 
the savings of preplanting and planting costs in the fall winter wheat areas 
when precipitation is below normal, and there is a long-range forecast 
of above normal precipitation levels during the spring planting months of 
March and April The available data (Exhibit H-18) did not directly link 
the frequency of below normal fall precipitation with normal and/or above 
precipitation in the spring Therefore, the frequency of this direct re­
lationship was estimated for the Lower Plains area by the following 
formula 
Percent /Percent years / 
Frequency years below x normal and ( Sx dFrquny normal fall J above spring Pro d 
(precipitation/ \precipitation / 
= (18) x (80) xZ0 
= Z8 years 
Under these conditions, it would be possible to save preplanting 
and planting costs that Lower Plains states farmers might incur in the 
fall These farmers would otherwise plant winter wheat and in the spring 
replant sorghum or the new varieties of spring wheat after they had ex­
perienced an unfavorable fall and winter precipitation Using the costs 
calculated in the previous section, the farmers in this region as a whole 
would save the cost up through planting ($32 48) times the total acres of 
winter wheat production in Colorado, Kansas, Oklahoma and Texas that 
could be involved (18 58 million acres) Savings would equal $603 5 
million a year Over the next twenty years, potential conditions would 
occur 3 times equal to a savings of $1811 million in fall planting costs 
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Cattle Grazing 
1 
2 
The grazing of cattle on wheat pasturage for various 
periods of the winter wheat growing cycle occurs in Western Kansas, 
parts of Oklahoma and the Texas Panhandle Weather conditions are 
very important in that the amount of precipitation available, ceteris 
paribus, not only determines the number of cattle that can be supported 
on the wheat shoots but also how long a time period cattle can be left on 
the land without damaging the wheat due to overly wet ground The 
satellite system, with improved forecast capability, is well suited to 
give the farmer possibilities due to the need to contract for the cattle two 
to three months ahead of time 
On the average, an estimated 1 4 million head of cattle are 
grazed on wheat pasture for two months in a normal year In a very 
good year with an increase in moisture at the proper time, an additional 
1 3 million head of cattle could be grazed All of the 2 7 million head 
could be grazed an additional 2 7 months throughout the crop year up 
to April Assuming an average weight increase of one pound per day 
over a total period of 4 7 months (141 days), the potential benefits due 
to grazing on wheat land would amount to $44 5 million Based on the 
expected occurrence of above normal precipitation two years out of 
twenty, benefits would equal $89 million 
Wheat farmers could invest their capital in other areas in those 
years which the satellite system predicts below normal moisture It 
has been assumed that farmers could place their $125 per calf invest­
ment in other endeavors and receive a 4-1/2% return equal to $9 38 per 
animal In a year of below normal moisture the maximum reduction 
would be 1 3 million cattle Assuming no other significant costs assign­
able to cattle grazing, the benefits for the twenty-year period would equal 
$24 4 million (1 3 million cattle x $9 38 = $12 2 milhon x 2 = $24 4 
million) 
IQuantitative data in this section was developed from conversations with 
Mr R J Reierson, Colorado State Extension Service, Western Livestock 
Marketing Associataon, Denver, Colorado, and Mr Wilton Thomas at 
Kansas State University, Agronomy Department, Manhattan, Kansas 
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The total benefits for both above and below normal moisture 
conditions would equal $113 million in 20 years 
Intermediate Fertilizing 
The winter wheat farmers in the Northwest and Lower 
Plains may marginally affect output by intermediate fertilizing in the 
spring Normally, farmers will apply fertilizer at a rate that will be 
commensurate with moisture conditions and prevent fertilizer burn 
However, if it can be predicted that moisture will be above normal, more 
fertilizer can be applied with an increase in output that will be beneficial 
to the farmers 
The Northwest wheat area was assumed to have above normal 
spring precipitation three years out of twenty and the Lower Plains four 
years out of twenty, based on Lxhibit H-18 
The increase in net returns per acre would be about $3 54 due 
to increased fertilizer application at planting time or in the spring based 
on an expected return of 7 bushels of wheat per 56 pounds of fertilizer 
applied in conjunction with an expected one inch of rain The net returns 
were computed as follows 
3 
Returns 
Marginal yield (7 bushesl at $1 52) $10 64 
Costs 
Fertilizer (56 lbs at 10) - 5 60 
Airplane application 150 
Net Returns $ 3.54 
The gross benefits were estimated at $75 million in a given 
year The benefits were based on Northwest acres in winter wheat 
(2 5 million) plus the Lower Plains acres (18 6 million) for a total of 
21 1 million acres at $3 54 equal to $74 7 million The frequency of this 
occurrence in the next Z0 years would be three times in the Northwest 
and four times in the Lower Plains which would yield 20-year gross 
benefits of about $290 million 
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4 Custom Work 
No dollar benefits were calculated due to the expected 
existence of a sensor-borne satellite system capable of improved weather 
forecasting Farmers could greatly benefit from real-tme information 
as to the possibility of a potential local hailstorm or other natural event 
at harvest which reqiures speeding up harvesting It is possible to vis­
ualize increased use of present combine teams in potential storm damage 
areas where farmers would be willing to pay more to attract the combine 
teams into their area Afterwards, the combine teams could return to 
their regular seasonal harvesting, moving up through the Plains States 
5 Total Dollar Benefits 
The total potential undiscounted dollar benefits that would 
accrue to United States wheat producers in the 1971-1990 period are sum­
marized in Exhibit H-19 The undiscounted benefits total $2,214 Million 
in the 20 years including crop rotation $1811 million, cattle grazing 
$113 million, and intermediate fertilizing $290 million The average 
annual maximum benefit is $111 million 
The potential annual benefits have been modified by the rates 
at which the satellite-assisted system has the capability to provide data 
and the rate at which farmers adopt the new technology and management 
practices The satellite capability rates are somewhat less in this area 
than in other benefit areas because the information generated depends 
heavily on the ability to predict weather Definite improvements will 
be made in the ability to correlate cumulative meteorological, snow 
pack, and soil moisture conditions through direct observations and in­
ferences However, in the immediate future, the ability to advise farmers 
in the fall about the potential spring weather condtions is limited The 
farmer participation rate was developed following conversations with 
university researchers about the rate at which farmers adopt new tech­
nology such as new crop varieties, fertilizers, farm chemicals, etc. 
The United States benefits were extrapolated to the rest of the 
free world, developed winter wheat producing countries Most of the 
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EXHIBIT H-19 SUMMARY OF POTENTIAL ANNUAL UNDISCOUNTED BENEFITS
 
Benefit Area 
Crop Rotation 
Graze Cattle 
Fertilizer 
Custom Work 
Basis for Benefits 
Save production costs 
of crop that would be 
lost
 
Increase in cattle in 
fall, winter and spring 
months 
Intermediate 
fertilizing 
Reduce harvest loss 
due to inclement 
w eather 
Relevant Geographical 
Regions 
Lower Plains 
Western Kansas 
Texas Panhandle 
Parts of Oklahoma 
Northwest 
Lower Plains 
Northwest 
Lower Plains 
Upper Plains 
TOTAL GROSS 
BE NE FITS 
Gross Benefits 
(1971-1990) Millions $ 
1811 
113 
290 
Not Investigated 
2214 
United States benefits were calculated on the basis of acres, therefore, 
in the absence of a thorough study of winter wheat culture in other coun­
tries, a simple extrapolation based on the number of winter wheat acres 
was made The countries most likely to benefit include the West European 
countries (48,160 mIlion acres), Argentina (12,884 mIllion acres) and 
Oceania (20,510 million acres) for a total of 81,554 mllion acres of winter 
wheat in proportion to the United States winter wheat acreage (42,974
1 
million acres) The ratio of 81,554 million to 42,974 million is 1 9 
Therefore the extrapolation of United States benefits to the free world 
developed winter wheat producing countries was on the basis of $111 
million x 1 9 = $211 milhon The phasing of the satellite capability and 
farmer participation was done in much the same way as for the United 
States The world farmer participation rates increase at a slightly slower 
rate than for United States farmer partcipaton This is in accordance 
with discussions on diffusion rates and also takes into account somewhat 
the problems of organizing a dissemination system It also accounts for 
the fact that not all winter wheat farmers elsewhere have the full range 
of alternatives open to United States farmers because they do not graze 
cattle or do not have the full range of crop options 
The discounted benefits for both the United States and the other 
free world, developed wheat producing countries are summarized in 
Exhibit H-20 
ICalculated for the year 1966/67 from International Wheat Council, 
World Wheat Statistics, (London, 1968) and U S Department of Agri­
culture, Economic Research Service, Food Grain Statistics Through 
1967, Statistical Bulletin No 423, (Washington, April 1968) 
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EXHIBIT H-Z0 RATE AND AMOUNT OF BENEFITS THAT RESULT FROM FARMER OPTIONS,
 
UNITED STATES AND WORLD
 
ZO-Year 
Rate and Amountof Bneft.s 1971 197Z 19713 1974 1975 1916 1977 1978 1979 1930 1981 1982 19B3 1984 1985 1986 1987 1988 1989 1990 Total 
United States 
Rate 
Satellite capability Percent 5 7 10 15 z0 25 30 35 40 45 50 50 50 50 50 50 50 50 s0 50 
Agency Participation Percent 
Farmer Participation Percent 10 z2 30 50 70 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 
Mean Rate Percent 8 14 20 33 45 58 60 63 65 68 70 70 70 70 70 70 70 70 70 70 
Annual Benefits 
Undlcounted Millon dollar. 9 16 22 37 50 64 67 70 61 75 78 78 78 78 78 78 78 78 78 78 1Z4Z 
Discounted 7-I /2% Million dollars 9 15 19 30 37 45 43 42 34 39 38 35 33 30 28 26 25 23 21 20 592 
Discounted 10% Million dollars 9 i5 18 28 34 40 38 36 28 32 30 27 25 23 21 19 17 15 14 13 482 
DIscounted 12-1/2% Million dollars 9 14 17 26 31 36 33 31 24 26 24 21 19 17 15 13 82 II 9 8 396 
Other Free World, Developed 
Countries 
Rate 
Satellite Capability Percent 5 7 10 15 20 25 30 35 40 45 50 50 50 50 50 50 50 50 50 50 
Agency Participation Percent 
Farmer Participation Percent 10 20 30 50 55 60 65 70 74 78 80 82 84 85 86 88 90 90 90 90 
Mean Rate Percent 8 14 20 33 38 47 47 53 57 61 65 66 67 68 68 69 70 70 70 70 
Annual Benefit 
Undiscounted Million dollars 17 30 It 70 80 99 99 112 120 129 137 139 141 143 143 146 148 148 148 148 2239 
Discounted 7-1/2% Million dollars 17 28 36 56 60 69 64 68 67 67 66 63 59 56 5Z 49 47 43 40 37 1044 
Discounted 10% Million dollars 17 27 35 53 55 61 56 57 56 55 53 49 45 41 38 35 32 29 27 24 845 
Discounted 12-1/2% Million dollars 17 27 33 49 50 55 49 49 47 45 42 38 34 31 27 25 22 20 i8 16 694 
VIII BENEFITS TO LDC'S AND U S FOREIGN ECONOMIC 
ASSISTANCE FROM STABILIZING FOODGRAIN 
PRODUCTION 
A Role of Production Data in Economics Development 
The direction of efforts of Less Developed Countries (LDC's) 
is to maximize agricultural production, particularly foodgrain produc­
tion Agriculture is generally the largest sector of the economy, aver­
aging about 40 percent for the important LDC's In recent years, the 
food-population deficit problem has shifted national plans to give more 
emphasis to agricultural development as compared with industrial 
development 
Lack of accurate and timely data is a serious flaw in carrying 
out national development plans A Waterston of the World Bank in his 
comparative study of development ranks this as a prime factor P 
Streeter and M Lipton in their recent work, The Crisis in Indian Planning, 
evaluate this lack as the most important factor in the failure of Indian 
1planning 
The benefits of a satellite information system accrue from 
providing quack and accurate estimates of foodgrain crop conditions as 
contrasted with the present sy gtem wherein the estimates are of poor 
quality (with no known statistical error) and with timing of first esti­
mates lagging several months after the harvest The satellite infor­
mation system can yield a faster rate of agricultural growth and gross 
domestic product for the LDC's and thus more efficient returns for U S 
economic assitance 
The capability for adjusting cropping decisions using the 
satellite-assisted information system come from three main sources 
IAlbert Waterston, Development Planning Lessons of Experience, 
Johns Hopkins Press (Baltimore, 1965) and Paul Streeter and Michael 
Lipton (editor) The Crises of Indian Planning Economic Planning in 
the 1960's, Oxford University Press (New York, 1968) 
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Rice-wheat-corn-sorghum and millet substitution Most 
LDC's he in the tropical or sub-tropical zone which allows almost con­
tinuous cropping In India, for example, the main rice crop harvested 
in October-November is followed closely by planting the main wheat 
crop (November-fDecember) If the condition of the fall harvest (rice 
and other grains) can be determined in October, there is opportunity to 
adjust the spring crop (wheat and other grains) to offset declines in fall 
output It is probably not feasible to make a total offset since the fall 
crop accounts for two-thirds of annual foodgrain output and the spring 
crop the remainder Thus, it would take twice as much adjustment to 
equalize changes in the fall crop But since India is centrally planned, 
the national direction would be concerned with expanding wheat varieties 
for higher yields and importing and allocating more fertilizer 
2 Adjustments, at national direction, for action by individual 
cultivators in response to weather factors such as the selection of crops 
in relation to soil-moisture conditions, the timing of fertilizer apphca­
tions and other field and harvesting operations 
3 Quickidentification of stress and hail threats and action 
to prevent them 
A satellite system for LDC's would need to cover other food­
grains in addition to wheat In East and South Asia, rice is the most 
important foodgrain, corn in Latin America, and sorghum and millets 
in Middle Africa Food deficits in these countries are largely deter­
mined by the outcome of these other foodgrains although deficits, if 
they are met, are usually with U S P.L 480 wheat 
Foodgrain production in the LDC's is a major part of total 
agricultural production causing trends in agricultural and foodgrain 
production to be much the same Therefore, the benefits calculated 
from stabilizing foodgrain output can be subsumed to total agricultural 
production 
1 
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LDC's, 1953-19631Growth Rates, 
Sector Rate of Growth 
Total agricultural production 3 1% 
Total food production 3 0% 
Total foodgrain production 3 0% 
Wheat production 3 0% 
Coarse grain production 3 1% 
Rice production 2 9% 
iSource Food and Agricultural Organization of the United Nations, 
Agricultural Commodities--Projections for 1975 and 1985, Volume I 
(Rome, 1967) 
B. Effect on Economic Growth (U) 
A group of 14 LDC's was used for calculatng the benefits from 
damping declines in production These were the three most important 
countries in agricultural production in South America, The Near East 
and The Far East and the five most important in Africa where there is 
more fragmentation The countries represented from one-half to three­
fourths of total agricultural output in each region (excluding developed 
countries such as Japan and the Republic of South Africa) Countries 
selected were 
South America - Brazil, Argentina and Colombia 
Near East - Turkey, Iran and UAR 
Far East - India, Pakistan and Indonesia 
Africa - Nigeria, Ethiopia, Ghana, Algeria and Morocco 
In the LDC' s the average annual fluctuations in wheat production 
are somewhat less than developed country fluctuations, i e , about 7 per­
cent The satellite-assisted information system has the potential capa­
bility to measure all but about 2 percent of the total fluctuation at harvest 
time This makes it possible to mobilize national plans for dealing with 
about 5 percent of the fluctuation This 5 percent adjustment must further 
A-493
 
be modified by the rate at which farmers comply with government pro­
grams to adjust production plans both between cropping seasons and 
during early portions of the growing season The maximum potential 
rate of farmer compliance was estimated at 90 percent for this study 
This rate was used on the basis of the following assumptions 
1 Farmer response to production improvement practices 
is increasing as a result of experience, and improving ed­
ucation in agrarian development 
2 Nearly all LDC's have national agricultural plans and 
intent to improve and refine them 
3 	 The satellite-assisted system will provide the national 
planners better information and more information than 
previously available which will make possible the develop­
ment of better programs that will result in high farmer 
response
 
4 	 The cumulative effect of the program over a period of 
years will result in high level response 
This means that instead of being able to adjust the full 5 percent 
of annual fluctuation, adjustment ot 4 5 percent allowing for 90% farmer 
compliance, would be more reasonable In other terms, we are able to 
adjust, at most, 4 5 percent (or 65 percent) of the total 7 percent average 
fluctuation in annual wheat production 
Foodgrain production indexes for the selected countries were 
calculated and then adjusted to reduce declines in production by 65 
percent The change was computed as a ratio which was applied to food 
grain value in order to convert the index to growth in dollar terms These 
calculations are shown in Exhibit H-21 
The regional gains in terms of percent and dollar terms as a 
result of damping declines by 65 percent are shown in the following table 
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EXHIBIT H-21 EFFECT OF FOOD GRAIN ADJUSTMENTS ON AGRICULTURAL GROWTH
 
Food Grain Producton indexes (1957-59=100) 
3 
Far East Index -
1958 1959 
Far8 East 
1960 
Inde / 
1961 1962 1963 
9dIndexY 
1964 1965 1966 1967 AverageIndex 
" 
increase fofetedby Adjusted Food Grain Value1957-1959 (millions of dollars) 
Average Annual Gain1957-1959 
(millions of dollars)", 
Average Increae 
for Area!/ 
India Actual 103 105 112 115 110 118 123 104 104 132 111 6 
Adjusted 103 105 112 115 113 118 123 116 112 132 114 9 1 0204 6892 140 6 
Pakistan Actual 93 109 118 -118 113 129 130 132 121 137 120 0 
Adjusted 93 109 118 118 116 129 130 132 128 137 121 0 1 0083 975 8 1 
Indonesia Actual 102 103 110 104 115 109 114 110 117 118 110 2 
Adjustod 10z 103 110 108 115 113 114 113 117 118 111 3 1 0100 602 6 0 1 8 
Near East 
Turkey Actual 10 94 107 96 1 Z 120 99 106 119 129 107 4 
> Adjusted 102 99 107 103 102 120 113 106 119 129 110 0 1 0242 596 14 4 
SIran Acual 96 105 100 103 105 119 109 116 124 141 Ill8 
\0 Adjusted 96 105 103 103 105 119 115 116 124 141 112 7 1 0081 303 2 5 
U A R Actual 96 102 106 97 I24 123 IZZ 119 126 132 114 7 
Adjusted 96 10Z 106 103 124 123 12Z 121 126 132 115 5 I 0070 284 2 0 I 6 
Latn America 
Brazil Actual 95 100 113 120 126 132 135 165 133 154 127 3 
Adjusted 95 100 113 120 126 132 135 165 154 154 129 4 1 0165 912 15 0 
Argntin.a Actual 109 106 80 95 92 124 151 100 118 166 114 1 
Adjusted 109 108 97 95 94 124 151 133 118 166 1195 1 0413 436 20 5 
Colombia Actual 105 104 115 110 126 115 125 136 13Z 128 119 6 
Adjuated 105 104 135 113 126 122 125 136 135 131 121 2 10134 109 1 5 z 5 
Africa 
Niger.a Actual 98 102 106 99 115 114 122 101 123 106 108 6 
Adjusted 98 102 106 104 115 115 122 115 123 117 Ill 6 1 0276 311 8 6 
Ethiopia Actual 97 107 106 114 116 118 122 102 114 132 112 8 
AdJUsted 97 107 107 114 116 118 IZZ 115 114 132 114 Z 1 0124 268 3 3 
EXHIBIT H-21 (Continued) 
Food Grain Production Indexes (1957-59=100) 3 
1 lacrea. Effected Food Grain Value Average Annual Gain1958 1959 1960 1969 1962 1963 1964 1965 1966 1967 verage AJted 1957-1959 Aerag.Inerene(n as of dollars)- (m111on, of dollar.19 for Area/ 
Africa (Cont ) 
Ghana Actual 100 100 94 100 101 102 100 100 101 1,14 101 2
 
Adjusted 100 100 108 100 
 101 102 101 100 101 114 1027 1 0148 317 047 
Algeria Actual 100 9Z 124 53 116 123 85 94 49 100 93 6 
Adjusted 100 97 124 99 116 123 110 94 78 100 104 1 1 1122 117 13 1 
Morocco Actual 131 99 107 55 116 121 111 118 67 103 102 8 
Adjusted 131 120 107 89 116 121 117 118 100 103 IIZ 2 1 0914 124 11 3 
Notes (I) AdJusted' Figure. are the actual figures adjusted to reduce declines by 65%0 (2) Ratio of average adjusted index to average actual index 
(3) Indices ofAgricultural Vroduction for the Near East (Unnumbered) Africa Indices of Aricultural Production (Unnumbered) Indices ofAgriculturalProductionfor the20tioion American Countries (ERS- Foreign 44) and The Far Fastand Oceania Agrcultural
(ERs Foreign 189), U S Department of Agriculture, Economic Research Service
 (4) Growth rate of effected increase applied to total Food Grain Value (5) Total average annual gain as percent of total Food Grain Value for the area 
43 
C 
Effect of Increased Growth Rate on Value of Agricultural Production 
Average Annual 
Average Annual 
Gain in Value of 
Gain in Agricult Agric Prod 
Region Prod Percent 1957-1959 
(Millions) 
Far East 1 8 $294 
Near East 1 6 73 
Latin America 2 5 275 
Africa 4 3 298 
Total LDC's 2 6 $940 
For the LDC's, this would mean a 2 6 percent improvement in 
average annual agricultural production, or an increase in value of agri­
cultural production of $940 million a year (in constant 1957-1959 dollars) 
During the period 1958-1967, total U S economic assistance 
averaged $3,485 million a year, $1,367 million for P L 480 grain ship­
ments and economic assistance $2,118 In the fiscal year 1967, the total 
was $3,787 million, $1,538 million for P L 480 and $2,249 million for 
economic assistance. These expenditures are summarized in Exhibit H-22 
A 2 6 percent improvement in agricultural performance of 
LDC's would be the equivalent of 1 0 percent in the total economy (40% 
in the agricultural sector) Thus, the maximum annual direct saving 
from total U S assistance would have been about $35 million per year 
in the past 10-year period 
Total Benefits 
The benefits in this section, as in other portions of this appendix, 
have been calculated as maximum annual benefits These maximum bene­
fits were then scaled according to the capability of the satellite and the 
participation rates of government agencies and farmers These rates 
were averaged and applied to the maximum annual benefit to derive a 
more realistic estimate of increasing annual benefits over the 1971-1990 
period The annual benefits and 20-year totals are shown in Exhibit H-23 
for both the LDC' s and the United States 
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EXHIBIT H-Z2 U S FOREIGN ECONOMIC AID EXPENDITURES 
TO ALL COUNTRIES, 1958-1967 
US/AID Economic 
Year P L 4801 Assistance 
z 
(Millions) (Millions) 
1958 $ 982 $ 1,620 
1959 1,017 1,916 
1960 1,116 1,866 
1961 1,317 Z,012 
1962 1,496 2,508 
1963 1,466 2,297 
1964 1,494 2,136 
1965 1,671 z,0z6 
1966 1,574 2,545 
1967 1,538 2,249 
Total $13,671 $21,175 
Average 1,367 $ 2,118 
Sources U S Department of Agriculture, Economic Research Service, 
Foreign Agricultural Trade of the United States, (Washington, November, 
1968) and U S Department of State, Agency for International Develop­
ment U S Economic Assistance Programs Administered by the Agency 
for International Development and Predecessor Agencies, April 3, 1948-
June 30, 1967 (Washington, February 1968) 
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EXHIBIT H-23 RATE AND AMOUNT OF BENEFITS THAT RESULT FROM IMPROVED ECONOMIC
 
GROWTH RATE IN LESS DEVELOPED COUNTRIES, SELECTED LDC's AND 
UNITED STATES, DISCOUNTED 7-1/2%, 10%, and 1Z-1/2%, 20 YEARS 
Year 2Rate and Amount Unit 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 0-Year 
of Benefits Total 
Selected Less Developed Countries 
Rate 
Satellite Capability Percent 25 63 100 oo 100 100 100 100 100 1eo to0 100 100 100 10 100 100 100 100 100
 
Agency Participation Percent 1 2 4 6 8 t0 12 14 16 18 20 22 24 26 28 30 31 32 33 36
 
Farmer Participation Percent 10 z0 30 50 55 60 65 70 74 78 80 82 84 85 56 88 90 90 90 90
 
Mean Rate Percent Iz 28 44 52 54 57 59 61 63 65 66 68 69 70 I1 72 73 74 74 75
 
Annual Benefits 
Undis counted Milion dollars 113 263 414 489 507 534 54 573 592 611 620 639 649 658 6&7 677 686 696 696 705 11343 
Dlscounted 7-1/2% Millon dollars 113 345 358 394 380 372 359 345 333 319 301 288 272 257 242 ZZ9 216 204 189 178 5,593 
Discounted 10% Million dollars 113 239 343 367 346 332 313 294 276 259 239 224 207 191 176 162 149 138 15 115 4 607 
Discounted Is 1/2% Million Dollars 113 234 327 343 317 206 273 251 23 21Z2 191 175 ISO 142 120 116 104 94 84 75 3 864 
United States 
Rate 
Satellite Capability Percent (1)
 
Agency Participation Percent (1)
 
Farmer Participation Percent (I)
 
Mean Rate Percent 12 28 44 52 54 57 59 61 63 65 66 68 69 70 71 72 73 74 74 75
 
Annual Benefits 
Undiscounted Million dollars 4 10 16 19 19 z 21 22 23 23 24 Z4 25 25 26 26 26 27 27 27 435 
Discounted 7- /Z% Minion dollars 4 9 14 15 14 15 14 13 13 13 12 11 10 10 9 9 8 8 7 7 214 
Discounted 10% Million dollars 4 9 13 14 13 13 I 11 11 10 9 8 8 7 7 6 6 5 5 4 175 
Discounted 12-1/2% Million dollars 4 9 13 13 12 12 10 10 9 8 7 7 6 5 5 4 4 4 3 3 148 
Note (1) Satellite rates were not alvul.ted for the United States benefits because the United States benefits are returns to aid investment in the LDC's Therefore the United States benefits 
are a direct function of LDC benefits and the mean rates are identical 
BENEFITS IN THE AGRIBUSINESS SECTORIX 
The objective of this analysis was to quantify the benefits ac­
cruing to the agribusiness sector in the form of (1) reduced storage costs 
of inventories through better estimation of demand, and (2) reduced costs 
of production by shifting operations to a more optimum point on the total 
average unit cost curve This approach proved to be feasible for three 
farm input industries -- farm machinery manufacturing, fertilizer manu­
facturing, and pesticides manufacturing However, it was not used for 
the other agribusiness, principally, the farm output industries, because 
they do not have clearly quantifiable benefits within the current system 
The identifiable industries in the wheat sector of the agricultural 
economy and the benefits and methodology used in the calculations or the 
reasons for excluding them from the benefit calculations are described 
below 
Structure of the Agriculture Input and Output Industries 
Farm Input Industries Farm Output Industries 
Farm Machiner. 
Fertilizers -
Chemical Pesticides--
Petroleum 
w Wheat 
Producers 
I 
Grain Transportation 
Elevator Storage 
Millers and Processors 
Grain Exporters 
This diagrammatic scheme of farm input and farm output indus­
tries greatly oversimplifies the true situation because the actual structure 
of the industries is very complex Many industries are diversified, and 
others are vertically integrated, therefore, they are not neatly separated 
entities But they have been assumed to be separated for simplification 
of the benefit calculations 
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A Farm Ma chine ry 
Farm machinery and equipment sales are generally increas­
ing due to the adoption of new technology by farmers, enlarged size of 
farms, and substitution of capital and machinery for labor Therefore, 
the longrun growth outlook for the industry is good The major problem 
faced by the industry is annual estimates of farm machinery sales so 
that optimal production decisions can be made to maxinnze income and 
ninimize inventories One key factor in the sales of farm machinery 
is farm income in the year preceding the one in which sales are actually 
made Cromarty found that a 10 percent change in net farm income in 
t was followed by a 5 percent change (in the same direction) in farmo 
machinery sales in t I 1 Therefore, it follows logically that if erroneous, 
high estimates of farm production, hence income, are made, that un­
expected inventories will occur The satellite-assisted information sys­
tem would enable better projections of farm production to be made and 
allow farm machinery and equipment manufacturers to more accurately 
gear production to expected farmer demand in the following year 
The month of April was selected as the point for this analysis, 
on the assumption that this would allow lead time for making production 
plans for eventual sales to follow the harvest of the current crop and 
precede the fall planting of winter wheat The error in estimating wheat 
production for the month of April, as illustrated in Exhibit H-Z, is about 
15 percent Assuning that the farm equipment industry uses this pro­
jection for estimating demand for farm machinery, unnecessary capital 
investments and storage costs would be incurred 
Income from wheat sales is about 5 6 percent of gross farm2 
income The assumption was made that this same relationship exists 
IWilliam A Cromarty, The Demand for Farm Machinery and Tractors, 
Agricultural Experiment Station, Michigan State University, East Lansing. 
Technical Bulletin 272 November, 1959 
2 Calculated from farm income data in Agricultural Statistics 1967. 
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for net farm income, also A 15 percent error in overestimating wheat 
production would result in an overestimation of total farm income of 
0 84 percent With the Cromarty elasticity of 0 5, this would result in 
overestimation of machinery sales by 0 42 percent Applying this per­
centage to the average annual machinery inventory I of $592, 646,000, an 
excess inventory of $2,489,000 would result 
The satellite-assisted system, according to Exhibit H-2 would 
reduce the April estimate error to about 9 percent Using the same 
method of calculating inventory, the excess inventory under the improved 
system would be about $1,482, 000 Excess inventory under the satellite­
assisted system would be reduced by about $1,000,000 from the current 
system 
The actual benefits are in the reduced storage costs and the 
opportunity cost of the capital invested in the inventory Industry econo­
mists estimate these costs as being equal to about 20 to 24 percent of 
the value of the inventory Using the midpoint of 22 percent, the storage 
costs and opportunity costs of holding excess inventory of $1 million 
would be 220,000 per year The total potential benefits over a 20-year
period would be $880, 000, based upon a frequency of one year in five 
2 
The second major area of potential benefits in the farm machinery 
industry, that of shifting to a more optimum position on the cost curve as 
a result of increased demand from the wheat sector for farm machinery 
did not warrant in-depth study First, many farmers are overinvested 
in machinery and possess excess capacity which gives them the flexibility 
to meet short run changes in production Therefore, production changes 
as reflected back to manufacturers are damped Second, the general 
long run outlook for the industry is one of continued growth as farm size 
increases bringing about a demand for larger, more powerful machinery 
and farmers continue to substitute mechamzation for labor. Third, the 
1 Calculated from 1958 and 1963 Census of Manufacturers 
2 Estzmated from Leonard W. Schruben, Changes in Winter Wheat Crop 
Prospects In The United States During a Growing Season as Measured 
by Official Production Estimates, Agricultural Experiement Station, 
Kansas State College, Manhattan Technical Bulletin 95 July, 1958 
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cost position of the industry would be most affected if, in the short run, 
suddenly increased demand from the farm sector would necessitate addi­
tional production under the cyclic, or batch process For the reasons 
explained above, this is unlikely From the industry side, it is unlikely 
that significant opportunities for shifting occur Tractors and other self­
propelled machinery account for over half of the value of domestic ship­
ments Tractors are produced on a nearly continual basis, much like 
automobiles, with major manufacturers running more than one tractor 
assembly line Complicated assembly lines for other major machinery 
are left standing and never disassembled The manufacturers have found 
the labor cost too high and have substituted plant space for the start-up 
labor costs They find it possible to minimize these costs and inventories 
by starting and stopping the production line merely by shifting work crews 
from one location to another 
B Fertilizer Manufacturing 
Fertilizer manufacturing is a rapidly growing industry in the 
United States Production and consumption of the primary nutrients-­
nitrogen (N), phosphorus (P), and potassium (K)--have about doubled 
in the past ten years Farmer use of commercial fertilizer is increasing 
as a part of the general, widespread technological revolution in American 
agriculture Use of fertilizers on wheat is not as widespread, however, 
as on other crops, particularly corn and soybeans A 1964 survey by 
the Department of Agriculture reported that about 54 percent of wheat 
acres harvested were fertilized 1 The long run outlook for increased 
use of fertilizers is favorable 
The principal contribution of the satellite information system is 
in early projections of acres planted which would allow manufacturers to 
better anticipate demand and avoid surplus stocks in short run situations 
ID B 1bach and J R Adams, Fertilizer Use in the United States By 
Crops and Areas, Economc Research Service and Statistical Reporting
Service, U S Department of Agriculture, Washington, D C Statistical 
Bulletin No 408 August, 1967 
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In calculating benefits, the effect of changes in fertilizer use 
in relation to changes in wheat acreages was computed as follows- The 
U S average rate of application of primary nutrients (N, P, K) on wheat 
is about 71 pounds per acre About 54 percent of the wheat acres har­
vested are fertilized. The rate of application is thus 3,834 pounds (1 9 
tons) per 100 acres of wheat harvested During the 10 year period 
1959-1968, wheat acres harvested decreased 5 times with a mean de­
crease of 5 million acres The amount of wheat that would have been 
consumed on those 5 million acres is 95,000 tons Decreases in wheat 
acres harvested occurred simultaneously with increases in fertilizer 
stock levels 2 times in a 9 year period 
Experts on inventory control and warehousing suggest that 
storage costs of approximately 10 percent of the value of the product 
would be reasonable estimates Manufacturers' prices for the three 
principal nutrients averaged $64 per short ton in the 1963 Census of 
Manufacturers This would be a storage charge of about $6.40 per 
ton for a period of one year Storage costs for the 95, 000 tons are about 
$608, 000 However, since fertilizer is applied in two peak periods 
(March, April, May) and (September, October), a 6 month period for 
storage would be more realistic That reduces the storage cost to about 
$304, 000 Again, that estimate is somewhat inflated because it includes 
handling costs and other variables which are incurred regardless of the 
amount of time in storage 
Based on historical evidence, this storage cost would have 
occured 2 times in a 9 year period, or 4 4 times in 20 years The total 
benefit over a 20 year period would be $1,338,000 
In addition to the storage cost, there is interest foregone on 
the investment in stock The 96,000 tons at $64 per ton = $6,080,000 
The interest rate on $6,080,000 at 7 5 percent = $456,000 per year, or 
$228,000 for the 6 month period Occuring 4.4 times in 20 years, that 
would be a potential total of about $1 million 
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In summary, the potential benefits from reducing excess stocks 
in the fertilizer manufacturing industry for the 20 year period would be 
$1,338,000 for storage and $1 million opportunity costs 
The second objective of quantifying benefits from shifting opera­
tions to a more optimum point on the total average unit cost curve was 
not realized The best information available on the unit costs of pro­
ducing fertilizers indicates that the industry as a whole is operating at 
the rate of about 1,000 tons per day which puts itat a low, flat portion1 
of the curve Exhibit H-Z4 is a composite of production curves for pro­
ducing anhydrous ammonia (nitrogen) and granular superphosphate 
(phosphorous) The assumption was made that the costs for granular 
superphosphate were not unlike those of potassium for which no cost 
curves were available 
Thus shifts in the cost functions of the firms did not seem to 
be a particularly fruitful source of benefits 
C Chemical Pesticide Manufacturing 
Herbicides are the principal chemical pesticides used on wheat 
While the use of chemicals is growing as general farm practice, the 
extent of use on wheat as a general weed control practice is not great 
Of the 54 3 nmllion acres of wheat planted in 1966, only 28 percent of 
15 2 million acres were treated with herbicides Wheat farmers spent 
9 5 million for materials and an additional $7.8 million for custom ap­
plication of the sprays The principal herbicide in use is 2,4-D for 
which the stocks have bedn dropping because of heavy demands by the 
Defense Department for use in Vietnam 
iData obtained from John F Gale, "Fertilizers" in Structure of Six 
Farm Input Industries, Econbmic Research Service, U S Department 
of Agriculture, Washington, D C ERS-357, January, 1968, and David 
W Bixby, Delbert L Rucker, and Samuel L Tisdale, Phosphatic 
Fertilizers, Properties and Processes, The Sulphur Institute, Washington, 
D C Techmcal Bulletin No 8, October, 1966 
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NITROGEN AND PHOSPHORUS 
Again, the principal area of benefit is in reduced costs of stocks 
which may appear in the short run as the result of imprecise estimates 
of farm demands The application rates for pesticides are on a per acre 
basis, and the manufacturers would benefit from accurate early season 
estimates of the number of acres planted Since there as a variation in 
wheat acres, there is also likely to be a variation in demand in relation 
to the acres. 
Only 28 percent of wheat acres harvested are treated with 
herbicides The average rate of herbicide application on wheat is about 
0 5 pounds per acre The rate of herbicide consumption is about 14 
pounds per 100 acres The mean downward shift in wheat acres in the 
1960's was 5 million acres about 5 times in 10 years The amount of 
herbicide consumption foregone on the 5 million acres which was carried 
as stock was 700,000 pounds at about $504,000 
Again, specific storage costs were unavailable Estimates of 
10 percent of the stock value were used at the rate of 7 cents per pound 
The storage costs for 700,000 pounds would be $49,000 per year Declines 
in wheat acres harvested were associated with increases in pesticide 
stocks two of 5 years in the 1960's. This would be at the rate of 8 in 
20 years At that rate, costs of $49, 000 would occur 8 times in 20 years 
for a potential total of $392,000 
The interest rate opportunity cost on the $504,000 investment 
at 7 5 percent would be $37,8000 8 times in 20 years for a potential total 
of $302,400 during the 20 year period 
In summary the potential benefits to be gained from a better 
information system that would eliminate unnecessary pesticide stocks 
are $392,000 in storage costs saved and $302,400, in the form of oppor­
tunty cost of the capital invested in the stocks 
The second objective of quantifying benefits that would result 
from shifting operations to a more optimum point on the total average 
unit cost curve was not explored in great detail The representative 
costs were not available Indications from the literature are that the 
increased demand for herbicides, and other chemical pesticides, has 
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increased to the point where plants are now operating on a year-around 
basis This would elinnate the major savings of reduced start-up costs 
should plants be operating on a batch basis and have to produce more than 
one batch a year because of underestimated demand 
D Total Benefits 
The total potential benefits for the 1971-1990 period are 
Farm Machinery 
Storage and opportunity costs $ 880,000 
Fertilizer Manufacturing 
Storage costs 1,338,000 
Opportunity costs 1,000,000 
Chemical Pesticide Manufacturing 
Storage costs 392,000 
Opportunity costs 302,400 
$3,912,000
 
For the 20-year period, the maximum annual benefit would be 
$196,000 This figure was modified by the satellite capability rate and 
the rate at which manufacturers might adopt the new information in their 
managerial processes The results of these rates as applied to the maxi­
mum annual rate are shown in Exhibit H-25 as undiscounted and discounted 
data 
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EXHIBIT H-Z5 RATE AND AMOUNT OF BENEFITS ACCRUING TO AGRIBUSINESS,
 
UNITED STATES, DISCOUNTED 7-1/2%, 10%, AND 12-1/Z%, 
20 YEARS 
Rate and 
Amount of 
Benefits 
Unit 
-Year 
1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 2O.Year 
Total 
Rate 
Satellite 
Capability Percent 90 95 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 
Agency
Participation 
Farmer 
Percent - - - - - - - - - - - - - - - - - - - -
Participaton Percent 10 20 30 so 70 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 
Ul 
0 
10 
Men Rate Percent 
Annual Benefit. 
Un~lcoutedTh.usend 
dollars 
50 57 65 75 85 
98000 117,720 127 400 147 000 167,000 ISo 
95 95 
000 18c,000 186 
95 
000 186 
95 95 95 95 95 95 95 95 95 95 95 95 
000 186 000 186 000 186 000 186 000 286,000 186 000 186,000 286 000 186 000 186 000 186000 3447120 
Discounted 
7-1/2% 
Discounted 
10% 
Discounted
12-1/2% 
Thousand 
dollars 
Thousand 
dollars 
Thousand
dollars 
98 000 103 922 110 239 118 335 125,050 
98,000 101 564 105,283 110 441 114,061 
98,000 99 308 100,659 103 23 104,258 
129 568 120 528 112,121 104 290 
115 487 104,997 95,455 86,769 
103 211 91 754 81,561 7Z 484 
97,018 
78,88Z 
64,430 
90,247 83 942 78,083 72 633 
71,703 65 193 59,260 53,884 
57 267 50 908 45 254 40,Z3Z 
67 574 
48 974 
35 749 
62,849 58 460 
44,528 40 474 
31 787 28Z53 
54 386 50 592 
36,791 33 461 
Z5 110 Z2 320 
47 058 178"895 
30 411 1495 618 
19 846 1Z75629 
APPENDIX I 
RUST CONTROLWHEAT 
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I HYPOTHETICAL TECHNIQUE FOR PREDICTING 
RUST SEVERITY AT HARVEST 
A possible techmque for predicting the severity of rust at har­
vest is described below With further research it may be possible to 
better estimate the variables upon which this technique depends 
1. 	 the time required for each generation of pustules to 
develop, which would be based upon the variety of wheat, 
the race of rust, and the moisture and temperature 
conditions after inoculation, 
2 	 the spore germination rate or the number of spores 
from pustules produced locally wich would re-infect 
the local wheat field, this could also be estimated 
from predictions of moisture and temperature 
conditions, 
3 	 the intensity of the initial dosage of spores delivered 
to each unanfected plant, this could be estimated from 
the intensity of spore concentrations in the air 
An essential requirement of research is the establishment of 
a clear correlation between severity at harvest and damage to the crop 
This subject is discussed in detail by Van der Plank, I but no general 
functional relationship between severity and loss of yield could be spe­
cified with the limited data available Severities of 75%/ or higher were 
considered to be equivalent to 100% damage At lower seventies, how­
ever, the degree of loss of yield could not be stated in genetic terms 
A. Factors Influencing Severity of Rust at Harvest 
1 Time before harvest for rust to develop 
2 Time required for each generation of pustules to 
develop (i.e , days from contamination to appearance 
of pustules) 
IJ.E Van der Plank, Plant Diseases. Epidemics and Control, Academic 
Press (New York, 1963) 
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3 
4 
Spore germination rate 
Intensity of initial dosage of umnfected plant 
I Example I 
It is forecast that spore-laden rain will contaminate farmer 
Brown's wheat tomorrow, 95 days before his planned harvest date Be­
cause of the historical climate in his area (modified by long range wea­
ther forecast) it is assumed that rust pustules will appear 16 days hence 
Again, historical climate (or long range weather) allows an assumption 
that each subsequent generation of spores will gernmnate at a rate which 
doubles the number of pustules of each generation If the initial innoculum, 
by spores delivered by the forecasted rain, will be light and cause only 
ten pustules per plant (after 16 days), farmer Brown's wheat will have 
30% rust severity at harvest if he does not spray after the rain 
If he sprays after the rain he will limit his severity at harvest 
(from that particular contamination) to 1% if, as predicted, ten pustules 
per plant appear The following sequence of events, for Example I 
should be followed in Exhibit I-I 
A = 95 days before harvest 
B = 16 days per rust generation 
C = 2 (pustules double) 
D = 10 pustules/plant appear 
E = 30% severity 
2 Example 2 
Farmer Jones is 45 days before harvest and lives in a 
region where B is apt to be only 10 days and C is such to triple pustules 
from generation to generation If Farmer Jones receives an innoculum 
of 20 pustules from the Ist generation he will have 90% severity at harvest 
if he does not spray, and only 2% if he does The following sequence of 
events for Example 2 should be followed in Exhibit I-I 
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EXHIBIT I-I TECHNIQUE FOR DETERMINING RUST SEVERITY AT HARVEST
 
® -- Length of Rust Development Cycle (Dayu/Generaton) 
16 14 Il i0 a 614 08Multiph 
13 
(D=Putule Cata*n 
Rate 
2 
x 
PRC R- 224 
1-3 
•0 
20-. 
20 
10 
-20 
40 
Sk 60 
-70 
-10D 
20 -Day 40 200 
Patl. PlnIFo 
3 
A = 45 days before harvest
 
B = 10 days per rust generation
 
C = 3 (pustules triple)
 
D = 20 pustules/plant appear
 
E = 90%6 severity
 
Application of Technique 
(1) 	 Calculate from detected stage of growth as verified 
by observed cumulative weather 
(2) 	 Derive historical values for individual areas based on 
local climate and update based on long range weather 
forecast 
(3) 	 Derive localized values from research or assume 
2xnomnal for threshhold damage estimates or 
assume historical value and update based on long 
range weather forecast 
(4) 	 Derive from sensed spore cloud density, or derive from 
characteristics of spore blow away pattern downwind 
of detected hot spot, or assume 10 for threshhold 
estimates 
(5) 	 Convert percent severity at harvest into equivalent 
effects on anticipated yield 
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11 STRATEGY FOR CONTROL OF WHEAT RUST 
The most extensive attempt at control of wheat stem and leaf 
rust has been in the breeding of resistant varieties This strategy, how­
ever, has not been completely successful although it has helped to con­
trol the disease The incomplete success in breeding immune plants 
rests on the following conditions. 
1 	 The resistance bred into the plant is associated with 
single genes Thus, for a plant to be resistant to a 
given race of rust, the resistance is bred in through 
a single gene When a different race of rust appears, 
the plant is likely not to be resistant to the new race, 
2 	 Even plants with resistance bred against given rust 
races will have different degrees of resistance depending 
upon the cultural practices and the weather conditions 
which prevail at the time of infection, 
3. 	 The rust fungi has the ability to produce mutants, i e 
new races of rust, which defy the immunity which has 
previously been bred into the wheat plants 
Thus, although the breeding of resistant varieties has managed 
to control many races of rust and the losses accruing from them, serious 
crop losses still occur when a new race of rust occurs As late as 1965, 
45% of the North Dakota spring wheat crop was destroyed by rust Until 
broad spectrum resistance to rust can be accomplished rather than re­
sistance by individual gene type, rust epidemics will continue to threaten 
wheat crops 
A second strategy is biological control whereby pathogens, which 
are not injurious to the wheat crop, are introduced to destroy the rust 
pathogen in the infected plant USDA plant pathologists indicate that 
such pathogens exist but, as yet, no successful application has been 
undertaken 
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A Stem Rust 
The seriousness of a wheat rust infection is dependent on light, 
temperature, and moisture conditions The approximate ranges of these 
conditions at various stages in spore development are summarized in 
Exhibit 1-2 
A strategy winch has been employed quite successfully in con­
trolling the wintering over of stem rust in the northern areas has been 
the destruction of the alternate host of the rust pathogen, barberry 
Prior to the destruction of the barberry, the rust pathogen would over­
winter in these bushes as an alternate host and then appear in the spring. 
The rust would then spread to wheat crops and infect them Recently, 
however, a program of barberry eradication has been almost 100%/ 
effective Thus, rust which, at one point would winter in the producing 
states, now must go through a geographical cycle of wintering in the 
south and summering in the north This movement is completed by 
spore dispersion by the southerly winds in the spring and northerly 
winds in the late summer and fall Severe drought condtions, extremely 
hot summers and severe winter weather tends to break this geographic 
cycle and diminish the infestation of rust in the following season Rust 
spores seldom survive extremely hot sunners, do not gernunate in 
droughts and seldom winter at latitutdes above 350 Leaf rust however, 
will winter above this latitude if it infects winter wheat plants in the 
fall since its tolerance tends to be approximately that of the host plant 
It may be possible at some point in the future to help break 
fhis geographic cycle by controlling the pathogen in its winter habitat 
The use of herbicides on alternate wintering hosts, mostly other grasses, 
and perhaps on infected winter wheat plants themselves in the wintering 
areas, may decrease the amount of inoculum originating in the southern 
states 
A desirable method of chemical control of the pathogen would be 
the use of a systemic spray which would prevent the pathogen from pene­
trating or surviving in a host plant This would completely disrupt the 
life cycle of the pathogen and would eventually provide almost complete 
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control of the disease There are systemic sprays which are effective 
at the present time A single treatment with the chemical will penetrate 
the plant and give long-term protection against the invading pathogen 
However, to date, the systerncs have not been approved by the Food and 
Drug Administration because traces of undesired substances have appeared 
in the kernels of wheat which was sprayed with the systerncs Thus, 
crops which are sprayed with the systemic are not marketable 
Protectant fungicides, i e , chemicals which are sprayed on 
the plant to kill the rust spores upon contact, offer the best control 
strategy at the present time If applied at the appropriate times pro­
tectant fungicides give high levels of control of the pathogen and prevent 
wheat rust epidemics from developing The drawbacks of protectant 
fungicides are that they control only the pathogen which is outside of 
the plant, they have a relatively short residual period, and they can be 
washed off the plant by heavy rains Thus, a single application of a 
protectant fungicide, probably will not protect the plant throughout the 
growing season However, if the protectant is applied at the proper 
time in terms of the stage of the plant growth and the development of 
the disease, it will provide sufficient protection to prevent widespread 
damage to the wheat fields Protectant fungicides are most effective 
if applied before the spore arrival However, if they are applied so as 
to arrest the development of the disease prior to the heading stage in 
the growth of the plant, or to arrest the development of rust epidemics 
past this stage, they will give favorable results 
With the satellite system, the effectiveness of protectant fungi­
cide control will be greatly improved. Starting our strategy in the winter­
ing phase of the rust cycle, the satellite will sense changes in plant vigor 
which are due to rust infections The location and intensity of these in­
fected areas can be miomtored and ground truth checking can identify 
the rust races Identification of the rust races prevalent in the wintering 
areas will enable producers in the spring wheat areas to select the ap­
propriate resistant wheat varieties for maximum nitial protection, if 
sufficient seed of resistant varieties is available. Wintering conditions 
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g0LDOUT 
EXHIBIT 1-2 ENVIRONMENTAL FACTORS IN WHEAT STEM RUST INFECTION 
CONDITIONS 
SPORE SURVIVAL PRE-PENETRATION 
(GERMINATION & APPRESSORIUM) 
PENETRATION DEVELOPMENT SPREAD/BLOW-AWAY 
OPTIMUM 
Light Minimal 
Temperature 40"F 
Moisture <40% Ral Hum 
Host NA 
Spore may live 2 weeks under 
these conditions 
Light Minimal 
Temperature 60o-70°F 
Moistue Free 8 hrs 
Host NA 
Spore may germinate in 2-4 
hours Appressori fors in 
4-8 hours 
Light >500 <5000 F C 
Temperature 850 F 
Moisture Free - slow dry 
Host Any host 
2-4 hours drying time with 
high humidity 
light Sunlight 
Temperature 70 nF 
IMoisture From host 
Host Non-resistant 
10 days to develop spores 
High wind speed 
Unstable dry air with 
convective currents 
carrying spores aloft 
Ran showers downwind 
to deposit spores 
ADEQUATE 
Light <400 Foot Candles 
T mperature <900 , >320 
Moisture NA ADEQATE 
Host NA 
Spore will survive and germi-
oats but will lose viabihty 
sooner 
Light <300 F C 
Temperature 50°-80 ° 
Moisture Free > 4 hirsree> 
Host NA 
ermnatonin 5 to 7 hrs 
Light 
Temperature 
Moisture 
Host 
>500 <5000 F C 
<95' >60' 
Rel Bumn >60% 
Any host 
Light 
Temperature 
Mistre 
Host 
10 to 30 days 
Overcast 
<900, >40 ° 
ving hostFro U 
Partial resistance 
to develop spores 
Light wind 
Delivery 
Gravityir Subsidence 
Light Riu n 
INADEQUATE 
Light 
Temperature 
Moisture 
Host 
Direct sn 
<320F, >900 
NA 
NA 
Light 
Temperature 
Moisture 
Host 
1000 F C 
<40 F, >800 
Dry 
None needed 
Light 
Temperature 
Moisture 
Host 
500 F C 
<600, >950 
Dry 
No condition 
relevant 
Light 
Temperature 
Moisture 
Host 
NA 
<900, >320 
None from host 
Immune or dead 
Wind -- Dead calm 
Heavy rains wilt wash away 
spores at point of inection 
Rapid drying after appressor i 
form will prevent penetration 
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will then be momtored to determine the degree to which they are favorable 
to the rust pathogen In those areas where conditions are particularly 
favorable, ground truth will watch the development of the pathogen and 
determine the timing of their change from the mycehum or wintering 
stage to the urideal stage When the urideospores begin to be produced, 
conditions will be monitored to determine the probable development of 
spore clouds in the infected areas Spore dissemination is very limited 
when the humidity in the infected areas is high, but when extended periods 
of dry weather with high winds or surface turbulence prevail, spore clouds 
are likely to enter the troposphere and move with the prevailing winds 
The satellite will monitor the direction and speed of the prevailing winds 
Producers in areas in the path of the spore cloud where precipitation is 
likely to occur will be given advance warning of the probability of rust 
infection Treatment with fungicides will then protect the crops from 
initial inoculation, or control the speed of the disease development if 
initial inoculation has taken place before treatment 
The interactions become complex since the development of 
rust epidemics depends upon the so-called "disease square", i e , the 
stage of growth and susceptibility of the host, the presence, type, race 
and virulity of the pathogen, the existing environmental conditions, and 
the type and timing of fungicide application However, with improved 
information from the satellite system, the probabilities of controlling 
the disease or preventing epidemics by protectant spraying is much 
improved 
B Leaf Rust 
For rust that infects the newly planted winter wheat crops in 
the fall of the year and carries through the winter, the strategy will 
be slightly different Again, the satellite will sense the location and 
intensity of infection in the winter wheat crop Ground truths will identify 
the race which is present and give the lead time to producers in the spring 
wheat areas Simultaneously, the farmers in the infected areas will be 
kept informed as to the seriousness of the infection so that they can make 
decisions regarding whether to (1) graze their crop "into the ground" 
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and not raise a crop of grain in the spring, (2) plow the crop in the fall 
and plant a spring crop in its place, or, simply (3) monitor the wintering 
condition of the wheat and the pathogen with the possibility of controlling 
the epidemic in the spring until the stage of plant growth is such that 
yield will not be seriously affected Since the conditions necessary for 
the fall establishment of rust in winter wheat are also the conditions 
which result in a good volunteer crop of wheat, the farmer should be 
advised to plow under the infected volunteer crops in the fall, or at 
least, prior to the pathogen's emergence from its wintering mycelium 
stage 
Since the location and race of the pathogen will be known, ground 
truth should monitor the rust carefully and determine when the mycehrum 
stage turns into the urideal stage At this time the satellite will be mon­
itoring the environmental conditions and advising farmers in the north­
ward production areas as to the probabilities of serious rust infections. 
This again will provide a lead time to the farmers to make arrangements 
for necessary chemical protectant fungicide treatment 
Another strategy, which may be useful in given years in local 
areas where the infection is particularly serious, is the treatment of 
the crop with a herbicide which will kill the host plants and thus kill the 
rust Such a program is rational in that, by destroying the centers of 
infection, the amount of inoculum which will move into uninfected areas 
will be decreased Government support payments for such a program 
might eventually be feasible. 
Providing forecasts to the producer prior to the planting season 
will enable him to make improved decisions on the type or variety of 
wheat to plant, or whether to plant wheat at all or go to some alternative 
crop not affected by rust Once the wheat is in the ground, forecasting 
will allow him to make improved decisions on whether to treat with the 
protectant fungicide If infection does not occur before the critical stages 
in the growth of the plant, the forecast may prevent ham from making un­
necessary chemical fungicide treatments 
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The critical period in the central winter wheat areas for leaf rust 
normally ends around May 20 after heading has occurred The critical 
period for stem rust extends perhaps ten days beyond this date In the 
northern winter wheat areas, these same periods would likely end 
June 15 for leaf rust and perhaps ten days later for stem rust In the 
northern spring wheat areas the critical date for leaf rust is approximate­
ly June 20, for stem rust it is July 1 If serious infection of rust has not 
occurred before these critical periods, then the necessity for chemical 
control of the disease is greatly diminished 
The important factors in determining whether a farmer will sustain 
loss from rust in a given year are weather conditions, mass air move­
ments, the time and amount of the original infection, rust races present, 
and wheat varieties grown In the next section, III, a rust spread scenario 
is presented, showing the influence of these factors on the spread of the 
disease In the following section, IV, a second scenario depicting rust 
observation, analysis and control is presented The strategy outlined in 
this second scenario, based on the satellite system, will provide informa­
tion on the critical factors to the producer and allow him to make deci­
sions on chemical fungicide control A summary of the significant events 
in the National Rust Spread Scenario and the Rust Observation, Analysis 
and Control Scenario is outlined in Exhibit 1-3 
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EXHIBIT 1-3 
Phase Relative to 
Shawnee and Ford 
Counties 
Post-Harvest 
Post-Harvest 
Post-Harvest 
Post-Harvest 
U' Post-Harvest 
Post-Harvest 
Post-Harvest 
Planting 
Post-Planting to 
Growing Season 
SUMMARY 
Time 
Aug I -
Aug 15 
Aug 10 -
Aug 15 
Aug 10 -
Aug 15 
Aug 16 -
Aug 17 
Aug 18 -
Aug 25 
Sep 10 -
Sep 20 
Sep Z0 -
Sep 22 
Sep 1 -
Nov 1 
Oct 1 -
April 10 
OF EVENTS IN RUST SPREAD AND RUST CONTROL SCENARIOS 
Component of Model 
Affected 
Event From Scenario by This Event 
Heavy wheat rust infection in northern U S Location of rust
 
and in Canada and on volunteer grasses in Type of rust
 
Central and southern U S and in Mexico Race of rust 
Most prevalent rust is identified as stem Intensity and size of potential spore 
rust 15-B clouds 
Probable damage to wheat 
Confirmation, assessment and prediction 
Dry weather in northern U S and Canada 	 Soil moisture
 
Spore cloud development
 
Local convection carries spores into Spore cloud development
 
the air over parts of U S and Canada
 
Canadian air mass with northerly winds Soil moisture 
and rain crosses U S Rain delivers Winds to move spores 
spores to volunteer grasses Location of rams in forecast 
Delivery of spores 
Temperature of volunteer grasses in Location of rust 
some areas increases Weather is Assess growth of rust 
warm and moist 
Dry weather over Great Plains Soil moisture 
Temperatures of plants in large Size and intensity of spore concentration 
areas of Great Plains have increased Spore cloud development 
Local convection carries spores into
 
the air
 
Air mass with northerly winds and Winds to move spore cloud 
rain carries spores into Texas and Location of rains within wind trajectory 
Mexico Rains deliver spores to Delivery of spores 
grasses
 
Winter wheat is planted and grows Wheat areas
 
until vernalization Varieties in Variety of wheat
 
Shawnee and Ford are X, Y, and I Stage of growth
 
Probable date of harvest 
Fall and winter weather includes above Probable damage
 
normal precipitation and higher than Soil moisture
 
normal temperatures in Mexico and
 
Texas
 
EXHIBIT 1-3 
Phase Relative to 

Shawnee and Ford 

Counties 

Post-Planting to 
Growing Season 
Post-Planting to 
Growing Season 
Post-Planting to 
Growing Season 
Growing Season 
> Growing Season 

I 

N (.n 

Growing Season 
Growing Season 
Growing Season 
(Continued) 
Time 
Feb 1 -

April 10 

Feb 1 -

April 10 

Oct 1 -

March 10 
March 1 
Feb 10 -
April 10 
March 27 -
March 29 
April 2 -
April 10 
April 6 -
April 12 
Event rrom Scenario 
Heavy rust infection in Mexico and 
Texas over large areas 
Most prevalent form of rust is stem 
rust 15 -B to which varieties X, Y, 
and I are susceptible 
Fall and winter in central and northern 
Great Plains include above normal 
precipitation 
Winter wheat emerges in Shawnee 
and Ford 
Wheat areas of Kansas and northern 
Great Plains experience below nor-
mal temperatures Harvest is 
predicted for June 17 
Heavy snowfall occurs in the spring 
wheat area causing late spring wheat 
planting 
Dry weather over Mexico and Texas 
Local convection carries rust into 
the air 
Air mass fiom Mexico moves north 
across the Great Plains Rains are 
predicted to deliver spores to growing 
winter wheat in Oklahoma and Kansas 
Component of Model
 
Affected
 
by This Event
 
Location of rust 
Intensity and size of probable spore
concentration 
Type and race of rust 
Soil moisture 
Wheat areas 
Stage of growth of wheat 
Probable date of harvest 
Probable damage from rust 
Stage of growth of wheat 
Probable date of harvest 
Probable damage from rust 
Stage of growth of wheat 
Soil moisture 
Spore Cloud Development 
Winds to move spores 
Location of rains within wind trajectory 
Delivery of spores 
NATIONAL RUST SPREAD SCENARIOIII 
By 15 August, wheat stem rust 15-B had reached a severity of 100 
percent over large areas of Alberta, Manitoba and Saskatchewan and had 
infected parts of Alaska This widespread epidenic of rust in these 
northern areas was attributed to (a) severe infections in the United States, 
(b) an above normal number of warm nights and rains, and (c) to the 
planting of most wheat fields to hard red varieties which were susceptible 
to 15-B 
On 16 August a frontal system began to move southward from 
Canada accompanied by high winds and rain over i-nuch of the Great 
Plains The rust spores from the infected wheat in Canada, and from rust 
which had infected volunteer grasses in the United States, were carried 
southward where they infected volunteer grasses, barley, and early-sown 
wheat in the Great Plains This infection of early-sown wheat did not 
significantly damage the crop, but served as a source for spores which 
were blown southward across the Great Plains into Texas and Mexico 
A general freeze in late November elnrnnated most of the remaining host 
plants north of Fort Worth 
During the winter, which had above normal temperatures and rains 
in Mexico and Texas, stem rust infected large areas Infection was es ­
pecially heavy in those areas which were irrigated, probably because 
these fields provided more moisture for the rust than did the dry land 
farms The farmers in Mexico and Texas had anticipated a heavy rust 
infection by race 15-B, but there was little they could do to protect their 
crops Sufficient seed of varieties resistant to 15 -B was not yet avail­
able, and the farmers chose not to spray their plants with protectants 
The available protectant sprays lose their efficacy within two weeks and 
rain washes them from the leaves of wheat plants Not knowing where 
and when the rust spores would arrive, farmers were unwilling to invest 
in spraying operations Also, much of the Texas wheat was intended for 
grazing Rust does not significantly damage the grazing value of wheat, 
and the farmers who grew wheat for this purpose could only raise their 
costs by spraying 
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In early April, southerly winds transported rust spores northward 
from Mexico and Texas The volume of spores in the air increased very 
rapidly because dry weather conditions facilitated blowing of spores into 
the air These spores were carried over Oklahoma and Kansas where 
they were deposited in large quantities by rains during early morning of 
April 12 Following the rain, a body of warm air moved in, bringing per ­
sistent nighttime temperature as high as 650 in Kansas, which is above 
normal Daytime temperatures as high as 850 were noted on April 13 
The unseasonably high night and day temperatures, combined with plenti­
ful moisture remaining from the early morning rain on April 12, provided 
an environment uniquely favorable for the pre -penetration and penetration 
stages of rust development By April 14 large areas of Oklahoma and 
Kansas were infected with rust 
The rust wlch infected wheat in Kansas and Oklahoma during the 
period April 12-14 developed rapidly Pathologists attributed this rapid 
development not only to the 70-75 ° weather which persisted after April 15, 
but also to the large amount of moisture which had collected in the soil 
because of fall and winter precipitation Because of the unique combina­
tion of weather conditions at the tine when the spores were infecting the 
wheat and afterward, the rust spores delivered on April IZ yielded pus ­
tules on April 27 
The early pustules caused reinfection of wheat plants and local 
spread of stem rust in Kansas Night temperatures continued higher 
than normal, with lows averaging 600 during May, and daytime highs 
° averaging 80 , thus providing a greater than normal number of hours 
with temperatures higher than 700 Under these conditions rust develop­
ment continued rapidly The third generation of pustules appeared on 
IZ May These pustules served as the source for an irregular spore 
cloud which developed as a result of local turbulence in northern Kansas 
on 13 May The spore cloud moved northward and crossed a rain shower 
pattern in the Red River Valley north of Fargo, North Dakota on 15 May 
This delivery of spores to Fargo on May 15 was unusually early in 
absolute terms, and also relative to the growth of the wheat Because of 
a heavy snowfall in late March, spring wheat farmers in the northern 
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great plains had been forced to postpone planting until April 10 By 
May 15, when the stem rust spores arrived, the wheat plants had not yet 
reached even the tillering stage, and farmers estimated that the crop 
would require 75 -85 days before harvest With this much time available 
for the development of rust, the danger of heavy rust damage to spring 
wheat in the Red River Valley was very great 
By 15 May there was a general rust epidemc in the central winter 
wheat area In Texas, where wheat had passed the heading stage, severi­
ties were higher than 10 percent in some areas As far north as Topeka, 
severties of 1 percent were common Farmers attributed this severe 
epidemic to the unusually warm and wet weather conditions and the viru­
lence of 15-B relative to the varieties of wheat which they had planted. 
Widespread inoculation of the spring wheat area did not occur until 
after June 1 when local infection and reinfection in the winter wheat area 
had reached high levels During June, however, as winter wheat farmers 
began harvesting operations, and ground temperatures rose, large num­
bers of spores were carried high into the air by convection These spores 
comprised a spore cloud which moved across the Great Plains and into 
Canada Local rains delivered spores from this cloud over large areas 
Farms which were still 40-50 days from harvest were threatened by this 
June inoculation in those areas which had daytime temperatures in the 
70-85 range, and nights with 600 temperatures, with 4 hours of free 
moisture The northern areas were also threatened by local infection 
from the Red River Valley, which had produced enough pustules by June 15 
to be considered a source area 
By June 15 there was a severe epidemic of rust as far north as the 
Canadian border, in all areas where moisture was sufficient Especially 
hard-hit was the Red River Valley area where the free moisture level 
was exceptionally high 
By June 15, Oklahoma and Kansas reported losses of up to 100 per­
cent on some fields, with the Statewide total amounting to 11 percent The 
harvest in Nebraska was completed by 1 July, and the total losses amounted 
to 13 percent North Dakota, South Dakota, and Minnesota were not able to 
A-528
 
complete harvesting until 10 August because of the late planting time By 
this time, a large area of the Red River Valley had rust losses of 100 
percent, with the total loss for the state comprising 18 percent of the 
crop 
Conditions favorable to rust obtained in Manitoba and Saskatchewan, 
and by 15 August severity also had reached 100 percent over large areas 
in those Provinces 
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IV RUST OBSERVATION, ANALYSIS AND CONTROL SCENARIO 
In early April, the satellite-supported Rust Observation Analysis, 
and Control Headquarters (ROACH) and its ground surveillance extensions 
monitored conditions indicating probable development of a spore cloud in 
Mexico and Texas in wheat areas which were infected with stem-rust 15-B. 
The rust satellite system had predicted that the spore cloud would form 
as the result of ground winds and late afternoon convective air turbulence 
in the infected areas Because these areas were dry, following 10 days 
without precipitation, ROACH predicted that local ground turbulence would 
be sufficient to carry the spores aloft where they could be carried north­
ward by southerly winds Ground stations confirmed the generation of the 
spore cloud and transmitted this verification to ROACH 
The satellite system had monitored heavy infections of rust in Texas 
and Mexico From these sensings, ROACH estimated the intensity of the 
spore cloud as heavy Using information from the meteorological com­
munity, ROACH calculated the direction and speed of the winds at 5,000 
feet, where there was a significant concentration of spores ROACH plot­
ted the limits which these winds would reach within the life span (48 hours) 
of the spores in the air, and within these limits ROACH constructed a tra­
jectory for the spores This trajectory extended across Oklahoma and 
Kansas, with fringes in southern Nebraska and eastern Colorado ROACH 
then entered this trajectory into the integrated long-range forecast pro­
gram which performed further analysis of the new data 
The computer immediately issued a full analysis of areas in and 
around two Kansas counties, Ford and Shawnee, for which USWB had 
predicted rain during the next 48 hours Both of these counties were with­
in the probable fallout pattern of the rust spores, which could be delivered 
in large numbers by the predicted rain From historical data, ROACH had 
previously determined that these counties represented two different cul­
tivation, geography and climate types within the state of Kansas If the 
predicted rust trajectory were to hit these counties, the probability of 
rust in other Kansas counties and in counties in other states would increase. 
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Ford and Shawnee counties have similar soils Most farmers in 
Ford County plant variety X winter wheat because it is especially suited 
to a very dry growing season, which is characteristic of western Kansas 
Some farmers, however, plant variety I on irrigated land Some planting 
in Ford is done on September 1, because farmers are attempting to maxi­
mize the length of their growing season Other farmers, afraid of the 
presence of the Hessian fly which can damage early-sown crops, wait 
until October 1 to plant, especially if they must wait for rain to increase 
soil moisture to a level which is suitable for planting Farmers in 
Shawnee, which is relatively moist, plant winter wheat variety Y Within 
Shawnee County as in Ford, planting dates vary from September 1 to 
October 1 
These planting dates and wheat varieties had been entered into the 
historical data bank, and they were verified by ROACH satellites ROACH 
satellites had also monitored fall and winter weather in Ford and Shawnee, 
and ROACH analyzed these data for their significance to rust and to plant 
growth, and stored the analyses These cumulative wheat/soil/rust/weather 
analyses were continually updated This information indicated the probable 
progress of the winter wheat, and the amount of soil moisture that would 
be available, both for later growth of the wheat and for use by the rust as 
free moisture The ROACH program also continually updated the stage of 
growth of the plant after reemergence in the spring, both by updating the 
wheat/weather/rust/soil analyses and by directly sensing the growing 
wheat from the satellite 
By comparing the current trend in the growth of the wheat with his ­
torical growth curves, ROACH made a weekly prediction of probable dates 
of harvest Before these predictions were set and stored, they were re­
fined by the cumulative wheat/weather/rust/soil analyses and by long­
range weather forecasts 
As of April 8, two days before the development of the spore cloud in 
Mexico and Texas, ROACH had rated Ford and Shawnee Counties as high 
potential damage areas, even though rust had not yet been detected in 
these counties The computer analysis stated that county agents in both 
counties had been informed of this condition The computer analysis 
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showed that these counties were areas in which rust damage was poten­
tially high if infection occurred within the next 15-25 days Varieties X, 
Y and I were susceptible to race 15 -B The previous fall and winter had 
been wet, which made moisture for potential rust development plentiful. 
The spring in both counties had been colder than normal, and this condi­
tion retarded the growth of the wheat, which was now 52-62 days before 
harvest Short- and long-range weather forecasts and climatic trends 
indicated that the remaining 52-62 days would probably be favorable for 
the development of rust 
ROACH then received a satellite sensing which was used to estimate 
that the spore cloud was now passing over Oklahoma, where cloudiness 
was developing ROACH estimated from the satellite sensing that some 
spores would fall in rain in Ford and Shawnee counties within the next 24 
hours. ROACH checked with USWB wich set the probability of rain for 
Kansas at .9 ROACH notified Shawnee and Ford that the probability of 
rust inoculation was 9 for those areas 
The growers, spray-aircraft operators and the county agents in 
Ford and Shawnee were prepared for these predictions Each day since 
reemergence of the winter wheat, the county agents had asked ROACH for 
its estimate of this year' s rust damage in their counties Because of the 
high severity and broad extension of rust in Mexico and Texas, ROACH had 
advised Ford and Shawnee to arrange for a quick response capability to 
be available by April 1 The county agents informed the farmers of this 
situation 
The farmers and the county agents arranged with spraying firms to 
have a 12-hour spray response capability These preparations were com­
pleted by March 31 On April 8, when ROACH first classified Ford and 
Shawnee as potential high damage areas, the users in those counties went 
on alert for the arrival of spores 
ROACH updated its integrated long-range forecast programs with 
a tentative delivery of spores to Shawnee and Ford counties ROACH 
noted that this information had special significance for the other counties 
of Kansas, and for Buffalo County, Nebraska, and Brookings County, 
South Dakota, which had similar wheat/weather/rust/soil antecedent 
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conditions as Ford and Shawnee In 11 of the 13 years in which both 
Shawnee and Ford counties had significant rust, Buffalo and Brooklings 
had it also 
Based on the probable arrival and development of rust in Ford and 
Shawnee counties, ROACH predicted that the other counties of Kansas and 
other areas to the north would be threatened by rust developing in Ford 
and Shawnee within 25 days Because of analyses of historical data, ante­
cedent conditions and weather forecasts, the confidence level of these 
predictions was high, and it might improve in time As more data con­
firmed the inoculation of Ford and Shawnee or monitored the development 
of rust there, ROACH could increase the accuracy of its predictions for 
other areas The satellite system might contribute to this flow of infor­
mation by sensing a decrease in crop vigor This might occur before the 
rust had reached a severity at which it was visible, ground detection of 
spore arrival or rust development would also improve predictions made 
on early tentative statements 
Ground sources, for example, might have been able to confirm the 
arrival of spores on April 12, and the development of pustules on April 22. 
Given these data, ROACH could now make more accurate predictions of 
the rust threat to other areas The satellite could contribute by monitor­
ing the condition of the wheat, soil and weather in Shawnee and Ford 
These data would improve ROACH's predictions for other areas A ground 
report of spraying and subsequent low infection in Ford and Shawnee would 
enable ROACH to decrease the probability estimate 
After ROACH had issued the prediction of the arrival of rust to 
Shawnee and Ford counties, the monitoring of those counties and the 
rest of the southern Great Plains continued Using data obtained from 
this surveillance, ROACH continued to update its forecasts in order to 
assist farmers for the rest of the growing season 
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V BENEFITS FROM PREVENTING WHEAT RUST AND OTHER 
FUNGUS DISEASES 
The direct benefit from controlling crop fungus diseases would
 
result from saving those portions of the small grain crops which are
 
currently lost through fungus infections
 
A Wheat Rust Prevention Benefits - U S A 
The amount of loss due to wheat rust infection in the United 
States has been estimated by the United States Department of Agriculture 
to average about 6 5 percent of the total annual wheat crop Stem rust 
contributes an estimated 4 percent and leaf rust accounts for 2 5 percent 
of the total 6 5 percent loss 1 During the 1957-1966 period, tis percent­
age amounted to an average loss of 80 5 nnllion bushels of wheat per 
year, valued at approximately $154 million 
The incidence and severity of rust damage varies tremendously 
from year to year, from merely "trace damage," to damage valued at 
hundreds of millions of dollars In 1953 and 1954, stem rust alone caused 
damage in the original thirteen barberry-control states, which produce 
just over 40 percent of the total wheat crop The losses in those years 
exceeded $200 million for all cereal crops At the other extreme, in 
1958, there was only trace damage from stem rust in the same area 
Loss estimates are likely to be low since losses tend to be esti­
mated and reported m years of epidemic or near epidemic proportions 
Rusts, particularly leaf rust, seldom cause a 100 percent lose, but rather, 
they lower the weight of the wheat kernels and the yield. Heavy infections 
occurring early in the season may cause very appreciable losses in yield 
However, light infections may not cause obvious damage and thus be over ­
looked by the producer, even though losses did occur Some areas in the 
Mississippi Valley tend to have light infections almost every year and 
IU.S. Department of Agriculture, Agricultural Research Service, Losses 
in Agriculture, Agricultural Handbook No 291, Government Printing 
Office (Washington, August 1965) 
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producers probably do not realize that yields are perennially lowered 
Thus, it is likely that rust damages are underestimated 
Estimated benefits from reducing wheat stem and leaf rust 
losses during the 1971 -1990 period are shown in Exhibit 1-4 The annual 
loss values computed above were adjusted by factors that allow for (1) 
the cost of spraying, (2) the satellite capability to provided the needed in­
formation, and (3) the rate at which farmers may be expected to adopt 
the new technology for spraying rust The resulting annual benefit figures 
were discounted 7-1/2 percent, 10 percent, and 12-1/2 percent and summed 
for the 20-year period 
B Wheat Rust Prevention Benefits - Selected Foreign Countries 
Fifteen countries were selected as major wheat producing 
countries which might participate and benefit from the use of the satellite ­
assisted information system In order to estimate the value of annual 
wheat rust losses, average production in these countries from 1960 to 
1966 was multiplied by the 6 5 percent loss factor, the U S Department 
of Agriculture estimate for the United States This quantity of wheat 
estimated to be lost to rust was then multiplied by the average 1960-1966 
domestic price of wheat in each country to arrive at an estimated value 
of the losses These calculations are shown in Exhibit 1-5 
To calculate the potential benefits from the wheat rust preven­
tion in the selected countries, the estimated annual loss data were ad­
justed to reflect satellite capability and farmer participation rates in 
much the same way as other non-United States benefits were calculated 
for the wheat production management case. The annual data then were 
discounted and summed for the Z0-year period The estimated benefits 
for these countries are shown in Exhibit 1-4 
C Losses From Other Fungus Diseases 
Chencal treatment of wheat with fungicides will control not 
only wheat rusts, but other fungus diseases, e g , septoria and powdery 
mildew, as well These two diseases cause estimated annual crop 
losses of 1 0 percent and 0 4 percent, respectively 
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Similarly, fungicides applied to other small grain crops could 
control septoria, stem rust and crown rust in oats, septoria and powdery 
mildew in barley, and stem rust in rye Altogether, these diseases cause 
the United States of $50 8 million ofestimated average annual losses in 
oats, $4 9 million of barley and $300,000 of rye 
The estimated value potential of small grains saved, through 
control of the fungus diseases other than wheat rust, in the United States, 
is shown in Exhibit 1-6 The data have not been adjusted to subtract the 
cost of spraying because of the difficulty in estimating the spray cost 
over such a wide geographic area Also, they have not been calculated 
on an annual basis to reflect the satellite capability and farmer participa­
tion rates, instead, several alternative levels of control were assumed 
to illustrate the possible savings, totaled for a 20-year period 
Calculation of benefits for the selected foreign countries, 
followed the same procedure as for wheat rust benefits The 20-year 
benefits by commodity for several fungus diseases are summarized in 
Exhibit 1-7 The costs of spraying for control were not subtracted from 
the gross benefits 
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EXHIBIT 1-4 RATE AND AMOUNT OF ANNUAL BENEFITS FROM REDUCTION OF LEAD AND 
RUSTS IN WHEAT - UNITED STATES AND 15 COUNTRIES -- DISCOUNTED_7-1/2 
PERCENT, 1d PERCENT, AND-12-1/2PERCENT, OVER A 20-YEAR SPAN 
STEM 
Rate and Amount of Benefits Unit 1971 1972 1973 1974 1975 1976 1977 1978 1979 
Year 
1980 1981 198Z 1983 1984 1985 1986 1987 1988 1989 1990 
20-Year 
Total 
- United States 
Rate 
Satellite Capability 
A gency Participation 
Farmer Participation 
Mean Rate 
% 
% 
i1 
10 
125 
15 
-
20 
175 
100 
30 
65 
100 
-
50 
75 
100 
70 
85 
100 
90 
95 
100 
-
90 
95 
100 
90 
95 
100 
90 
95 
100 100 100 
.. ..-
90 90 90 
95 95 95 
100 
90 
95 
100 
90 
95 
100 
-
90 
95 
100 
-
90 
95 
'00 100 
98590 
95 95 
100 
90 
95 
100 
90 
95 
I 
t7 
L4 
-3 
Annual Benefits 
Undiscounted 
Diseounted7-1/2% 
Discounted 10% 
Discounted 12-1/2% 
15 Selected Countries 
M $ 
MS 
M$ 
MS 
175 245 91 2 105 1 119 1 133 1 233 1 133 1 133 1 133 1133 2 133 1133 1 1331 133 1 133 1 133 1 133 1 133 1 133 1 
175 227 788 846 892 927 862 802 749 694 646 601 559 519 484 450 418 389 362 337 
175 223 75 3 79 0 81 3 82 6 75 1 683 6Z 1 564 513 467 424 386 35 0 31 9 29 0 263 239 21 8 
175 21 8 72 1 738 744 739 65 6 584 51 9 46 1 410 364 324 288 25 6 227 202 177 159 142 
2353 
118727 
9668 
8106 
Rate 
Satellite Capability 
Agency Pafrtcipaton 
Farmer Participation 
Mean llate 
1% 
9191 
15 
10 
125 
15 
20 
175 
100 
30 
65 
100 
50 
75 
100 
55 
775 
100 
60 
80 
100 
65 
825 
100 
70 
85 
100 
74 
875 
100 
78 
89 
100 
80 
90 
100 
82 
91 
100 
84 
92 
100 
85 
925 
100 
86 
93 
100 
88 
94 
100 
90 
95 
100 
90 
95 
100 
90 
95 
100 
90 
95 
Annual Benefit 
UndLocountod 
Discounted 7-1/2 % 
Discounted 10% 
DiscountedlZ-I/91 
M$ 
M $ 
M 
MS 
907126947 1 644 622 5804598561676348 45 7652966026675 6711 674732 0 692 6892 6189 639 z 
907 118 0408 1 4380 421 04043 3878 3717 355 9 336 831682979 Z8528 62 1 245 1230 21662015 1875 1744 
907 115 4 3897408838403638337 9 3165 296 1 2738258 7232 1 212 7 1944 1776 163 1500 131 3 1240 1127 
9071128372638Z 13510 3ZZ Z9522704 474 320i01807 16Z41451 lZ9 16 61047 930 827 735 
116368 
57448 
4731 5 
39574 
Note (1) Denotes Million doflar. 
EXHIBIT 1-5 

Country 
Canada 

Argentina 
France 

Germany (West) 
Italy 
Spain 
United Kingdom 
Romania 
Yugoslavia 
U.S S.R. 
Turkey 

India 
Pakistan 
China (Mainland) 
Oceania 
Total 
WHEAT PRODUCTION, VALUE, AND ESTIMATED 
RUST LOSS IN SELECTED COUNTRIES ­
1960-1966 AVERAGE
 
Productiona 

Thousand 

Bushels 

598,392 

255,989 
455,353 

170,946 
317,829 
158,298 

127,097 
158,957 
137,505 

1,951,807 
265,495 

404,874 
151,959 
765,025 
328,900 
b 
Price 
$ 1 . 8 4 b 
1 . 3 9 b 
2 60b 

2.85 c 
2 89 
2 7 1b 
1 94 c 
1 85d 
2 07c 
1 59 b 
2 37c 

18c
2 
2 Z0c 
1 85 d 
l.86 c 
Est Rust 
Total Value Loss e 
Thousands Thousand 
$ 1,101,041 $ 71,568 
355,825 23,129 
1,157,918 75,265 
487,196 31,568 
918,526 59,704 
428,988 27,884 
246,568 17,027 
294,071 19,115 
284,625 18,501 
3,103,373 201,719 
629,223 40,900 
882,625 57,371 
334,310 21,730 
1,415,530 92,010 
611,554 39,751 
$ 797,242 
a19 6 0 -1966 average
 
b1960-1966 average domestic price 
c1964-1968 average basic producer prices
 
dEstilmated from World Wheat export-import prices 
eEstimated as 6.5% of wheat crop Based on 1951 -1960 U S average 
loss.
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EXHIBIT 1-6 ESTIMATED VALUE OF SMALL GRAIN CROPS SAVED WITH SELECTED LEVELS OF FUNGUS
 
DISEASE CONTROL IN THE UNITED STATES - 20 YEAR PERIOD 
Control 
Crops 10% 40% 70% 95% 100% 
Million Million Million Million Million 
1 
Wheat 
Undiscounted $ 68 $ 266 $ 468 $ 635 $ 668 
Discounted 7-1/2% 37 146 256 348 366 
Discounted 10% 32 125 219 297 313 
Discounted 12-1/2% 28 108 191 258 272 
2 
Oats 
Undiscounted 102 406 712 965 1,016 
Discounted 7-1/2% 56 222 390 529 557 
Discounted 10% 48 190 333 452 476 
Discounted 12-1/2% 42 165 290 393 414 
3 
Barley 
Undiscounted 10 40 68 93 98 
Discounted 7-1/2% 5 22 37 51 54 
Discounted 10% 5 19 32 44 46 
Discounted 12-1/2% 4 16 38 38 40 
4 
Rye 
Undiscounted - 2 4 6 6 
Discounted 7-1/2% - 1 2 3 3 
Discounted 10% - 1 2 3 3 
Discounted 12-1/2% 1 2 2 2 
Total, All Crops 
Undiscounted $ 180 $ 714 $1,252 $1,699 $ 1,788 
Discounted 7-1/2% 98 391 685 931 980 
Discounted 1016 85 335 586 796 838 
Discounted 12-1/2% 74 290 521 691 728 
1Includes only Septoria and powdery mildew 3Includes Septoria and powdery mildew 
2 lncludes Septoria, stem rust, and crown rust 4 Includes only stem rust 
EXHIBIT 1-7 ESTIMATED VALUE OF SMALL GRAIN CROPS SAVED WITH SELECTED LEVELS OF FUNGUS
 
DISEASE CONTROL IN 15 SELECTED COUNTRIES - 20 YEAR PERIOD
 
ControlCrops 10% 40% 70% 95% 100% 
Wheat 1 Million Million Million Million Million 
Undiscounted $343 $1,372 $2,401 $3,259 $3,430 
Discounted 7-1/2% 188 752 1,316 1,786 1,880 
Discounted 10% 161 643 1,124 1,526 1,606 
Discounted 12-1/2% 140 559 978 1,327 1,397 
2 
Oats 
Undiscounted 314 1,258 2,201 2,987 3,144 
Discounted 7-1/2% 172 689 1,206 1,637 1,723 
Discounted 10% 147 589 1,030 1,399 1,472 
Discounted 12-1/2% 128 512 896 1,217 1,281 
3 
lBarley
 
Undiscounted
Un 100 401 701 951 1,001 
Discounted 7-1/2% 55 219 384 521 549 
Discounted 100 
 47 188 328 445 469 
Discounted 12-1/Z% 41 163 286 387 408 
4 
Rye 
Undiscounted 20 78 137 186 198 
Discounted 7-1/Z% 11 43 75 102 107 
Discounted 10% 9 37 64 87 9z 
Discounted 12-1/2% 8 32 56 76 80 
Total, All Crops
 
Undiscounted 
 $777 $3,109 $5,440 $7,383 $7,773 
Discounted 7-1/2% 4Z6 1,701 2,981 4,046 4,259 
Discounted 10% 364 1,457 2,546 3,457 3,639
 
Discounted 12-1/2% 
 317 1,266 Z,216 3,007 3,166
 
1Includes only Septoria and powdery mildew 
2 Includes Septoria, stem rust, and crovn rust Data not available for Mainland China, India, Pakistan, and Australia 
3 Includes Septoria and powdery mildew Data not available for Mainland China, India, and Pakistan 
4 Includes only stem rust Data not available for Mainland China, India, Pakistan, and Australia 
