ABSTRACT. Generalising results of Razborov and Safin, and answering a question of Button, we prove that for every hyperbolic group there exists a constant α > 0 such that for every finite subset U that is not contained in a virtually cyclic subgroup |U n | (α|U |) [(n+1)/2] . Similar estimates are established for groups acting acylindrically on trees or hyperbolic spaces.
INTRODUCTION
We denote by |U | the cardinality of a set U . If U is a subset of a group G, then U n ⊂ G denotes the set of all products of n elements of U . Let [(n + 1)/2] denote the integral part of (n + 1)/2.
Hyperbolic groups. A group G is hyperbolic if it admits a proper and cocompact action on a δ-
hyperbolic space X [Gro87] . We assume that X is geodesic and complete. Extending results of Chang,
Razborov, Safin and Button [Cha08, Raz14, Saf11, But13], we prove:
Theorem 1.1. For every hyperbolic group G there is a constant α > 0 such that for every finite subset U ⊂ G that is not contained in a virtually cyclic subgroup |U 3 | (α|U |) 2 .
More generally, for all natural numbers n, |U n | (α|U |)
This answers a question in [But13] .
Example 1.2. Let us consider a δ-hyperbolic graph X on which G acts properly and cocompactly, for instance a Cayley graph of G. Then α can be estimated in terms of the cardinality of the ball of radius 1000δ, see Theorem 1.1.
If furthermore the injectivity radius of the action of G on X is large, that is, inf x∈X d(x, gx) > 10 8 δ for all g = 1 ∈ G, then we may take α −1 = 1200|B(x 0 , 1000δ)| 2 .
This reminds us of a result [Gro87, KW03, Arz06] that states that, if the injectivity radius exceeds 1000δ log 2 (n + 1), then each n-generated subgroup is free.
Remark 1.3. If U ⊂ G is symmetric, i.e. U = U −1 , contains the identity, and is not contained in a finite nor a virtually cyclic subgroup, then Breuillard and Fujiwara give a uniform constant n 0 and two elements in U n0 that generate a free sub-semigroup of G [BF18, Corollary 13.4]. This extends a result of [Kou98] and implies the exponential growth rate of |U n |, for such symmetric sets U ⊂ G.
Groups acting on trees.
Note that free groups and free products act on a tree, that is, a 0-hyperbolic space. In order to extend the results of [Raz14, Saf11, But13] we consider acylindrical actions on trees.
We recall that an action is k-acylindrical in the sense of [Sel97] if the stabiliser of a segment of length k is trivial.
To analyse growth of products of a subset U of a group acting on a metric space, we consider the normalised 1 -energy E(U ) := min x∈X 1 |U | u∈U d(ux, x) and fix a point x 0 that minimises E(U ) (up to δ). The maximal displacement of U is defined by λ 0 (U ) := max u∈U d(ux 0 , x 0 ). Remark 1. 4 . If G acts on a tree and U ⊂ G is contained in an elliptic subgroup, then E(U ) = 0 and λ 0 (U ) = 0. If G acts on a δ-hyperbolic space and U is contained in an elliptic subgroup, then E(U ) 30δ and λ 0 (U ) 30δ. Theorem 1.5. For every ρ 0 > 0 and k ρ0 10 11 there is a constant α such that for every group G with a k-acylindrical action on a simplicial tree of edge length ρ 0 and for every finite U ⊂ G of maximal displacement λ 0 (U ) 10 11 k that is not contained in an infinite cyclic subgroup |U 3 | (α|U |) 2 .
Remark 1.6. We may take α = 1 10 24 ρ0 k .
Note that Theorem 1.5 extends the main result of [But13] : Remark 1.7. If G is a free product, we take k = ρ 0 /10 11 . Then, for every finite U that is not conjugated into one of the vertex stabilisers λ 0 (U ) 10 11 k. In this case, our constant α = 10 −13 .
Examples of groups acting acylindrically on trees are discussed, for instance, in [Sel97, Del99, MO15] .
Some results for groups with a non-acylindrical action on a tree, for instance a parabolic action of lamplighters, are known, see [Tao10] .
1.3. Groups acting on hyperbolic spaces. In order to study groups acting on hyperbolic spaces, we recall the definition of acylindricity in the sense of Bowditch [Bow08, DGO17] .
We assume that δ > 0.
Definition 1.8. The action of G on a δ-hyperbolic space X is acylindrical, or more precisely (k 0 , n 0 )-acylindrical, if there is k 0 0 and n 0 > 0 such that for all x and y in X that are at least k 0 apart, there are at most n 0 isometries g ∈ G such that d(gx, x) 100δ and d(gy, y) 100δ.
We keep unchanged the definition of the displacement λ 0 (U ) of U acting on X.
Theorem 1.9. For every δ > 0, k 0 δ, n 0 > 0 there are constants ε > 0 and α > 0 such that for every group G that acts (k 0 , n 0 )-acylindrically on a δ-hyperbolic space X and for every finite U ⊂ G of maximal displacement λ 0 (U ) ε log 2 (2|U |) that is not contained in an infinite virtually cyclic subgroup
More generally, for all natural numbers n,
. Remark 1.10. If E(U ) > ε log 2 (|U |) + δ, then λ 0 (U ) ε log 2 (2|U |) so that the theorem applies.
However, in a free product A * Z taking U := U 0 ∪ {t n } where U 0 ⊂ A and n large, we get a set of small energy (1/n) but the theorem still applies.
We may take ε = 10 11 k 0 and α = . To compare with Theorem 1.5 and Remark 1.6 note that by acylindricity the injectivity radius of the action is at least δ/n 0 .
Groups that admit an acylindrical action on a δ-hyperbolic space are discussed, for instance, in [Ham08, Sis16, DGO17, Osi16, Cou16] and include relatively hyperbolic groups, most mapping class groups [Bow08] , and infinitely presented graphical small cancellation groups [GS14] .
Remark 1.11. The logarithmic term in Theorem 1.9 is due to the correction term in Gromov's tree approximation lemma, see Lemma 2.1. In particular, if X is a quasi-tree in the sense of BestvinaBromberg-Fujiwara [BBF15] , then the tree approximation is uniform, and this logarithmic term is not necessary. Examples of groups acting on quasi-trees are discussed in [BBF15] .
The proof of Theorem 1.5 and 1.9 splits in two cases: in the first case at least one per cent of the elements of U move x 0 by at most 10 −4 λ 0 (U ), in the second case at most one per cent of the elements of U move x 0 by at most 10 −4 λ 0 (U ).
The first case is proved in Section 2, the second case takes up Sections 3, 4 and 5.
1.4. Strategy of proofs. Our proof closely follows a strategy of Safin [Saf11] in the case of a free group.
Safin's proof is based on two definitions: reduced products and periodic elements. Hyperbolic geometry enables us to extend these two definitions to the case of a group acting on a hyperbolic space. Let us sketch the proof of Theorem 1.1 in the special case where the action of G on X is cocompact and has a large injectivity radius, such that the first of the above cases is vacuous.
Definition 1.12 (cf. Definition 2.11). The product gh is reduced at x 0 if (g −1 x 0 , hx 0 ) x0 δ, where (x, y) z denotes the Gromov product.
In the case of a free group, the product of two elements g and h (we represent g and h in normal form)
is reduced if the last letter of g is not inverse to the first letter of h.
Our first lemma generalises Safin's reduction lemma [Saf11, Lemma 1]. We recall that, as the action of G on X is assumed to be proper and cocompact, the volume of balls of fixed radius is uniformly bounded. Lemma 1.13 (cf. Lemma 3.3). Let α −1 = 30 |B(1000δ)| 2 and U ⊂ G finite. There is x 0 ∈ X and two subsets U 0 and U 1 of U of cardinality > α|U | such that all products uv and vu where u ∈ U 0 and v ∈ U 1 are reduced at x 0 .
In fact, x 0 appears as a point minimising (up to an error of δ) the normalised 1 -energy
We prove this Lemma by adapting Safin's argument [Saf11, Lemma 1] in our geometric language.
We now discuss our second definition, periodic isometries. The axis C u of an hyperbolic isometry
The axis is a δ-quasi-convex u-invariant subset that contains a bi-infinite line at finite Hausdorff distance.
Definition 1.14 (cf. Definition 4.10). An isometry g is u-periodic at x 0 if x 0 and gx 0 lie in C u and if
The period of g is the maximal cyclic subgroup containing u.
In the case of a free group acting on its Cayley graph with x 0 = 1, note that 1 ∈ C u if u is cyclically reduced, that is, its first letter is not inverse to its last letter, and in this case, g is u-periodic at the origin if g = u k u 1 where k 2 and where u = u 1 u 2 as a (cyclically) reduced product. Therefore, our definition is a geometric generalisation of Razborov's definition for free groups, cf. [Saf11, Section 2].
The period of g at x 0 is unique, that is, it does only depend on x 0 and g, but not on u.
Our second main lemma generalises another observation of Safin [Saf11, Lemma 3].
Lemma 1.15 (cf. Lemma 4.15). Under the hypothesis of large injectivity radius, if
where, for all 1 i 4, the products u i v and vw i are reduced at x 0 and |vx 0 − x 0 | |u i x 0 − x 0 |, then v is periodic at x 0 . More precisely, the period of v is the maximal cyclic subgroup containing u
With these two lemmas in hands, we mimic Safin's final counting argument [Saf11, Section 4] to
2 by the previous lemma, see details in Section 4.
The main difficulty to extend this to actions on trees or hyperbolic spaces is the construction of large subsets in U with reduced products at the base point. To this end, we adapt a combinatorial argument of Button [But13] .
The proof of Lemma 1.15 and the counting argument do only rely on the acylindricity of the action.
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ACYLINDRICITY AND REDUCED PRODUCTS
We collect some facts of the geometry of hyperbolic spaces in the sense of [Gro87] , see [CDP90, GdlH90, DG08, Cou14, Cou16] .
2.1. Hyperbolic spaces. Let X be a geodesic metric space. The distance of two points x and y in X is denoted by |x − y|, and [x, y] is a geodesic segment between x and y. If A is a set,
The Gromov product of p, q ∈ X at x ∈ X is defined by (p, q) x := 1 2 (|p − x| + |q − x| − |p − q|). Let δ 0. The geodesic metric space X is δ-hyperbolic, if for every choice of four points p, q, r, and x in X the inequality (p, r) x min{(p, q) x , (q, r) x } − δ is satisfied.
From now on, we assume that δ 0 and we assume that X is δ-hyperbolic. If δ = 0, then X is an R-tree. In general, we have the following theorem of Gromov.
Lemma 2.1 (Tree approximation [Gro87, Section 6.1]). Let x 0 , x 1 , . . . , x n ∈ X and let A be the union of geodesic segments
There is a metric tree T and a map f : A → T such that
(1) for all 1 i n, the restriction of f to the geodesic segment [x 0 , x i ] is an isometry and
We use the next lemma to study (Lemmas 2.3, 2.4) and to construct (bi-infinite) local quasi-geodesics (Lemma 2.9). Part (1) is also used in ping-pong arguments, for instance to show free subgroups in hyperbolic groups [Del91, Del96] . Such arguments will be used in Sections 2.8 and 5.1. (1) If for all i
(2) If, in addition, α 9δ and if for all i we have (x i−1 , x i+1 ) xi β, then the piece-wise geodesic
is at distance at most 10δ + β from any geodesic [x n , x m ]. Inversely, every point on [x n , x m ] is at distance at most 10δ + β from this piece-wise geodesic. Proof. Let γ be a 200δ-local 1-quasi-geodesic from x to y. Take x 0 := x, . . . , x i , . . . , x n := y on γ such that 50δ |x i − x i+1 | 100δ. As x i−1 , x i , and x i+1 are on a 1-quasi-geodesic we have that
By Lemma 2.2(2) with β = δ, the Hausdorff distance between γ and [x, y] is at most 11δ. Therefore, two 200δ-local 1-quasi-geodesics from x to y are of Hausdorff distance at most 22δ.
We denote by ∂X the boundary at infinity of X, see [CDP90, Chapitre 2]. The stability of local quasi-geodesics extends to bi-infinite local quasi-geodesics with endpoints in ∂X. 
A subset C ⊂ X is α-quasi-convex if for all two points x, y ∈ C the distance of each point on a geodesic segment [x, y] to C is at most α. For instance, geodesic segments or lines are 2δ-quasi-convex.
In the case of a tree and a hyperbolic isometry g, the set C g is a bi-infinite geodesic g-invariant line, the axis of g. In general, we have: 
.
1-quasi-geodesic. Using Lemma 2.2 as in the proof of Lemma 2.3, we see that L g is indeed a bi-infinite line. It is g-invariant by definition. We argue similarly to see that L g is quasi-convex: for every two points of distance at least 200δ on L g , the proof of Lemma 2.3 implies that [x, y] is at Hausdorff distance at most
Furthermore, we have:
Lemma 2.10. Let g be an isometry of X and let x, y ∈ X.
If m 1 is the midpoint of [x, gx] and m 2 is the midpoint of [y, gy], then
Proof. By g-invariance and quasi-convexity, m 1 and m 2 are in C +20δ g , which is 10δ-quasi-convex by
Definition 2.11 (Reduced products). Let u and v be two isometries of X. Their product uv is reduced at
In the case of a free group, this means that the first letter of v is not inverse to the last letter of w.
Lemma 2.12. Let u 1 vw 1 = u 2 vw 2 and assume that the products u 1 v, u 2 v, vw 1 and vw 2 are reduced at
Proof. Let u := u Definition 2.13 (Acylindrical action). Let k 0 0 and n 0 1. The action of G on the δ-hyperbolic space X is (k 0 , n 0 )-acylindrical if for all x, y ∈ X of distance |x − y| k 0 there are at most n 0 isometries g ∈ G with |gx − x| 100δ and |gy − y| 100δ.
We always assume that k 0 δ, which is no restriction in generality. Bowditch's acylindricity is stronger than Sela's notion, but is equivalent in the case of simplicial trees.
2.6. Acylindrical actions on trees. In this paragraph, let X be a tree. Recall that ρ 0 denotes the injectivity radius of the action and is assumed to be strictly positive. For a combinatorial tree, it is always bigger than the edge-length unless the action is elliptic or parabolic.
Remark 2.17. Let G act k-acylindrically on a tree X. Then ρ 0 1, X is ρ 0 /10 4 -hyperbolic, and the action of G on the ρ 0 /10 4 -hyperbolic space X is (k, 1)-acylindrical.
Example 2.18. Let G split as a free product G = A * C B amalgamated over a finite subgroup C. Then G acts on the Basse-Serre tree of this splitting. The edge stabilisers are conjugate to C, therefore for all ε > 0 the action is (ε, |C|)-acylindrical.
From now on we assume that δ > 0, and that the action is (k 0 , n 0 )-acylindrical in the sense of Definition 2.13, where k 0 δ. This is justified by Remark 2.17.
2.7.
Choice of the base point. Let us recall the definition of energy and displacement.
Definition 2.19. Let U be a subset of G.
Given a subset U , we fix x 0 ∈ X such that E(U )
The base point x 0 is fixed from now on.
where x 0 is the point minimising the 1 -energy fixed in the previous definition.
We also recall:
Example 2.21. If G acts on a tree and U ⊂ G is contained in an elliptic subgroup, then E(U ) = 0 and λ 0 (U ) = 0. In general, if G acts on a δ-hyperbolic space and U is contained in an elliptic subgroup, then E(U ) 30δ and λ 0 (U ) 30δ.
Example 2.22. Let G split as a free product amalgamated over a finite subgroup. In this case, we can take k 0 = ρ 0 /10 4 . Let U ⊂ G be a finite subset that is not contained in an elliptic subgroup. Then
Example 2.23 (Hyperbolic groups). Let us assume that X is a δ-hyperbolic graph of bounded geometry (i.e. vertices have uniformly bounded valence) and that G acts properly on X. Then for every fixed number m the number of group elements g such that |gx − x| m for a point x ∈ X is uniformly bounded.
Let b be a uniform bound on the number of group elements g such that for all x ∈ X, |gx − x| 10
At this point let us note that if |U | b then the product set estimates of Theorem 1.1 are trivially satisfied whenever α 1/b. We can therefore assume that |U | > b without restriction.
2.8. Sets of small displacement. We recall that δ > 0 and that the action of G on X is (k 0 , n 0 )-acylindrical in the sense of Definition 2.13.
Let U ⊂ G finite. Recall that x 0 ∈ X is a point minimising the energy E(U ), see Definition 2.19. Let
The next lemma is our first application of Lemma 2.12 on reduced products.
Lemma 2.25. There is a positive c 1 45 · ρ0 k0 such that for all finite U ⊂ G and for all v ∈ G with
Proof. Let u 1 , w 1 ∈ U 0 . Let n > 0 such that for n-many u i ∈ U 0 and n-many w i ∈ U 0
Note that (u
The result now follows by Lemma 2.14. Indeed, k(112k 0 /100δ) < 1000k 0 and n(112k 0 /100δ)
Keeping the same notation for c and U 0 , we extend Lemma 2.25. For this we develop a ping-pong argument based on Lemma 2.2(1).
Lemma 2.27. For all v ∈ G with |vx 0 − x 0 | 10
and assume without restriction that |U 0 | 2/c. We show the existence of U 1 ⊂ U 0 of cardinality
2 |U 0 | n , which is the assertion of the lemma.
We define U 1 : let us fix a point m on a geodesic from
Then let U 1 ⊂ U 0 be the set of all u ∈ U 0 such that |um − m| > 100k 0 . By acylindricity, Lemma 2.14, |U 1 | |U 0 | − 1/c, which is at least 1 2 |U 0 |. We let U 1 ⊂ U 1 be of maximal cardinality such that for all u, u ∈ U 1 , |um − u m| > 100k 0 . By acylindricity, Lemma 2.14, for every u ∈ U 1 there are at most 1/c-many u ∈ U 1 such that |um − u m|
Let us also note that for all u, u ∈ U 1 , (v
Similarly, for all u, u ∈ U 1 , (uvx 0 , u vx 0 ) x0 < 700k 0 .
To prove (1), we fix u 1 , u 2 , u 3 , . . . , u n ∈ U 1 and show that there is no equation
Note that for all 0 j < 2n, |x j − x j+1 | 99998k 0 , and that by the choices made (x j−1 , x j+1 ) xj < 700k 0 . This is in a contradiction to Lemma 2.2(1), which yields the claim.
Lemma 2.28.
Proof. Let δ > 0, c := δ 45n0k0 and assume without restriction that |U 0 | 2/c. Let v ∈ U 0 such that
If n 4, the assertion follows from Lemma 2.25.
follows from Lemma 2.27.
We show the existence of
, which implies the lemma.
We define U 1 and U 2 : let m 1 be a point of distance k(100k 0 ) 510k 0 from x 0 on [x 0 , vx 0 ] and let
Note that all these points are at distance at most 20k 0 from L v .
We define U 1 to be the set of u ∈ U 0 such that |um 1 − m 1 | > 100k 0 , and let U 1 ⊂ U 1 of maximal cardinality such that for all u, u ∈ U 1 , |um 1 − u m 1 | > 100k 0 . We define U 2 to be the set of all u ∈ U 0 such that |um 2 − m 2 | > 100k 0 and let U 2 ⊂ U 2 of maximal cardinality such that for all u, u ∈ U 2 ,
As in the proof of Lemma 2.27, acylindricity, Lemma 2.14, yields that |U 1 | and if (vu
. 2.14 at most n 1 (d) isometries move a segment of length k 1 (d) by at most 10 6 dδ. Let k 1 := k 1 (1) and
Let U ⊂ G. We recall that x 0 denotes a point minimising the energy E(U )(x) := 1/|U | u∈U |ux − x|. In this part, we fix d 1, and we assume that for at least 99/100 of the u ∈ U , |ux 0 − x 0 | k 1 (d). In the case of groups acting on a graph of bounded geometry or a tree (Sections 3.2 and 3.3) we take d = 1, but later on, to study groups acting on hyperbolic spaces, we have to take d = log 2 (2|U |) (Section 3.4).
The aim of this paragraph is to generalise [Saf11, Lemma 1]. Namely, given a set U , we find two subsets U 0 and U 1 of U of large cardinality such that all products u 0 u 1 and u 1 u 0 are reduced at x 0 .
3.1. Energy and sets of large displacement. Let S = S(x 0 , 1000dδ) denote the sphere of radius 1000dδ at x 0 . Let y and z ∈ S. Let
This is the set of isometries u ∈ U such that y is on a geodesic segment U y,z 2/3 |U |.
Proof. By contradiction, let us assume that y,z∈B(y0,160dδ)
Let u ∈ y,z∈B(y0,160dδ) U y,z . We compute, see Figure 3 :
In particular, |uy 0 − y 0 | |ux 0 − x 0 | − 1300dδ.
On the other hand, if u ∈ y,z∈B(y0,160dδ) U y,z , then
. This implies that x 0 was not minimising for the energy of U , a contradiction.
3.2. Reduction lemma 1: the case of graphs of bounded geometry. In this section, let us assume further that X is a graph of uniformly bounded valence, for instance X is a Cayley graph, or a regular d-valenced tree. Let b 0 a uniform bound on the number of vertices in a ball of radius 1000δ in X.
The following lemma is a geometrization of Safin's Lemma 1 [Saf11] . 
In addition, |u 0 x 0 − x 0 | k 1 and |u 1 x 0 − x 0 | k 1 for all u 0 ∈ U 0 and all u 1 ∈ U 1 .
In particular, the products in U 0 U 1 and U 1 U 0 are reduced at x 0 .
Proof. If |z − y| > 50δ and |U z,y | > 1/10b 2 |U | we set Let us show that such a set U 1 exists. Let us assume that there are no z 1 , y 1 with |z 1 − y 1 | 50δ, This contradicts the assumption of minimal energy at x 0 .
Hence, we have found subsets U 0 and U 1 with the desired properties.
3.3. Reduction lemma 2: the case of R-trees. We still denote by x 0 a minimiser for the energy of U and let r 1/4k 0 be a fixed constant.
The proof of the following lemma is due to Button [But13, Theorem 2.2], but we adapt it to our geometric language. 
In addition, |u 0 x 0 − x 0 | k 0 and |u 1 x 0 − x 0 | k 0 for all u 0 ∈ U 0 and all u 1 ∈ U 1 .
Let S := S(x 0 , r) be the sphere of radius r at x 0 . For A, B ⊂ S we denote by U A,B the set of isometries u ∈ U such that |ux 0 − x 0 | 4r and such that there are a ∈ A and b ∈ B with
In other words, U A,B is the set of u ∈ U such that |ux 0 − x 0 | 4r and such that a geodesic segment from x 0 to ux 0 meets A and such that a geodesic segment from x 0 to u −1 x 0 meets B respectively.
As we are working in a tree, the following lemma is immediate.
Lemma 3.5. Let A ⊂ S and B ⊂ S \ A. Then
r.
Here we use as a placeholder for a subset of S.
In particular, S is a finite subset of S.
Let A ⊂ S and let B := S \ A.
Let us fix a point a ∈ A. Then we write A := A \ {a}, B := B ∪ {a}. Proof of Reduction Lemma. We define subsets A (n) , B (n) of S by recursion:
• Let A (0) := S , and let B (0) be the empty set.
• For n > 0, let a n ∈ A (n−1) and let
If there is n such that
We assume that this is not the case for all n 0. By the remark, there is n > 0 such that
By the lemma,
We then set U 0 = U A (n) ,A (n) and U 1 = U B (n) ,B (n) .
3.4. Reduction lemma 3: the case of hyperbolic spaces. We recall that x 0 is a minimiser for the energy of U . The idea is to use Gromov's tree approximation lemma, Lemma 2.1, to adapt Button's argument.
Lemma 3.8 (Reduction). If at most 1/100 of the isometries u ∈ U have displacement |ux 0 − x 0 | k 1 (log 2 (2|U |)), then there are U 0 , U 1 ⊂ U of cardinalities at least 1/100 |U | such that
In addition, for all u 0 ∈ U 0 and all u 1 ∈ U 1 |u 0 x 0 − x 0 | k 1 (log 2 (2|U |)) and |u 1 x 0 − x 0 | k 1 (log 2 (2|U |)).
Let r := 1000 log 2 (2|U |)δ and let S := S (x 0 , r) be the sphere of radius 1000 log 2 (2|U |)δ at x 0 .
Let T be a tree approximating x 0 ∪ U x 0 ∪ U −1 x 0 , and let f be a map from x∈U x0∪U −1 x0 [x 0 , x] to T that is given by Lemma 2.1. We recall that f is an isometry on each geodesic [x 0 , x]. In addition, for all y, z ∈ x∈U x0∪U −1 x0 [x 0 , x] we have
Let us denote by S the sphere of radius r at x 0 in T . It is the image of S x∈U x0∪U −1 x0 [x 0 , x] under f . For A, B ⊂ S we denote by U A,B the set of isometries u ∈ U such that |ux 0 −x 0 | 4000 log 2 (2|U |)δ and such that there are a ∈ A, b ∈ B with
Lemma 3.9. Let A ⊂ S and B ⊂ S \ A. Then
Here we use as a placeholder for a subset of S .
Proof. We let u 0 ∈ U A, and u 1 ∈ U ,B x 0 . By definition, there are a ∈ A and b ∈ B such that
In T we hence have that
The tree approximation gives that
This implies our claim.
Let A ⊂ S, let B := S \ A.
Let us now fix a ∈ A and write A := A \ {a}, B := B ∪ {a}. Proof. By contradiction, let us assume that
Exactly as in the case of trees, see Lemma 3.7, we conclude that |U a,a | > 92/100 |U |. Now, let
Then, by tree approximation f −1 (a) ⊂ B(y 0 , 4δ log 2 (2|U |)) ∩ S. Let us also note that
Hence, y,z∈B(y0,4δ log 2 (2|U |)) U y,z > 92/100 |U |. This contradicts Lemma 3.2 on minimal energy.
We conclude the proof of Lemma 3.8 by the same argument used for Lemma 3.4 (where S plays the role of S and sets U , the role of U , ).
3.5. The reduction procedure. Let us fix two sets U 0 and U 1 and β > 0 such that U 0 and U 1 ⊂ U of cardinalities at least β |U | and such that for all u 0 ∈ U 0 and u 1 ∈ U 1 the products u 0 u 1 and u 1 u 0 are reduced at x 0 and such that for all u ∈ U 0 ∪ U 1 , |ux 0 − x 0 | k 1 . In addition, if β := β /2 we can find two subsets U 0 and U 1 of cardinalities β|U | such that for all u ∈ U 0 and all u 1 ∈ U 1
Indeed, let m 1 be the median of {|u 0 x 0 − x 0 | | u 0 ∈ U 0 } and let m 2 be the median of {|u
By Lemma 2.2, the products u 1 w k are almost reduced at x 0 , in the sense that they have uniformly bounded (independent of k) small Gromov product.
Lemma 3.12. For all u 1 ∈ U 1 and all
At this point the symmetry in the previous statements breaks up. Indeed,
This will be important in the following section, where we estimate the cardinality of |U n | |U 0 U 1 W k |.
PERIODICITY AND ELEMENTARY SUBGROUPS
We recall that X is δ-hyperbolic and that the action of G on X is (k 0 , n 0 )-acylindrical in the sense of Definition 2.13.
In this section, we fix finite subsets U , V and W of G and a point x 0 ∈ X such that, firstly, the products in the sets U V and V W are reduced at a point x 0 ∈ X, secondly, for all u ∈ U and all v ∈ V we have
Our goal is to estimate the cardinality of the sets U vW and U V W . A loxodromic subgroup E of G is an elementary subgroup containing an hyperbolic isometry. It is contained in a unique maximal loxodromic subgroup. The action of E on ∂X fixes a subset of exactly two points, x + and x − , which are those in the limit set of E. The maximal loxodromic subgroup containing E is the stabiliser of the set {x
If G is a hyperbolic group, or more generally, if δ > 0 and G acts (k 0 , n 0 )-acylindrically on X, then maximal loxodromic subgroups are maximal infinite virtually cyclic subgroups [Cou16, Proposition 3.27]. . Let E be a loxodromic subgroup. Then
• C E is 10δ-quasi-convex and invariant under the action of E,
. In particular, if 
4.3.
Loxodromic subgroups and small cancellation. We recall that G acts acylindrically on the δ-hyperbolic space X, and that the ν-invariant and the diameter of the thin part A(G, X) = Aδ are finite.
We let E be a maximal loxodromic subgroup, and define
Proof. Let g ∈ E realise [E], and let g ∈ E realise [E ]. Let us recall that C E ⊂ C +100δ g and that In this case, we call E period of v at x 0 .
The small cancellation lemma 4.9 implies:
Lemma 4.11 (Uniqueness of periods). If v is periodic with periods E 1 and E 2 at x 0 , then E 1 = E 2 .
We also need the following notion, which is weaker than periodicity.
Definition 4.12 (E-left/right-periodic). Let E be a maximal loxodromic subgroup. An isometry u is
and
An isometry can be right-periodic at x 0 with respect to two distinct maximal loxodromic subgroups.
Example 4.13. In the free group on generators a and b acting on its Cayley graph, u 1 = bbaba 3 ba 3 ba 3 and u 2 = ba 3 ba 3 ba 3 ba 3 ba 3 are both ba 3 -and a -right-periodic at the vertex representing the identity.
But we still have the following.
Lemma 4.14 (Uniqueness of right-periods).
and if u 1 and u 2 are both E-and E -right-periodic at x 0 , then their E -right-periods are of Hausdorff distance at most 240δ.
Proof. With Lemma 4.9 we deduce that
The same statement holds for u 2 .
Let y 1 and y 2 be the points in the E-right-period of u 1 , or u 2 respectively, which are at distance
+ 10 6 δ from x 0 . By Lemma 4.2, x 0 , y 1 and y 2 are in the 200δ-neighbourhood
Therefore, if y 1 is the point in the E -right period of u 1 which is closest to u 
Hence, the projection of
Hence, y 1 is of distance at most 240δ from the E -right-period of u 2 , and y 2 , the point in the E -right period of u 2 which is closest to u −1 2 x 0 , from the E -right-period of u 1 . This implies the claim. 4 .5. Equations of reduced products and periodic isometries. From now on, we write k 2 := k(5) and n 2 := n(5) so that by Lemma 2.14 at most n 2 elements move a segment of length k 2 by at most 500δ.
where the products u 0 v, u 1 v, . . ., u n v and vw 0 , vw 1 , . . ., vw n are reduced at x 0 ∈ X. Because of the Reduction Lemmas, Lemma 3.3, 3.4 and 3.8, we assume that k 2 |vx 0 − x 0 | and that for all 0 i, j n,
Without restriction, we assume that |u
If 1 i < n, Lemma 2.12 implies that x 0 and vx 0 are in
We recall that ν denotes the ν-invariant and A(G, X) = Aδ the diameter of the thin part. Let us first fix u j such that |u
indeed, by assumption, |vx 0 − x 0 | |u p x 0 − u 0 x 0 |, and for all ι such that p ι 4ν
Let us now set E := E(u −1 j u j+1 ) and fix i as above. We next show that u
This then implies that all the maximal loxodromic subgroups E(u
In fact, we show that u
i u i+1 stabilises the limit points of E, and is, by maximality, in E. The idea is to apply Lemma 4.9, and for this we estimate the diameter of the intersection of the invariant cylinders: by assumption, u
, which is the u
With (3) we deduce the claim.
Then u 0 Eu 0 = . . . = u i Eu i −1 , and hence, u 0 x 0 , . . . , u i x 0 are in u i C +50δ E . Using (3) again, for all
By assumption, |u i+1 x 0 − x 0 | > |u i x 0 − x 0 | + 250δ so that the respective E-right-periods have 4.6. Separation Lemmas. We keep the notations of the previous section. We show that there exists a uniform number n such that a large number of equations u 0 vw 0 = u 1 vw 1 = . . . = u n vw n forces the periodicity of v and implies that two of the u i are right-periodic with same period.
We recall that at most n 2 elements move a segment of length k 2 by at most 500δ. . In particular, |u
Lemma 4.17. Let p 1, m > 1 and n pmn 2 . Let u 0 := u 0 , u 1 := u mn2 , . . . , u p := u pmn2 .
Then, for all 1 j p, |u j x 0 − u j+1 x 0 | > 100mδ.
Proof. Let g 0 := u 0 , g 1 := u n2 , . . . , g m := u mn2 , . . .. By Lemma 4.16,
We note that u 0 = g 0 , u 1 = g m , . . ., u k = g km . Finally, as all the points
Lemma 4.18. If p 5ν and n 5ν (Aδ + 10 6 ) n 2 , then for all i, v is E := E(u i −1 u i+1 )-periodic at x 0 . In addition, u p−1 and u p are E-right-periodic at x 0 and their E-right periods are of Hausdorff distance at least 250δ.
4.7.
A counting argument. Let us come back to our original question of estimating the set U vW . We assume that U , V and W are finite subsets of G, the products in U V and V W are reduced at x 0 and that for all u ∈ U and all v ∈ V , k 2 |ux 0 − x 0 | |vx 0 − x 0 |.
We recall from the discussion of the reduction procedure that we cannot assume the symmetric inequality, where u ∈ U and w ∈ W are interchanged.
unless there are maximal loxodromic subgroups E and u, u ∈ U and w, w ∈ W such that (1) v is E-periodic at x 0 (2) u and u are E-right-periodic at x 0 and w and w are v −1 Ev-left-periodic at x 0 .
The E-right-periods of u and u at x 0 , and the vEv −1 -left-periods of w and w at x 0 respectively, are of
The idea is to apply Lemmas 4.17 and 4.15 to U vW and to W −1 v −1 U −1 . Because of the lack of symmetry, this requires an additional argument:
Lemma 4.20. Let n > 1. If there are u 1 , . . . u n ∈ U , w 1 , . . . w n ∈ W and v ∈ V such that
Proof. By assumption, k 2 |ux 0 − x 0 | |vx 0 − x 0 | and by Lemma 2.14 k 2 > 400δ. Without restriction,
By Lemma 2.12, Definition 4.21 (Periodic set). A finite subset V ⊂ G is periodic at x 0 , if there are maximal loxodromic subgroups E 1 and E 2 and for all v ∈ V the isometry v is E 1 -periodic at x 0 and v −1 is E 2 -periodic at x 0 .
By Lemma 4.11, every periodic set is contained in a coset of a maximal loxodromic subgroup:
Lemma 4.22. Let V ⊂ G be periodic at x 0 . Then there is a maximal loxodromic subgroup E and t ∈ G such that V ⊂ Et.
We come back to estimate the set U V W . Recall that k 2 = k(5), n 2 = n(5), that the products in U V and V W are reduced at x 0 and that for all u ∈ U and all v ∈ V ,
Moreover, we fixed ν and A such that Aδ = A(G, X) is the diameter of the thin part. so that by Lemma 4.19 all elements in V are periodic. We prove that V itself is a periodic set, namely all elements in V have the same period.
Let v, v in V and let E and E be maximal loxodromic subgroups such that v is E-periodic at x 0 and v is E -periodic at x 0 . Let U 00 := {u ∈ U | u is E-and E -right-periodic at x 0 }. Proof. Let U 1 be the set of all u ∈ U that are not E-right-periodic at x 0 , and let U 2 be the set of all u ∈ U that are not E -right-periodic at x 0 . We note that U = U 00 ∪ U 1 ∪ U 2 . By Lemma 4.19,
On the other hand,
Hence, |U 1 | 1/4 |U |. Analogously |U 2 | 1/4 |U |. Then |U 00 | 1/2 |U |. Therefore, |U 00 | c and
Proof of Proposition 4.23. We assume that |U V W | |U ||W | 4c . Lemma 4.24 allows to apply Lemma 4.19 again, now using U 00 instead of U . Hence, the E -right-periods of at least two elements of U 00 are of Hausdorff distance at least 250δ. This contradicts Lemma 4.14.
We then apply these arguments to W −1 , V −1 and U −1 at x 0 . We conclude that the period of all v −1 at x 0 , where v ∈ V , is uniquely determined. Hence, V is periodic at x 0 .
GROWTH OF POWERS OF PERIODIC SETS
In this part, we study growth of powers of large periodic sets. We recall that a periodic set V is contained in a left coset Et of a maximal loxodromic subgroup E, see Lemma 4.22.
5.1. Ping-pong with periodic sets. If V is a periodic set, we adapt the arguments of [Del91, §3] to estimate the cardinality of V n .
Definition 5.1. Let t ∈ G and let E be a maximal loxodromic subgroup. We say t is E-reduced at x 0 if
x 0 ∈ C E and if |tx 0 − x 0 | = min e,f ∈E |(e t f ) · x 0 − x 0 |.
Lemma 5.2. Let E be a maximal loxodromic subgroup. If t is E-reduced at x 0 ∈ C E , then for all v ∈ E (t ±1 x 0 , vx 0 ) x0 [E] + 1000δ. Let E be a maximal loxodromic subgroup and let a := 3ν [E] + Aδ + 10 5 δ.
We will apply Lemma 2.2(a) to conclude:
Lemma 5.3. Let n be a natural number, E a maximal loxodromic subgroup, let t = 1 be E-reduced at x 0 and let V ⊂ E be finite. If for all v ∈ V |vx 0 − x 0 | > 10a and for all v, v ∈ V |vx 0 − v x 0 | > 10a, then |(V t) n | |V | n .
Proof. Let v 1 , . . . , v 2n ∈ V . We need to show that v 1 tv 2 t · · · v n t = v n+1 tv 2 t · · · v n t, or, equivalently, that (v 1 )(tv 2 )(tv 3 ) · · · (tv n v The following geometric observation yields that the assumption of Lemma 2.2(a) are verified.
By assumption, t is not in E. Then E = tEt Hence, for all 1 i 2n − 2, (x i , x i+2 ) xi+1 3a, while |x i − x i+1 | 6a + 50δ.
5.2.
Counting isometries of small translation in loxodromic groups. We now search for subsets V ⊂ V ⊂ E that satisfy the assumption of the previous lemmas.
Due to the acylindricity, there at most n 0 (710δ) < 10 5 n 0 elements v of E that satisfy [v] < 500δ.
Lemma 5.4. Let r > 0, let E be a maximal loxodromic subgroup, let x 0 ∈ C E and let V ⊂ E be finite.
Then there is a subset V 0 ⊂ V of cardinality at least Proof. Let x 0 ∈ C E . Up to a factor of 1/2, all elements of V move x 0 closer to one boundary point than to the other. We then enumerate the isometries of V so that |v i x 0 − x 0 | |v i+1 x 0 − x 0 |.
One recursively builds a subset V of V , such that, if v i is given, then v i+1 is the first element of V of translation length > 500δ and such that |v i x 0 − x 0 | |v i+1 x 0 − x 0 |. Let V 0 ⊂ V consist of every 2r-th element of V . The set V 0 is as required.
Lemma 5.5 (Product growth of periodic sets). Let γ := 10 6 (3ν + A + 10 5 )n 0 . Let E be a maximal loxodromic subgroup and t an isometry that is not in E. If V ⊂ E is finite, then
Proof. Let x 0 in C E . We remark that t = et f such that t is not in E and E-reduced at x 0 . Let v 1 , . . . , v 2n ∈ V and let us suppose that v 1 tv 2 t · · · tv n = v n+1 t · · · tv 2n . This is the case, if (f v 1 e)t (f v 2 e)t · · · t (f v n e) = (f v n+1 e)t · · · t (f v 2n e).
Then we apply Lemma 5.4 and obtain V 0 ⊂ f V e such that |V 0 | γ|V | and so that Lemma 5.3 can be applied to t and V 0 . This yields the result. .
Proof. By Lemma 4.22, V ⊂ Et. If t ∈ E we are done by Lemma 5.5. If t ∈ E there is s ∈ U that is not in E. Then |U 3 | |V sV s| and we apply Lemma 5.5 to V s. 
