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Abstract
Let P (x) be a real polynomial of degree 2g + 1, H = y2 + P (x) and δ(h)
be an oval contained in the level set {H = h}. We study complete Abelian
integrals of the form
I(h) =
∫
δ(h)
(α0 + α1x+ . . . + αg−1xg−1)dx
y
, h ∈ Σ,
where αi are real and Σ ⊂ R is a maximal open interval on which a continu-
ous family of ovals {δ(h)} exists. We show that the g-dimensional real vector
space of these integrals is not Chebyshev in general: for any g > 1, there are
hyperelliptic Hamiltonians H and continuous families of ovals δ(h) ⊂ {H = h},
h ∈ Σ, such that the Abelian integral I(h) can have at least [32g]−1 zeros in Σ.
Our main result is Theorem 1 in which we show that when g = 2, exceptional
families of ovals {δ(h)} exist, such that the corresponding vector space is still
Chebyshev.
1 Introduction
Take real polynomials H, f, g ∈ R[x, y] and let δ(h) ⊂ {(x, y) ∈ R2 : H(x, y) = h},
h ∈ Σ, be a continuous family of ovals. For sufficiently small ε and generic H, f, g,
the limit cycles of the perturbed plane Hamiltonian system
dH + ε(fdx+ gdy) = 0
1
which tend to certain ovals from the continuous family when ε→ 0, are in one-to-one
correspondence with the zeros of the complete Abelian integral
I(h) =
∫
δ(h)
f(x, y)dx+ g(x, y)dy, h ∈ Σ.
For this reason the problem of finding the zeros of I(h) in terms of the degrees of
H, f, g was called by Arnold [5, p. 313] the “weakened 16th Hilbert problem” (compare
to Hilbert [19], see also Arnold [6, 7, 8]). Note that the level sets {H = h} will contain
in general several continuous families of ovals which need be considered separately.
It follows from the Varchenko-Khovanskii theorem that the number of the zeros
of I(h) is bounded by a constant N(n, d) < ∞, uniformly in all H, f, g, such that
deg f ≤ d, deg g ≤ d, deg H ≤ n.
In the so called “hyperelliptic case” (H = y2+P (x)) it was proved by Novikov and
Yakovenko[20] that there exists an algorithm producing a function C(n, d) such that
∞ > C(n, d) > N(n, d), which is given by a tower function (an iterated exponent)
of height at least five. Their proof is based on the analytic properties of a suitable
Picard-Fuchs system satisfied by Abelian integrals (including the magnitude of the
coefficients of the system and some restrictions on its monodromy group).
The progress in solving the weakened 16th Hilbert problem (finding the exact
number of the zeros of I(h)) concerned so far the “elliptic case” only (the complex
algebraic curve {H = h} is of genus at most one). It was proved for instance that
in several cases, the vector space AH,d of Abelian integrals of degree d polynomials
along the ovals of H , obeys the so called Chebyshev property (the number of the
zeros of each integral is smaller than the dimension of the vector space AH,d), see
[21, 15, 14, 11]. In this relation Arnold asked in [8, the 7th problem] whether the
g-dimensional vector space of Abelian integrals
I(h) =
∫
δ(h)
(α0 + α1x+ . . .+ αg−1xg−1)dx
y
, h ∈ Σ (1)
where δ(h) ⊂ {(x, y) ∈ R2 : y2 + P (x) = h}, g = [1
2
(deg P − 1)] > 1, is Chebyshev.
In an attempt to solve this problem Givental [17] obtained a non-oscillation the-
orem for Lagrangian planes of the Picard-Fuchs system satisfied by the Abelian inte-
grals
∫
δ(h)
xidx/y. He used the fact that every Picard-Fuchs system has a Hamiltonian
(or Poisson) structure. He failed, however, to produce bounds for the zeros of the
Abelian integrals.
In the present paper we try to explore the algebro-geometrical properties of the
Abelian integrals, without using the Picard-Fuchs system. Our main result is Theo-
rem 1 in which we show that when g = 2 and deg P = 5, exceptional families of ovals
{δ(h)}, h ∈ Σ, exist such that every Abelian integral of the form
I(h) =
∫
δ(h)
(α0 + α1x)dx
y
, α20 + α
2
1 6= 0
has at most one simple zero on the interval Σ. At a first sight this seems to be an easy
observation (equivalent to the claim that (
∫
δ(h)
xdx/y)/(
∫
δ(h)
dx/y) is monotonous on
2
Σ). This is, however, the first result of such a kind for non-elliptic curves {H = h}.
The proof uses the Riemann bilinear relations on differentials of the first kind together
with the fact that a Jacobian variety with its polarization cannot be a direct product
of principally polarized Abelian varieties. Our arguments can be adapted to other
situations (for instance when the degree of P (x) is 6), but we shall not do this here.
We give also a negative answer (Proposition 2) to the initial question posed by
Arnold: it turns out that there exist Abelian integrals of the form (1) with exactly
[3
2
g]− 1 zeros in a neighborhood of the origin.
2 The cyclicity at a center
In this section we prove that in general, the integral (1) does not belong to a Cheby-
shev space. Consider first the particular case when n = 5. Let H = y2 + P (x)
where P (x) = x2(1 + a1x + a2x
2 + a3x
3), a1, a2, a3 ∈ R, a3 6= 0, and denote by
δ(t) ⊂ {y2+P (x) = t} a continuous family of cycles vanishing at the origin as t tends
to zero.
Proposition 1 The Abelian integral
I(t) =
∫
δ(t)
(α0 + α1x)dx
y
= α0I0(t) + α1I1(t) 6≡ 0
can have a zero at the origin of multiplicity at most two. Moreover, for fixed α1, a2, a3,
α1a3 6= 0, there exist a sufficiently small ε > 0 and α0, a1 in a small neighborhood of
zero, such that I(t) has exactly two simple zeros in the interval (0, ε).
The above shows that the real vector space generated by the functions I0(t), I1(t) is
not Chebyshev. Recall that a real vector space V of functions defined on some interval
Σ is said to be Chebyshev, provided that each f ∈ V has at most dimV − 1 zeros
(counted with multiplicity) on Σ, and Chebyshev with accuracy m, if each f ∈ V has
at most dimV +m− 1 zeros there.
Proof of Proposition 1. For a small x, denote X = x(1 + a1x + a2x
2 + a3x
3)1/2.
Then an easy calculation yields the inverse transformation
x = ϕ(X) ∼ X − 1
2
a1X
2+ (5
8
a21− 12a2)X3− (a31− 32a1a2+ 12a3)X4+ . . . as X → 0.
Therefore, for small positive t,
I(t) =
∫
y2+X2=t
[α0 + α1ϕ(X)]ϕ
′(X)
y
dX
=
∫
y2+X2=t
α0[1 +O(X
2)]− α1[32a1X2 + 52(218 a31 − 72a1a2 + a3)X4 +O(X6)]
y
dX
= 2piα0[1 +O(t)]− 2piα1[34a1t + 1516(218 a31 − 72a1a2 + a3)t2 +O(t3)].
3
When α0 = a1 = 0, the function I(t) has a double zero at the origin since α1a3 6= 0.
Taking α1 = 1, |α0| << |a1| << |a3| and α0a1 > 0 > a1a3, one finishes the proof of the
proposition. ✷
Clearly, the above approach could be applied to hyperelliptic Hamiltonians of any
degree that have a center.
Denote by Hn the set of Hamiltonians H = y2 + x2 + a1x3 + . . .+ an−2xn, where
ak ∈ R, an−2 6= 0. Denote by g = [12(n− 1)] ≥ 2 the genus of the hyperelliptic curve.
Given H ∈ Hn, let δ(t), t ∈ (0, TH), be an oval from the continuous family of ovals
surrounding the center at the origin. Consider the vector space AH formed by the
Abelian integrals
I(t) =
∫
δ(t)
G(x)dx
y
, t ∈ (0, TH), G ∈ R[x], deg G < g. (2)
Let us point out that dimHH = g in general, but dimHH = [12(g+1)] provided that
H contains no odd degree monomials. In the proposition below, we give a partial
answer to the question raised by V. Arnold’d in [8].
Proposition 2 There exist H ∈ Hn and a polynomial G such that the corresponding
integral (2) has exactly [3
2
g]− 1 small positive simple zeroes. Thus, such a space AH
could be Chebyshev with accuracy at least [1
2
g] in (0, TH).
Given an integer k ≥ 0 and H ∈ Hn, denote
Ik(t) =
∫
δ(t)
xkdx
y
, 0 < t < TH .
The proof of the above proposition is based on the following lemma.
Lemma 1 The following asymptotic expansions hold for small positive t:
(i) I2k(t) = t
k[ck +O(t)], where ck = 2pi
(2k−1)!!
(2k)!!
,
(ii) I2k+1(t) = −12
g∑
j=1
a2j−1(2k + 2j + 1)tk+j[ck+j +O(t)],
therefore the coefficients in the last expansion belong to the ideal generated by the
odd-numbered parameters {a1, a3, . . . , a2g−1}.
Proof. Take as above X = x(1+a1x+. . .+an−2xn−2)1/2, then the inverse transforma-
tion x = ϕ(X, a1, a2, . . . , an−2) for small X reads x = X+A1X2+A2X3+A3X4+ . . .,
where the coefficients Aj = Aj(a1, a2, . . . , an−2) are polynomials. It is easy to see that
if one attaches a weight k to the coefficient ak, then Aj is a polynomial of weight j.
Indeed, directly from the definition of ϕ it follows that
ϕ(ωX, a1, a2, . . . , an−2) = ωϕ(X,ωa1, ω2a2, . . . , ωn−2an−2).
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Applying this identity to
ϕ(X, a1, . . . , an−2) = X(1 +
∞∑
k=1
Ak(a1, . . . , an−2)Xk),
we get Ak(ωa1, . . . , ω
n−2an−2) = ωkAk(a1, . . . , an−2). To calculate the coefficient at
ak in Ak, we take a1 = . . . = ak−1 = 0, and easily obtain that it equals −12 . Therefore,
one deduces that Ak = −12ak+A∗k where A∗k belongs to the polynomial ideal generated
by a1, . . . , ak−1.
In case (i), one immediately obtains that for small positive t,
I2k(t) =
1
2k + 1
∫
y2+X2=t
dϕ2k+1(X)
y
=
∫
y2+X2=t
(X2k + . . .)dX
y
= ckt
k +O(tk+1).
To calculate the integral in case (ii), we write ϕ2k+2(X) in the form
ϕ2k+2 = X2k+2
(
1 +
∞∑
j=1
(−1
2
aj + A
∗
j)X
j
)2k+2
= X2k+2
(
1 +
∞∑
j=1
[(2k + 2)(−1
2
aj + A
∗
j )X
j +O(Xj+1)]
)
= X2k+2
(
1−
n−2∑
j=1
(k + 1)ajX
j [1 +O(X)]
)
= −(k + 1)
g∑
j=1
a2j−1X2k+2j+1[1 +O(X2)] + Φ(X)
where Φ(X) is a series in X containing only even order powers. Therefore,
I2k+1(t) =
1
2k + 2
∫
y2+X2=t
dϕ2k+2(X)
y
= −1
2
g∑
j=1
a2j−1(2k + 2j + 1)tk+j[ck+j +O(t)]. ✷
Proof of Proposition 2. Denote m = [1
2
g] and take in (2)
G(x) =
m−1∑
k=0
γ2kx
2k − x2m−1.
Then by Lemma 1,
I(t) =
m−1∑
k=0
γ2kt
k[ck +O(t)] +
1
2
g∑
j=1
a2j−1(2m+ 2j − 1)tm+j−1[cm+j−1 +O(t)].
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Now, freeze the even-numbered coefficients in H and then choose γ2j and a2j−1 so
that γ2jγ2j+2 < 0, a2j−1a2j+1 < 0, γ2m−2a1 < 0 and
|γ0| << |γ2| << . . . << |γ2m−2| << |a1| << . . . << |a2g−1| << 1.
Such a choice guarantees that I(t) will have exactly m+ g − 1 = [3
2
g]− 1 zeroes in a
certain small interval (0, ε). ✷
This result raises the problem to describe the hyperelliptic Hamiltonians H and
the continuous families of ovals {δ(h)} for which the space of integrals (1) obeys
the Chebyshev property. In the rest of the paper, we concentrate our efforts on the
simplest case when deg P = 5. We begin with some preliminaries.
3 The normal form, the bifurcation diagram and
the Dynkin diagram for n = 5
We consider the hyperelliptic Hamiltonian H = 1
2
y2 + P (x) where P ∈ R[x] and
deg P = 5. Assume that a certain level set {H = h} contains an oval (compact
closed smooth curve without critical points). As the Poincare´ index of the respective
Hamiltonian vector field XH is zero, then XH has at least two different real critical
points. Without any loss of generality, we can place all the four critical points at (0, 0),
(µ, 0), (λ, 0) and (1, 0), where either 0 ≤ µ ≤ λ ≤ 1 (the real case) or µ¯ = λ ∈ C \ R
(the complex case). Finally, we can assume that the coefficient at x5 is positive. Then
after rescaling of the y variable, we come to the normal form
H(x, y) =
1
2
y2 − λµ
2
x2 +
λ+ µ+ λµ
3
x3 − 1 + λ+ µ
4
x4 +
1
5
x5 ≡ 1
2
y2 + P (x) (3)
and the Hamiltonian flow XH takes the form
x˙ = y,
y˙ = −x(x− µ)(x− λ)(x− 1). (4)
Until the end of the paper, we will use this normal form of H only.
Clearly, the origin is a hyperbolic saddle if µ 6= 0, and (1, 0) is a nondegenerate
center provided that λ 6= 1. In addition, when 0 < µ < λ < 1 in the real case, (µ, 0) is
a center and (λ, 0) is a saddle. Denote by h0, hµ, hλ and h1 the corresponding critical
levels of H . One has
h0 = 0, h1 = − 160(3− 5λ− 5µ+ 10λµ),
hλ = −λ360 (3λ2 − 5λµ− 5λ+ 10µ),
hµ = −µ360 (3µ2 − 5λµ− 5µ+ 10λ).
If 0 < µ < λ < 1, we have h0 > hµ, hλ > hµ, hλ > h1. The bifurcation diagram D in
the real case consists of the boundary of the triangle T = {0 ≤ µ ≤ λ ≤ 1} and the
6
curve γ : hλ = h0 having an equation
µ =
3λ2 − 5λ
5(λ− 2) ,
see Fig. 1.
γ
2/5
µ
γ
1
λ
0
1
Figure 1: Bifurcation diagram in the (λ, µ)-plane in the real case
There are two open components in T \ D giving the two generic cases. Namely,
for parameters λ, µ above the curve γ, XH has three period annuli, and below this
curve XH has just two period annuli. There are also five codimension-one and four
codimension-two degenerate (nongeneric) cases corresponding to the parameters on
the bifurcation diagram D. In the complex case, there is a unique period annulus
around (1, 0) which terminates at the saddle-loop through (0, 0) and the phase por-
traits for all λ ∈ C \R are topologically equivalent. We will denote the period annuli
(continuous families of ovals) around (1, 0), (µ, 0) and the eight loop by O1, Oµ and
Oe, respectively.
Below we describe the Dynkin diagram of the real polynomial H(x, y) when the
critical levels are distinct. Recall that it is a graph defined in the same way as the
Dynkin diagram (or D-diagram) of a germ of an analytical function with an isolated
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singularity, see [3, 10]. The vertices of the diagram are in one-to-one correspondence
with the vanishing cycles of the polynomial. Two vertices are connected by an edge
if the intersection number of the cycles is not zero. To an edge one associates also a
label equal to the intersection number, but it will be omitted here because is of no
importance for us. The vanishing cycles “vanish” along suitable paths, and hence the
Dynkin diagram depends also on the family of paths. The precise definition in our
situation is as follows.
Consider first the real case 0 < µ < λ < 1. There are five possible distributions
of the critical values as follows:
h1 < hµ < hλ < h0, h1 < hµ < h0 < hλ, hµ < h1 < h0 < hλ,
hµ < h0 < h1 < hλ, hµ < h1 < hλ < h0.
For definiteness, assume that h1 < hµ < hλ < h0. Denote D = C\[hλ,∞) and let
l0, l1, lλ, lµ : [0, 1]→ {h ∈ C : Imh ≥ 0}
be continuous paths connecting some fixed regular value h˜ ∈ D to h0, h1, hλ, hµ
respectively, as shown on Fig. 2.
The Dynkin diagram of H with respect to the above paths is a graph with four
vertices corresponding to the four families of cycles vanishing along the paths l0,
l1, lλ, lµ, which we denote by δ0(h), δ1(h), δµ(h), δλ(h) respectively. Two vertices
are connected by an edge if the intersection number of the cycles for h = h˜ is not
zero (in which case it is ±1 and may be supposed equal to one). The computation
of the Dynkin diagram of a real polynomial with real critical points only is well
known, see for instance [1, 3]. It yields the diagram shown on Fig. 2. We note
that the computation depends only on the distribution of the four critical points
0 < µ < λ < 1 and not on the distribution of the respective critical values (hence,
the Dynkin diagram is the same for all possible arrangements of the critical values
with corresponding paths l0, l1, lλ, lµ).
Consider now the complex case when λ = µ¯ 6∈ R. The method we use is a
deformation of H to a polynomial having real critical points. Denote D = C\[h0,∞)
and let
l0, l1, lλ, lµ : [0, 1]→ D
be continuous paths connecting some fixed regular value h˜ ∈ D to h0, h1, hλ, hµ
respectively, as shown on Fig. 3. The Dynkin diagram related to these paths is
defined as above. Consider in the complex plane the hyperbola Γ defined by the
equation
Γ : hλ = hµ ⇔ (Imλ)2 = 5Reλ(Reλ− 1) (5)
and drawn on Fig. 5.
Suppose for definiteness that λ lies inside its left branch. First, by continuous
deformation of λ = µ¯ such that in the course of the deformation λ remains in the left
branch of (5), we may achieve that λ = µ < 0 < 1. This, combined with hλ = hµ < 0
already implies that
8
sh1
s
hµ
s
hλ
s
h0
✲
s h˜
s s s s
δ1 δλ δµ δ0
(i) (ii)
Figure 2: (i) The paths l0, l1, lλ, lµ in the real case 0 < µ < λ < 1 when h1 < hµ <
hλ < h0; (ii) Dynkin diagram in the real case 0 < µ < λ < 1
• the intersection number of δ1(h˜) and δ0(h˜) is equal to ±1;
• the intersection number of δλ(h˜), δµ(h˜) with δ1(h˜) is zero;
• the intersection number of δλ(h˜) and δµ(h˜) is equal to ±1;
• The intersection number of either δλ(h˜) or δµ(h˜) with δ0(h˜) is equal to ±1.
Finally, we may use the real structure of the complex algebraic curve
Γh = {(x, y) ∈ C2 : H(x, y) = h}
for h ∈ R. This structure is defined by an antiholomorphic involution i on the curve
which is the complex conjugation. It induces on its hand an involution i∗ ofH1(Γh,Z),
(i∗)2 = id. It is easy to see that for h < 0 we have
i∗δλ(h) = δµ(h), i∗δ0(h) = −δ0(h).
This combined with the identity
〈δ(h), γ(h)〉 = −〈i∗δ(h), i∗γ(h)〉
shows that
〈δλ(h), δ0(h)〉 = 〈δµ(h), δ0(h)〉.
This implies the Dynkin diagram as shown on Fig. 3(ii)). The remaining cases shown
there are studied in a similar way.
We finish this section by introducing a property of the continuous families of ovals
which is dependent on the structure of the related Dynkin diagram. Suppose that the
real polynomial H = y2+ P (x) has distinct critical values. Let δ(h) ⊂ {H = h} be a
9
sh1
s
h0
s
hλ
s hµ
✲
s h˜
s  
 
 
s
❅
❅
❅
s
s
δ0δ1
δλ
δµ
(i) (ii)
s  
 
 
s
❅
❅
❅
s
s
δ1δ0
δλ
δµ s s
ss
δ0 δλ
δµ δ1
 
 
 
 
 
(iii) (iv)
Figure 3: (i) The paths l0, l1, lλ, lµ in the case when λ 6∈ R and hλ 6= hµ; (ii) Dynkin
diagram in the case when λ 6∈ R lies inside the left branch of the hyperbola Γ; (iii)
Dynkin diagram in the case when λ 6∈ R lies inside the right branch of the hyperbola
Γ; (iv) Dynkin diagram in the case when λ 6∈ R lies between the two branches of the
hyperbola Γ.
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continuous family of ovals defined on a maximal open interval Σ = (hc, hs), where for
h = hc the oval degenerates to a point δ(hc) which is a center and for h = hs the oval
becomes a homoclinic loop of the Hamiltonian system dH = 0. The family {δ(h)}
represents a continuous family of cycles vanishing at the center δ(hc). To formulate
our main result we shall need the following
Definition 1 It is said that {δ(h)} is an exceptional family of ovals, provided that
for every polynomial one-form ω the Abelian integral
I(h) =
∫
δ(h)
ω, h ∈ Σ
allows an analytic continuation in the sector Sε(hs) = {h ∈ C : Arg(h − hs) ∈
(−ε, 2pi + ε)} for some strictly positive ε. The corresponding family of vanishing
cycles represented by δ(h) is called an exceptional family of vanishing cycles.
The above definition has in fact a geometric nature. Indeed, I(h) has an analytic
continuation in the sector Sε(hs) if and only if δ(h) has an appropriate intersection
number with each of the other families of vanishing cycles. For instance, if λ, µ are
real and h1 < hµ < hλ < h0, then the family of cycles δ1(h) is exceptional, because
it has zero intersection number with δ0(h). On the contrary, the family δµ(h) is not
exceptional, because it has a non-zero intersection number with δ0(h). The remaining
possible distributions of the critical values, as well as the case λ, µ 6∈ R, are studied
in the same way. We summarize all this in the following
Proposition 3 Suppose that the Hamiltonian H(x, y) is taken in a normal form (3)
and has four distinct critical values. Then:
(i) In the real case (0 < µ < λ < 1), the continuous family of ovals O1 surrounding
the center (1, 0) is exceptional, and the continuous family of ovals Oµ surrounding the
center (µ, 0) is not exceptional.
(ii) In the complex case (λ = µ¯ 6∈ R), the continuous family of ovals O1 is exceptional
if and only if λ lies inside the left branch of the hyperbola Γ (see (5) and Fig. 5).
4 The period integral in a complex domain
Assume that the level curve {H = h} contains an oval δ(h) and consider the integral
(oriented along with the vector field (4))
I0(h) =
∮
δ(h)
dx
y
which is the derivative of the area inside δ(h) and hence determines the period of
the periodic orbit lying on δ(h). Denote by α(h) and by β(h) the minimal and the
maximal values of x for (x, y) ∈ δ(h). These are among the real solutions of the
equation P (x) = h. Then one can express I0(h) in the form
I0(h) =
√
2
∫ β(h)
α(h)
dx√
h− P (x) .
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Consider first the case 0 < µ < λ < 1 and assume that δ(h) belongs to either of the
continuous families of ovals Oµ, O1 surrounding centers (µ, 0) and (1, 0), respectively.
The corresponding families of cycles vanish respectively at h = hµ and h = h1.
Denote this value in both cases by hc and assume that the real ovals are defined in
Σ = (hc, hs). Finally, denote by xc the x-coordinate of the corresponding center. We
keep the same notation in the complex case and in the cases when either µ = 0 or
µ = λ or λ = 1. Then xc is the x-coordinate of the unique nondegenerate center (as
long as (λ, µ) 6∈ {(1, 0), (1, 1)}).
The integral I0(h) has an analytic continuation for h < hs. We wish to prove that
I0(h) 6= 0 in (−∞, hc). The precise statement is as follows.
Proposition 4 Assume that the parameters λ, µ in (3) are either real or lie inside
the hyperbola Γ. Then the integral I0(h) related to any period annulus around a non-
degenerate center of (4) has an analytic continuation in (−∞, hs) and takes positive
values there.
Proof. The claim that I0(h) has an analytic continuation in the interval (−∞, hs)
is obvious in the complex case (λ = µ¯ 6∈ R). In the real case this follows from the
Dynkin diagram shown on Fig. 2. For instance, if h1 < hµ < hλ < h0 as on Fig.
2, and if hs = hλ, hc = h1, then the claim is obvious. If hs = hλ, hc = hµ, then
the claim is true again because the intersection number of δµ and δ1 is equal to zero.
The remaining four configurations of critical values and period annuli are examined
in the same way (with the help of Fig. 2). Note, however, that the integral I0(h)
corresponding to the period annulus Oe (in this case Σ = (hλ, 0)) has no analytic
continuation on the real axis outside Σ. This is so because the singularities in both
h = h0 and h = hλ are unavoidable. The same conclusion holds for some of the
degenerate cases as well.
Next we shall prove the positivity of the period integral I0(h) on (−∞, hs). We
first choose a proper formula to present I0(h) when h < hc. Take z = x + iy ∈ C,
h < hs and consider the polynomial h− P (z). By Taylor’s formula,
h− P (z) = h− P (x) + 1
2
y2P ′′(x)− 1
24
y4P ′′′′(x)− iy[P ′(x)− 1
6
y2P ′′′(x) + 1
5
y4]
≡ h−Q(x, y)− iyR(x, y)
Given h < hs, consider the equation h − P (z) = 0 and denote by ζk(h), k = 1, 2,
the two branches of the algebraic function defined by h− P (ζ(h)) ≡ 0 which satisfy
ζ(hc) = (xc, 0). These functions are unique since P
′(z) 6= 0 for z 6= 0, µ, λ, 1. For
hc < h < hs, one has ζ1(h) = (α(h), 0) = α(h) and ζ2(h) = (β(h), 0) = β(h) where
α, β are as above. For h < hc, one has ζ1(h) = ζ¯2(h) ∈ C. For a similarity in notation,
we put ζ1(h) = α(h) and ζ2(h) = β(h) = α¯(h) where Imα < 0. Denote by Ch the
curve in the complex plane connecting the points α(h), β(h) along R(x, y) = 0, if
h < hc, and along the real line y = 0, if hc < h < hs. Then the integral I0(h) is
expressed as
I0(h) =
√
2
∫
Ch
dz√
h−Q(x, y) , h < hs. (6)
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Let h < hc. We will establish below that y = Im z can be used as a local coordinate on
Ch. Thus, dz = [x
′(y)+ i]dy where x(−y) = x(y) = x. Denote for short yh = Imβ(h)
and write
∫
Ch
=
∫ 0
−yh +
∫ yh
0
. Replacing y with −y in the first integral, we obtain
I0(h) = 2
√
2
∫ yh
0
dy√
Q(x(y), y)− h, h < hc. (7)
Below we study the curve R : R(x, y) = 0 and establish that on this curve the
real-valued function Q(x, y)− h is positive for all h < hc.
Recall that R has an equation 1
5
y4 − 1
6
y2P ′′′(x) + P ′(x) = 0. We will study how
this algebraic curve changes when varying the parameters λ, µ. It turns out that a
local analysis can be used to determine the global behavior of R. To begin with, we
observe that the Poincare´ index of any sufficiently big circle x2 + y2 = r2 subject to
the vector field dR(x, y) = 0 is −3. The critical points of R are determined from
Rx = Ry = 0, namely
(i) y = 0, P ′′(x) = 0;
(ii) y2 = 5
12
P ′′′(x), P ′′(x)− 5
72
P ′′′(x)P ′′′′(x) = 0.
It is easy to verify that the Hessian RxxRyy −R2xy is negative at any (real) nondegen-
erate critical point (ξ, η). Indeed, it equals −1
3
(P ′′′(ξ))2 and − 5
108
P ′′′(ξ)(P ′′′′(ξ))2 −
4
9
(P ′′′(ξ))2, respectively in cases (i) and (ii). Hence, R has in general three nondegen-
erate saddles and when two of the saddles collide, the resulting degenerate critical
point has only hyperbolic sectors around. In particular, (ii) has no solutions for
0 < µ < λ < 1, since all the three critical points are then given by (i). Also, in
this case the curve R is free of critical points because the value of R at the saddle
(ξ, 0) is P ′(ξ) 6= 0. In general, one can prove that R has no critical points out-
side the real line. Indeed, taking a critical point z = ξ + iη with η 6= 0, one has
P ′(z) = R(ξ, η) + η(Ry(ξ, η) + iRx(ξ, η)) = R(ξ, η) 6= 0 unless z = λ or z = µ (which
may happen in the complex case). However, by (ii), (Reλ,±Imλ) is a critical point
if and only if λ lies on the hyperbola Γ, which is not our case. We have proved that
the only critical points R may have are (0, 0), (λ, 0) and (1, 0) provided that µ = 0,
λ = µ, λ = 1, respectively.
As a consequence, the branches of the level curve R do not intersect outside the
real line and all they do escape to infinity (in the directions of x and y altogether,
as shown by the asymptotics at infinity). This is because any closed compact curve
necessarily surrounds a critical point having an index +1 and R(x, y) = const has no
such points.
Assume first that 0 < µ < λ < 1. Then the four branches of R have no common
points at all. This implies that the branches through (0, 0) and (µ, 0) go to −∞ in the
x-direction while the branches through (λ, 0) and (1, 0) go to +∞, see Fig. 4. When
running any of the branches, the y variable changes in a monotone way. (Otherwise,
there would exist a horizontal line y = const having at least 6 intersections with R
which is impossible.) Finally, denote by ξ any of 0, 1, λ, µ. The local equation of R
near the point (ξ, 0) is y2 = [6P ′′(ξ)/P ′′′(ξ)](x− ξ)+O((x− ξ)2) where the coefficient
is negative for ξ = 0, positive for ξ = 1 and changes sign if ξ = λ, µ. This latter is
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because P ′′′(λ) and P ′′′(µ) change sign in T . On the (λ, µ) curve where P ′′′ vanishes,
the local equation of R becomes y4 ∼ −5P ′′(ξ)(x− ξ) for ξ = λ, µ. Summing up, we
obtain the form of the curve R as given in Fig. 4. The arrows indicate the direction
of the Hamiltonian vector field dR = 0.
1λµ0
Figure 4: The curve R(x, y) = 0 for the case 0 < µ < λ < 1.
It is easy to see that q(y) = Q(x(y), y)− h does not change sign when y ∈ (0, yh).
As q(yh) = 0, it suffices to show that q
′(y) 6= 0. We first note that y˙ = −Rx < 0 on
the branch through (hc, 0) we consider. Then, by Cauchy-Riemann equations,
Qx = (yR)y, Qy = −(yR)x,
and we obtain on R = 0 that
q′ = Qy + x′Qx = − y
Rx
(R2x +R
2
y) < 0.
This implies that Q(x(y), y)− h > 0 for y ∈ (0, yh) and hence by (7), I0(h) > 0 for
h < hs.
The same analysis is applicable when µ = 0 or µ = λ or λ = 1, the unique
difference is that on Fig. 4 the corresponding branches touch each other at y = 0.
Let us turn now to the complex case. Apart of the real case, the branches through
(0, 0) and (1, 0) (let us denote them by R0 and R1) may bifurcate significantly. This is
because they are not necessarily monotone with respect to y and may escape to either
−∞ or +∞, in the x-direction. The complex plane is divided by the hyperbola Γ
into three parts. In the outer domain (Imλ)2 > 5Reλ(Reλ− 1), R0 and R1 behave
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as in Fig. 4, but are not necessarily monotone in y. Inside the left branch of the
hyperbola, R0 and R1 look like the branches through λ and 1 on Fig. 4, respectively.
And inside the right branch, R0 and R1 behave as the branches through 0 and µ on
Fig. 4, respectively. All this is easily verified by a simple deformation argument, with
a starting point on the appropriate side of triangle T .
To avoid complications, we regard only the parameters λ, µ in the complex plane
which belong to the interior of Γ (which is the case to be considered in our main
theorem). Taking λ = a + ib, then b2 < 5a(a− 1). We are going to prove that R1 is
monotone with respect to y in this domain. If so, one obtains just as in the real case
that q(y) = Q(x(y), y)− h > 0 and the proof is complete.
Consider first the interior of the left branch of Γ. Then R1 lies in the half-plane
x ≥ 1. To establish monotonicity, we rewrite R(x, y) as a polynomial in t = x − 1.
One obtains
R = t4+(3−2a)t3+(3−4a+a2+b2−2y2)t2+(1−2a+a2+b2+(2a−3)y2)t+R(1, y). (8)
Assume that a ≤ 1
2
. As the first two coefficients of the polynomial are positive, then
according to Descartes rule of signs, (8) can have three positive roots only if the
coefficient at t2 is negative and the coefficient at t is positive. However, these two
conditions contradict each other. Therefore each line y = const can intersect R1 in
at most two points (counting multiplicity) and hence in a single point because the
number of intersections should be an odd number.
Now take λ in the interior of the right branch of Γ and denote by (ξ, η) the right-
most point of R1 in the half-plane y ≥ 0. Thus, ξ ≥ 1 and η ≥ 0. As above, one
obtains with t = ξ − x ≥ 0 that
R = t4 − 1
6
P ′′′′(ξ)t3 + (1
2
P ′′′(ξ)− 2y2)t2 − (P ′′(ξ)− 1
6
P ′′′′(ξ)y2)t+ 1
5
(y2 − 5
12
P ′′′(ξ))2.
(9)
As η = 0 if P ′′′(ξ) ≤ 0 and η2 = 5
12
P ′′′(ξ) otherwise, the coefficient at t2 is negative
for y > η. Then by Descartes rule, (9) has only two positive roots and therefore the
part of R1 above the line y = η is monotone. It remains to consider the part below
it (if η > 0). In this domain (9) can have two complex roots and Descartes rule does
not yield the required result. We can proceed as follows. Assume that the part of R1
in the upper half-plane lying below y = η is not monotone. Denote by (ξ1, η1) the
first local maximum on R1 (starting from (1, 0)), thus 1 < ξ1 < ξ and 0 < η1 < η.
Consider also the branch R+ of R which is placed in the upper half-plane to the right
of the line x = ξ (and above the line y = η1). An easy calculation yields the equations
y = ±
√
5± 2√5(x− 1+2a
4
) for the tangential lines of R at infinity. As their common
point is different from (ξ1, η1), there would always exist a tangential line l to R+ at
a finite point, which goes through (ξ1, η1). However, then l would intersect R+ in at
least two points and R1 in at least three points, which is impossible because R is a
quartic curve. The monotonicity of R1 is established. ✷
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Proposition 5 Assume that δ(h) is an exceptional family of ovals according to Def-
inition 1. Then the period integral I0(h) =
∫
δ(h)
dx/y has an analytic continuation in
the complex domain D = C \ [hs,∞) and does not vanish there.
Proof. The proof that I0(h) has an analytic continuation in D follows immediately
from the definition of an exceptional family of ovals. To count the zeros of the
analytic function I0(h) in D, we apply the argument principle to the complex domain
Dr obtained from D by removing the discs {h ∈ C : |h−hs| < r}, {h ∈ C : |h| > 1/r},
where r > 0 is a small enough constant. For this purpose we evaluate the increase of
the argument of I0(h) when h runs the boundary of Dr in a positive direction.
We consider first the real case (0 < µ < λ < 1). The Picard-Lefschetz formula
implies that in a suitable complex neighborhood of hs it holds
I0(h) = ϕ(h) log(h− hs) + ψ(h), ϕ(h) = 1
2pi
∫
δs(h)
dx
y
where ϕ, ψ are locally holomorphic and, as it is easily checked, ϕ(hs) 6= 0.
The behavior of I0(h) for |h| sufficiently big follows from the Picard-Lefschetz
formula too, but the argument is more delicate. Let l be a simple closed path which
makes one turn in a positive direction around all the critical values of H . It induces
a monodromy map
l∗ : H1(Γh˜,Z)→ H1(Γh˜,Z), Γh˜ = {(x, y) ∈ C : H(x, y) = h˜} .
It is shown for instance in [12] that l∗ coincides with the operator of classical mon-
odromy of the singularity 1
2
y2+ 1
5
x5 (which is the highest weighted homogeneous part
of H). The characteristic polynomial P (z) of l∗ is now easily computed to be equal
to P (z) = (z5 + 1)/(z + 1) (see [9]). This shows that in a neighborhood of h = ∞
on the projective sphere the integral I0(h) is a meromorphic function of h
1/10. The
substitution
x→ xh1/5, y → yh1/2, h→∞
defines an isotopy of the regular fibers of H and the regular fibers of its weighted
homogeneous part 1
2
y2 + 1
5
x5 [12]. From this fact we deduce that
I0(h) = c∞h1/5−1/2(1 +O(h−1/10)).
For a further use we note that c∞ 6= 0. Indeed, the one-form dx/y is not cohomologous
to zero on the regular fibers of the polynomial 1
2
y2 + 1
5
x5 (this follows from [13,
Theorem 1.1]). On the other hand, the form of the characteristic polynomial of l∗
shows that it is irreducible over the field of rational numbers. Therefore the span of
lk∗δ, k = 0, 1, 2, 3 generates the whole homology group of the fiber. This implies that
if c∞ = 0, then the restriction of dx/y on the regular fibers of 12y
2 + 1
5
x5 defines the
zero cohomology class which is a contradiction.
The above consideration shows that the decrease of the argument of I0(h) along
{h ∈ C : |h| = 1/r} is close to 3pi/5 and the increase of the argument of I0(h) along
{h ∈ C : |h− hs| = r} is close to zero.
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We claim further that the imaginary part of I0(h) along (r + hs, 1/r) does not
vanish. Namely, denote the two determinations of I0(h) on (r + hs, 1/r) by I
±
0 (h).
Similarly, denote by δ±(h) the two determinations of the continuous family δ(h) on
(r + hs, 1/r). Since I0 is a real analytic function along (−∞, hs), we have
I+0 (h) = I
−
0 (h), δ
+(h) = δ−(h), h > hs
and hence 2
√−1 Im I+0 (h) = I+0 (h)−I−0 (h). On the other hand δ(h) is an exceptional
family of ovals. Therefore the Picard-Lefschetz formula implies that for h > hs,
δ+(h)− δ−(h) = γ(h), I+0 (h)− I−0 (h) =
∫
γ(h)
dx
y
where γ(h) is a continuous family of cycles vanishing at h = hs, with intersection
number 〈γ, δ−〉 = 1.
Finally, we note that after substituting y by
√−1y, the family of cycles γ(h)
corresponds to a family of ovals surrounding a center. Moreover, in the real case the
full bifurcation diagram (consisting of the boundary of T and the parts of the curves
hλ = h0, hµ = h1, h0 = h1 inside) images onto itself. For later use we also mention
that in the complex case, the interior of the hyperbola Γ images onto itself. All this
holds because the corresponding Hamiltonians when taken in a normal form (3) are
related by the formula
H(x,
√−1y, λ, µ) = h1 −H(1− x, y, 1− µ, 1− λ).
Hence, it follows from Proposition 4 that
∫
γ(h)
dx/y does not vanish along (hs,∞).
Therefore if h ∈ (r + hs, 1/r), then Im I±0 (h) 6= 0 and hence the increase of the
argument of Im I±0 (h) along (r + hs, 1/r) is at most pi.
Summing up the above information we conclude that the increase of the argument
of I0(h) along the boundary of Dr is strictly less than 2pi. By the argument principle,
I0(h) does not vanish in Dr, and hence in D.
The complex case when λ = µ¯ 6∈ R is studied in the same way. ✷
5 The Chebyshev property
Suppose that the real polynomial H = y2 + P (x) has distinct critical values. Let
δ(h) ⊂ {H = h} be a continuous family of ovals defined on a maximal open interval
Σ = (hc, hs), where for h = hc the oval degenerates to a point δ(hc) which is a center
and for h = hs the oval becomes a homoclinic loop of the Hamiltonian system dH = 0.
Denote D = C \ [hs,∞). The following theorem is our main result.
Theorem 1 Let δ(h), h ∈ Σ be an exceptional family of ovals of (3). Then the real
vector space A = {α0I0 + α1I1 : α0, α1 ∈ R} of Abelian integrals
I0(h) =
∫
δ(h)
dx
y
, I1(h) =
∫
δ(h)
xdx
y
, h ∈ Σ
is Chebyshev in D and hence in Σ.
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Proof. Let δ(h) where h ∈ Σ = (hc, hs) be an exceptional family of ovals. According
to Proposition 5, it suffices to show that the analytic function F (h) = α0+I1(h)/I0(h)
has at most one zero in the domain D. To prove this claim we apply the argument
principle to F (h) in the complex domain Dr obtained from D by removing the discs
{h ∈ C : |h− hs| < r}, {h ∈ C : |h| > 1/r}, where r > 0 is a small enough constant.
As in the proof of Proposition 5, we may check that:
• if h ∼ ∞, then I1(h) is meromorphic with respect to h−1/10 and
I1(h) = c∞h
2/5−1/2(1 +O(h−1/10)) where c∞ 6= 0;
• if h ∼ hs, then
I1(h) = ϕ1(h) log(h− hs) + ψ1(h), ϕ1(h) = 1
2pi
∫
δs(h)
x dx
y
,
where ϕ1 and ψ1 are locally holomorphic. Moreover, it is easily verified that
lim
h→hs
I1(h)/I0(h) = ϕ1(hs)/ϕ(hs) = xs where (xs, 0) is the saddle point corre-
sponding to the critical value hs.
Therefore the increase of the argument of F (h) along {h ∈ C : |h| = 1/r} is close to
2pi/5 and the increase of the argument of F (h) along {h ∈ C : |h| = r} is close to
zero or strictly negative.
We claim further that
• the imaginary part of F (h) along (r + hs, 1/r) does not vanish.
If this claim were proved then summing up the above information we would get that
the argument of F (h) increases along the boundary of Dr by at most 2pi+2pi/5. Thus
the function F (h) can have at most one zero in Dr and hence in C\[hs,∞).
It remains to prove the above claim. Recall that, since δ(h) is an exceptional
family of ovals, then the two determinations of F (h) over (hs,∞), namely F±(h), are
analytic along (hs,∞). The function F (h) is real analytic along (−∞, hs) and hence
2
√−1 ImF (h) = F+(h)− F−(h) ∀h ∈ (hs,∞).
Denote by δ±(h) the two determinations of δ(h), h ∈ D on (hs,∞), and let
Γh = {(x, y) ∈ C2 : H(x, y) = h}.
It was shown in the proof of Proposition 5 that∫
δ±(h)
dx
y
6= 0 ∀h ∈ (hs,∞).
Then we obtain for each h ∈ (hs,∞)
2
√−1 ImF (h) =
∫
δ+(h)
xdx
y∫
δ+(h)
dx
y
−
∫
δ−(h)
xdx
y∫
δ−(h)
dx
y
=
det

 ∫δ+(h) xdxy ∫δ+(h) dxy∫
δ−(h)
xdx
y
∫
δ−(h)
dx
y


| ∫
δ±(h)
dx
y
|2 .
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Therefore we have to prove that the analytic function
∆(h) = det

 ∫δ+(h) xdxy ∫δ+(h) dxy∫
δ−(h)
xdx
y
∫
δ−(h)
dx
y

 , h ∈ (hs,∞)
does not vanish.
Suppose first that h = h0 ∈ (hs,∞) is a critical value of H . The affine curve
Γh0 is singular of arithmetic genus two. Let Γ¯h0 be the corresponding completed and
normalized Riemann surface. As the geometric genus of Γ¯h0 is one and the intersection
number 〈δ+, δ−〉 equals +1, then δ+(h0) and δ−(h0) form a canonical homology basis
of Γ¯h0. We have P (x) = (x − x0)2(x − x1)(x − x2)(x − x3) where xi 6= xj for i 6= j.
Therefore, (x− x0)dx/y induces a holomorphic one-form on Γ¯h0 and dx/y induces a
meromorphic one-form of the third kind on Γ¯h0 with simple poles at P
±, where P±
are the two distinct pre-images of the singular point (x0, 0) ∈ Γh0 under the canonical
projection Γ¯h0 → Γh0. The reciprocity law for differentials of the first and third kind
[18] applied to (x− x0)dx/y, dx/y on the elliptic curve Γ¯h0 gives
∆(h) = 2pi
√−1
[
Res|P+
(
dx
y
∫ P
P 0
(x− x0)dx
y
)
+Res|P−
(
dx
y
∫ P
P 0
(x− x0)dx
y
)]
=
±2pi√−1√
(x0 − x1)(x0 − x2)(x0 − x3)
∫ P+
P−
dx√
(x− x1)(x− x2)(x− x3)
where the path of integration is on the Riemann surface Γ¯h0 of the affine elliptic curve
{y2 = (x− x1)(x− x2)(x− x3)}
and P± = (x0,±
√
(x0 − x1)(x0 − x2)(x0 − x3)). The function
P →
∫ P dx√
(x− x1)(x− x2)(x− x3)
is an uniformizing variable on the elliptic curve Γ¯h0 which shows that∫ P+
P−
dx√
(x− x1)(x− x2)(x− x3)
= 0 ⇒ P+ = P−.
As P+ 6= P−, then ∆(h0) 6= 0.
Suppose now that h ∈ (hs,∞) is a regular value of H . The intersection number
〈δ+, δ−〉 equals +1 and it is easy to check that we may choose a canonical homology
basis δ1(h), . . . , δ4(h) of the lattice H1(Γ¯h,Z) such that δ1(h) = δ
+, δ3(h) = δ
−.
Further, let ω1, ω2 be a normalized basis of holomorphic differentials on Γ¯h. The
corresponding period lattice Π reads
Π =
( ∫
δ1(h)
ω1
∫
δ2(h)
ω1
∫
δ3(h)
ω1
∫
δ4(h)
ω1∫
δ1(h)
ω2
∫
δ2(h)
ω2
∫
δ3(h)
ω2
∫
δ4(h)
ω2
)
=
(
1 0 a b
0 1 c d
)
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where (
ω1
ω2
)
=
( ∫
δ1(h)
xdx
y
∫
δ2(h)
xdx
y∫
δ1(h)
dx
y
∫
δ2(h)
dx
y
)−1(
xdx
y
dx
y
)
.
We get that
∆(h) = det
( ∫
δ1(h)
xdx
y
∫
δ2(h)
xdx
y∫
δ1(h)
dx
y
∫
δ2(h)
dx
y
)
det
(
1 a
0 c
)
and hence
∆(h) = 0 ⇔ c = 0.
Let Λ be the lattice generated by the columns of Π. The Riemann bilinear relations
[18] on Π imply
b = c.
Therefore if ∆(h) = 0, then the Jacobian variety J(Γ¯h) = C
2/Λ is a direct product
of the two elliptic curves
C/{Z⊕ aZ}, C/{Z⊕ dZ}. (10)
It is well known that this is impossible (e.g. the Remark on page 49 in [2]) which
completes the proof of Theorem 1.
For convenience of the reader, we present a proof of the last claim. Consider the
Riemann theta function
θ(z) =
∑
m∈Z2
epi
√−1〈m,Bm〉+2pi√−1〈m,z〉
and the corresponding theta divisor Θ = {z ∈ J(Γ¯h) : θ(z) = 0} where
B =
(
a b
c d
)
, z =
(
z1
z2
)
, 〈m, z〉 = m1z1 +m2z2.
By the Riemann theorem, the divisor Θ is isomorphic to the curve Γ¯h and in particular
is irreducible. If ∆(h) = 0, then b = c = 0 and θ(z) factorizes into a product of two
elliptic theta functions
θ(z) =
∑
m1∈Z
epi
√−1am2
1
+2pi
√−1m1z1
∑
m2∈Z
epi
√−1dm2
2
+2pi
√−1m2z2 .
Therefore the Riemann theta divisor Θ is a product of the two elliptic curves (10)
which is a contradiction. ✷
6 Concluding remarks
We finish this paper with some general hypotheses concerning the zeros of the function
α0I0 + α1I1. In the previous section we demonstrated that this linear combination
20
belongs to a Chebyshev space, provided that the continuous family of ovals {δ(h)} is
exceptional. In the non-exceptional case a big part of our proof still holds, provided
that λ and µ are real. This fact combined with the exact local result obtained in
Proposition 1 suggests the following more general statement.
Conjecture 1. Assume that the polynomial P (x) has distinct real critical values.
Then the corresponding vector space of Abelian integrals α0I0 + α1I1 is Chebyshev
with accuracy at most one in D.
One may also ask whether the upper bound (two) for the number of the zeros near
the center always holds in the whole interval Σ and next, whether the bounds for
the real zeros when h ∈ Σ and for the complex zeros when h belongs to a certain
complex extension of Σ do coincide. It turns out that the answers of all these questions
are negative. In particular, we establish below that when P (x) has complex critical
values, then there are three zeros in Σ for appropriate λ ∈ C.
One can try to predict the possible number of real zeros by studying the behavior of
the ratio F (h) = I1(h)/I0(h) near the ends of the interval Σ. For reader’s convenience,
we first recall some formulas.
Let us take a continuous function f(x) and consider the integral
I(h) =
∫
δ(h)
f(x)dx
y
, h ∈ Σ
where Σ = (hc, hs) for the families O1, Oµ and Σ = (hs, h0) for the family Oe. Using
Picard-Lefschetz formula or direct calculations of integrals, one can obtain the follow-
ing asymptotical expansions in a neighborhood of the critical levels hs corresponding
to a saddle or a cuspidal point (xs, 0):
(i) For the saddle-loop and eight-loop cases,
I(h) = −csf(xs) log |h− hs|+ ϕ(h)
where cs is a specific positive constant independent on f and ϕ(h) is a continuous
function in a neighborhood of hs. We are not going to write up the exact expression
of cs since do not need it here.
(ii) For the heteroclinic loop cases,
I(h) = −(c0f(0) + csf(xs)) log |h− hs|+ ϕ(h)
where c0, cs and ϕ(h) are as above.
(iii) For the cuspidal loop cases,
I(h) = csf(xs)|h− hs|−1/6 + ϕ(h),
where cs and ϕ(h) are as above.
(In fact, these formulas hold in a much more general context.) Applying the above
expansions to F (h), we get F (hs) = xs/(1 + c0/cs) for the heteroclinic loop case and
21
F (hs) = xs for all the remaining cases. Moreover, what concerns the saddle-loops,
it is evident that F (h)− xs 6= 0 in Σ and the sign of the expression depends on the
position of the saddle with respect to the family of ovals. Consider now the case of
Oe where the situation is more complicated. For h = hλ, we obtain from (3) that
y2 = 2
5
(x− λ)2p(x), p(x) = (x− x1)(x− x2)(x3 − x)
where x1 < 0 < x2 ≤ λ ≤ x3 and x2, x3 are the left-most and the right-most points
of the eight-loop (or the cuspidal loop, as a limit case). By (i)–(iii), the function
ϕ(h) = I1(h)−λI0(h) is continuous in a neighborhood of hλ, which yields immediately
that
ϕ(hλ) =
√
10
(∫ x3
λ
−
∫ λ
x2
)
dx√
p(x)
.
Clearly, ϕ(hλ) → −∞ when x2 → x1, ϕ(hλ) → ±
√
10
∫ x3
x2
dx/
√
p(x) when λ → x2
and λ→ x3, respectively. As x2 = x1 is equivalent to hλ = 0, λ = x2 is equivalent to
λ = µ and λ = x3 is equivalent to λ = 1, this means that the curve
γs = {(λ, µ) ∈ T : I1(hλ)− λI0(hλ) = 0}
connects the points (0, 0) and (1, 1) and lies in the part of T above γ. Surprisingly,
although expressed in terms of incomplete elliptic integrals, it turns out that γs is
a part of an algebraic curve of degree 6. This can be verified by transforming the
integrals to a standard form. From the explicit algebraic equation thus obtained it is
easily seen that γs is a simple and connected curve (we omit the details). The curve
γs is an element of the bifurcation diagram because for h close to hλ, the function
F (h)− λ will change the sign when crossing γs in the parameter space.
Among other, the above analysis implies that for λ = µ, the function α0I0+α1I1 =
I0(α0+α1F ) can have three zeros in (h1, hλ)∪ (hλ, h0). Hence, the same fact remains
true forO1 and the respective Σ = (h1, h0) in the complex case, at least for parameters
λ = a + ib with a ∈ (0, 1) and |b| small. Based on the behavior of F near the other
endpoint which corresponds to a center (see below), we conjecture that the domain
in the parameter space λ ∈ C where the equation F (h) = const can have three real
zeros, is surrounded by a curve on which they join into a triple zero.
Looking at the bifurcation diagram again, let us denote by γc the curve
γc = {(λ, µ) ∈ T : λ = 3µ2−2µ2µ−1 } (in the real case),
γc = {λ ∈ C : |λ− 2| = 1} (in the complex case).
Further, let us denote by γ∗ the (hypothetical) curve
γ∗ = {λ ∈ C : ∃h∗ ∈ Σ with F ′(h∗) = F ′′(h∗) = 0}.
We believe that γ∗ is a simple closed curve in the complex plane going through (0, 0)
and (1, 0). On γ∗, a bifurcation of a triple real zero into a simple one occurs.
Next, in the real case, denote by Ωµ the part of T placed between the curves γc
and γ, by Ωe the part of T placed between the curve γs and the line λ = µ and finally,
in the complex case, denote by Ω1 the unit disk inside γc and by Ω
∗
1 the interior of γ
∗
(see figures 5 and 6).
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Figure 5: Partition of the parameter space in the complex case λ = µ¯ ∈ C.
Proposition 6 The vector spaces Aµ, Ae, A1 of Abelian integrals α0I0+α1I1 corre-
sponding to the continuous families of ovals Oµ for (λ, µ) ∈ Ωµ, Oe for (λ, µ) ∈ Ωe,
and O1 for λ ∈ Ω1 ∪ Ω∗1, are not Chebyshev in the respective intervals Σ.
Proof. The assertion follows from local analysis. Consider first Oµ. Then Σ = (hµ, 0)
and F (hµ) = µ > 0, F (0) = 0. By the proof of Proposition 1, we obtain that
F ′(hµ) > 0 is equivalent to a1 < 0. This coefficient is easily calculated from the
normal form (3) and the result is
a1 =
P ′′′(µ)
3P ′′(µ)
=
6µ2 − 4λµ− 4µ+ 2λ
3µ(λ− µ)(1− µ)
which proves the claim. The proof in the case of O1 is similar. The assertion for Oe
follows from the definition of γs. ✷
Making use of the whole information about the local behavior of F near the
endpoints of Σ, one can formulate the following hypothesis.
Conjecture 2. (i). The vector spaces Aµ, Ae are Chebyshev with accuracy one in
Σ for the cases considered in Proposition 6, and they are Chebyshev in Σ for all the
remaining cases.
(ii). The vector space A1 is Chebyshev with accuracy one in Σ for λ ∈ Ω1, it
is Chebyshev with accuracy two in Σ for λ ∈ Ω∗1 and it is Chebyshev in Σ for the
remaining cases.
(iii). Given α0 and α1, the total number of zeros of the function α0I0 + α1I1
relative to all the period annuli is three and this bound is attained in Ωe ∪ Ω∗1.
23
✲✻
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0 1
λ
µ
γc
Ωµ
γ
γs
Ωe
Figure 6: Partition of the parameter space in the real case λ, µ ∈ R.
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It is plausible that Conjecture 2 is a consequence of Conjecture 1, except in the case
when the polynomial P (x) has complex critical points.
The next problem in difficulty should be to study the space of Abelian integrals of
the first kind related to genus three hyperelliptic curves. We hope that this problem
can be settled by combining the methods of the present paper with deformation
arguments as in [16]. Properly understood, this might lead to the solution of the
problem for arbitrary genus g.
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