Abstract A central issue in the domain of Ambient Intelligence is context -awareness. While previous research in the field presents complex context-aware infrastructures, but with little flexibility and fixed context representations, this paper presents a simple, flexible and decentralized representation of context, for the detection of appropriate context-aware action. This representation is inspired from notions like concept maps and conceptual graphs. A formalism for context patterns, that allows the detection and solution of problems, based on the user's context, is also proposed.
Introduction
A true Ambient Intelligence [5] system must be non-intrusive, but also proactive. Appropriate proactive action must fit the context of the user or the user will not have an optimal experience with the system [12] . Additionally, in order to be useful, many times proactive action must result from the anticipation of future situations, based on the current context. Context-aware action and anticipation are key features that will make an AmI system seem "intelligent".
Context has been defined as: "Any information that can be used to characterize the situation of entities (i.e. a person, a place or an object) that are considered relevant to the interaction between a user and an application, including the user and the application themselves" [3] . Most works deal with context as location, location and time or other physical conditions (e.g. temperature) [1, 11] , and some also with activity [6] . Situation may be described by means of associations [6] , ontologies or rules [11] , that are, however, predefined aspects.
In our approach towards an implementation of Ambient Intelligence [9, 10] , we are trying to build mechanisms and representations that facilitate a more flexible approach to AmI and context-awareness, while in the same time are easy to implement and can work on resource-constrained devices.
In this paper we present a formalism that allows agents in a multi-agent system, that have only local knowledge, to share and process context-related information and to solve problems by using context matching and context patterns. Each agent has a representation of the context of its assigned user, including models of other users' context. The focus of this paper is more on defining a manner of representation and problem solving, and less on the algorithms used for context matching or the protocol for the communication between agents.
Context matching is based on representing information about the context of a user as a conceptual graph [13] and on the existence of context patterns, or, in short, patterns. Patterns can describe (in variable detail) situations that the user has experienced or common sense knowledge. Two matching context graphs (for two different users) mean a shared context, which is an occasion for further sharing of information between the users' agents. A pattern that matches the user's context means the user has been in the situation before (or it is a well-known, common sense, situation) and this allows the agent to anticipate possible problems, as well as to find solutions to problems already detected.
The next section presents related work in the field of context-awareness. The proposed context representation and scenario are presented in Section 3. Section 4 defines context matching and problem solving. The last section draws the conclusions.
Related Work
In previous work in the field of context-awareness there are usually two points of focus: one is the architecture for capturing context information; the other is the modeling of context information and how to reason about it.
Ever since the first works on context-awareness for pervasive computing [4] , certain infrastructures for the processing of context information have been proposed [1, 6, 7] . There are several layers that are usually proposed, going from sensors to the preprocessing of the percieved information, the layer for its storage and man- Fig. 1 The knowledge of Albert's and Celia's agents, respectively: (a) Albert will attend a conference in Paris; he will reach Paris by plane; (b) Celia will be attending the same conference, and will get from the CDG airport to the conference venue by taxi (her flight is omitted in this picture).
agement, and finally to the application that uses the context information [1] . This is useful when the context information comes from the environment. However, physical context is only one aspect of context [2] .
Infrastructures are usually centralized, using context servers that are queried to obtain relevant or useful context information [4, 7] . In our approach [9] , we attempt to build an agent-based infrastructure that is decentralized, in which each agent has knowledge about the context of its user, and the main aspect of context-awareness is based on associations between different pieces of context information.
Modeling of context information uses representations that range from tuples to logical, case-based and ontological representations [11] . Henricksen et al use several types of associations as well as rule-based reasoning to take context-aware decisions [6] . While ontologies make an excellent tool of representing known concepts, context is many times just a set of associations that changes incessantly, so it is very hard to dynamically maintain an ontology that describes the user's context by means of concepts. In this paper we propose a more simple, but flexible and easy-to-adapt dynamical representation of context information, based on the notions of concept map and conceptual graph [8, 13] . While there has been a significant body of work in the domain of ontology alignment, this is not the subject of this paper. We assume ontologies have already been aligned.
Context Modeling
This goal of this paper is to present a formalism for the representation of context information, that can be used for assisting the user in solving problems. This section covers the representation. We will work on the following example, that is very simple and only meant to illustrate the notions of context graphs and context patterns:
Example. Albert is a researcher in the field of Artificial Intelligence. His professional agenda contains, among other activities, attending the AI Conference, which is held in Paris, at the CNAM. Albert has already booked a flight from Heathrow airport to Charles de Gaulle airport, but has not yet thought about how to get from the airport to CNAM. Celia, another researcher in the same field, will also attend the conference. Besides booking a flight, she has also noted in her agenda that she will be taking a taxi from the airport to the venue of the conference (this reminder will help her later be prepared with money to pay for the taxi). Albert and Celia know each other, and the communication between their respective agents will help solve Albert's problem.
Albert and Celia are both users of the AmIciTy Ambient Intelligence system. What we want is that the system (1) detects the need for a means of transportation for Albert and (2) based on information on Celia's agenda, suggest that a taxi may be an appropriate solution for Albert as well.
Each user of AmIciTy has an associated agent. Figure 1 shows the concept graph for the knowledge of the two agents (agent A for Albert and agent B or Celia) that is relevant to the scenario (the information about Celia's flight has been omitted in the figure) . Formally, the knowledge of each agent can be represented as a graph G = (V, E) in which the values of vertices and edges can be either strings or, better, URI identifiers that designate concepts, relations, people, etc. The value of an edge may be null.
The graph that an agent has contains the knowledge that the agent has about the user and about the user's context. The graph represents the context of the user, in the measure in which the agent has perceived it (or been informed of by the user or by another agent). The manner in which the context information has been gathered is not the focus of this paper.
For the detection of possible problems in the user's context, we define the notion of context patterns. A pattern represents a set of associations that has been observed to occur many times and that is likely to occur again. Patterns may come from past perceptions of the agent on the user's context or be extracted by means of data mining techniques from the user's history of contexts. Commonsense patterns may come from public databases or be exchanged between agents. However, the creation
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Example. Albert is a researcher for some time now, so he has attended many conferences. His AmIciTy agent (agent A) has formed the following pattern: attending a conference located in a certain city usually implies a flight to that city. The flight is between two airports, so a means of transportation between the airport and the venue of the conference is also required.
A pattern is also a graph, but there are several additional features that makes it match a wider range of situations. The graph for a pattern s is defined as:
where E RegExp is a regular expression formed of strings or URIs.
Context Matching
An AmIciTy agent has a set of patterns that it matches against the current context (graph G). A pattern G P s (we will mark with " P " graphs that contain special features like ? nodes) matches a subgraph G of G, with G = (V , E ) and G P s = (V P s , E P s ), iff there exists an injective function f :
s , e P = (v P i , v P j , value) we have: -if value is a string or an URI, then the edge ( f (v P i ), f (v P j ), value) ∈ E -if value is a regular expression, then it matches the values value 0 , value 1 ,... , value p of a series of edges e 0 , e 1 , ..., e p ∈ E , where e 0 = (
That is, every non-? vertex from the pattern must match a different vertex from G ; every non-RegExp edge from the pattern must match an edge from G ; and every RegExp edge from the pattern must match a series of edges from G . Subgraph G should be minimal.
A pattern G P s k-matches (matches except for k edges) a subgraph G of G, if condition (2) above is fulfilled for m − k edges in E P s , k ∈ [1, m − 1], m = ||E P s || and G remains connected and minimal.
Example. For the pattern in Figure 2 and the example in Figure 1 (a) , the pattern 2-matches the knowledge about Albert that his agent has: Albert is attending a conference and he has booked a flight to the city in which the conference takes place. The missing edges relate to the trip from the airport to the venue: the part o f edge, the f rom edge and the to edge, and there is also the means of transportation that is missing. Since something is missing, the agent should ask Albert about that piece of information or to try to find it itself. This is defined as a problem. A Problem is a graph G P that is a partial instantiation of a pattern G P s , according to the current context. It is the union between (1) the subgraph G of G that k-matches pattern G P s and (2) the part of G P s that is not matched by G (the unsolved part of the problem). The problem remains associated with the pattern: for the pattern G P s = (V P s , E P s ) and the k-matching subgraph G = (V , E ), the problem p is a tuple (G P s , G P p ), where G P p is the problem's graph:
x is a subgraph of G P s . Example. In our scenario, the matching part of the problem contains the nodes Albert, User, London, attends con f erence, AI Con f erence, f light, LHR, CDG, airport, f rom, to, Paris, CNAM, and their connecting edges. The unsolved part of the problem contains one ? node and the edges part o f , f rom and to.
But the agents are part of the AmIciTy multi-agent system. Agents A and B communicate because Albert and Celia know each other (they share common social context). They also share the same field of research. Based on the fact that the node AI Con f erence relates to Albert and to Artificial Intelligence as a domain (the same nodes to which Celia relates to), agent A will send to Celia the association between Albert, the domain, and the conference. This is common context, so Celia will respond with the data connected to the conference: venue and the means of transportation that she will use to get there (see Figure 1 (b) ).
All the data that agent A has about other agents (here, agent B) is stored in the agent's knowledge base as its model of the other users. The model for the other users is not necessarily separate though: if the same concept appears in both models (provided the concept ha the same URI, or the agent is able to detect by means of common sense knowledge that it is the same concept), both subgraphs will contain the corresponding node. The model for Celia's agenda contains the same AI Con f erence node that is contained in the graph for Albert. When matching patterns from its pattern set, A detects that the pattern mentioned above fully matches the model for Celia. Agent A also has a problem that is linked to this pattern. Since Celia's context fully matches the pattern, it means it may be a solution to Albert's problem: Albert may also use a taxi to reach the conference.
In this particular case, with the given knowledge and patterns, there is only one solution to the problem that arose. But in a more realistic case, where context is more complex and there are more patterns, more solutions to the same problem may be found. In case they fit equally well in the current context, then the agent must prompt the user with all of them and the user must be given the choice.
It can be argued that context-matching is a very difficult problem in the case of large graphs and complex situations. However, resource-constrained devices will work only with smaller pieces of context information (i.e. smaller graphs), that are relevant to their function. Second, algorithms inspired from data-mining allow for incremental matching, starting from common nodes and growing the matching subgraph.
Another problem that may appear in realistic situations (as opposed to our simple example) is the abundance of simultaneous matching context patterns, possibly describing contradictory situations. This is where more refined measures must be found that will allow calculating the relevance of each match. This too will be part of our future work.
Conclusion
So far, work in context-awareness for pervasive environments has been based predominantly on location-awareness and physical conditions. The use of ontologies or rules does not bring much dynamical flexibility and they are not easy to modify automatically, at runtime. This paper proposes a more simple and more flexible manner of representing context and context patterns, that allows the agents to take decisions without the need for a centralized structure, by means of their knowledge, their history and by local communication alone.
At this point, we are in the process of identifying an efficient matching algorithm, as well as deploying the described formalism into a previously implemented multiagent system. There is a great potential in detecting incompatible contexts -contexts that the user should not be in. Also, uncertainty and temporal relations have yet to be included in our work.
