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1 Introduction and Main Results
Let X and Y be Hausdorff topological spaces, and Φ : X→ S(Y) be a set-valued
map, where S(Y) := 2Y \ {∅} is the family of all nonempty subsets of the set
Y. Consider the graph of Φ, defined as GrX(Φ) = {(x, y) ∈ X×Y : y ∈ Φ(x)},
and let u : GrX(Φ) ⊆ X × Y → R, where R := R ∪ {±∞} is the extended real
line. Define the value function
v(x) := inf
y∈Φ(x)
u(x, y), x ∈ X, (1)
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and the solution multifunction
Φ∗(x) := {y ∈ Φ(x) : v(x) = u(x, y)} , x ∈ X.
To clarify the above definitions, consider a Hausdorff topological space
A. For a nonempty set A ⊆ A, the notation f : A ⊆ A → R means that
for each a ∈ A the value f(a) ∈ R is defined. In general, the function f
may be also defined outside of A. The notation f : A → R means that the
function f is defined on the entire space A. This notation is equivalent to the
notation f : A ⊆ A → R, which we do not write explicitly. For a function
f : A ⊆ A → R we sometimes consider its restriction f : B ⊆ A → R to the
set B ⊆ A. Sometimes we consider functions with values in R rather than in
R.
We recall that, for a nonempty set A ⊆ A, a function f : A ⊆ A → R
is called lower semi-continuous at a ∈ A, if for each net {ai}i∈I ⊂ A, that
converges to a in A, the inequality lim infi f(ai) ≥ f(a) holds. A function
f : A ⊆ A → R is called upper semi-continuous at a ∈ A, if −f is lower
semi-continuous at a ∈ A. Consider the level sets
Df (λ;A) := {a ∈ A : f(a) ≤ λ}, λ ∈ R.
A function f : A ⊆ A→ R is called lower semi-continuous on A, if all the level
sets Df (λ;A) are closed in A. A function f : A ⊆ A→ R is called inf-compact
(such a function is sometimes called lower semi-compact) on A, if all the level
sets are compact in A. We notice that, if A = A and f : A → R, then f is
lower semi-continuous at each a ∈ A if and only if it is lower semi-continuous
on A. For an arbitrary nonempty subset A of A, lower semi-continuity on A
implies lower semi-continuity at each a ∈ A, but not vice versa. Indeed, if
A ⊆ A is a nonempty set, f : A ⊆ A→ R is lower semi-continuous on A, and
{ai}i∈I ⊂ A converges to a ∈ A, then either lim infi f(ai) = +∞ or there exists
a subnet {aj}j∈J ⊆ {ai}i∈I such that {aj}j∈J is eventually in Df (λ;A) for
each real λ > lim infi f(ai). Thus f(a) ≤ lim infi f(ai). Vice versa, if A = [0, 1],
A = (0, 1], and f ≡ 0 on A, then f is lower semi-continuous at each a ∈ A,
but it is not lower semi-continuous on A because Df (1;A) = A is not closed
in A.
Definition 1 (cf. Feinberg et al. [5, Definition 1.3]). A function u : GrX(Φ) ⊆
X×Y→ R is called KN-inf-compact on GrX(Φ), if the following two conditions
hold:
(i) u : GrX(Φ) ⊆ X× Y→ R is lower semi-continuous on GrX(Φ);
(ii) for any convergent net {xi}i∈I with values in X whose limit x belongs to X,
any net {yi}i∈I , defined on the same ordered set I with yi ∈ Φ(xi), i ∈ I,
and satisfying the condition that the set {u(xi, yi) : i ∈ I} is bounded
above, has an accumulation point y ∈ Φ(x).
We remark that this definition is consistent with Feinberg et al. [5, Defini-
tion 1.3], according to which a function u : X×Y→ R is called KN-inf-compact
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on GrX(Φ), if it satisfies properties (i) and (ii) of Definition 1. A function
u : X×Y→ R is KN-inf-compact on GrX(Φ) in the sense of [5, Definition 1.3]
if and only if its restriction GrX(Φ) is KN-inf-compact on GrX(Φ) in the sense
of Definition 1. This is true because, if u is also defined outside of GrX(Φ),
its values at (x, y) /∈ GrX(Φ) do not affect the KN-inf-compactness of u on
GrX(Φ).
For Z ⊆ X define the graph of a set-valued mapping Φ : X → S(Y),
restricted to Z:
GrZ(Φ) = {(x, y) ∈ Z × Y : y ∈ Φ(x)}.
The following definition introduces the notion of KN-inf-compactness in a local
formulation.
Definition 2 Let Z ⊆ X be a nonempty set. A function u : GrX(Φ) ⊆ X×Y→
R is called KN-inf-compact on GrZ(Φ), if the following two conditions hold:
(i) u : GrX(Φ) ⊆ X× Y→ R is lower semi-continuous at all (x, y) ∈ GrZ(Φ);
(ii) if a net {xi}i∈I with values in X converges to x ∈ Z, then each net {yi}i∈I ,
defined on the same ordered set I with yi ∈ Φ(xi), i ∈ I, and satisfying
the condition that the set {u(xi, yi) : i ∈ I} is bounded above, has an
accumulation point y ∈ Φ(x).
Remark 1 If Z = X, then Definitions 1 and 2 ofKN-inf-compactness on GrX(Φ)
are equivalent. This follows from the following statements: (a) conditions (ii)
of Definitions 1 and 2 coincide, if Z = X; (b) conditions (i) and (ii) of Def-
inition 2 with Z = X imply condition (i) of Definition 1; and (c) condition
(i) of Definition 1 yields condition (i) of Definition 2. Note that statement (b)
holds because, if λ ∈ R and a net {(xi, yi)}i∈I ⊂ Du(λ; GrX(Φ)) converges to
(x, y) ∈ X × Y, then condition (ii) of Definition 2 yields that y ∈ Φ(x) and
condition (i) of Definition 2 implies that (x, y) ∈ Du(λ; GrX(Φ)). Therefore,
the level set Du(λ; GrX(Φ)) is closed for each λ ∈ R. Statement (c) holds, be-
cause lower semi-continuity on GrX(Φ) implies lower semi-continuity at each
(x, y) ∈ GrX(Φ).
Remark 2 If spaces X and Y are metrizable, then nets and subnets in the
definition of KN-inf-compactness on GrZ(Φ) can be replaced with sequences
and subsequences; see Lemma 2.
Note that a function u : GrX(Φ) ⊆ X× Y→ R is KN-inf-compact on GrZ(Φ),
where Z is a nonempty subset of X, if and only if it is KN-inf-compact on
Gr{x}(Φ) for all x ∈ Z.
For a Hausdorff topological space A, we denote by K(A) the family of all
nonempty compact subsets of A. A function u : GrX(Φ) ⊆ X × Y → R is
called K-inf-compact on GrX(Φ), if for every K ∈ K(X) this function is inf-
compact on GrK(Φ); cf. Feinberg et al. [7, Definition 1.1]. KN-inf-compactness
on GrX(Φ) is a more restrictive property than K-inf-compactness property on
GrX(Φ); see Feinberg et al. [5, Theorem 2.1 and Example 5.1]. As shown in
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Feinberg et al. [5, Corollary 2.2], K-inf-compactness and KN-inf-compactness
on GrX(Φ) are equivalent, if X is a compactly generated topological space, and,
in particular, if X is a metrizable topological space. Recall that a topological
space X is compactly generated (Munkres [11, p. 283] or a k-space, Kelley [10,
p. 230], Engelking [4, p. 152]) if it satisfies the following property: each set
A ⊆ X is closed in X if A∩K is closed in K for each K ∈ K(X). In particular,
all locally compact spaces (hence, manifolds) and all sequential spaces (hence,
first-countable, including metrizable/metric spaces) are compactly generated;
Munkres [11, Lemma 46.3, p. 283], Engelking [4, Theorem 3.3.20, p. 152].
For a set-valued mapping F : X → 2Y, let DomF := {x ∈ X : F (x) 6= ∅}.
Recall that a set-valued mapping F : X → 2Y is upper semi-continuous at
x ∈ DomF , if, for each neighborhood G of the set F (x), there is a neighborhood
of x, say O(x), such that F (x∗) ⊆ G for all x∗ ∈ O(x). A set-valued mapping
F : X → 2Y is lower semi-continuous at x ∈ DomF , if, for each open set
G with F (x) ∩ G 6= ∅, there is a neighborhood of x, say O(x), such that if
x∗ ∈ O(x) ∩DomF , then F (x∗) ∩ G 6= ∅. A set-valued mapping F : X→ S(Y)
is called upper (lower) semi-continuous, if it is upper (lower) semi-continuous
at all x ∈ X. A set-valued mapping F : X → S(Y) is called continuous, if it
is upper and lower semi-continuous. A set-valued mapping F : X → S(Y) is
closed, if GrX(F ) is a closed subset of X× Y.
For Hausdorff topological spaces, Berge’s maximum theorem for noncom-
pact image sets has the following formulation.
Theorem 1 (Berge’s maximum theorem for noncompact image sets; Feinberg
et al. [5, Theorem 1.4]). If a function u : X×Y→ R is KN-inf-compact and up-
per semi-continuous on GrX(Φ) and Φ : X→ S(Y) is a lower semi-continuous
set-valued mapping, then the value function v : X → R is continuous and the
solution multifunction Φ∗ : X→ K(Y) is upper semi-continuous and compact-
valued.
In the classic Berge’s maximum theorem [2, p. 116], the function u is as-
sumed to be continuous and the set-valued mapping Φ is assumed to be con-
tinuous and compact-valued. As explained in Feinberg et al. [5], these assump-
tions are more restrictive than the assumptions of Theorem 1.
Theorem 1 yields from the following three statements:
(B1) (Lower semi-continuity of minima). If a function u : X × Y → R is KN-
inf-compact on GrX(Φ), then the value function v : X → R is lower semi-
continuous; Feinberg et al. [5, Theorem 3.4].
(B2) (Upper semi-continuity of minima). If a function u : X × Y → R is upper
semi-continuous on GrX(Φ) and Φ : X → S(Y) is a lower semi-continuous
set-valued mapping, then the value function v : X → R is upper semi-
continuous; Hu and Papageorgiou [9, Proposition 3.1, p. 82].
(B3) (Upper semi-continuity of the solution multifunction). If a function u :
X×Y→ R is KN-inf-compact on GrX(Φ) and the value function v : X→ R
is continuous, then the solution multifunction Φ∗ : X → K(Y) is upper
semi-continuous and compact-valued; Feinberg et al. [5, p. 1045].
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Continuity and semi-continuity of functions and multifunctions are local
properties. Therefore, it is natural to formulate the results on continuity of
value functions and solution multifunctions in a local form. This is done in
Bonnans and Shapiro [3, Proposition 4.4].
Theorem 2 (Bonnans and Shapiro [3, Proposition 4.4]). Let u : X× Y → R
and x ∈ X. Supposed that:
(i) the function u is continuous on X× Y;
(ii) the set-valued mapping Φ : X→ S(Y) is closed;
(iii) there exists λ ∈ R and a compact set C ⊂ Y such that, for every x∗
in a neighborhood of x, the level set Du(x∗,·)(λ;Φ(x
∗)) is nonempty and
contained in C;
(iv) for each neighborhood O(Φ∗(x)) of the set Φ∗(x), there exists a neighbor-
hood O(x) of x such that O(Φ∗(x)) ∩ Φ(x∗) 6= ∅ for all x∗ ∈ O(x).
Then:
(a) the function v is continuous at x,
(b) the set-valued function Φ∗ is upper semi-continuous at x.
As Examples 1 and 2 demonstrate, Theorem 1 and Theorem 2 do not imply
each other. Theorem 7 below generalizes the both theorems. In order to clarify
the relevance between Theorems 1 and 2, similarly to Theorem 1, it is natural
to divide Theorem 2 into the following three statements:
(BS1) (Lower semi-continuity of minima). If the function u : X × Y → R is
lower semi-continuous on X × Y, x ∈ X, and assumptions (ii) and (iii) of
Theorem 2 hold, then the value function v is lower semi-continuous at x;
Bonnans and Shapiro [3, pp. 290–291].
(BS2) (Upper semi-continuity of minima). If a function u : X × Y → R is upper
semi-continuous on X×Y, x ∈ X, the set Φ∗(x) is compact, and assumption
(iv) of Theorem 2 holds, then the value function v is upper semi-continuous
at x; Bonnans and Shapiro [3, p. 291].
(BS3) (Upper semi-continuity of the solution multifunction). Let u : X× Y → R
and x ∈ X. If assumptions (i)–(iv) of Theorem 2 hold, then the solution
multifunction Φ∗ : X → S(Y) is upper semi-continuous at x; Bonnans and
Shapiro [3, pp. 291].
Statement (BS1) can be derived from statement (B1) in the following way.
Let assumptions of statement (BS1) hold. Consider a new Hausdorff state
space X˜ that equals to the neighborhood of x from assumption (iii) of The-
orem 2 endowed with the induced topology. Let Y˜ = Y. Consider new image
sets Φ˜(z) = Du(z,·)(λ;Φ(z)), z ∈ X˜, which are nonempty and contained to
the same compact subset C of Y˜. Define the function u˜ as the restriction of
u to Gr(Φ˜). Assumptions (ii) and (iii) of Theorem 2, Bonnans and Shapiro
[3, Lemma 4.3], lower semi-continuity of u˜ on X˜ × Y˜, and Feinberg et al. [5,
Lemma 3.3(i)] imply KN-inf-compactness of u˜ on Gr
X˜
(Φ˜). Therefore, state-
ment (B1) yields lower semi-continuity of v at x. Statements (B2) and (BS2)
(also (B3) and (BS3) respectively) do not imply each other; see Examples 3–5.
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In the rest of this section we formulate the main results of this paper.
The following theorem is more general that statement (B1), and therefore
statement (BS1) follows from it.
Theorem 3 (Lower semi-continuity of minima). Let u : GrX(Φ) ⊆ X×Y→ R
and x ∈ X. If the function u is KN-inf-compact on Gr{x}(Φ), then the function
v : X → R is lower semi-continuous at x and Φ∗(x) is a nonempty compact
set, if v(x) < +∞, and Φ∗(x) = Φ(x) otherwise.
Observe that under conditions of Theorem 3, the infimum in (1) can be
replaced with the minimum. The following theorem generalizes statements
(B2) and (BS2).
Theorem 4 (Upper semi-continuity of minima). Let u : GrX(Φ) ⊆ X×Y→ R
and x ∈ X. Each of the following assumptions:
(i) the function u : GrX(Φ) ⊆ X × Y → R is upper semi-continuous at all
(x, y) ∈ Gr{x}(Φ) and Φ : X→ S(Y) is a lower semi-continuous set-valued
mapping at x;
(ii) Φ∗(x) ∈ K(Y), the function u : GrX(Φ) ⊆ X × Y → R is upper semi-
continuous at all (x, y) ∈ Gr{x}(Φ
∗), and assumption (iv) of Theorem 2
holds;
implies that the function v : X→ R is upper semi-continuous at x.
According to Example 3, assumptions (i) and (ii) of Theorem 4 do not
imply each other. Assumption (i) implies assumption (ii) in Theorem 4, if
Φ∗(x) ∈ K(Y) because lower semi-continuity of Φ at x with Φ∗(x) ∈ K(Y)
yields assumption (iv) of Theorem 2. Moreover, if Φ∗(x) ∈ K(Y), then assump-
tion (iv) of Theorem 4 follows from upper semi-continuity as well as from lower
semi-continuity of Φ∗ at x. The following theorem generalizes statement (B3).
Theorem 5 (Upper semi-continuity of the solution multifunction). Let u :
GrX(Φ) ⊆ X × Y → R and x ∈ X. If u is KN-inf-compact on Gr{x}(Φ),
the value function v : X → R is continuous at x, and v(x) < +∞, then
Φ∗(x) ∈ K(Y) and Φ∗ is upper semi-continuous at x.
Being combined, Theorems 3 and 4 provide sufficient conditions for the con-
tinuity of v at x. Note that KN-inf-compactness of u on Gr{x}(Φ) in Theorem 5
cannot be weakened to lower semi-continuity of u on GrX(Φ), inf-compactness
of u(x, ·) on Φ(x), and the assumptions that Φ : X → K(Y) and GrX(Φ) is
closed in X× Y; see Example 6. We also remark that the continuity of v at x
is the essential assumption in Theorem 5; see Example 7.
Theorem 6 (Local optimum theorem). Let u : GrX(Φ) ⊆ X × Y → R and
x ∈ X satisfy the following properties:
(a) u(x, y) < +∞ for some y ∈ Φ(x);
(b) u is KN-inf-compact on Gr{x}(Φ);
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then Φ∗(x) ∈ K(Y). If, in addition, u : GrX(Φ) ⊆ X × Y → R is upper semi-
continuous at all (x, y) ∈ Gr{x}(Φ
∗), then the following two assumptions are
equivalent:
(i) assumption (iv) of Theorem 2;
(ii) the solution multifunction Φ∗ : X→ 2Y is upper semi-continuous at x;
and each of them implies that v is continuous at x.
Observe that assumptions of Theorem 6 include conditions on y∗ ∈ Φ(x∗),
when u(x∗, y∗) ≥ λ > v(x), x∗ ∈ O(x), where O(x) is some neighborhood of
x. These values of y∗ do not affect the properties of v and Φ∗ at x. In order
to obtain a more delicate result, we introduce the sets Φλ,x and function uλ,x.
For λ ∈ R, x ∈ X, and Φ : X→ S(Y), define Φλ,x : X→ 2
Y,
Φλ,x(z) :=
{
{y ∈ Φ(z) : u(z, y) ≤ λ}, if either this set is not empty or z = x;
Φλ,x(x), otherwise.
As follows from this definition, Φλ,x(x) = ∅ if and only if u(x, y) > λ for
all y ∈ Φ(x). In particular, if λ < v(x), then Φλ,x(x) = ∅. We remark that
Φλ,x : X→ S(Y) if and only if Φλ,x(x) 6= ∅. If Φλ,x(x) 6= ∅, define the functions
uλ,x : X× Y→ R,
uλ,x(z, y) :=
{
u(z, y), if {y ∈ Φ(z) : u(z, y) ≤ λ} 6= ∅;
u(x, y), otherwise;
for each z ∈ X and y ∈ Y, and vλ,x : X→ R,
vλ,x(z) := inf
y∈Φλ,x(z)
uλ,x(z, y), z ∈ X.
Consider the solution multifunction
Φ∗λ,x(z) := {y ∈ Φλ,x(z) : vλ,x(z) = uλ,x(z, y)} , z ∈ X.
If λ > v(x), then vλ,x(x) = v(x) and Φ
∗
λ,x(x) = Φ
∗(x). If the conditions of
Theorem 3 hold, the latter is true for λ ≥ v(x). Observe that, under condition
(iii) of Theorem 2, vλ,x(x
∗) = v(x∗) and Φ∗λ,x(x
∗) = Φ∗(x∗) for all x∗ in a
neighborhood of x.
We remark that, if u is KN-inf-compact on Gr{x}(Φ), then uλ,x is KN-
inf-compact on Gr{x}(Φλ,x). The inverse claim does not hold in general; see
Example 1. The following corollary from Theorem 3 generalizes statements
(B1) and (BS1).
Corollary 1 (Lower semi-continuity of minima). Let u : GrX(Φ) ⊆ X× Y →
R, x ∈ X, and λ ∈ R satisfy u(x, y) ≤ λ for some y ∈ Φ(x). If the function
uλ,x : GrX(Φλ,x) ⊆ X × Y → R is KN-inf-compact on Gr{x}(Φλ,x), then the
function v : X→ R is lower semi-continuous at x and Φ∗(x) ∈ K(Y).
The following theorem generalizes Theorems 1, 2, and 6.
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Theorem 7 (Local optimum theorem). Let u : GrX(Φ) ⊆ X×Y→ R, x ∈ X,
and λ ∈ R satisfy u(x, y) < λ for some y ∈ Φ(x). If the function uλ,x :
GrX(Φλ,x) ⊆ X × Y → R is KN-inf-compact on Gr{x}(Φλ,x) and the function
u : GrX(Φ) ⊆ X× Y → R is upper semi-continuous at all (x, y) ∈ Gr{x}(Φ
∗),
then the following two assumptions are equivalent:
(i) assumption (iv) of Theorem 2;
(ii) the solution multifunction Φ∗ : X→ 2Y is upper semi-continuous at x;
and each of them implies that v is continuous at x.
Remark 3 Upper semi-continuity of u : GrX(Φ) ⊆ X × Y → R at all (x, y) ∈
Gr{x}(Φ
∗) in Theorem 7 cannot be relaxed to upper semi-continuity of uλ,x :
GrX(Φλ,x) ⊆ X× Y→ R at all (x, y) ∈ Gr{x}(Φ
∗); see Example 9.
Remark 4 Theorems 2, 4, 6, and 7 have the common assumption: condition
(iv) of Theorem 2. The remaining assumptions are weaker in Theorem 7 than
in Theorem 2. Indeed, conditions (ii) and (iii) of Theorem 2 imply that Φλ,x
is a closed mapping that acts from a closed neighborhood of x, say O(x), into
the compact set C. Therefore, Berge [2, Corollary, p. 112] yields that Φλ,x :
O(x) → S(Y) is upper semi-continuous, compact-valued, vλ,x(x∗) = v(x∗)
and Φ∗λ,x(x
∗) = Φ∗(x∗) for all x∗ in a neighborhood of x. Moreover, condition
(i) of Theorem 2 and Lemma 1 imply that the function uλ,x : GrO(x)(Φλ,x) ⊆
X×Y→ R is KN-inf-compact on Gr{x}(Φλ,x) and the function u : GrO(x)(Φ) ⊆
X× Y→ R is upper semi-continuous at all (x, y) ∈ Gr{x}(Φ
∗).
2 Local Properties of KN-inf-compact Functions
Lemma 1 Let Z ⊆ X be a nonempty set. If u : GrX(Φ) ⊆ X × Y → R is
lower semi-continuous at all (x, y) ∈ GrZ(Φ) and Φ : X → K(Y) is upper
semi-continuous at all x ∈ Z, then the function u(·, ·) is KN-inf-compact on
GrZ(Φ);
Proof The proof is similar to the proof of Feinberg at el. [5, Lemma 3.3(i)].
Let {xi}i∈I be a convergent net with values in X whose limit x belongs to
Z and {yi}i∈I be a net defined on the same ordered set I with yi ∈ Φ(xi),
i ∈ I, and satisfying the condition that the set {u(xi, yi) : i ∈ I} is bounded
above by λ ∈ R. Let us prove that a net {yi}i∈I has an accumulation point
y ∈ Φ(x) such that u(x, y) ≤ λ. Aliprantis and Border [1, Corollary 17.17,
p. 564] yields that a net {yi}i∈I has an accumulation point y ∈ Φ(x). The
lower semi-continuity of u at all (x, y) ∈ GrZ(Φ) implies that u(x, y) ≤ λ.
Therefore, the function u(·, ·) is KN-inf-compact on GrZ(Φ). 
When the topological spaces X and Y are metrizable, we may avoid nets in
the definition of the KN-inf-compactness by replacing them with sequences.
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Lemma 2 Let X and Y be metrizable spaces, Z ⊆ X be a nonempty set. Then
u : GrX(Φ) ⊆ X × Y → R is KN-inf-compact on GrZ(Φ) if and only if the
following two conditions hold:
(i) u : GrX(Φ) ⊆ X × Y → R is lower semi-continuous at all (x, y) ∈
GrZ(Φ);
(ii) if a sequence {xn}n=1,2,... with values in X converges to x ∈ Z then each
sequence {yn}n=1,2,... with yn ∈ Φ(xn), n = 1, 2, . . . , satisfying the condition
that the sequence {u(xn, yn)}n=1,2,... is bounded above, has a limit point y ∈
Φ(x).
Proof Condition (i) from the definition of KN-inf-compactness coincides with
assumption (i) of the lemma. The rest of the proof establishes the equivalency
of assumption (ii) of the lemma and assumption (ii) from Definition 2.
Let assumption (ii) of the lemma hold. Consider a net {xi}i∈I with values
in X, that converges to x ∈ Z, and a net {yi}i∈I defined on the same ordered
set I with yi ∈ Φ(xi), i ∈ I, and satisfying the condition that the set {u(xi, yi) :
i ∈ I} is bounded above. Let us prove that {yi}i∈I has an accumulation point
y ∈ Φ(x). Since the space X is metrizable, it is first-countable and each its point
has a countable neighborhood basis (local base). That is, for x ∈ Z there exists
a sequence O1,O2, . . . of neighborhoods of x such that for each neighborhood
O(x) of x there exists an integer n with On contained in O(x). Since the net
{xi}i∈I converges to x, for each N = 1, 2, . . . , there exists an index iN ∈ I such
that xi ∈ ON for each i  iN . Thus, the sequence {xiN }N=1,2,... converges to
x, and the sequence {yiN}N=1,2,..., with yiN ∈ Φ(xiN ), N = 1, 2, . . ., satisfies
the condition that the set {u(xiN , yiN ) : N = 1, 2, . . .} is bounded above. In
view of assumption (ii) of the lemma, the sequence {yiN}N=1,2,... has a limit
point y ∈ Φ(x). Therefore, y ∈ Φ(x) is the accumulation point of the net
{yi}i∈I .
Let assumption (ii) of Definition 2 hold. Consider a sequence {xn}n=1,2,...
with values in X, that converges to x ∈ Z, and a sequence {yn}n=1,2,... with
yn ∈ Φ(xn), n = 1, 2, . . . , such that the sequence {u(xn, yn)}n=1,2,... is bounded
above. Let us prove that the sequence {yn}n=1,2,... has a limit point y ∈ Φ(x).
Let C be a closure of the set {(xn, yn) : n = 1, 2, . . .} in X × Y. Condi-
tion (ii) of Definition 2 yields that C is a compact set and C ⊆ {(xn, yn) :
n = 1, 2, . . .} ∪ Gr{x}(Φ). Since the space X × Y is metrizable, the sequence
{(xn, yn)}n=1,2,... ⊂ C has a convergent subsequence {(xnk , ynk)}k=1,2,... to
(x, y) ∈ C. Since C ⊂ GrX(Φ), then (x, y) ∈ Gr{x}(Φ) ⊆ GrZ(Φ). Therefore,
the sequence {yn}n=1,2,... has a limit point y ∈ Φ(x). 
3 Proofs of the Main Results
This section contains the proofs of Theorems 3–7 and Corollary 1.
Proof of Theorem 3. Let x ∈ X, and the function u : GrX(Φ) ⊆ X×Y→ R
be KN-inf-compact on Gr{x}(Φ). If v(x) = +∞, then Φ
∗(x) = Φ(x). Otherwise,
Φ∗(x) is a nonempty compact set; cf. Feinberg et al. [5, Theorem 3.1]. Let us
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prove that the function v : X → R is lower semi-continuous at x. If v(x) =
−∞, then v is lower semi-continuous at x. Let v(x) > −∞. Consider a net
{xi}i∈I with values in X converging to x. Choose a subnet {xj}j∈J of the net
{xi}i∈I such that lim infi v(xi) = limj v(xj). There are two alternatives: either
{v(xj)}j∈J converges to +∞, or {v(xj)}j∈J is bounded above. In the first case
v(x) ≤ lim infi v(xi) = +∞, that is, v is lower semi-continuous at x. If the
second alternative holds, then for each j ∈ J there exists yj ∈ Φ(xj) such that
{|v(xj)−u(xj , yj)|}j∈J converges to zero and, therefore, the net {u(xj , yj)}j∈J
is bounded above. Condition (ii) of the definition of KN-inf-compactness on
Gr{x}(Φ) implies that the net {yj}j∈J has an accumulation point y ∈ Φ(x).
Condition (i) of the definition of KN-inf-compactness on Gr{x}(Φ) yields that
limj v(xj) ≥ u(x, y) ≥ v(x). Since lim infi v(xi) = limj v(xj), the function v is
lower semi-continuous at x. 
Proof of Theorem 4. Let u : GrX(Φ) ⊆ X × Y → R, x ∈ X, and a net
{xα}α∈I with values in X converge to x. If v(x) = +∞, then v is obviously
upper semi-continuous at x. Consider the case v(x) < +∞.
If assumption (i) holds, then, in view of the lower semi-continuity of Φ at
x, for each y ∈ Φ(x) and each α ∈ I there exists yα ∈ Φ(xα) such that the
net {yα}α∈I converges to y in Y. Therefore, due to upper semi-continuity of
u : GrX(Φ) ⊆ X× Y→ R at each (x, y) ∈ Gr{x}(Φ),
lim sup
α
v(xα) ≤ lim sup
α
u(xα, yα) ≤ u(x, y) for each y ∈ Φ(x),
that is,
lim sup
α
v(xα) ≤ inf
y∈Φ(x)
u(x, y) = v(x),
and v is upper semi-continuous at x; Hu and Papageorgiou [9, Proposition 3.1,
p. 82].
Let assumption (ii) holds. Denote by τX and τY the topologies (the families
of all open subsets) of X and Y respectively. Note that the family of open sets
τb
X×Y := {OX × OY : OX ∈ τX, OY ∈ τY} is a base of the topology of the
Hausdorff topological product space X×Y (that is, each open subset of X×Y
can be presented as a union of some sets from τb
X×Y). This is true because the
product topology (so-called natural or Hausdorff topology) on the Cartesian
product of a finite number of Hausdorff spaces coincides with the box topology.
If for any λ > v(x) there is a neighborhood of x, O(x) ∈ τX, such that
v(x∗) < λ for each x∗ ∈ O(x), (2)
then the function v is upper semi-continuous at x. Fix an arbitrary λ > v(x).
The rest of the proof establishes the existence of O(x) ∈ τX satisfying (2).
In view of the upper semi-continuity of u : GrX(Φ) ⊆ X× Y → R at each
(x, y) ∈ Gr{x}(Φ
∗), for each y ∈ Φ∗(x) there exists Ox,y
X
(x) ×Ox,y
Y
(y) ∈ τb
X×Y
such that
u(x∗, y∗) < λ for all (x∗, y∗) ∈ (Ox,y
X
(x) ×Ox,y
Y
(y)) ∩GrX(Φ) (3)
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because λ > v(x) = u(x, y) for any y ∈ Φ∗(x). The collection of open sets
{Ox,y
X
(x) × Ox,y
Y
(y) : y ∈ Φ∗(x)} covers the set Gr{x}(Φ
∗). Tychonoff’s the-
orem yields that the set Gr{x}(Φ
∗) ⊂ X × Y is compact. Therefore, there
is a finite cover {Ox,y1
X
(x) × Ox,y1
Y
(y1),O
x,y2
X
(x) × Ox,y2
Y
(y2), . . . ,O
x,yN
X
(x) ×
Ox,yN
Y
(yN )}, y1, y2 . . . , yN ∈ Φ∗(x), N = 1, 2, . . . , of Gr{x}(Φ
∗). Since x ∈
O
x,yj
X
(x) for each j = 1, 2, . . . , N , the family of sets {OX(x)×O
x,y1
Y
(y1),OX(x)×
Ox,y2
Y
(y2), . . . ,OX(x)×O
x,yN
Y
(yN )}, where OX(x) = ∩Nj=1O
x,yj
X
(x) ∈ τX, covers
the set Gr{x}(Φ
∗), that is,
Gr{x}(Φ
∗) ⊆ OX(x)× ∪
N
j=1O
x,yj
Y
(yj) ⊆ ∪y∈Φ∗(x)O
x,y
X
(x) ×Ox,y
Y
(y). (4)
In particular, OY(Φ∗(x)) := ∪Nj=1O
x,y
Y
(yj) ∈ τY is a neighborhood of Φ∗(x).
Assumption (ii) implies that for the neighborhood OY(Φ∗(x)) of Φ∗(x) there
exists a neighborhood O1
X
(x) of x such that OY(Φ∗(x)) ∩ Φ(x∗) 6= ∅ for all
x∗ ∈ O1
X
(x). Therefore, according to (3) and (4),
v(x∗) ≤ inf
y∗∈OY(Φ∗(x))∩Φ(x∗)
u(x∗, y∗) < λ,
for each x∗ ∈ O(x) := OX(x) ∩ O1X(x) ∈ τX. Thus (2) holds. 
Proof of Theorem 5. Let u : GrX(Φ) ⊆ X×Y→ R, x ∈ X, and let v : X→ R
be the value function defined in (1). If u is KN-inf-compact on Gr{x}(Φ), v
is continuous at x, and v(x) < +∞, then Theorem 3 yields that Φ∗(x) is a
nonempty compact set. Let us prove that Φ∗ is upper semi-continuous at x.
Suppose, on the contrary, that Φ∗ is not upper semi-continuous at x ∈ X.
Then there is an open neighborhood O(Φ∗(x)) of Φ∗(x) such that, for every
neighborhood O of x, there is an xO ∈ O with Φ∗(xO) 6⊆ O(Φ∗(x)). Therefore,
there exists yO ∈ Φ∗(xO)\O(Φ∗(x)). Now consider the nets {xO : O ∈ τ locb (x)}
and {yO : O ∈ τ
loc
b (x)}, where τ
loc
b (x) is the directed set of neighborhoods of
x; see Zgurovsky et al. [12, p. 9] for details. The net {xO : O ∈ τ locb (x)}
converges to x. Then each net {yO : O ∈ τ locb (x)}, defined on the same
ordered set τ locb (x) with yO ∈ Φ
∗(xO), O ∈ τ locb (x), has an accumulation point
y ∈ Φ∗(x). Indeed, v(xO) = u(xO, yO) for each O ∈ τ locb (x). Since xO → x and
v is continuous at x, the net {v(xO) : O ∈ τ locb (x)} is bounded above by a finite
constant eventually in τ locb (x). Therefore, KN-inf-compactness of the function
u on Gr{x}(Φ) implies that the net {yO : O ∈ τ
loc
b (x)} has an accumulation
point y ∈ Φ(x). Since u : GrX(Φ) ⊆ X × Y → R is lower semi-continuous at
each (x, y) ∈ Gr{x}(Φ) and v is continuous at x, then y ∈ Φ
∗(x), that is, the
net {yO : O ∈ τ locb (x)} has an accumulation point y ∈ Φ
∗(x) ⊆ O(Φ∗(x)).
The net {yO : O ∈ τ locb (x)} lies in the closed set O(Φ
∗(x))c, which is the
complement of O(Φ∗(x)), and thus y ∈ O(Φ∗(x))c. This contradiction implies
that Φ∗ is upper semi-continuous at x. 
Proof of Theorem 6. According to Theorem 3, the function v : X → R is
lower semi-continuous at x and Φ∗(x) is a nonempty compact set. If assump-
tions (i) and (ii) of Theorem 6 imply each other, then Theorem 4(ii) yields
that the value function v is upper semi-continuous at x. Therefore, to finish
the proof, it is sufficient to prove that assumptions (i) and (ii) of Theorem 6
are equivalent.
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The implication “(i) =⇒ (ii)” directly follows from Theorems 3, 4(ii),
and 5. Vice versa, if the solution multifunction Φ∗ : X → 2Y is upper semi-
continuous at x, then for each neighborhood O(Φ∗(x)) of the set Φ∗(x), there
is a neighborhood of x, say O(x), such that Φ∗(x∗) ⊆ O(Φ∗(x)) for all x∗ ∈
O(x). Thus, for each neighborhood O(Φ∗(x)) of the set Φ∗(x) there exists a
neighborhood O(x) of x such that O(Φ∗(x)) ∩ Φ(x∗) 6= ∅ for all x∗ ∈ O(x).
Therefore, assumptions (i) and (ii) of Theorem 6 are equivalent. 
Proof of Corollary 1. According to Theorem 3, the function vλ,x : X → R
is lower semi-continuous at x and Φ∗λ,x(x) is a nonempty compact set because
vλ,x(x) ≤ λ < +∞. Since u(x, y) ≤ λ for some y ∈ Φ(x), then y ∈ Φ∗(x) and
v(x) = vλ,x(x). Moreover, if Φ
∗
λ,x(x
∗) 6= ∅ for some x∗ ∈ X, then vλ,x(x∗) =
v(x∗); otherwise, v(x∗) ≥ λ ≥ v(x). Therefore, the function v : X→ R is lower
semi-continuous at x and Φ∗(x) is a nonempty compact set. 
Proof of Theorem 7. According to Corollary 1, the value function v is lower
semi-continuous at x and Φ∗(x) ∈ K(Y). Since u(x, y) < λ for some y ∈ Φ(x)
and the function u : GrX(Φ) ⊆ X × Y → R is upper semi-continuous at all
(x, y) ∈ Gr{x}(Φ
∗), there exists a neighborhood of x, say O(x), such that
the level set Du(x∗,·)(λ;Φ(x
∗)) is nonempty for each x∗ ∈ O(x). Therefore,
vλ,x(x
∗) = v(x∗) and Φ∗λ,x(x
∗) = Φ∗(x∗) for each x∗ ∈ O(x). Note that as-
sumption (ii) of Theorem 7 implies assumption (i) of Theorem 7. Theorem 4
yields that the function v : X → R is upper semi-continuous at x. Therefore,
the function v = vλ,x is continuous at x. Being applied to uλ,x, vλ,x and Φλ,x,
Theorem 5, yields that assumptions (i) and (ii) of Theorem 7 are equivalent.

4 Examples and Counterexamples
The following example illustrates that Theorem 2 can be applied to a function
u : X× Y→ R, which is not KN-inf-compact on GrX(Φ).
Example 1 Let X = Y = R, u(x∗, y∗) = min{|x∗− y∗|, 1}, Φ(x∗) = R, x∗, y∗ ∈
R. Then u is neither K-inf-compact nor KN-inf-compact on R2, because
Du(1;Gr{0}(Φ)) = Y /∈ K(Y). Thus, the assumptions of Theorem 1 do not
hold, but the assumptions of Theorem 2 are obviously hold for x = 0, λ = 12 ,
and Φ∗(0) = {0}. 
In the following example the assumptions of Theorem 1 hold, but the as-
sumptions of Theorem 2 do not hold.
Example 2 Let X = Y = l1 := {(a1, a2, . . .) : |a1| + |a2| + . . . < ∞} be
metric spaces with the metric ρ(a, b) := ‖a − b‖ = |a1 − b1| + |a2 − b2| + . . .
for each a = (a1, a2, . . .), b = (b1, b2, . . .) ∈ l1. Denote 0¯ := (0, 0, . . .) and
B¯δ(0¯) = {a = (a1, a2, . . .) ∈ l1 : |a1|+ |a2|+ . . . ≤ δ}, where δ > 0. The balls
B¯δ(0¯) are not compact sets because the sequence {a(n)}n=1,2,..., with a
(n)
n = δ
and a
(n)
i = 0 for i 6= n, does not contain a convergent subsequence.
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Let Φ(x∗) = {x∗} and u(x∗, y∗) = 12 (‖x
∗‖+ ‖y∗‖) for all (x∗, y∗) ∈ X×Y.
Fix x = 0¯. Note that u is continuous onX×Y andKN-inf-compact on GrX(Φ) =
{(z, z) : z ∈ X}. The set-valued mapping Φ : X → K(Y) is continuous.
Therefore, the assumptions of Theorem 1 hold.
Assumption (iii) of Theorem 2 does not hold. Indeed, on the contrary, if
there exist λ ∈ R and a compact set C ⊂ Y such that, for every x∗ in a
neighborhood of 0¯, say O(0¯), the level set Du(x∗,·)(λ;Φ(x
∗)) is nonempty and
contained in C, then there exists δ > 0 such that O(0¯) ⊇ B¯δ(0¯), δ ≤ λ, and
B¯δ(0¯) ⊆ C. Since the closed subset B¯δ(0¯) of a compact set C is compact, we
obtain a contradiction, because the ball B¯δ(0¯) is not compact. 
The following example demonstrates that (a): assumptions (i) and (ii) of
Theorem 4 do not imply each other; and (b) statements (B2) and (BS2) do
not imply each other.
Example 3 Set X = [0, 1], Y = [−1, 0], u(x∗, y∗) = |x∗ − y∗|, (x∗, y∗) ∈ X×Y,
and x = 0. Note that u is finite and continuous on X× Y.
Let Φ(x∗) = [−1, 0), x∗ ∈ X. Then Φ : X→ S(Y) is a lower semi-continuous
set-valued mapping. Thus assumption (i) of Theorem 4 and the assumptions
of statement (B2) hold. However, neither assumption (ii) of Theorem 4 nor
the assumptions of statement (BS2) hold, because Φ(x∗) = ∅ for each x∗ ∈ X.
Now let Φ(x∗) = {0,−I{x∗ = 0}}, x∗ ∈ X. Then Φ∗(x∗) = {0} ∈ K(Y), for
each x∗ ∈ X, and for each neighborhood O(Φ∗(x)) of the set Φ∗(x) there exists
a neighborhood O(x) of x such that O(Φ∗(x)) ∩ Φ(x∗) 6= ∅ for all x∗ ∈ O(x).
Thus assumption (ii) of Theorem 4 and the assumptions of statement (BS2)
hold. However, neither assumption (i) of Theorem 4 nor the assumptions of
statement (B2) hold, because Φ is not lower semi-continuous at x. 
The following two examples yield that statements (B3) and (BS3) do not
imply each other.
Example 4 (The assumptions of statement (BS3) hold, but the assumptions
of statement (B3) do not hold). For this purpose, consider Example 1. Note
that: (a) the function u is continuous on X × Y, (b) the set-valued mapping
Φ is closed, (c) for every x∗ in a neighborhood of x = 0, say (− 12 ,
1
2 ), the
level set Du(x∗,·)(λ;Φ(x
∗)) = [x∗ − 12 , x
∗ + 12 ] is nonempty and is contained
in the compact set C = [−1, 1], and (d) for each neighborhood O(Φ∗(x)) of
the set Φ∗(x) = {0} there exists a neighborhood O(x) = (−1, 1) of x such
that O(Φ∗(x)) ∩ Φ(x∗) 6= ∅ for all x∗ ∈ O(x). The latter is true since Φ ≡ R.
Therefore, the assumptions of statement (BS3) hold, but the assumptions of
statement (B3) do not hold. 
Example 5 (The assumptions of statement (B3) hold, but the assumptions of
statement (BS3) do not hold). Let X = [0, 1], Y = [0, 2], Φ ≡ [0, 2], u(x∗, y∗) =
I{x∗ − y∗ < 0}, x∗ ∈ X, y∗ ∈ Y. Then u is KN-inf-compact on X×Y, v ≡ 0 is
continuous, but u is discontinuous at each point (x, x) ∈ [0, 1]2. Therefore, the
assumptions of statement (B3) hold, but the assumptions of statement (BS3)
do not hold. 
14 Eugene A. Feinberg, Pavlo O. Kasyanov
The following example shows that KN-inf-compactness of u on Gr{x}(Φ)
in Theorem 5 cannot be weakened to lower semi-continuity of u : GrX(Φ) ⊆
X × Y → R, inf-compactness of u(x, ·) on Φ(x), and closeness of GrX(Φ) in
X× Y with Φ : X→ K(Y).
Example 6 Let X = [0, 1], Y = [0,+∞), u ≡ 0, x = 0, Φ(x∗) = {1/x∗}
if x∗ ∈ (0, 1], and Φ(0) = {0}. Then u is continuous on X × Y, v ≡ 0 is
continuous on X, Φ∗(x∗) = Φ(x∗) ∈ K(Y), x∗ ∈ X, GrX(Φ) is closed in X× Y,
u(0, ·) ≡ 0 is inf-compact on Φ∗(x) = {0}, but Φ∗ is not upper semi-continuous
at x = 0. 
The following example demonstrates that continuity of v at x in Theorem 5
is the essential assumption.
Example 7 Let X = Y = [0, 1], u(x∗, y∗) = y∗I{x∗ > 0}, x∗, y∗ ∈ [0, 1],
Φ(x∗) = {1/x∗} for x∗ ∈ (0, 1], Φ(0) = {0}, and x = 0. Then, u is KN-inf-
compact on GrX(Φ), v(x
∗) = 1
x∗
for x∗ ∈ (0, 1], v(0) = 0, and Φ∗(x∗) = Φ(x∗),
x∗ ∈ X. Thus, v is discontinuous at x and Φ∗ : X → K(Y) is not upper
semi-continuous at x. 
In the following example the assumptions of Corollary 7 hold, but the
assumptions of Theorem 2 do not hold.
Example 8 Let X = Y = [0, 1], Φ(x∗) = {x∗} for all x∗ ∈ [0, 1], and u(x∗, y∗) =
−x∗I{x∗ ∈ Q} for x∗, y∗ ∈ [0, 1], where Q is the set of rational numbers.
Assumptions of Corollary 7 hold for x = 0 and λ = 0, because Φλ,x = Φ is
continuous, uλ,x = u is KN-inf-compact on Gr{0}(Φλ,x) = {(0, 0)} and it is
continuous at the point (0, 0). Assumption (i) of Theorem 2 does not hold,
because the function x∗ → −x∗I{x∗ ∈ Q} is not continuous on [0, a) for each
a ∈ (0, 1). 
The following example demonstrates that upper semi-continuity of u at all
(x, y) ∈ Gr{x}(Φ
∗) in Corollary 7 cannot be relaxed to upper semi-continuity
of uλ,x at all (x, y) ∈ Gr{x}(Φ
∗).
Example 9 Let X = Y = [0, 1], Φ(x∗) = {x∗} and u(x∗, y∗) = I{x∗ 6= 0} for
all x∗ ∈ [0, 1] and y∗ = x∗, λ = 12 , and x = 0. Then u(0, 0) < λ, the func-
tion uλ,x ≡ 0 is KN-inf-compact on Gr{x}(Φλ,x) and upper semi-continuous
at any (x, y) ∈ GrX(Φ), but the function u is not upper semi-continuous at
(0, 0) ∈ Gr{0}(Φ
∗) and the value function v(x∗) = I{x∗ 6= 0}, x∗ ∈ [0, 1], is
not continuous at x = 0. 
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