Immense growth in network-based services had resulted in the upsurge of internet users, security threats and cyber-attacks. Intrusion detection systems (IDSs) have become an essential component of any network architecture, in order to secure an IT infrastructure from the malicious activities of the intruders. An efficient IDS should be able to detect, identify and track the malicious attempts made by the intruders. With many IDSs available in the literature, the most common challenge due to voluminous network traffic patterns is the curse of dimensionality. This scenario emphasises the importance of feature selection algorithm, which can identify the relevant features and ignore the rest without any information loss. A novel rough set κ -Helly property technique (RSKHT) feature selection algorithm had been proposed to identify the key features for network IDSs. Experiments carried using benchmark KDD cup 1999 dataset were found to be promising, when compared with the existing feature selection algorithms with respect to reduct size, classifier's performance and time complexity. RSKHT was found to be computationally attractive and flexible for massive datasets.
InTRoDuCTIon
Over the past few decades, the advancements in internet applications and communication technology have led to the emergence of a dynamic information society. The phenomenal increase in the number of people connected via Wi-Fi, W iMAX, MANET, 4G mobile networks, etc. has led to the massive generation and exchange of information (sensitive and non-sensitive) over public networks. The importance of network security can be realised in the scenario, where these information needs to be safeguarded against various cyber threats and attacks. Traditional security techniques with respect to data encryption, authentication, firewall, security policies, etc. were proven to be immature since the targeted attacks have become more sophisticated in nature. According to NIST 1 , "Intrusion is an attempt to compromise confidentiality, integrity and availability (CIA) or to bypass the security mechanisms of a computer or a network". Intruders tend to manipulate the information by imposing various attacks like phishing attack, password cracking, sniffing, etc. Recent studies show that an average of twenty to forty new vulnerabilities were detected every month and CERT 2 report says that the number of intrusions tend to increase exponentially every year.
This scenario has led to a situation, where an additional layer of security needs to be integrated with the firewall, to strengthen the line of defense against any type of intrusions. According to NIST 1 , 'Intrusion detection is the process of monitoring the events occurring in a computer system or network and analysing them for signs of intrusions, defined as attempts to compromise the CIA or to bypass the security mechanisms of a computer or network. Intrusion detection systems (IDSs) are software or hardware products that automate this monitoring and analysis process'. According to Anderson 3 , IDSs has been considered as a second line of defense, which plays a significant role in the identification of various kinds of network vulnerabilities. Over the past decades, the design of IDSs has been a major area of research focused by a large variant of researchers. With the existence of a wide range of framework for IDSs, a generic architecture of IDS is shown in Fig. 1 , whose major components include information source, analysis engine and decision module.
On the basis of the intrusion detection approach adopted by the analysis engine, IDS can be categorised into signature based detection and anomaly based detection. Signature based detection techniques compare the network traffic patterns against a signature database, which contain the patterns of known intrusions 4 . As the accuracy of detection depends on the signatures, frequent updates to the signature database become essential. Anomaly based detection techniques depend on the . The former approach detect the attacks which have signatures similar to that found in the signature database, while the latter can identify new or unknown security breaches without any signature database, but possess a high false positive rate in the absence of intellectual baseline profile configuration.
As mentioned above, numerous research works have been carried out in the field of network security with respect to design of IDS using machine learning and statistical analysis techniques, to discover knowledge from massive datasets. Improving the performance of the IDSs has been considered to be a challenging task due to the volatility, incompleteness and redundancy in the voluminous network traffic patterns. This emphasise the importance of feature selection algorithms in IDS, to identify the informative features and over look the irreverent or redundant features that degrade the performance of the IDSs in terms of computational complexity and detection rate. In recent years, rough set theory (RST) has emerged as an intelligent tool for knowledge discovery from imprecise, uncertain datasets through the identification of redacts (feature subset) which represents the maximum information of the system. Finding all the possible redacts using RST is found to be an NP -Hard problem 5 . Many heuristic based approaches modeled to find the near optimal solution failed to guarantee an optimal reduct. Several challenges like the curse of dimensionality, classification accuracy, etc. have insisted researchers to develop a feature selection algorithm which combine the benefits of RST and a generic data representation framework. In this paper, a novel feature selection algorithm based on RST and κ -Helly property of hypergraph had been proposed to identify key features, which improves the efficiency of the IDS. RSKHT obtains the optimal reduct, which enhances the performance of the classifier in terms of accuracy with reduced time complexity.
PRoPoSeD FeATuRe SeleCTIon AlgoRIThm
To identify the minimal feature subset which consists of indispensable attributes from the dataset a novel feature selection algorithm (RSKHT) is put forth. In general, dataset consists of attributes, which can be either conditional or decisional. let us consider an information system ( Table 1) which consists of n samples { } 1 2 , ,..., n X X X characterised by
, ,..., m C C C and a decision attribute D that represent the classes to which each sample belong to. The dimensionality reductions rely on the degree of dependency that exist among the attributes. An attribute (conditional) or group of attributes is found to be irrelevant, if its association degree with other attributes is high or it is unproductive of the decision class. Ignoring such kind of attributes not only enhances the classification accuracy, but also reduces the complexity of the classifier in terms of time and computation. RST, the choice of researchers for the problem of dimensionality reduction, obtain the reducts (minimal set of attributes) with respect to the degree of dependency among the attributes. One of the simplest methods to find the reduct using RST is to generate all possible combinations of the feature subsets and best subset is identified based on the evaluation function (dependency degree). This method had been suitable for the dataset with minimum number of samples or attributes, whereas in the case of voluminous dataset, the computational complexity increases exponentially. To overcome this problem, quick reduct (QR) algorithm 6 was used to find the reduct, which starts with an empty set and iteratively add up the attributes which gives maximum dependency value. However, the major drawback in QR algorithm is the volatility in the dependency metric due to the addition or removal of attributes from the reduct, which induces complexity in the process of attaining the optimal reduct. In addition, it may trap at local minimum, since the dependency metric will discriminate the attributes of the dataset. To overcome these challenges, a novel feature selection algorithm based on RST and K-Helly property of hypergraph had been proposed to find the optimal feature subset. Consider a hypergraph H whose vertices represent the conditional attributes { } , ,..., r R R R R =
The κ -Helly property 7 of hypergraph was recursively applied on the pair wise intersection of the neighborhood hyper edges to construct the optimal feature subset. Thus, the rough set theory hybridised with the κ -Helly property of hypergraph provides a novel solution to the problem of optimal feature subset identification.
To facilitate reader's understandability, the working of RSKHT had been elaborated using the hypergraph representation of the reducts obtained using RST (Fig. 2) and the application of K-Helly property on the hyper edges of the hypergraph (Fig. 3) . let us consider a simple hypergraph H constructed using the information table (Table 1) . Each hyper edge of the hypergraph represents the reducts obtained from RST 1  2  5  7  2  2  3  6  3  1  5  7  4  1  2  7  5  1  6  7   6  3  7  8  7  2  6  8  8  3  6  7  9  3  5  7  1 0  4  6  7 , , ,
The vertices of the hyper edge represent the conditional attributes {  }   1  2  3  12 , , ,..., C C C C C = contained in the reducts. The recursive application of κ -Helly property on the hyper edges of the hypergraph resulted in the identification of the optimal feature subset. Various stages in the identification of the optimal feature subset based on recursive κ -Helly property of hypergraph is as shown in Fig. 3 . 
exPeRImenTAl AnAlySIS
The implementation of the RSKHT had been carried out using MATlAb 6.4 on core i5 processor with 8Gb RAM running on windows 7 operating system. To highlight the performance of RSKHT, the benchmark KDD cup 1999 intrusion detection dataset 8 had been used for experimentation and validation. The dataset consists of 41 conditional attributes, one decisional attribute with respect to the various types of attacks. Since the KDD cup 99 dataset is substantial, two data subsets namely, IDS Train and IDS Test have been prepared. The IDS Train and IDS Test had been obtained from 10 per cent of the KDD cup dataset 8 and corrected cup KDD dataset 8 respectively. Table 2 shows the number of samples in each subset with respect to the various intrusion types. In order to assess the performance of RSKHT, it had been compared with the existing feature selection techniques with respect to the reduct size, classification accuracy and time complexity. In context with existing feature selection algorithms, few attribute evaluators like Cfs subset eval (CF), consistency subset eval (CO), RSAR subset eval (RST), etc. have been hybridised with search techniques like best first (BF), genetic search (GS), particle swarm optimisation (PSO), etc. It has to be noted that, as these techniques were available as libraries in WEKA tool 9 , they had not been implemented separately for the purpose of validation. Figure 4 shows the comparative analysis of RSKHT with the existing feature selection algorithms with respect to the reduct size. From the analysis, it can be found that the . Time complexity can be defined as the time taken by a feature selection algorithm to identify the optimal feature subset. Tables 4 and 5 highlights the significance of RSKHT with respect to the time complexity incurred during the search for an optimal reduct. based on the time complexity, various feature selection techniques can be ordered as follows:
The feature selection techniques based on gxenetic algorithm and PSO incurs high time complexity, since they generate all possible combinations of population for each generation. In the case of CEFS algorithm, the time complexity was due to search for the equivalent class. Similarly, construction of discernibility matrix becomes the major reason behind the time complexity of DISMFS. For RSKHT, the time complexity was computed to be ( ) ( ) Performance of RSKHT was similar to RSAR Subset Eval _PSO (RST_PS), Consistency Subset Eval_best First (CO_ bF) as they have similar reduct size. Features in the optimal feature Subset obtained using RSKHT for various attacks in the KDD cup 1999 dataset are given in Table 3 . 
ConCluSIon
IDS has become an obligatory component after firewall for many organisations, in order to protect their IT infrastructure from external or internal security breaches to trade off the security goals. The curse of high dimensionality has been found to be a significant challenge which degrades the performance of IDS due to massive volume of live network traffic with redundant and irrelevant features. To address this problem, a novel feature selection algorithm (RSKHT) had been proposed to identify the optimal feature subset using RST and κ -Helly property of the hypergraph. Reducts were obtained through RST and their Along with the reduct size, classifier accuracy was considered as the most important criteria for the validation of RSKHT. The reducts obtained from RSKHT and various feature selection techniques were used to train and validate (10 fold cross validation) the classifiers namely Bayes Net, RBF Classifier, SVM, K Star, BF Tree, J48, and random forest 9 in an independent manner. From Table 4 , it was clear that the overall accuracy of the classifiers trained using RSKHT was comparatively high with those trained with the other feature selection algorithms. Although the performance of RSKHT was found to be similar with few existing techniques (Fig. 4) , RSKHT identifies the optimal feature subset that extemporise the classifier's performance in terms of accuracy. Apart from these assessment criteria, time complexity plays a vital role in determining the performance of the feature selection respective hypergraph representations were built. The recursive application of κ -Helly property on the pair wise intersecting neighborhood hyper edges of the hypergraph resulted in the identification of optimal feature subset. Experiments conducted using the KDD cup 1999 dataset highlights the performance of the RSKHT with respect to the reduct size, classifier accuracy and time complexity. RSKHT was found to computationally attractive, scalable and applicable over a wide range of applications such as weather forecasting, DNA sequencing, ranking cloud services 17 , medical diagnosis 18 , etc.. where feature selection plays a significant role. 
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