A new image coding technique with the capability of producing good image quality at a compression ratio over 1OOO:l is described. The main idea is to break the image into complicated primitives using a priori knowledge. Usually, these primitives are not coded and transmitted, but are matched to a previously created database, and the necessary information about the best match is coded and transmitted. This information is used at the receiver to retrieve a replica of the original primitive from a duplicate database. Finally, the primitives are assembled as in computer animation to produce a faithful reconstruction of the original image.
INTRODUCTION
Most traditional image coding techniques follow one of two basic coding strategies: transform or predictive 111. Both techniques concentrate on coding messages that are algebraically calculated from the pixel values of the image. Hence, these techniques may be classified as algebraic techniques. Recently, a new class of techniques, known as second generation techniques [2,3], have utilized image segments of uniform properties as messages, rather than numerical messages [2,3]. This utilization has allowed a compression ratio of 1OO:l to be achieved. This ratio is amazingly high compared to those obtained from traditional techniques (maximum 20:l).
In [4], we have developed a primitive-based image coding technique as an extension of the second generation techniques, and included segments of non-uniform properties and complicated primitives. As a result, an extremely high compression ratio, on the order of 1000:1, was achieved. The idea used is similar to that used in forensic application when constructing a composite image of a criminal from a collection of images of facial features. Simply, any still picture, such as a head and shoulders photograph, is segmented into complicated primitives that are coded using a previously constructed database of primitives. A priori knowledge is used in constructing a set of filters and a dynamic model of the head and shoulder images, which allow fast and accurate segmentation of the head into its primitives.
In this paper, the primitive-based image coding technique is extended to time-varying image sequences normally found in face-to-face communications such aa Picture Phone and teleconferencing. These are excellent applications for the new technique because the viewers in these applications are more concerned with the general view of the picture than the fine details.
The paper is divided into five sections. Section (2) is an overview of the primitive-based image coding technique. Section (3) discusses the block diagrams of both the coder and the decoder of the new technique. Section (4) discusses the application of the new technique to teleconference and Picture Phone images. The last section is a conclusion.
PRIMITIVE-BASED IMAGE CODING TECH-NIQUE
As was explained in [41, any image can be broken into a set of disjoint primitives, each of which represents a small object or feature of the original image. For example, an image of a human face can be broken into regions defining physical features, such as the eye, mouth, and nose. These features may be considered to be primitives of such an image, where each primitive may have more than one state. For instance, the mouth may he closed, slightly opened, opened or widely opened.
For each class of images, there is a universal set of primitives A , of which the set of primitives B, in any image f . of that class is a subset. If can be represented as the union of its primitives; i.e, Equation (1) indicates that, if the set A is known and the subset B , of each image f is identified from A , then the image f can be easily constructed using the set A . If we assume a finite number of primitive types appears in a given class of images, A is a finite set that can be constructed from prototype images. When A is known, the primitives of any image in the specified class can be specified in terms of those in A and some information about the size, orientation, and location of the original primitives. The set A can be represented by a database for the purpose of coding input images.
The coding process starts by extracting the primitives B, of the image, using image analysis techniques. Since in time-varying images the primitives do not change significantly from one frame to the next, it is not necessary to extract all the primitives in the image. Instead, it is sufflcient to extract only those primitives that encounter significant changes, such as rotation, scaling or deformation. The extracted primitives are then normalized with respect to size and orientation, and are matched to the database A . When the best matches are found, their order in the database, normalization factors and locations in the original image are coded and transmitted. If a good match for a primitive is not found, the exact primitive is transmitted and the databases in both transmitter and receiver are updated to include the new primitive.
The receiver uses the transmitted information and a duplicate database to update the previous image frame, which is assumed to be known to the receiver, and reconstruct a faithful replica of the current frame. The deroding process is similar to the idea used in computer animation. First, each primitive is extracted from the database using its order; it is then scaled and oriented using its normalization factors so that it assumes its original siee and orientation. Finally, each primitive is projected onto ita original place in the image. The projection is achieved by assigning each primitive a full opaqueness level and then adding it to the base image at the original location of the primitive. The base image is the previous frame, which is assumed to be known to the receiver. Image compression is achieved by this technique in two ways. The first is by coding only those primitives that encounter significant changes. The second is by sending a small number of parameters. i.e., the order of a primitive in the database, its original location in the image and its normalization factors, instead of sending the primitive itself.
THE STRUCTURE OF THE CODER AND DECODER
The structure of the primitive-based coder is shown in the block diagram of Fig. 1 . It consists of eight basic blocks: the primitive extractor, factbase, databscre, database updator, primitive matcher, primitive coder, the binary coder and the controller which maintains the entire system. The primitive extractor breaks the image into image primitives, each of which forms a message. The primitive extractor may use a priori knowledge to locate and extract the primitives in the image. A priori knowledge such as type of image to be coded, image formation model, primitive location model, and primitive motion model is stored in the factbase. This factbase is accessible to the primitive extractor.
FIGURE 1: PRIMITIVE-BASED IMAGE CODER
The primitive matcher finds the best match to an extracted primitive from the database. The database is a collection of many image primitives that might appear in an image in a given application. Its contents are application dependent. For instance, for head and shoulder images, the database contains pictures of various eyes, noses, mouths, hair segments and ears; for FAX purposes, it could contain the alpha-numerical characters of many fonts and basic graphics primitives. In all rases, however, the database is assumed to be available before coding any picture.
The coder's controller coordinates and synchronizes the operations of other blocks. It first determines the operation mode based on the input image, and tells the primitive extractor which facta from the factbase are to be used in extracting the primitives of the input image. It also manages the database through the database update routine and decides how a primitive is coded by the primitive coder. The binary coder codes and transmits the required information produced by the primitive coder.
The decoder operates in full synchronization with the coder, and its structure is similar to that of the coder. The structure of the decoder is shown in the block diagram of Fig. 2 . The database at the decoder is an exact duplicate of the one used by the coder. The primitive decoder extracts the suitable primitives from the database. The primitive projector reverses the action of the primitive extractor of the coder. It takes a primitive and its normalization and location factors as inputs, scales and directs the primitive to its original size and orientation, and then projects it onto ita original location in the picture. Finally, smoothing is used to remove any artifacts that might appear in the transition regions between the primitives after decoding the image.
FIGURE 2: PRIMITIVE-BASED IMAGE DECODER

VIDEO TELECONFERENCING AND PIC-TURE PHONE IMAGES
Video teleconferencing and Picture Phone are two major applications of the new coding technique. Head and shoulder images are typical in both applications, and the motion in those images is limited to the movement of the head, eyes, mouth and jaws, and hands (if hands appear in the picture). The motion of these features tends to be repetitive; hence, the primitives assume a small number of states that are easily collected in a database.
Modeling t h e Head a n d Shoulders Image
The head of a human being can be thought of as an ellipsoid that sits on the top of the torso and is attached to it at the center by the neck. The head movement ran then be viewed as rotations a, B , and 0 around the I , y , and E axes, respectively, which pass through the center of the ellipsoid (see Fig. 3 ). Under this ellipsoid model, the head view in a photograph has the shape of an ellipse. The elongation and orientation of this ellipse are related to the head rotation angles a, B and 8. For example, in the front view position, where the angles a and B are both zero, the length of the minor axis is about two thirds Only the eyes, nose, and mouth are significant to the new coding methodology. The local orientation of these primitives is related to the global orientation of the head. In fact, the shapes of these features are highly dependent on the rotation angle B. If the head is rotated to the left side, then the left eye and ear do not appear in the image, and the mouth, nose and right eye have side views. In the frontal view of the head (the normal case) the angle p is zero, and the effect of angle a is not that significant; hence it can be ignored.
Extracting The Facial Features
The location of the three most important features, the eyes, nose and mouth, can easily be determined. It is well known in the art of drawing the human head that the head is approximately five eye-lengths wide [5,6] (see Fig. 4) . Both eyes lie on the midway line, and the distance between them is equal to almost one eye-length. The nose starts at the center of the face and descends to a point mid-way between the bridge of the nose and the base of the chin. The width of the nose at its base is also equal to approximately one eyelength. The mouth barrel starts at the nose and extends two thirds of the distance down from the nose to the chin. The sides of the barrel align with the centers of the eye sockets. These measurements are used to locate the facial features when the location and orient,ation of the head are known.
Fig. 1. Head Model For Head md Shoulder Images
The global orientation of the head is determined from the head view in the image. This view has an elliptic shape under the ellipsoid model of the head. The parameters of the ellipse are estimated from the points on the edge of the head by fitting an ellipse through these points.
A simple way to do this is by first extracting the contour of the head and then minimizing the fitting error. The quadratic form for an ellipse is given by, a 2 + ~b z y + c y Z + dz + c y -1 = o (2) and the fitting error is defined by where Azi and Ayi are the z and y deviations of the head contour point (.<,vi) from the ellipse contour.
Using the previously described model of the head, the geometry of the ellipse and the estimated ellipse parameters, the location of the eyes, nose, and mouth can be calculated easily. The algorithm is detailed in [7] .
D a t a b a s e and Primitives Matching
The best match from the database is found by comparing an extracted feature with features of the same type from the database. The database for this class of images is very simple. The entries of the database are grouped under the feature types; hence there are groups labeled eyes, nose, and mouth. Each group (e.g. the eyes) contains various states that may be assumed by its corresponding feature (e.g. eye is closed, slightly opened, or fully opened). Since each feature in the original image is extracted by its name, a feature is matched to only one group. Mean-square-error is used as a measure of matching error. Since there may be slight miss-alignment between the extracted feature and those in the database, it is necessary to displace the feature one or two pixels in each direction and compare it with those in the database. The feature with the least mean-square-error is taken as the best match.
The parameters of the ellipse, normalization factors of the primitives, nnd the order in the database of the feature's best match are sent to the receiver, where a duplicate database is used to reconstruct a faithful replica of the current frame, by rotating the head in the previous frame by the appropriate angle, and then updating the facial features.
Implementation and Simulation Results
The described Primitive-Based image coding technique was successfully implemented. The coder was simulated using head and shoulder images of the type shown in Fig. 5a and 5b. The size of these images is 128x128 pixels, and each pixel is represented by 8 bits. The previous frame shown in Fig. 5a was assumed to be known to the receiver before coding the current frame of Fig. 5b . To locate the eyes, nose and mouth, a Sobel edge detector [SI was used to find the edges in the image. These edges were thinned using the Chen et. al. thinning algorithm [el, and the ellipse which fit the head contours was estimated from the thinned contours. Finally, the three features (eyes, nose, and mouth) were extracted using the ellipse parameters, the geometry of the ellipse, and the previously described head and shoulders model. The extracted features were matched to a simple database that was created using the same image sequence. The head of the previous frame was rotated, and the three primitives were projected onto it. The transition regions around the head and primitives were smoothed using an average filter. The decoded image is shown in Fig. 5c .
Only 80 bits were required to code the image of Fig. 5b: 16 bits were allocated €or the orientation of the ellipse and 8 bits for each of the other parameters. Hence, an incredibly high compression ratio of 1638:l was achieved for a single frame. The image quality is very good in spite of the achieved compression ratio. The use of prestored image segments made the extremely high compression ratio feasible. Hence, there is a trade off between the compression ratio and the required memory storage. However, with the availability of cheap memory devices, memory reqnirement is not a limitation of the new technique.
CONCLUSION
The primitive-based image coding technique has the potential of producing very good image quality at an incredibly high cornpression ratio (over 1OOO:l). This high ratio is achieved by using a database of image primitives. The decoded image quality depends on the quality of the database in representing the images in a certain application. The new technique enables real-time transmission of video signals over low-bibrate channels (less than 64Kbits/s). It can be used in coding bead and shoulder images, such as teleconference, Picture Phone, and mugshot images. The technique can also be extended to other applications, given a primitive extractor and a good database for those applications.
