Abstract -A m a x i m u m likelihood decoding algor i t h m is presented for tailbiting trellises for block codes. The algorithm works in t w o phases. The first phase is a V i t e r b i decoding algorithm on the tailbiting trellis, while the second uses the A* algorithm adapted for application in this context. Results of simulations on tailbiting trellises for some block codes, indicate that t h i s decoding algorithm is quite fast.
I. INTRODUCTION
Tailbiting trellises for convolutional codes were originally introduced by Solomon and van Tilborg[4] and for block codes in [l] . Approximate decoding algorithms on tailbiting trellises were proposed by several authors, and most recently by Shao et a1.[3] . In this paper we describe a maximum likelihood two phase decoding algorithm proposed by the authors in [2] and study its performance on a few codes. Section I1 presents the decoding algorithm and section I11 presents the results of simulations.
DECODING ON TAILBITING TRELLISES
The structure of a tailbiting trellis can be described as follows. Let there be 1 start(equivalent1y final) states. Each start state corresponds to a subcode, which consists of all codewords that begin and end at that state. Thus there are a total of 1 subcodes. These subcodes all have identical subtrellises which differ only in edge labels. The subtrellis containing the all 0 codeword defines a subcode which is a group, and the remaining subtrellises correspond to cosets of the group. The 1 subtrellises share states at various time indices. The structure exhibited by tailbiting trellises can be exploited to give a decoding algorithm that is now described. One possibility that exists for exact decoding on a tailbiting trellis, is to perform Viterbi decoding on each of the 1 subtrellises and then choose the codeword with minimal cost among the 1 survivors at time index n in each subtrellis. (From now on, we call these winning codewords). However, we aim at an exact algorithm that is more efficient. Let us term the codeword that would be the final survivor if Viterbi decoding was performed on subtrellis T3 alone, as the T3 -codeword survivor. If one performed a Viterbi decoding algorithm on the tailbiting trellis, then survivors at the 1 final states need not be codewords. Let the set of start states be SI.. . S I and the set of final states f l . . . f i .
We term a survivor on the tailbiting trellis, which corresponds to an si -fi path, a codeword survivor, and one that corresponds to a si -f3 path, i # j , a non-codeword survivor. The algorithm, which is a two phase algorithm, is described below. Phase 1. Execute a Viterbi decoding algorithm on the tailbiting trellis, and obtain survivors a t each node. 
where cost(survivor(u) ) is the cost of the survivor at U obtained in the first phase. 3. At each step, comparep(u)+h(u, f j ) (called the potential of node U) in the current subtrellis and the potential of the current best node in all other subtrellises. If a t any step the former exceeds the latter, associated with subtrellis, say, T k , then make T k the current subtrellis, storing the state of the suspended computation on Tj, and run the A* algorithm on T k either from start node S k (if T k was not visited earlier) or from the node which it last examined in T k . Stop when the goal vertex is reached in the current subtrellis.
SIMULATION
Simulations were carried out on the tailbiting trellises of several linear block codes. For the tailbiting trellis of the Golay (24,12) code, the exact algorithm on the tailbiting trellis ran about 6 times as fast as the Viterbi algorithm on the conventional trellis on an AWGN channel a t a SNR of 2.5 db. Our simulation results indicate that the second pass consumes negligible time at SNR's of 2.5 and beyond. The space required includes that used t o store the results of the first pass and also arrays to include the information about whether a node in the tailbiting trellis is a member of a particular subtrellis not.
