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The exterior Dirichlet problem for the reduced wave equation is reformulated 
as a new integral equation. It is shown that the normal derivative of the total 
field may be expressed as a Neumann series in terms of the known incident 
field. The convergence of the infinite series is established for arbitrary smooth 
surfaces and for small values of the wave number. An example is given that 
illustrates the method. 
I. INTRODUCTION 
The exterior Dirichlet problem for the Helmholtz equation is a funda- 
mental problem in applied mathematics. For those boundaries possessing 
sufficient smoothness, the problem is known to have a unique solution (see 
[13]); however, the actual construction of the solution still remains under 
investigation. In recent years the method of integral equations has been 
extensively used for representing the solution, and with most reformulations, 
the problem is reduced from one involving the entire domain of interest to a 
boundary integral equation. The usual integral equation formulations are 
obtained by either assuming that the solution may be represented as a double 
layer or using the Helmholtz integral representation. Both of these approaches, 
however, lead to boundary integral equations that are adjoint to the ones 
obtained for the interior Neumann problem, which is known to have eigen- 
values. Thus, although the exterior Dirichlet problem is uniquely soluble for 
every value of the wave number, the standard integral representations for this 
problem are not invertible for a discrete set of values of the wave number. 
These difficulties at interior eigenvalues have been circumvented by 
Brakhage and Werner [2] by representing the solution as a combination of 
double and single layers. Furthermore, this method has been shown by 
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Greenspan and Werner [4] to have numerical value. Ursell [12] also obtains a 
boundary integral equation that is uniquely soluble by using a kernel that is 
the Green’s function for a boundary lying completely inside the scattering 
surface of interest. Analytical results, however, apparently cannot be obtained 
by either method. Kleinman [S] gives an iteration scheme for calculating the 
solution that involves volume as well as boundary integrals, and the kernel 
function he uses is the Green’s function for Laplace’s equation with Dirichlet 
boundary conditions. 
In the present note a new boundary integral equation is given for repre- 
senting the solution to the exterior Dirichlet scattering and potential problems. 
This representation is based on a result of Kleinman and Roach [9], where, 
using the Helmholtz integral representation, they obtain a system of integral 
equations that has a unique solution for every value of the wave number. 
No method is given by Kleinman and Roach, however, for the actual 
construction of the solution. The system consists of two Fredholm integral 
equations, one of the first kind and one of the second kind. From the integral 
equation of the first kind, a convenient projection operator is obtained in this 
paper, which is added to the integral equation of the second kind. It is shown 
that this new integral representation can be solved by iteration for small values 
of the wave number K and for K = 0. This last result is particularly important 
in view of the fact that the standard one derived from the Helmholtz integral 
representation has an eigenvalue at K = 0. 
This idea of adding a projection operator to an integral equation that is not 
invertible and obtaining one that has a unique solution is not new. In Haack 
and Wendland [5, p. 1371, this idea is used for representing the solution to 
the interior Neumann problem for Laplace’s equation, and furthermore, 
it is shown that the resulting integral equation can be solved iteratively. 
Haack and Wendland also use this method, based on the assumption that the 
solution may be represented as a double layer, for the exterior Dirichlet 
problem for Laplace’s equation [5, p. 1391). It is required, however, that the 
given function on the boundary satisfy a rather restrictive compatibility 
condition, and thus, the function cannot be prescribed arbitrarily. The 
present method makes no such restriction on the boundary condition. 
In the next section, we define our notation and give a precise statement of 
the problem that we intend to solve. Integral representations for potential 
and wave functions are derived in Section 3, as are the related boundary 
integral equations. The pointwise convergence of the Neumann series 
solution of the integral equation for the potential (k = 0) problem is given in 
Section 4, and in Section 5 it is shown that the Neumann series for the scatter- 
ing problem converges pointwise for small values of the wave number. In 
order to illustrate the method, a concrete example is given in the last 
section. 
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2. NOTATION AND STATEMENT OF THE PROBLEM 
Let S denote a compact, smooth, simply connected surface in RS (or the 
union of a finite number of such surfaces). Let Vi and V, denote the interior 
and exterior regions of S, respectively. The point 0 E Vi will be taken as the 
origin of spherical coordinates (p, 0, v), and a typical point will be denoted 
by x. The distance between two points x and y  will be denoted by Y(X, y) or 
just Y. The unit normal ri on S is taken to be an outward normal directed 
into V,% .
The problem (P) we are concerned with is that of finding a function 
U(X) = Us + U”(X) that satisfies 
(Vz + K2) U”(X) = 0 in V, , 
the boundary condition 
u(x) = 0, 
and the radiation condition 
The function ui is a given incident field, either a plane wave or a point source 
in V, . I f  ui is a point source, then (Vz + k2) ui = -47rS(x - y), and if ui 
is a plane wave, then it does not obey a radiation condition at infinity. In 
either case, ui will always satisfy the Helmholtz equation in Vi . We shall also 
consider the corresponding exterior potential problem (PO) corresponding to 
k=O 
(9 uo(x) = uo((x) + %W, 
(ii) V2u{(x) = 0 in V, , 
(iii) uu(x) = 0 on S, 
(iv) uoS is regular at infinity. 
A real-valued function f: V, -+ reals is defined to be regular at infinity if 
for 0 < 0 < ?T, 0 < v  < 2~. It is assumed here that f is differentiable for p 
sufficiently large. A complex-valued function is regular if both its real and 
imaginary parts are regular. 
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3. THE INTEGRAL REPRESENTATION 
In this section we obtain new integral representations for the exterior 
Dirichlet potential and scattering problems. Cqnsider first uOs defined in P,, . 
From Green’s identities we have 
-! I 
1 *uSal la \ 
2-i s 
-----us 
O an r r an O I 
dS = 2uos(x) XE v, 
= uoS(x) XES (3.1) 
=o x E vi ) 
and if uoi satisfies Laplace’s equation in Vi , we have 
1 
-I I 
a 1 i---.-- 
27.r s ‘O an r 
; ,$; 
I 
dS=O x E v, 
= -uoyx) xcs (3.2) 
= -2ud(x) x E vi . 
Summing (3.1) and (3.2), using the boundary condition in PO , and then adding 
2~d(x), we obtain the following integral representation: 
2u,i(x) - & s, w,(y) +- dS = 2u,(x) XE v, 
= uo(4 XES (3.3) 
=o x E vi ) 
where uo(y) = (a/&z) u,(y), and it is seen that once vo(y) is known on S, the 
unknown function uo(x) is known everywhere in V, . Using a well-known 
identity (e.g., see [ll, p. 3951) for taking the normal derivative of a single 
layer as the field point approaches S from the exterior region, the following 
integral equation is obtained from (3.3): 
2voi(x) - & s, we(y) $ + dS, = q,(x) x E s, (3.4) 
x 
where woi(x) = a/an uoi(x). The homogeneous equation corresponding to 
(3.4) is known (e.g., see [7]) to have a nontrivial solution, and consequently, 
the integral equation in (3.4) is not uniquely soluble. However, it has been 
shown [9] that the system of boundary integral equations, formed by (3.4) 
together with the condition 
& s, we(y) -+ dS = 2uoi(x) XES (3.5) 
obtained from (3.3), has a unique solution. This fact is crucial in what follows. 
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Similar results hold for exterior wave functions. Corresponding to (3.3), 
there is the standard Helmholtz representation of solutions u(x) of P, namely 
224x) - & j- v(y) 7 dS, = 24x) x E v, 
s 
= u(x) XES (3.6) 
= 0 XEVi, 
where u(y) = (a/&z) u(y). Taking the normal derivative as the field point 
approaches S from V, , we obtain 
2~4~) - & s, v(y) $ T dS, = v(x) x E s. 
x 
(3.7) 
This integral equation is uniquely soluble except for a discrete set of values 
of K, corresponding to the interior eigenvalues of Laplace’s equation. Consider 
now the boundary integral equation obtained from (3.6) for x E S; i.e., 
”  
& j+ v(y) q dS, = 24x). 
S 
For noncharacteristic wave numbers, the solution to (3.7) also satisfies (3.8). 
For characteristic wave numbers, it was shown by Kleinman and Roach that 
the system formed by (3.7) and (3.8) h as a unique solution. Hence, for every 
value of the wave number, the system (3.7) and (3.8) is uniquely solubIe. 
For convenience we make the following definitions: 
Kv =&S,v(y)$GdS,, 
Y 
K*v = -& s v(y) $ T ds, , 
S x 
Qv =&(y)FdS,, 
and for the case K = 0, we denote these operators by K. , K,* and Q,, , 
respectively. 
Putting ugi = 1 (which is clearly a solution of Laplace’s equation in Vi) 
into (3.2), it is seen that 
(I+ Kc,> 1 = 0, (3.12) 
and hence it follows that there is a [ # 0 such that 
(I + K,,*) 5 = 0. (3.13) 
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Multiplying the integral equation in (3.5) by [, integrating, and then multi- 
plying by [, it is seen that 
where 
cf Js V”YO dS = 26 j, (uoi ns, (3.14) 
Yo = QOE. (3.15) 
From (3.4) and (3.14) it follows that the solution to PO satisfies the following 
integral equation: 
~0=2v,“+25~~~u,(d~- ~Ko*vo+~~svoyodS~. (3.16) 
Similarly it can be shown that the solution to P satisfies 
v=Zo’+2+u’dS- jK*v++ydS/, 
where 
Y =QE. 
(3.17) 
(3.18) 
4. REPRESENTING THE SOLUTION TO POTENTIAL PROBLEMS AS 
A NEUMANN SERIES 
It is demonstrated in this section that the integral equation in (3.16), 
representing the solution to the exterior Dirichlet problem for Laplace’s 
equation, has a unique solution. Furthermore, it is shown here that the solu- 
tion to this integral equation can be expressed as a Neumann series, provided 
a certain normalization condition is imposed on 5. 
Consider the integral equation 
# = =,*A (4.1) 
and denote the eigenvalues by Aj and the corresponding eigenfunctions by & . 
We state without proof the following classical results in potential theory 
(see [7, pp. 309-3111): 
1. The eigenvalues Ai are real. 
2. The eigenvalues are never less than 1 in absolute value, and Aa = - 1 
is an eigenvalue. 
3. The eigenvalues are simple poles of the resolvent. It follows that 
/&I > 1 forj> 1. 
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We now show that the integral equation in (3.16) has a unique solution. 
Consider the homogeneous equation 
w = -K,*w - 5 
I wyo dS. (4.2) s 
By integrating we get 
s 
wdS=- 
S 
j 
s 
K,*w dS - j 5 dS js wyO dS, 
S 
and since 
s 
K,*w dS = wK,l dS = - w dS, 
S I 
(4.4) 
S s S 
it follows that 
js j fds 
WY,, dS = 0. 
S 
Now ss 5 dS = c # 0 since 1 is the eigensolution to the integral equation 
adjoint to the one that t is a solution of. Consequently, 
s 
wy,, dS = 0, (4.6) 
S 
and from (4.2) it is seen that w = -KO*w, and hence w = c’[, where 5 is 
defined in (3.13) and c’ is some constant. Substituting c’f into (4.6) we get 
I 
wyo dS = c’ 
i 
s [Q,,[ dS. (4.7) 
S 
We now wish to show that 
s  fQoE ds =constant # 0. (4.8) 
First we state the following result: 
LEMMA 4.1. Let (I + K,*) ,$ = 0, where 5 # 0. Then Q,,t + 0 on S. 
Proof. Suppose Q,,[ = 0 on S. From the uniqueness of the exterior 
Dirichlet problem, Q,,t 3 0 in V, . Taking the normal derivative of QJ as x 
approaches S from V, , we have 
which contradicts the hypothesis. 
Next we establish a result due to Goodrich [3]. 
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LEMMA 4.2. Let (I + Ku*) [ = 0 and 5 ;t 0. Then (I + K,,) Q&t) == 0. 
Proof. Let v and # be arbitrary continuous functions defined on S, and 
let @ = QOv and Y -= Q,,#. Then @ and Y satisfy Laplace’s equation in b; , 
and from Green’s identities it follows that 
@$?-Y’$@IdS-0. 
’ 
(4.10) 
Consequently, 
s ,IQo+o*9 - QoWo*d ds =0. (4.11) 
Qs is self-adjoint; thus, the integral equation in (4.11) may be rewritten as 
J WoQo - Ko*) P> 1cI dS =0. S (4.12) 
Since v and # are arbitrary, the integral equation in (4.12) implies that 
WoQo - Q&o*) 9 = 0. (4.13) 
Now let ~JI = t. Then 
Thus, 
KoQot = ,K,*f = -Qo[. (4.14) 
(I+ Ko) (QoE) = 0, (4.15) 
and the lemma is proven. 
From these lemmas it is seen that Q,,t = constant # 0, and the identity in 
(4.8) follows. From (4.6) and (4.7) it is seen that c’ = 0, and hence the integral 
equation (4.2) has only the trivial solution. 
By imposing a normalization condition on 6, we next establish a result 
that enables us to obtain the solution to the integral equation (3.16) as a 
Neumann series. Let w be an eigensolution of 
w = X K,,*w + 5 
! s 
wQo4dS . 
1 
(4.16) 
S 
Here we assume that X f -1 and write 
w = wo + 4, (4.17) 
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where 01 is chosen so that 
s w,dS=O. s (4.18) 
Substituting (4.17) into (4.16) we get 
wo + @f = h&*wo + XaKo*f + Xf j woQof dS + Xaf 1 fQof dS. (4.19) 
s s 
Since the eigenvalues of K,* are simple, the function f is unique up to a 
multiplicative constant, and consequently, from the identity in (4.8), we may 
impose the following normalization condition on f: 
s sfQ,f ds = 1. (4.20) 
This normalization condition is essential in what follows. The terms involving 
01 in the right-hand side of (4.19) cancel. Thus, 
w,, + af = =o*w, + hf j, woQof dS. (4.21) 
Integrating (4.21) and using (4.18) it follows that 
ol=h 
i w,Qof a. 
(4.22) 
S 
Recalling that Q,f = constant it is seen that 01 = 0. Hence, 
w. = xKo*wo, (4.23) 
and it is seen that the only nontrivial solutions to (4.16) occur when X = Xj , 
j = 1, 2, 3 ,..., where we note that h, = - 1 is not an eigenvalue to (4.16) from 
the first part of this section. From this we conclude that the spectral radius of 
the operator 
Tow = -K,*w - f  Js wyo dS (4.24) 
is l/l Ai / . Since 1 A, [ > 1, it is seen that the integral equation (3.16), i.e., 
where 
(I- To) no = Fo , (4.25) 
with .$ chosen to satisfy the normalization condition in (4.20) may be solved 
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iteratively. Thus, the solution to the integral equation (4.25) may be expressed 
as the Neumann series 
%‘n :-= i T,,lLF,, .
n=n 
(4.26) 
5. REPRESENTINGTHE SOLUTION TO SCATTERINGPROBLEMS AS 
A NEUMANN SERIES 
Here it is shown that the integral equation in (3.17), which represents the 
solution to the exterior Dirichlet problem for the Helmholtz equation, may be 
solved iteratively for small values of the wave number k and, hence, that the 
solution may be represented as a Naumann series. 
Let E be as in (3.13) and subject to the normalization condition (4.20). Let 
TV == -K*v - [ [ vy dS, 
-s (5.1) 
A(k) v = -{K* - K,“} TV, (5.2) 
B(k) v = -6 Is v[y - yn] dS. (5.3) 
Consider the integral equation 
{I- aT}v=F, (5.4) 
where 
F = 2vi + 2f j &ii dS. (5.5) s 
For small values of R, it will be shown that the integral equation (5.4) is 
invertible for j u 1 < 1 Ai / , where Ai is an eigenvalue of (4.1) and 1 A, / > 1. 
With To defined in (4.24), the integral equation (5.4) may be rewritten as 
{I - UT,, - Q(k) + B(k)]} v = F. (5.6) 
In the last section it was shown that 
R = (I - UT,)-l (5.7) 
exists for 1 (T I < I A, 1 , and by operating on (5.6) with R we get 
{I - oR[A(k) + B(k)]} v = RF. (5.8) 
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A condition sufficient to guarantee that a unique solution to (5.8) exists is that 
II ew + W!l < 1. (5.9) 
It will now be shown that for small values of K, this inequality holds. 
Let C, and C, denote the spaces of continuous functions on S real and 
complex valued. If g E C, , define 
Ilgll = 2; IBWI 3 (5.10) 
whereas if g, + igs E Cc , define 
II g, + k2 II = ozpz, II gl ~0s 0 + g2 sin d II - (5.11) 
. . 
If E is a real linear operator on S such that E: C, -+ C, , then one can show 
that 
II E IIR = II E llc 7 (5.12) 
that is, the complex extension of a real operator is unchanged in norm (see 
[6, p. 5001). In view of this we shall hereafter omit any subscript on operator 
norms. It should be kept in mind, however, that for complex operators, the 
identity in (5.12) may not hold. 
It can be shown that To: C, + C, , and as a consequence of the Bounded 
Inverse Theorem (see [I, p. 271]), R is a bounded linear operator mapping 
C, into C, , and, hence, its complex extension maps C, into C, . Thus, 
R[A(R) + B(k)] is a bounded linear operator mapping C, into C, . One 
recalls that if E is a bounded linear operator in a Banach space and if Ij E II < 1, 
then the operator equation (I - E) ZI = f is uniquely soluble, and the solution 
may be expressed by v = Cz=‘=, Enf (see [6, p. 1731). 
It will now be shown that for small values of k 
11 @) + B(k)11 < I u I;1 R I, ’ 
Consider 
It follows that 
(5.13) 
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Furthermore, it can be shown that 
and 
Thus, 
1 Re A(k) v j ,< ” ’ ” “A , 
97 
(5.17) 
(5.19) 
where A is the surface area of S. An identical result is valid for 1 Im A(k) o 1 . 
Using the norm defined in (5.11) it follows that 
jj A(k)11 < (2)“” AK2 . 
77 (5.20) 
B(k) v = -4 Is v(y) 1;; s, 5 (“,‘) dS/ dS. (5.21) 
From the inequality in (5.17) it follows that 
and thus 
A2 II 5 II2 W”” 
I’ B(k)ll d 2n . 
(5.22) 
(5.23) 
Using the bounds in (5.19) and (5.23) for the norm of A(k) and B(k), res- 
pectively, it is seen that 
11 A(k) + B(k)11 < k 1 A2 ” [;[ (2)1’2 + (2)11 Ak 1 . (5.24) 
As a consequence of (5.13) and (5.24) it follows that 
k A2 I/ f II2 (2)lj2 + (2)“” AK < 
! I 
1 
277 77 IollIRIl 
(5.25) 
is a condition for k sufficient to guarantee that (5.8) is uniquely soluble. It 
follows that the integral equation in (5.4) may be solved iteratively for small 
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values of K and for / a 1 < / A, ( . For u = 1 (5.4) reduces to (3.17), and since 
1 < j A, 1 , it is seen that 
v = f T”F, (5.26) 
TL=O 
where E is required to satisfy the normalization condition 
s s5Q05dS = 1, (5.27) 
is the solution to the integral equation we derived in (3.17) for the exterior 
Dirichlet problem for the Helmholtz equation. 
6. AN EXAMPLE 
In this section one potential problem will be solved by calculating the 
Neumann series (4.26). Consider the exterior Dirichlet potential problem PO 
for a sphere of radius a, and put 
1 
~OYX) = , x _ x, / 9 x, E v, . (6-l) 
From [lo, p. 8.51 the following expansion is valid: 
1 
= i. -$ Pn(cos 4, 
lx-xxel e 
(6.2) 
where pe > p and cos LY = r^(O, x,) * Y^(O, x). For a sphere, one can easily 
show that .$ = constant satisfies 
and that 
(I+ &I*) 5 = 0 (6.3) 
f= l 
2(27ra3)~~3 
(6.4) 
satisfies the normalization condition in (4.20). Furthermore, for x E S, it can 
be shown that 
F,(x) = 20;(x) + 25(x) j-s 5~: dS = +- + 2 5 n z Pn(cos a)- (6.5) 
8 v-1 p, 
409/52/3-S 
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To evaluate the Neumann series (4.26), we first note that 
ToFo = - & jsFoW & -,+ dS - 1 2(2&qq-- sI;;w oat dSY J 
(6.6) 
where 
For a sphere it can be shown that 
a 1 1 1 
an, Ix--y1 =-2a Ix-y1 * 
Since 1 x / = j y  1 = a, we employ an average of two expansions of I/[ x - y  1 , 
similar to (6.2), with 1 x 1 = a, > 1 y  j in one and 1 x [ = a- < / y  1 in the 
other. With these expansions, (6.6) is rewritten as 
ToFo = - 
1 
!I 
1 -_ __ 
2~ s af, 
j-2 f n z P,(cos pfj 
n=1 P, 
1 
X c )I -- L f anL ~ Pm(cos Y) + + f 2a 2 m=. uy+l Wl=O $$ P,n(cos Y)! ds, (6.9) 
where cos ,B = r^(O, y) . r^(O, x,) and cos y  = r^(O, y) . r^(O, x). Using the 
orthogonality of the Legendre polynomials and subsequently letting 
a + = a- = a, it follows that 
ToFo = 2 5 n an-l P,(cos cx). 
n=l 272 + 1 f;+l 
(6.10) 
From an induction argument it can be shown that 
TomFll = 2ngl (Zn y 1)" p:+l an-l P,(cos CY), (6.11) 
where m > 1. Consequently the normal derivative of the total field on S is 
vo= f T,“F,= f (2n+I)$ P,(cos a), 
??I=0 n=0 e 
* (6.12) 
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where the geometric series of powers of 1/(2n + 1) has been summed. Sub- 
stituting (6.12) into (3.3) t i is seen that the total field in V, is 
(6.13) 
where p> = max(p, pe} and p< = min(p, pe}. This agrees with the standard 
result using separation of variables. 
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