A sparsifying transform for use in Compressed Sensing (CS) is a vital piece of image reconstruction for Magnetic Resonance Imaging (MRI). Previously, Translation Invariant Wavelet Transforms (TIWT) have been shown to perform exceedingly well in CS by reducing repetitive line pattern image artifacts that may be observed when using orthogonal wavelets. To further establish its validity as a good sparsifying transform, the TIWT is comprehensively investigated and compared with Total Variation (TV), using six under-sampling patterns through simulation. Both trajectory and random mask based under-sampling of MRI data are reconstructed to demonstrate a comprehensive coverage of tests. Notably, the TIWT in CS reconstruction performs well for all varieties of under-sampling patterns tested, even for cases where TV does not improve the mean squared error. This improved Image Quality (IQ) gives confidence in applying this transform to more CS applications which will contribute to an even greater speed-up of a CS MRI scan. High vs low resolution time of flight MRI CS reconstructions are also analyzed showing how partial Fourier acquisitions must be carefully addressed in CS to prevent loss of IQ. In the spirit of reproducible research, novel software is introduced here as FastTestCS. It is a helpful tool to quickly develop and perform tests with many CS customizations. Easy integration and testing for the TIWT and TV 1  minimization are exemplified. Simulations of 3D MRI datasets are shown to be efficiently distributed as a scalable solution for large studies. Comparisons in reconstruction computation time are made between the Wavelab toolbox and Gnu Scientific Library in FastTestCS that show a significant time savings factor of 60×. The addition of FastTestCS is proven to be a fast, flexible, portable and reproducible simulation aid for CS research.
Introduction
Magnetic Resonance Imaging (MRI) is a diagnostic modality used to create in-vivo images of 3-Dimensional (3D) biological tissue utilizing magnetic fields, gradients and receivers. When MR signal k-space data are fully sampled based on the Nyquist sampling criteria, some typical high resolution scans take five minutes, allowing time for patient and biologic movement, which negatively impacts Image Quality (IQ). Therefore, it is of great desire to accelerate the data acquisition and achieve better diagnostic images of the body. A promising theory is Compressed Sensing (CS) to under-sample k-space below what the Nyquist criteria requires without compromising IQ. Candès et al. introduce theory and experiments for the general CS problem [1] . Lustig 
et al. apply CS
to the MRI setting with in-depth and practical design descriptions and experiments [2] .
Under-sampling for CS must be carefully designed so that artifacts and errors can be minimized and incoherent. Parallel imaging is another speed-up technique that combines the signals from multiple coils at the same time allowing some under-sampling of k-space to boost the IQ. Deshmane et al. discuss the effects of under-sampling and advantages of using parallel imaging that allows faster acquisition [3] .
CS MRI reconstruction problems are extremely computationally intensive and would have taken orders of magnitude longer to perform even a couple decades ago. Sparsifying transforms that perform well in CS can be a wide variety from orthogonal to redundant to adaptive dictionaries, each with varying degrees of complexity and applicability. Ning et al. investigate the patched-based trained directional wavelets and extend them into the translation invariant domain to enhance MRI image features [4] . Computationally, orthogonal transforms will operate faster than redundant or adaptive dictionaries which can add considerable time to CS simulations and reconstructions. Sadeghi et al. compare redundant dictionary learning algorithms for computational burden and quality [5] . Now many of these experiments and simulations are able to be implemented and performed fairly quickly due to advances in computer technology and resources. Practical experimentation and application as proof of theory underlay engineering progress. The need for comparing other researcher's software code and algorithms is essential for prototyping ideas. There is a huge body of research in CS for MRI. How does one evaluate what is the best practical technique for a CS MRI product?
Advanced simulation software is necessary for trying techniques and making comparisons.
In previous works, the Translation Invariant Wavelet Transform (TIWT) has been shown to perform exceedingly well in CS against other transforms [6] [7] . Various image types were compared and theoretical analysis of sparsifying by frames was demon-strated [8] . Based on the generalized Dictionary Restricted Isometry Property (D-RIP) for CS, the use of redundant sparsifying transforms like the TIWT are allowed. Candès et al. generalize the RIP for redundant dictionaries in CS [9] . Coifman et al. present the value of the TIWT for de-noising images to suppress visual artifacts that might occur when using a typical wavelet [10] . This transform was found to be advantageous for CS because it also eliminates repetitive line pattern artifacts which may occur when applying a standard decimated orthogonal wavelet transform.
Contribution
The focus here contributes a thorough analysis of the TIWT using under-sampling patterns for use in CS with MRI, not previously provided. Sparsity is the amount of an image or signal that can be represented with information. When a signal is n-sparse, the signal has p elements, but only has n elements of valuable information, in some cases, n p  . MRI data and images are not typically sparse, however, a sparsifying transform is used which will compress the image making it sparse in the transform coefficient domain and thereby allowing CS.
Due to under-sampling, the signal recovery in Equation (1) is under-determined.
The signal p R β ∈ is recovered from corrupted or incomplete measurements n y R ∈ and a sampling matrix
. An error z is to accommodate real world systems with noise. The error must be sufficiently small with respect to the measurement magnitude, where  is at most proportional to the noise level [18] .
The solution is non-linear and exponentially complex, therefore an alternative 1  constraint is utilized. The problem is now convex and can be minimized with quadratic programming, see Equation (2). W represents the sparsifying transform and x is the signal approximation. In order to practically implement this sparse recovery problem, an unconstrained formulation is utilized as shown in Equation (3).
λ is a regularization parameter for balancing data consistency and sparsity. This can be solved in many ways; in this work, a Non-Linear Conjugate Gradient (NLCG) method is used, as in [2] [19].
Methods

MRI Under-Sampling Trajectory Simulation
To prove the effective use of the TIWT as a robust technique for CS MRI, several under-sampling patterns are developed and compared with simulation. The goal of an under-sampling pattern for CS is to provide incoherent and minimal noise like artifacts. Developing under-sampling patterns for MRI trajectories that preserve the data at the center and less at the periphery are of great interest, because the sampling domain is k-space and the majority of the signal power is at the center. The design of these trajectories are described next.
The radial under-sampling technique is calculated in a circular pattern, see Figure   1 (a) and Equations (4) and (5) . Each line has a unique angle a of π L . Where L is the number of lines, N is the length of one dimension of the sampling space and n represents a point on that line. N N a n a a x a n n a
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The spiral technique presented here is logarithmic, meaning it will grow from the origin as the distance increases, see Figure 1 (b) and Equations (6) and (7) . Where a and b are constants that control the radius and expansion of the spiral and t is a point along the spiral
Several random distributions are utilized, a basic uniform random under-sampling is used as in Figure 1 (c). The variable density random under-sampling in Figure 1(d) uses a 2D radial distance x calculation between the origin and any particular point. This distance is then used in a calculation of a random variable based on a 1D Probability Distribution Function (PDF), that takes a standard deviation ( σ ) and a distance (x), see Equation (8).
The resulting random distribution matrix can be thresholded to any desired reduction factor %. Additionally, a fully sampled center can be applied to this technique by setting the probability of the points within the center diameter to 100%, see Figure 1 (e).
A 1D variable density under-sampling technique with a fully sampled center is seen
in Figure 1 (f). This is achieved in much the same way as the 2D variable density calculation, using a 1D distance from the origin of k-space and sampling the entire line.
An analysis is performed for the question of whether to reconstruct CS at a low vs high resolution for the case of a Time of Flight (TOF) Maximum Intensity Projection (MIP). The input high resolution MRI TOF k-space dataset is 256 × 224. It is centered by the highest peak in a 512 × 512 matrix, see Figure 3 (a). Notice that this dataset is a partial Fourier encoding, where the center of k-space is fully sampled, and a portion of k-space is not sampled. For simulation of CS, this dataset presents a challenge for reconstruction at low resolution, see Figure 3 (b). To use this k-space dataset in simulation, it would need to be cropped at 256 × 256 having the peak centered. This does impact IQ of high resolution details, due to the fact that some fine details are deleted in the periphery of k-space. For the simulations performed here, shifting of the k-space peak avoids any cropping of data, and thus minimizes this negative impact to IQ. Additionally, a shifting of the under-sampling pattern to correlate with the center of k-space is also performed. For CS MRI acquisition, the under-sampling needs to be centered at the k-space peak to be effective and not lose important information at the k-space center and periphery.
"FastTestCS", A Fast Software Framework for Testing under-Sampling and Sparsifying Transforms in CS
A new CS testing framework called FastTestCS is proposed here. It is fully written in C++, is modular, with simple methods that can be used similar to functions used in Matlab [20] or other object oriented programs. FastTestCS is built upon the understanding that CS takes considerably more computation and memory than standard cases of MRI reconstruction. FastTestCS addresses the need to have a more efficient compiled programming environment over prototype Matlab software. Matlab is a rich scientific programming language, ideal for algorithm development, however, having the best optimized performance of simulations may be limited due to abstraction and additional language internal processing. Wavelab [21] , a collection of wavelet implementations, including the TIWT, is written in Matlab. However, when performing many wavelet transforms, it is observed that the TIWT in Wavelab is prohibitively slow.
The speed of the TIWT was tested by comparing the transform reconstruction wall time difference between the Wavelab Matlab implementation vs. the transform written in C++. Two resolutions of an image were chosen, 256 × 256 and 512 × 512. The test code was developed by isolating the transform setup, data memory transfers, computation and tear down of the method. These timing tests are performed without the overhead of other CS processing. This time measurement includes calculating 10 forward and inverse transforms on both real and imaginary parts of the image for a total of 40 calls to the TIWT method.
This number of transform calculations is comparable to the minimum that must be performed in a CS program. However, often the number of transforms are much greater, such is the case for the NLCG with a quadratic line search and Wolfe conditions. Many extra iterations must be performed to determine appropriate search dire-ctions and step sizes.
Four different implementations are tested for the standard orthogonal wavelet and the TIWT. The translational invariance is achieved by performing circular shifts of the data. The orthogonal wavelet provided by Matlab as "WAVEREC2" and "WAVEDEC2", is compared with the GSL C++ implementation "gsl_wavelet2d_nstransform_matrix".
The TIWT, provided by Wavelab as "FWT2_TI" and "IWT2_TI", is compared with the ), which Lustig, et al. [2] define as Equation (10).
where 1 Wx ∇ can be approximated with the sign function as in Equation (11). The star (*) symbol represents the complex conjugate transpose.
( ) ( )
This unconstrained formulation is versatile when dealing with non-orthonormal transforms. The calculation of the gradients in the unconstrained approach requires the inverse of the transform. For an orthonormal transform, that is simply a multiplication of the coefficients by a transpose of the wavelet dictionary. However, for a nonorthonormal transform, like the TIWT and many of the other transforms, a separate calculation of the inverse transform is used rather than a transpose of the dictionary. In FastTestCS, a transform method is created that calls the forward or inverse of the transform. All coding for the transform is easily integrated, segregated and tested. Real and imaginary parts of MRI data are treated separately throughout all of the optimization.
Results
Performance measurements show a big speed up in computation time with optimized C++ code vs Wavelab. See Table 1 , where the orthogonal wavelet is optimized in a Matlab toolbox vs in C++ using GSL [22] in FastTestCS, the computational time is very similar. However, when using the TIWT from Wavelab in Matlab vs C++ where the TIWT implementation is coded for FastTestCS, the difference is quite dramatic.
FastTestCS is 60 times faster! This shows that coding some computationally time consuming algorithms in C++ would be most beneficial. lend well to CS due to the use of TV and wavelet 1  minimization functions. In Table 2 , there is a linear vs CS reconstruction IQ comparison with a variable density radial under-sampling pattern across the three images. There is also an analysis of stopping criteria where MSE results of 10 iterations are compared with 100 and 500 iterations. Note for the phantom, the CS reconstruction with the TIWT has a much lower MSE than that of TV at 10 NLCG iterations and at a lower under-sampling rate of 25%. However, at 100 and 500 iterations the MSE is similar. This shows that 10 iterations is insufficient and performing more than 100 iterations may not change the image substantially. Through this data, there also appears to be different iteration limits to improving IQ for certain image types and transforms. When looking for a robust general solution, this experiment highlights how important it is to have an analysis to determine good iteration stopping criteria. Given this challenge, in order to have a consistent analysis, 100 iterations are chosen as the stopping criteria for all the other simulations.
In Table 3 for spiral under-sampling, comparisons can be made with radial sampling in terms of MSE. For instance, in the TOF MIP at 38% samples for TIWT and TV, the MSE is 10.4 and 33.0, respectively, which is similar to the results shown in Table 2 . Looking at the same under-sampling ratios, a better IQ is achieved in an initial linear reconstruction. However, this does not always correlate to a better CS reconstruction, as seen in some results of this table. Table 4 shows results using a uniform random under-sampling pattern. Much higher MSE is observed in all linear and CS reconstructions. These results show it is important to have dense sampling at the center of k-space for reconstruction. Notice the range of MSE at lower % vs high %, even at 75% samples, the MSE of the recon-struction is similar with radial under-sampling at 25%. However, even with this poor choice of under-sampling, the TIWT does operate effectively.
In Table 4 , according to the MSE of the TOF MIP, it appears that the IQ does not improve very much when CS is utilized, and in some cases for TV, even degrades. This highlights the problem using a uniform random under-sampling in MRI. The majority of large structure information is at the center of k-space, and some of that information is not being recovered which can drastically change reconstruction. Although, this analysis is not entirely negative, as seen by inspecting intermediate CS reconstructed TOF images that make up the MIP. Figure 4 (c), shows a large difference in background intensity. This is greatly reduced in the CS reconstruction and may be a desired trait because it intensifies the Signal to Noise Ratio (SNR). It is important to note that some fine details and other large structure intensities are reconstructed slightly different between TV and TIWT. In terms of the robustness in MSE of the TIWT, it outperforms TV in all cases. Table 5 and Table 6 represent the use of several 1D variable density undersamplings of k-space for good IQ and simple adoption into standard Cartesian MRI pulse sequences. In Table 6 , a larger center of 2D fully sampled k-space contributes to a much better linear reconstruction, which in turn, produces an improved CS reconstruction over the smaller center shown in Table 5 . Additionally, these consistent improvements do bolster a robust use of TIWT for CS. Table 7 shows the use of a random variable density 2D under-sampling. Similar to the fully uniform random under-sampling cases of Table 4 , there are drastic differences in MSE for reconstructions at different under-sampling percentages. Lower sampling results in less improvement in the CS reconstructions, however, this result improves when more samples are taken. Notice that for both these cases when a low percentage of samples are taken, the center of k-space is not fully sampled and the image reconstructions suffer a large loss of quality in major image structures and intensity. It appears that this under-sampling pattern should also be avoided. Table 8 shows improved results over Table 7 by modifying the 2D under-sampling pattern with the addition of a center that is fully sampled. These results are very promising and show that this under-sampling pattern produces some of the best reconstructions. The TIWT also performs quite well with this sampling pattern. To mitigate this, the MIP simulations shown in the tables are all done by shifting the k-space data so that it is not cropped, but rather has the center of k-space and the sampling center match slightly off center. The MSE difference in this case is 0.11, which is negligible, and verifies the assumption that there is no visible difference in IQ between low and high resolution fully sampled reconstructions. With this accuracy, there is confidence in running these tests at low resolution with a shifted k-space.
Performing all reconstructions at a high resolution would come at a high computation cost of about 5× longer, therefore, lower resolution reconstructions are performed. As a time comparison, a 512 × 512 8 channel 192 slice MIP CS reconstruction with the TIWT for 10 iterations takes 20 hours, whereas, the same reconstruction at 256 × 256 takes 4 hours, single threaded, with an Intel Core i7 computer.
Discussion
Good under-Sampling Patterns
Here it is shown that the choice of good under-sampling patterns clearly has a correlation to the data being gathered. The center of k-space visually has a more intense magnitude of data, therefore, sampling density at the center contributes to a better SNR and a lower MSE. The radial, spiral, 1D and 2D variable density with the center fully sampled performs good, compared to the other patterns that did not sample with a dense center. The balancing of image quality with how the under-sampling pattern dissipates, is a complex analysis that requires visual as well as error analysis.
CS Reconstruction for MRI
As seen in the synthetic phantom error tables, some CS reconstructions may perform exceptionately well in comparison to real in-vivo MRI data. The lack of noise and the few distinct edges in the original phantom data contribute to a high success for the TIWT and especially TV, which measures differences between pixels. With that in mind, care must be taken for each MRI imaging application that uses CS due to likely differences in noise statistics and image types affecting the IQ performance of the CS reconstruction. This hightlights the value of having a broad spectrum of tests so that the correct CS parameters can be chosen and used. Special care must be taken for under-sampling with partially encoded Fourier k-space data. Visually, the image generated without small amounts of data at the periphery does have a negative impact on small vessel details of the MIP CS reconstruction. Therefore, adjusting the k-space center is needed to prevent cropping any data and have more meaningful IQ comparisons.
Reconstruction of MIP
Stopping Criteria
The stopping criteria is determined by analyzing the IQ after a certain number of iterations. This proves to be a very challenging issue due to the fact that different image types will require a different number of iterations to produce the best reconstructions.
Image types with very little noise require many more iterations, however, the reconstruction IQ improves greatly as well. This improvement is probably due to the fundamental aspect of CS reconstruction theory of sparsity. When higher sparsity can be achieved in transforming these images, CS has a greater probability of better reconstructions with less data. However, most real images do have noise.
Despite this dilemma, a solution can be observed where enough iterations can be achieved that produces a result that will not change IQ significantly if more iterations are performed. Then this number can be used for other similar tests. This aspect of CS highlights the importance of performing an analysis for determining the best stopping criteria for specific image types and algorithms.
Computation Time with FastTestCS
The choice to develop FastTestCS came out of the necessity to speed up reconstructions using a more complex TIWT in CS with larger 3D data sets. Table 1 proves a considerable speedup is achieved by coding in a compiled language like C++ which is a more realistic time measurement of reconstruction than using less optimized software. The use of the TIWT vs a standard orthogonal wavelet is 10× more processing, achieving an improvment of reconstruction IQ. Although, this is at a high compute burden, it is less than more complex algorithms that incorporate dictionary learning. Having faster C. Baker software contributes to more research opportunities such as being able to compare more sampling patterns, finding better stopping criteria, and performing higher resolution experiments with more images. For instance, comparing the CS reconstruction time of the TOF MIP, which uses +1500 images (256 × 256), the Wavelab TIWT implementation in Matlab would have taken approximately 10 days to reconstruct, whereas, with FastTestCS, this same reconstruction takes 4 hours on a single compute core. Additionally, by adding parallelization, with five quad-core machines, this reconstruction takes less than 15 minutes. There is also great value in FastTestCS to assess true performance of sparsifying transforms because it is better to compare a fast compiled language implementation vs a non-optimized version. This is the case in the use of the TIWT from Wavelab resulting in a 60x longer compute time compared with FastTextCS. 
Use of FastTestCS
Future Work
The applicability of using the TIWT for CS MRI is wide spread due to the variety of image types and sampling patterns encountered in MRI. Therefore, there are many applications along those lines that could be researched in the future. Additionaly, different wavelet filters and settings could be investigated to find which applications perform best with which filters to produce better IQ. Also, future expansions to FastTestCS are possible to add functionaltiy for testing other images, sparse transforms, sampling patterns and objective functions.
Conclusions
By simulation of CS reconstructions and measurement of IQ differences, results indicate robustness of the TIWT. Several comprehensive under-sampling patterns are designed to compare the TIWT with TV as sparsifying transforms in CS MRI reconstruction. The TIWT performs consistently well in terms of MSE for all undersampling patterns. An in-depth look at high and low resolution TOF MIP CS reconstruction is evaluated for IQ differences. Analysis shows that careful under-sampling must be performed at the center of k-space to preserve important data for better recon-struction. With the TIWT, good k-space under-sampling and a reliable CS reconstruction algorithm, improved IQ and greater speed-up for CS MRI can be achieved.
FastTestCS software is introduced and demonstrated as a helpful tool for CS reconstruction research that offers the needed speedup with process distribution to perform experiments with large datasets. In the case of the TIWT, a 60× time improvement was achieved. FastTestCS also is easily customized with each under-sampling pattern used in this investigation.
