Abstract-The doping profile optimization in semiconductor has been tackled as a constrained optimization problem coupled with a drift-diffusion model to simulate the physical phenomenon. A new population-based algorithm, the Constrained Immunological Algorithm, has been introduced and the experimental results confirm that clearly outperforms previous state-of-theart algorithms in doping profile optimization. Supplementary Materials: more numerical results are available at http://www.dmi.unict.it/∼stracquadanio/semiconductors.html.
I. INTRODUCTION
Designing micro-electronic devices is a complex process, which takes into account increasing frequency and bandwidth ranges, small size factor, high reliability and low power consumption [1] . In this research work, we focus on finding an optimal doping profile of a semiconductor device in order to obtain an amplification of the output current; a gained output current J g can be obtained by slightly changing the doping profile. Firstly, we adopt a drift-diffusion model for device simulation [2] , [3] , [4] ; this class of models combines an accurate description of physical phenomenon with a low computational cost [5] . Successively, the doping profile optimization problem has been tackled as a constrained optimization problem (COP) [6] ; in particular, we minimize the current gain by allowing at most θ deviation from the reference doping profile. For this problem, new optimization algorithm, called Constrained Immunological Algorithm(CIA), has been introduced; the algorithm is a stochastic black-box optimizer that is able to deal with equality and inequality constraints. In our experiments, we taken into account a P-N silicon diode; we assessed the performance of the CIA algorithm with evolutionary and classical optimization algorithms in Electronic Design Automation [7] , [8] , [9] . The results confirm that CIA clearly outperforms the other approaches in terms of quality of the solutions. Moreover, we prove experimentally that the designed algorithm is able to define the feasible region of faced optimization problem, without using any information on the problem itself.
The paper is organized as follows; in section II we introduce the drift-diffusion model adopted; in section III, we present the CIA algorithm; finally in section IV we show the experimental results and in section V we outline the conclusion.
II. THE DRIFT DIFFUSION MODEL
The stationary standard Drift Diffusion model for semiconductor devices enclosed in a bounded domain
is given by the following balance equations for the electron density n and hole density p, coupled to the Poisson equation for the electrostatic potential V :
where C denotes the doping concentrations, J n and J p the current densities of electrons and holes, respectively. The parameters D n , D p , µ n , µ p denote the diffusion coefficients and the mobilities of electrons and holes respectively. The physical constants are the elementary charge q and the materials permittivity constant . The total current density is given by J = J n + J p . In the model, generation-recombination processes are included via the recombination rate R : R 2 → R; in particular, we adopt the Shockley-Read-Hall term [11] :
where the physical constants are the carrier life times τ n and τ p and the intrinsic density n i . Successively, we consider only regimes in which we can assume the validity of the Einstein relations: D n = U T µ n and D p = U T µ p where U T = K B T L /q is the thermal voltage at the temperature T and K B denotes the Boltzmann constant. In high field applications, the mobilities depend on the electric field E = −∇V , as stated by the Canghey-Thomas relations [10] :
where µ 0 n , µ 0 p stand for the mobilities of the fieldindependent scattering models and v s is the saturation velocity. In order to obtain a well posed problem, the system (1) needs appropriate boundary conditions; in particular, we assume that the boundary ∂Ω splits into two disjoint parts Γ N Γ D , where Γ D models the Ohmic contacts of the device and Γ N the insulating parts. Let ν denotes the outward normal vector along the boundary. By assuming charge neutrality and thermal equilibrium at the Ohmic contacts Γ D and zero current flow and vanishing electric field at the insulating part Γ N , we obtain the following boundary conditions:
where U denotes the applied voltage. Successively, we assume that the device is operating near thermal equilibrium, thus we assume that no generation-recombination effects are present and the mobilities µ 0 n , µ 0 p are kept constant. Moreover, in order to obtain dimensionless equations, we perform the following scaling:
where L denotes a characteristic device length, C m the maximal absolute value of the background doping profile and µ 0 a characteristic value for the mobilities. Successively, we introduce the Debye length λ 2 , and we obtained the following scaled equations [12] :
The new set of scaled equations leads to the following modified Dirichlet boundary conditions on Γ D [13] :
III. THE IMMUNOLOGICAL ALGORITHM
In order to tackle effectively the optimization of doping profiles, we design a new Constrained optimization Immunological Algorithm, called CIA. The proposed approach is a stochastic black-box optimization algorithm inspired on the clonal selection principle of the Immune System (IS) [14] : a problem is an antigen and a candidate solution is a Bcell. The affinity between an antigen and a B-cell is given by the objective function of the optimization problem. Each B-cell is a vector of n real values, where n is the dimension of the problem. Each candidate solution has associated an age τ ; it indicates the number of iterations since the last successful mutation, and, initially, it is set to zero. An initial population P (0) of dimension d is randomly generated, with each variable constrained in the bounds. The algorithm stops when the maximum number of fitness function evaluations is reached. By inspecting the pseudo-code in Alg.1, the cloning phase is responsible for the production of copies of the B-cells. Each member of the population is cloned dup times producing a population P clo of size d × dup, where each cloned B-cell takes the same age of its parent; simultaneously, the age of the parent is increased by one.
Algorithm 1 Pseudo-code of the Constrained optimization Immunological Algorithm (cIA).
1:
BC arch ← Create Archive(s a )
4:
Evaluate(P (t) )
6:
while ¬Stop Condition() do 7:
P hyp ← Hypermutation(P clo , ρ)
P macro ← HyperM acromutation(P hyp , β)
10:
Evaluate(P macro )
11:
EvaluateConstraints(P macro )
12:
Aging(P (t) , P macro , τ B )
13:
14:
end while 16: end procedure After the P clo population is created, it undergoes to mutations in order to find better solutions; in this phase, the hyper-mutation and hyper-macromutation are applied to each candidate solution. Firstly, the hyper-mutation operator mutates a randomly chosen variable x i of a given B-cell using a self-adaptive Gaussian mutation computed as
Successively, the hyper-macromutation applies a convex perturbation to a given solution by setting x new i = (1−γ)x i +γx k , where x i is a variable randomly chosen such that x i = x k , with γ ∈ [0.1] a uniformly distributed random variable. These mutation operators are controlled by specific mutation rate α; for the hyper-mutation, we define α = e −ρf , instead for the hyper-macromutation we adopted α = 1 β e −f , where f is the fitness function value normalized in [0, 1]. These operators are applied sequentially; the hyper-mutation operator acts on the P clo producing a new population P hyp . The hypermacromutation mutates P hyp generating the P macro population. After mutations, the population P macro is evaluated; if a B-cell achieves a better objective function value, its age is set to zero otherwise it is increased by one. The aging operator is applied on P (t) and P macro ; it erases B-cells with an age greater than τ b + 1, where τ b is a parameter of the algorithm. The deleted B-cells are saved into the archive BC arch ; since the archive contains at most s a solutions, if there is enough space, the B-cell is put into the first available location, otherwise it is put in a random location. Finally, the selection is performed and the new population P (t+1) is created by picking the best individuals from the parents and the mutated B-cells; however, if |P (t+1) | < d, d − |P (t+1) | B-cells are randomly picked from the archive and added to the new population. In many real world applications, it is common to deal with constraints, which could be imposed on input and output value. In general, a constraint is a function g(x) that certificates if a solution for a given optimization problem is feasible or not. We consider constraints defined as g(x) : R n → R if g(x) ≤ θ, where θ is a feasibility threshold. The algorithm considers the constraint values during the selection procedure. Given two individuals p 1 , p 2 , if both are feasible the one with the lowest objective function value is picked; if p 1 is feasible and the p 2 is unfeasible, p 1 is chosen, otherwise if p 1 and p 2 are unfeasible the one with the lowest constraints violation is selected.
IV. EXPERIMENTAL RESULTS
Let Γ 0 be a portion of the Ohmic contacts Γ D at which we can measure the total current density J. The objective is the attainment at Γ 0 of a gained current J g by allowing deviations from a reference doping profileC. The reference doping profileC can be approximated by the following Gaussian distribution:C
where α is the amplitude of the curve and σ the relative standard deviation, andN is a shifting constant useful to put the junction of the N-P regions at the origin of the axis. It is straightforward to note that we have to find the values of α, σ that achieved a gained current value and differs at most θ from the reference doping profile. We define the current gain error J err as follows:
where J is the total current density and J g is target gained current. Successively, we define the doping profile error D err as follows:
where C is the current doping profile andC is the reference doping profile. The problem can be formulated as a constrained optimization problem which objective is to minimize the current gain error J err , with a constraint on doping profile error D err ≤ θ. In our experiments, we focused on a P −N silicon diode, 1µm long and the a bias voltage V bias = 0.259V . The reference currentJ = 7.033 × 10 −4 is obtained by setting α = 5 and σ = 0.6; in our experiments, we set the bounds as follows α = [1, . . . , 10] and σ = [0.1, . . . , 1]. The state system is discretized by a variant of the exponentially fitted Scharfetter-Gummel model on a uniform grid of 101 points [11] . We try to identify three doping profiles that achieves a gain of 50%, 75%, 100% respect the reference current. In order to set a meaningful threshold on doping profile deviation, we compute D err values of the best solution found in [15] and we fix θ to its double; this setting is justified because we do not want to prevent the algorithm to explore promising regions.
For the CIA algorithm, we use a population d = 10, dup = 2, β = 1, ρ = 6, τ b = 15, s a = 10 3 and 2 × 10 3 objective function evaluations; preliminary experiments have been done, on numerical functions, for tuning the algorithm. We compare the new approach with the profiles obtained by Controlled Random Search (CRS, [7] , [16] ), Divide Rectangle (DIRECT, [8] ) and the Real Coded Genetic Algorithm (RGA, [9] ). In table I, we report the results on the doping profile optimization for a gain of 50%; it is possible to note that CIA clearly outperforms the previous state-of-the-art optimization algorithms. The proposed solutions reports the best D err value, and it achieves a J err value that is five order of magnitude better than the other approaches; it is possible to conclude that only CIA is able to achieve the prefixed gained current (Fig.1) . Successively, using the same settings, we apply CIA to the doping profile optimization for a gain of 75% and 100%; in table II, it is possible to note that the algorithm is able to find a doping profile configuration that reaches the prefixed current gain in both cases. In order to understand the impact of V bias on doping profile optimization, we try to achieve a gained current of 50% with V bias ∈ {0.520V, 0.780V, 1.0V }; in table III, it is possible to note that we obtain good doping profile at different V bias values.
Since the feasible region of faced optimization problem is not known and it is hard to mathematically define it, we tried to explore it experimentally using the CIA algorithm. Fig. 1 . Behaviour of the best doping profile found by CIA for current gain of 50% and V bias = 0.259V in the a-dimensionless case. In particular, we consider all the feasible solutions founds by CIA and we plot them in figure 2 ; the plot shows a clear conic-like shape, and if we consider the J err and D err optimal values obtained by CIA we can note that they resides exactly in the bottom of the conic sections. In order to verify the experimentally obtained shape of this region, we perform a classical Monte-Carlo sampling using 10 4 trials generated according to a normal distribution; also in this case, the feasible region shows a conic-like shape, and it seems to confirm that CIA is able to effectively explore and exploit the feasible region.
V. CONCLUSION
Determining the doping profile of semiconductor is a complex design problem, both for the modelling and optimization aspects. In this research work, we have tackled this computational design task as a constraint optimization problem, where the devices are simulated using a drift diffusion model and the optimization is demanded to a new algorithm called constrained Immunological Algorithm (CIA). The experimental results on a N-P diode show that CIA clearly outperforms the previous state-of-the-art optimization algorithms in terms of quality of solutions. The authors thank the financial support by the EU Marie Curie RTN Project COMSON Grant No. MRTN-CT-2005-019417. Feasible regions of doping profiles for current gain at {50%, 75%, 100%} and V bias = 0.259V . In the x-axis, we report the doping profile error Derr, instead in the y-axis the current gain error Jerr. 
