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Abstract In this paper we extend the operational Adomian–Tau method with Pade approximant for the
numerical solution of non-linear Fredholm integro-differential equations. To this end, we will present
our method based on two simple matrices. Then unknown solution of the considered equation will be
determined by using computational aspects of these matrices. Also we will use Pade approximant to
improve accuracy of the method. Finally we demonstrate the method by numerical examples.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The need for solving non-linear Fredholm integral and
integro-differential functional equations occurs in many scien-
tific problems. For example, these equations may be appeared
in biological systems and industrial mathematics. Analytically,
solving these problems are difficult, so many authors are en-
couraged to solve these problems numerically. Some of the new
important numerical methods are briefly described as follows:
Maleknejad et al. [1] proposed the cubic semi-orthogonal com-
pactly supported B-spline wavelets as a basis functions for so-
lution of nonlinear Fredholm–Hammerstein integral equations
of the second kind. A discretized version of the Adomian de-
composition method was introduced and called Discrete Ado-
mian Decomposition Method (DADM) in [2]. The DADM arises
when the quadrature rules are used to approximate the definite
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University.∗ Corresponding author. Tel.: +98 411 3392892; fax: +98 411 3342102.
E-mail addresses: khani@azaruniv.edu (A. Khani),
shahmorad@tabrizu.ac.ir (S. Shahmorad).
Peer review under responsibility of Sharif University of Technology.
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doi:10.1016/j.scient.2012.10.038integrals which can not be computed analytically. The DADM
gives also the numerical solution at the nodes used in the
quadrature rules. Borzabadi et al. [3] proposed an iterative ap-
proach to obtain approximate solutions for a class of nonlinear
Fredholm integral equations of the second kind. The approach
contains two steps: at the first one, a discretized form of the
integral equation is defined and it is proven that, by consid-
ering some conditions on the kernel of the integral equation,
the solution of the discretized form converges to the exact so-
lution. Following that, in the next step, the solution of the dis-
cretized form is approximated by an iterative approach. In 2010,
Abbasbandy and Shivanian [4] showed that the HAM can be
applied to solve linear and nonlinear Fredholm integral equa-
tions with high accuracy. They disclosed that the ADM, which is
well-known in solving integral equations, is only special case of
the HAM. Recently, Jafari and Firoozjaee [5] have presented an
efficient modification of the HAM, namely ‘‘Multistage Homo-
topy Analysis Method (MHAM)’’, for solving nonlinear integral
equations.
In this paper, we present a simple high accuracy method
which is based on combination of the operational Tau method
andAdomian decompositionmethod,which have recently been
developed for solving various types of differential, integral and
integro-differential equations (see for example [6–10]).
evier B.V. Open access under CC BY-NC-ND license.
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differential equation of form:
F(x, y, y′, . . . , y(m))−
 b
a
k(x, t, y, y′, . . . , y(m))dt = f (x),
x ∈ [a, b], (1)
with the supplementary conditions:
m
j=1
C (1)ij y
(j−1)(a)+ C (2)ij y(j−1)(b) = di, i = 1, 2, . . . ,m. (2)
Here we assume that f (x) is a polynomial, or it can be
approximated by a polynomial to any degree of accuracy (by
the Taylor series, interpolation or any other suitable method).
Also we assume that the non-linear terms:
F(x, y, y′, . . . , y(m)), k(x, t, y, y′, . . . , y(m)),
can be expanded with respect to their arguments, and yn(x) is a
polynomial approximation of degree n for y(x). Sowe canwrite:
f (x) =
n
i=0
fi(x− c)i = f X,
yn(x) =
n
i=0
ai(x− c)i = a X,
where:
f = [f0, f1 · · · , fn, 0, . . .],
a = [a0, a1 · · · , an, 0, . . .],
X = [1, x− c, (x− c)2, . . .]T ,
and:
c = a+ b
2
.
Without loss of generality, we have taken all polynomials of de-
gree n(> m), because otherwise we can take n = max{nf , ny},
where nf and ny are, respectively, the different degrees of f (x)
and y(x).
2. Converting Eqs. (1) and (2) to the system of algebraic
equations
The effect of differentiation or shifting on the coefficients
p
n
= [p0, . . . , pn, 0, 0, . . .] of a polynomial pn(x) = pnX is
the same as that of the post-multiplication of p
n
by either the
matrix η or the matrix µ defined by:
µ =

0 1 0 0
0 1 0
0 1
...
0
· · · . . .
 ,
and:
η =

0
1 0
0 2 0
...
0 0 3 0
· · · . . .
 ,that is:
di
dxi
pn(x) = pnηiX,
xipn(x) = pnµiX,
for i = 0, 1, 2, . . ..
Lemma 1. Let p(x) = p X and q(x) = q X with:
p = [p0, p1, . . . , pn, 0, . . .],
and:
q = [q0, q1, . . . , qn, 0, . . .],
then:
p(x)q(x) = pq(µ)X.
Proof. See [11]. 
2.1. Converting the supplementary conditions
Let d = [d1, d2, . . . , dm] be the vector that contains right
sides of boundary conditions, and let B = [bji]with:
bji =
j
s=1

c(1)is a
j−s + c(2)is bj−s
 (j− 1)!
(j− s)! ,
for j, i = 1, 2, . . . ,m and:
bji =
m
s=1

c(1)is a
j−s + c(2)is bj−s
 (j− 1)!
(j− s)! ,
for j = m + 1,m + 2, . . . , i = 1, 2, . . . ,m. Therefore, the
supplementary conditions can be written in the matrix form:
aB = d. (3)
We refer to B as the matrix of supplementary conditions.
2.2. Converting the non-linear parts of Eq. (1)
To simplify the non-linear terms of Eq. (1), we proceed
by using the Adomia decomposition technique (for example,
see [12]).
We set Fˆ(x) = F(x, y, y′, . . . , y(m)) and use y(x) ≃ yn(x) =n
i=0 ai(x− c)i to obtain:
Fˆ(x) = F

x,
n
i=0
ai(x− c)i, . . . ,
n
i=0
(i+m)!
i! ai+m(x− c)
i

=
∞
i=0
AFi (x− c)i = AFX, (4)
where AF = [AF0, AF1, . . .]with:
AFi =
1
i!

di
dxi
F

x,
n
i=0
ai(x− c)i, . . . ,
n
i=0
(i+m)!
i! ai+m(x− c)
i

x=c
= Fˆ(c)
i! ,
which depends on a0, a1, . . . , ai+m for i = 0, 1, . . ..
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integral sign to get:
Kˆ(x, t) = k(x, t, y, y′, . . . , y(m))
=
∞
i=0
∞
j=0
AKij (x− c)i(t − c)j,
where:
AKij =
1
i!j!

∂ i+j
∂xi∂t j
k(x, t, y, y′, . . . , y(m))

(x,t)=(c,c)
=
∂ i+jKˆ(c,c)
∂xi∂t j
i!j! , i, j = 0, 1, . . . ,
which depends on a0, a1, . . . , as+m for i, j = 0, 1, . . . and s =
max{i, j}.
Hence by using uniform convergence of the Adomian
decomposition method, we have: b
a
k(x, t, y, y′, . . . , y(m))dt
=
 b
a
 ∞
i=0
∞
j=0
AKij (x− c)i(t − c)j

dt
=
∞
i=0
(x− c)i
 b
a
∞
j=0
AKij (t − c)jdt
=
 ∞
i=0
(x− c)i
∞
j=0
AKij
(t − c)j+1
j+ 1
b
a
=
∞
i=0
(x− c)i
∞
j=0
AKij
(b− c)j+1 − (a− c)j+1
j+ 1
=
∞
i=0
AIi(x− c)i = AIX, (5)
where:
AIi =
∞
j=0
AKij
(b− c)j+1 − (a− c)j+1
j+ 1 ,
for i = 0, 1, . . ..
From Eqs. (4) and (5), a matrix representation for Eq. (1) is
obtained as:
AFX− AIX = f X,
or equivalently as:
AF − AI = f, (6)
sinceX is a base vector. Therefore, the unknown coefficients can
be determined by Eqs. (3) and (6).
3. Padé approximants
A Padé approximant is the ratio of two polynomials
constructed from the coefficients of the Taylor series expansion
of a function u(x). The [L/M] Padé approximant to a function
y(x) are given by [13]:
L
M

= PL(x)
QM(x)
, (7)where PL(x) is polynomial of degree at most L, and QM(x) is a
polynomial of a degree at mostM . The formal power series:
y(x) =
∞
i=1
ai(x− c)i,
y(x)− PL(x)
QM(x)
= O((x− c)L+M+1), (8)
determine the coefficients of PL(x) and QM(x) by equating.
Since we can clearly multiply the numerator and denomina-
tor by a constant and leave [L/M] unchanged, we imposed the
normalization condition:
QM(c) = 1. (9)
Finally, we require that PL(x) and QM(x) have noncommon
factors. If we write the coefficients of PL(x) and QM(x) as:
PL(x) = p0 + p1(x− c)+ · · · + pL(x− c)L,
QM(x) = q0 + q1(x− c)+ · · · + qM(x− c)M , (10)
then, by Eqs. (9) and (10), we may multiply Eq. (7) by QM(x),
which linearizes the coefficients equations. We can write out
Eq. (8) in more details as:
aL+1 + aLq1 + · · · + aL−MqM = 0,
aL+2 + aL+1q1 + · · · + aL−M+2qM = 0,
...
aL+M + aL+M−1q1 + · · · + aLqM = 0,
(11)

a0 = p0,
a1 + a0q1 = p1,
...
aL + aL−1q1 + · · · + a0qL = pL.
(12)
To solve these equations, we start with Eq. (11), which is a
set of linear equations for all the unknown q′s. Once the q′s
are known, then Eq. (12) gives an explicit formula for the
unknown p′s, which complete the solution. If Eqs. (11) and (12)
are nonsingular, then we can solve them directly and obtain
Eq. (12), where Eq. (12) holds, and if the lower index on a sum
exceeds the upper, the sum is replaced by zero:

L
M

=

aL−M+1 · · · aL+1
...
. . .
...
aL · · · aL+M
L
j=M
aj−M(x− c)j · · ·
L
j=0
aj(x− c)j

aL−M+1 aL−M+2 · · · aL+1
...
...
. . .
...
aL aL+1 · · · aL+M
(x− c)M (x− c)M−1 · · · 1

.
Theorem 1. The [L/M] Padé approximant to any formal power
series y(x) is unique.
Proof. See [13]. 
In the Tau–Padé method, we use the method of Padé ap-
proximation after-treatment method to the solution obtained
by the Tau method. This after-treatment method improves the
proposed method.
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n x Exacty App.y A.T.Err. Est.Err. Pade [3, 2] Pade Err.
5
0.00 1.000000 0.999964 3.578163e−05 3.578163e−05 0.999995 4.810606e−06
0.20 1.221403 1.221399 3.559890e−06 1.669428e−06 1.221401 2.090922e−06
0.40 1.491825 1.491825 1.186132e−07 2.290024e−09 1.491825 1.206588e−07
0.60 1.822119 1.822122 3.607015e−06 2.290024e−09 1.822122 3.609088e−06
0.80 2.225541 2.225548 6.647873e−06 1.669428e−06 2.225549 8.175592e−06
1.00 2.718282 2.718258 2.405492e−05 3.578163e−05 2.718291 8.947726e−06Table 2: Exact and approximate solutions and errors of the Tau method and Pade approximant for Example 1.
n x Exacty App.y A.T.Err. Est.Err. Pade [4, 3] Pade Err.
7
0.00 1.000000 1.000000 1.597301e−07 1.597301e−07 1.000000 5.477186e−09
0.20 1.221403 1.221403 9.393339e−09 2.682853e−09 1.221403 6.738161e−09
0.40 1.491825 1.491825 7.614197e−10 4.089092e−13 1.491825 7.618349e−10
0.60 1.822119 1.822119 1.341060e−08 4.089092e−13 1.822119 1.341103e−08
0.80 2.225541 2.225541 2.796576e−08 2.682853e−09 2.225541 3.084066e−08
1.00 2.718282 2.718282 1.163730e−07 1.597301e−07 2.718282 5.981338e−084. Estimation of error function
In this section, an error function is obtained for the
approximate solution of Eqs. (1) and (2). Let en(x) = y(x) −
yn(x) be called the error function of Tau approximation yn(x) to
y(x) where y(x) is the exact solution. Hence yn(x) satisfies the
following problem:
F(x, yn, y′n, . . . , y
(m)
n )−
 b
a
k(x, t, yn, y′n, . . . , y
(m)
n )dt
= f (x)+ Hn(x), x ∈ [a, b], (13)
with:
m
j=1
C (1)ij y
(j−1)
n (a)+ C (2)ij y(j−1)n (b) = di, (14)
for i = 1, 2, . . . ,m. The function Hn(x) is the perturbation term
associated with yn(x). Hence:
Hn(x) = F(x, yn, y′n, . . . , y(m)n )
−
 b
a
k(x, t, yn, y′n, . . . , y
(m)
n )dt − f (x).
We proceed to find an approximation en,N(x) to the error
function en(x) in the sameway as we did before for the solution
of problems in Eqs. (1) and (2). Subtracting Eqs. (13) and
(14) from Eqs. (1) and (2), respectively, and taking a term of
expansions Fˆ(x) and Kˆ(x, t) around yn, the error function en(x)
satisfies the problem:
m
i=0
e(i)n
∂F
∂y(i)
(x, yn, y′n, . . . , y
(m)
n )
−
 b
a
m
i=0
e(i)n
∂F
∂y(i)
(x, t, yn, y′n, . . . , y
(m)
n )dt
= −Hn(x),
with:
m
j=1
C (1)ij e
(j−1)
n (a)+ C (2)ij e(j−1)n (b) = 0,
for i = 1, 2, . . . ,m.5. Error bound and convergence
In this section,we obtain an error bound for the approximate
solution, which implies convergence of the presented method.
Let us define the error function as:
en(x) = y(x)− yn(x),
where y(x) and yn(x) are the exact and approximate solutions
of Eq. (1), respectively. Then for the analytic function, y(x), it is
evident that:
|en(x)| = |y(x)− yn(x)| ≤ M |x− c|
n+1
(N + 1)! ,
where M = max{y(n+1)(x), x ∈ [a, b]}, and so en(x) → 0 as
n →∞.
6. Numerical examples
The following examples are given to clarify the accuracy of
the presentedmethod. Note that all of the presented results are
obtained by programming in Maple 8.
Example 1.
y(x)2 − y(x)y′(x)+
 1
0
4xty(t)2dt
= x(1+ e2), x ∈ [0, 1],
y(0) = 1.
The exact solution is given by y(x) = ex. For the numerical
results with n = 5, 7, see Tables 1 and 2.
Example 2.y′(x)−
 π
4
0
y(t)y′(t)dt = sec(x)2 − 1
2
, x ∈

0,
π
4

,
y(0) = 0.
The exact solution is given by y(x) = tan(x). For the numerical
results with n = 6, see Table 3.
Example 3.
y′(x)−
 1
0
ety(t)y′′(t)dt
= e−1 − e−x − 1, x ∈ [0, 1],
y(0) = 1, y′(0) = −1.
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n x Exacty App.y A.T.Err. Est.Err. Pade [3, 3] Pade Err.
6
0.00 0.000000 0.000395 3.946578e−04 3.946578e−04 0.000096 9.629413e−05
0.16 0.158384 0.158417 3.266612e−05 1.104789e−05 0.158408 2.343018e−05
0.31 0.324920 0.324871 4.858879e−05 5.051620e−09 0.324871 4.859352e−05
0.47 0.509525 0.509405 1.205966e−04 5.051620e−09 0.509405 1.205913e−04
0.63 0.726543 0.726336 2.063336e−04 1.104789e−05 0.726350 1.926277e−04
0.79 1.000000 0.999148 8.522208e−04 3.946578e−04 0.999734 2.663711e−04Table 4: Exact and approximate solutions and errors of the Tau method and Pade approximant for Example 3.
n x Exacty App.y A.T.Err. Est.Err. Pade [3, 2] Pade Err.
5
0.00 1.000000 0.999987 1.280141e−05 1.280141e−05 0.999999 6.513576e−07
0.20 0.818731 0.818728 2.977666e−06 5.972626e−07 0.818728 2.415279e−06
0.40 0.670320 0.670314 6.036808e−06 8.192903e−10 0.670314 6.036045e−06
0.60 0.548812 0.548802 9.736524e−06 8.192903e−10 0.548802 9.735771e−06
0.80 0.449329 0.449315 1.402418e−05 5.972626e−07 0.449315 1.348352e−05
1.00 0.367879 0.367850 2.941320e−05 1.280141e−05 0.367861 1.801470e−05Table 5: Exact and approximate solutions and errors of the Tau method and Pade approximant for Example 3.
n x Exacty App.y A.T.Err. Est.Err. Pade [5, 2] Pade Err.
7
0.00 1.000000 1.000000 5.755095e−08 5.755095e−08 1.000000 8.052138e−10
0.20 0.818731 0.818731 1.268779e−08 9.666350e−10 0.818731 1.172365e−08
0.40 0.670320 0.670320 2.797994e−08 1.473304e−13 0.670320 2.797979e−08
0.60 0.548812 0.548812 4.429280e−08 1.473304e−13 0.548812 4.429266e−08
0.80 0.449329 0.449329 6.156055e−08 9.666350e−10 0.449329 6.064465e−08
1.00 0.367879 0.367879 1.325714e−07 5.755095e−08 0.367879 7.898585e−08Figure 1: A.T.Err. and pade Err. of Example 1 with n = 5.
The exact solution is given by y(x) = e−x. For the numerical
results with n = 5, 7, see Tables 4 and 5.
Example 4 ([14]).
y′(x)−
 1
0
1
5
ex+ty(t) cos(y(t))dt
= 1− 1
10
ex+1 cos(1), x ∈ [0, 1],
y(0) = 0.
The exact solution is given by y(x) = x. For the numerical
results with n = 4, 10, see Tables 6 and 7.
Example 5 ([14]).
y′(x)−
 1
0
t arctan(y(t))dt
= 2x+ 1
8
(−π + ln(4)), x ∈ [0, 1],
y(0) = 0.Figure 2: A.T.Err. and pade Err. of Example 2 with n = 6.
The exact solution is given by y(x) = x2. For the numerical
results with n = 3, 15, see Tables 8 and 9.
In Figures 1 through 5, the absolute errors are compared for
the Adomian–Tau and Pade approximates.
Remark 1. Note that in Tables 1–9 and Figures 1–5, the
notations Exacty App.y and A.T.Err., Est. Err., pade and Pade Err.
denote, respectively, the exact and approximate solution of the
Adomian–Tau method, absolute error and absolute estimation
error of the Adomian–Tau method, Pade approximate solution
and absolute error of the Pade approximation.
Tables 10 and 11 show the absolute errors reported in [14].
Remark 2. Note that the reported results in Tables 1–9 show
that by increasing the value of n, the approximate solution
is improved and converges to the exact solution which
confirm the subject of Section 5. Figures 1–5 show that the
Pade approximation has superiority with respect to the Tau
approximation in most cases.
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n x Exacty App.y A.T.Err. Est.Err. Pade [2, 2] Pade Err.
4
0.00 0.000000 0.000000 2.025765e−13 2.025765e−13 0.000000 2.250850e−14
0.10 0.100000 0.100000 4.969931e−11 6.638027e−14 0.100000 4.962388e−11
0.20 0.200000 0.200000 1.044922e−10 1.575235e−14 0.200000 1.044739e−10
0.30 0.300000 0.300000 1.650869e−10 2.074384e−15 0.300000 1.650844e−10
0.40 0.400000 0.400000 2.320668e−10 6.482449e−17 0.400000 2.320667e−10
0.50 0.500000 0.500000 3.060931e−10 0 0.500000 3.060931e−10
0.60 0.600000 0.600000 3.879049e−10 6.482449e−17 0.600000 3.879049e−10
0.70 0.700000 0.700000 4.783188e−10 2.074384e−15 0.700000 4.783215e−10
0.80 0.800000 0.800000 5.782296e−10 1.575235e−14 0.800000 5.782508e−10
0.90 0.900000 0.900000 6.886094e−10 6.638027e−14 0.900000 6.887016e−10
1.00 1.000000 1.000000 8.105087e−10 2.025765e−13 1.000000 8.107981e−10Table 7: Exact and approximate solutions and errors of the Tau method and Pade approximant for Example 4.
n x Exacty App.y A.T.Err. Est.Err. Pade [5, 5] Pade Err.
10
0.00 0.000000 0.000000 8.751320e−28 8.751320e−28 0.000000 3.789573e−29
0.10 0.100000 0.100000 4.563601e−18 7.517327e−29 0.100000 4.563601e−18
0.20 0.200000 0.200000 9.607160e−18 3.174953e−30 0.200000 9.607160e−18
0.30 0.300000 0.300000 1.518115e−17 3.670570e−32 0.300000 1.518115e−17
0.40 0.400000 0.400000 2.134137e−17 1.792270e−35 0.400000 2.134137e−17
0.50 0.500000 0.500000 2.814946e−17 0 0.500000 2.814946e−17
0.60 0.600000 0.600000 3.567357e−17 1.792270e−35 0.600000 3.567357e−17
0.70 0.700000 0.700000 4.398899e−17 3.670570e−32 0.700000 4.398899e−17
0.80 0.800000 0.800000 5.317896e−17 3.174953e−30 0.800000 5.317896e−17
0.90 0.900000 0.900000 6.333544e−17 7.517327e−29 0.900000 6.333544e−17
1.00 1.000000 1.000000 7.456008e−17 8.751320e−28 1.000000 7.456008e−17Table 8: Exact and approximate solutions and errors of the Tau method and Pade approximant for Example 5.
n x Exacty App.y A.T.Err. Est.Err. Pade [2, 0] Pade Err.
3
0.00 0.000000 0.000000 0 0 0.000000 0
0.10 0.010000 0.010011 1.064586e−05 0 0.010011 1.064586e−05
0.20 0.040000 0.040021 2.129172e−05 0 0.040021 2.129172e−05
0.30 0.090000 0.090032 3.193757e−05 0 0.090032 3.193757e−05
0.40 0.160000 0.160043 4.258343e−05 0 0.160043 4.258343e−05
0.50 0.250000 0.250053 5.322929e−05 0 0.250053 5.322929e−05
0.60 0.360000 0.360064 6.387515e−05 0 0.360064 6.387515e−05
0.70 0.490000 0.490075 7.452101e−05 0 0.490075 7.452101e−05
0.80 0.640000 0.640085 8.516687e−05 0 0.640085 8.516687e−05
0.90 0.810000 0.810096 9.581272e−05 0 0.810096 9.581272e−05
1.00 1.000000 1.000106 1.064586e−04 0 1.000106 1.064586e−04Figure 3: A.T.Err. and pade Err. of Example 3 with n = 5.
To compare our results with the reported results in [14], see
Tables 10 and 11.
7. Conclusion
In this paper, we solved a problem in general form
which is important in practice and involves general forms ofFigure 4: A.T.Err. and pade Err. of Example 4 with n = 4.
linear and non-linear initial and boundary value problems,
general forms of linear and non-linear Volterra integral and
integro-differential equations and finally general forms of
linear andnon-linear Fredholm integral and integro-differential
equations. We also designed a remarkably simple algorithm by
combining the operation approach of the Tau method and the
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n x Exacty App.y A.T.Err. Est.Err. Pade [2, 0] Pade Err.
15
0.00 0.000000 0.000000 0 0 0.000000 0
0.10 0.010000 0.010000 6.870759e−09 0 0.010000 6.870759e−09
0.20 0.040000 0.040000 1.374152e−08 0 0.040000 1.374152e−08
0.30 0.090000 0.090000 2.061228e−08 0 0.090000 2.061228e−08
0.40 0.160000 0.160000 2.748304e−08 0 0.160000 2.748304e−08
0.50 0.250000 0.250000 3.435379e−08 0 0.250000 3.435379e−08
0.60 0.360000 0.360000 4.122455e−08 0 0.360000 4.122455e−08
0.70 0.490000 0.490000 4.809531e−08 0 0.490000 4.809531e−08
0.80 0.640000 0.640000 5.496607e−08 0 0.640000 5.496607e−08
0.90 0.810000 0.810000 6.183683e−08 0 0.810000 6.183683e−08
1.00 1.000000 1.000000 6.870759e−08 0 1.000000 6.870759e−08Figure 5: A.T.Err. and pade Err. of Example 5 with n = 2.
Table 10: Absolute errors for Example 4.
x j = 9, h = 5 j = 17, h = 5
0 0 0
0.1 1.3853e−5 2.9956e−6
0.2 2.5281e−5 5.5981e−6
0.3 3.5902e−5 9.7780e−6
0.4 4.8637e−5 1.2998e−5
0.5 6.8237e−5 1.7391e−5
0.6 9.0694e−5 2.2317e−5
0.7 1.0909e−4 2.6603e−5
0.8 1.2638e−4 3.3488e−5
0.9 1.4737e−4 3.8782e−5
1 1.7969e−4 4.6006e−5
Table 11: Absolute errors for Example 5.
x j = 9, h = 6 j = 17, h = 6
0 0 0
0.1 3.2161e−4 9.0826e−5
0.2 6.4323e−4 1.8165e−4
0.3 9.6484e−4 2.7248e−4
0.4 1.2864e−3 3.6330e−4
0.5 1.6081e−3 4.5413e−4
0.6 1.9297e−3 5.4495e−4
0.7 2.2513e−3 6.3578e−4
0.8 2.5729e−3 7.2661e−4
0.9 2.8945e−3 8.1743e−4
1 3.2161e−3 9.0826e−4
ADM, which has high accuracy for solving the abovementioned
problems and we clarified the accuracy by solving numerical
examples (see Tables 1–9). Note that the factors that affect on
the error of this method may be considered as follows:1. The number of terms that we use for the approximate
solution, which depends on the smoothness of the functions
F , K and f .
2. The length of the interval [a, b].
3. The number of digits thatweuse in computing the numerical
results.
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