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Abstrakt
Cı´lem te´to bakala´rˇske´ pra´ce je rozsˇı´rˇenı´ aplikace Atop o komunikaci server-klient, kdy
sta´vajı´cı´ aplikace bude doplneˇna o za´pis na socket ta bude pouzˇita na straneˇ klienta.
Prˇijı´macı´ strana da´le jen server, tato data prˇijme na socketu, nebo jako generovany´ soubor
Atopem, dekomprimuje je a ulozˇı´ do databa´ze.
Prvnı´ cˇa´st pra´ce se zaby´va´ popisem pu˚vodnı´ aplikace Atop, jejı´ funkcˇnostı´ a vy´stu-
pem. V druhe´ kapitole je popsa´na analy´za pu˚vodnı´ aplikace, pouzˇite´ technologie pro
u´pravu sta´vajicı´ aplikace a vy´voj nove´ aplikace serveru. Da´le je zde popsa´na implemen-
tace jednotlivy´ch cˇa´stı´. V trˇetı´ kapitole je popsa´na datova´ vrstva aplikace, analy´za, na´vrh
a implementace databa´ze. V poslednı´ kapitole je uveden proces testova´nı´ cele´ aplikace a
porovna´nı´ generovany´ch dat proti aplikaci SAR.
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Abstract
The aim of this thesis is to extend theAtop applicationwith server – client communication
as the current application is to be enhanced by the possibility of output into a socketwhich
will be used on the part of the client. The receiving part, the server, will receive the data
from the socket or as a file by generated by Atop. Then the data will be decompressed
and saved into a database.
The first part of the thesis deals with a description of the original version of the Atop
application, its functionality and outcome. The second chapter contains the analysis of the
original application, a description of used technologies for upgrading the current version
and the description of development of a new server application. Next the implementation
of individual parts is described here. The third chapter deals with a description of a data
layer of the application, contains an analysis and proposal for implementation of the
database. In the last chapter the process of testing of whole application is mention and
comparison of generated data in comparison with the SAR application.
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Seznam pouzˇity´ch zkratek a symbolu˚
ACID – Atomicity, Consistency, Isolation, Durability
ANSI – American National Standards Institute
SQL – Structured Query Language
DML – Data manipulation language
MVCC – Multiversion concurrency control
T-SQL – Transact Structured Query Language
PL/SQL – Procedural Language Structured Query Language
LZ77 – Lempel-Ziv 77
RAM – Random-Access Memory
CPU – Central Processing Unit
HDD – Hard Disk Drive
CMD – Command
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71 U´vod
Du˚vodem zvolenı´ te´matu byla mozˇnost navrhnout a realizovat rˇesˇenı´, ktere´ bude dlou-
hodobeˇ vyuzˇı´va´no a da´le rozvı´jeno pro monitoring ru˚zny´ch serveru˚, od databa´zovy´ch
prˇes webove´ azˇ po telefonnı´ u´strˇedny.
Tato pra´ce by meˇla zefektivnit pra´ci s generova´ny´mi daty, kdy nad teˇmito daty bude
mozˇne´ prova´deˇt ru˚zne´ analy´zy. Prˇedevsˇı´m nad daty vyteˇzˇova´nı´ fyzicke´ho nebo virtual-
nı´ho stroje uzˇivatelsky´mi procesy. Umozˇnı´ tak v co nejmensˇı´m mozˇne´m cˇase zjistit zda a
co zpu˚sobilo naprˇı´kladmaxima´lnı´ za´teˇzˇ procesoru nebo jak za urcˇitou dobu rostly na´roky
na fyzickou pameˇt’. Proto je take´ tento syste´m sledova´nı´ vhodny´ i pro vy´voja´rˇe ru˚zny´ch
aplikacı´. Takto upraveny´ program Atop umozˇnı´ prˇi zda´nliveˇ nena´padne´m ru˚stu pameˇti,
po delsˇı´ dobu, zjistit naprˇı´klad neuvolneˇnı´ pameˇti sledovane´ aplikace. Implementace by
meˇla snı´zˇit na´rocˇnost za´pisu statistik a potrˇebu fyzicke´ho prˇı´stupu k teˇmto statistika´m,
snı´zˇı´ se tak i vytı´zˇenı´ monitorovane´ho stroje a jeho potrˇeb na datovy´ prostor.
Tı´m, zˇe jsou tyto statistiky ukla´da´ny do databa´ze je takto umozˇneˇna rychlejsˇı´ pra´ce
nad vybrany´mi daty. Prˇi vyhleda´va´nı´ jizˇ zmı´neˇne´ho procesu, i po delsˇı´ dobeˇ, lze zjistit,
jak proces pracoval v cˇase s procesorem, pameˇtı´ nebo jak cˇasto prˇistupoval na disk. V
prˇı´padeˇ, zˇe by byly statistiky ukla´da´ny na disk jako RAW soubor, nebylo by mozˇne´ tato
data tak u´cˇinneˇ a rychle prohleda´vat.
82 Srovna´nı´ Atopu s jiny´mi produkty
2.1 Top
Top je pu˚vodnı´ unixovy´ na´stroj pro zobrazenı´ za´teˇzˇe syste´mu. Podobneˇ jako Atop zobra-
zuje statistiku syste´mu, informace o syste´mu (doba beˇhu, pocˇet prˇihla´sˇeny´ch uzˇivatelu˚,
pru˚meˇrna´ za´teˇzˇ v ru˚zny´ch cˇasovy´ch intervalech, pocˇet aktivnı´ch a beˇzˇı´cı´ch procesu˚, vy-
uzˇitı´ pameˇti, procesoru, swapu a seznam procesu˚). Take´ umı´ pracovat s procesy (zaslat
signa´l SIGKILL, nastavovat ru˚znou prioritu). Na rozdı´l od Atopu neumı´ zobrazovat sta-
tistiky jednotlivy´ch sı´t’ovy´ch rozhranı´, statistiky disku˚, statistiky ukla´dat do souboru a
komprimovat je.
2.2 Htop
Vy´stup Htopu je ve srovna´nı´ s Top a Atopem graficky le´pe zpracovany´, respektive vı´ce
prˇehledny´. Vy´stupnı´ data se proti Topu nijak nelisˇı´, naproti tomu, Atop disponuje vy´pi-
sem sı´t’ovy´ch rozhranı´ a jejich statistikami, take´ obsahuje podrobneˇjsˇı´ statistiky procesu˚.
Funkcionalita je v dalsˇı´ch atributech stejna´, jako u prˇedchozı´ch dvou monitoru˚ syste´mu.
2.3 Nmon
Nmon zobrazuje podobne´ statistiky jako Top a Atop, ale kromeˇ toho nabı´zı´ statistiku
obsazenı´ disku nebo podrobneˇjsˇı´ pohled na pocˇı´tacˇ (oznacˇenı´ procesoru, ja´dro, verzi
Linuxu atp.). Ve srovna´nı´ s Atopem neumı´ tato data ukla´dat do souboru.
2.4 SAR
SAR stejneˇ jako Atop zobrazuje statistiky syste´mu. Na rozdı´l od Atopu neumı´ zobrazit
statistiky jednotlivy´ch procesu˚.
2.5 IOTOP
Zobrazı´ pouze informace, jak ktery´ proces vyuzˇı´va´ disk. Za´rovenˇ vypı´sˇe prˇehled jakou
rychlostı´ jsou data zapisova´na a cˇtena z pevne´ho disku.
2.6 LATENCYTOP
Vypı´sˇe pouze informace s reakcˇnı´mi cˇasy. Pomu˚zˇe odhalit, co brzdı´ spousˇteˇnı´ a beˇh
programu. Mu˚zˇe jı´t naprˇı´klad o cˇeka´nı´ na vstup z disku nebo ze sı´teˇ.
2.7 POWERTOP
Aplikace zjistı´, ktere´ spusˇteˇne´ procesy zpu˚sobujı´ probouzenı´ procesu˚ a tı´m zvy´sˇenou
spotrˇebu energie. Ve srovna´nı´ s dalsˇı´mi jizˇ zmı´neˇny´mi aplikacemi, je tato aplikace jedina´,
ktera´ tuto informaci umı´ zobrazit, na rozdı´l od ostatnı´ch nezobrazı´ zˇa´dne´ dalsˇı´ statistiky.
92.8 Procˇ Atop
Atop byl nejvhodneˇjsˇı´ volbou z monitorovacı´ch syste´mu˚. Jako jediny´ pokry´va´ nejvı´ce
statistik za´teˇzˇe syste´mu. Dı´ky pouzˇitı´ standardnı´ch funkcı´ a dobrˇe komentovane´ho zdro-
jove´ho ko´du je pra´veˇ on vhodny´ pro ru˚zne´ u´pravy.
Obra´zek 1: Atop
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3 Detailnı´ popis programu atop
Program ATOP je interaktivnı´ monitor zobrazujı´cı´ zatı´zˇenı´ syste´mu Linux. Ukazuje za-
tı´zˇenı´ nejkriticˇteˇjsˇı´ch hardwarovy´ch zdroju˚ (z pohledu vy´konu) na u´rovni syste´mu, tj.
cpu, pameˇt’, disk, sı´t’ a mnozˇstvı´ internı´ch informacı´ o ja´drˇe OS (zpracova´nı´ prˇerusˇenı´,
prˇepı´na´nı´ kontextu, informace o scheduleru, a dalsˇı´).
ATOP ukazuje, ktere´ procesy jsou zodpoveˇdne´ za indikovane´ zatı´zˇenı´ s ohledem na
procesor a pameˇti zatı´zˇene´ na procesnı´ u´rovni. Diskove´ zatı´zˇenı´ je zobrazeno, pokud
proces ”za´pisu dat”je aktivnı´ v ja´drˇe, nebo v prˇı´padeˇ zˇe je nainstalova´n jaderny´ patch
“cnt”. Zatı´zˇenı´ sı´teˇ se zobrazı´ pouze na proces. Za kazˇdy´ interval (vy´chozı´: 10 sekund)
atop zobrazuje vzˇdy vyuzˇite´ prostrˇedky na u´rovni syste´mu (CPU, pameˇt’, disky a sı´t’ove´
vrstvy), na´sleduje seznam procesu˚, ktere´ byly aktivnı´ prˇi poslednı´m intervalu, vsˇechny
procesy, ktere´ byly beze zmeˇny beˇhem poslednı´ho intervalu nejsou zobrazeny. Pokud
seznamaktivnı´chprocesu˚ nenı´ cely´ na obrazovce, je zobrazen jenvrchol seznamu (serˇazen
v porˇadı´ aktivity) v tomto seznamu je mozˇne´ scrollovat a meˇnit serˇazenı´.
Intervaly jsou opakova´ny, dokud nenı´ dosazˇeno pocˇtu vzorku˚ uvedeny´ch jako argu-
ment prˇı´kazu, nebo dokud nenı´ v interaktivnı´m rezˇimu stisknuta kla´vesa ”q”.Kdyzˇ se
ATOP spustı´, kontroluje, zda je smeˇrova´n vy´stupnı´ kana´l na obrazovku nebo do sou-
boru. V prvnı´m prˇı´padeˇ se vy´stup na obrazovce rˇı´dı´ prˇes ncurses, tzn. vyuzˇitı´ knihovny
poskytujı´cı´ rozhranı´ pro tvorbu aplikacı´ v textove´m rezˇimu beˇzˇı´cı´ch v termina´lu. V dru-
he´m prˇı´padeˇ se vytva´rˇı´ ASCII-vy´stup.V interaktivnı´m rezˇimu, se vy´stup ATOPU meˇnı´
dynamicky podle soucˇasny´ch rozmeˇru˚ obrazovky / okna. Lze jej take´ ovla´dat stiskem
kla´ves.Je vsˇak take´ mozˇne´ stanovit takovou kla´vesu jako parametr v prˇı´kazove´m rˇa´dku.
V druhe´m prˇı´padeˇ ATOP prˇepne do urcˇene´ho rezˇimu, tento rezˇimmu˚zˇe by´t zmeˇneˇn opeˇt
interaktivneˇ. Urcˇenı´ parametru je zvla´sˇteˇ uzˇitecˇne´, kdyzˇ beˇzˇı´ ATOP s vy´stupem do sou-
boru. Pouzˇite´ prˇı´znaky jsou stejne´ jako kla´vesy, ktere´ mohou by´t pouzˇite´ v interaktivnı´m
rezˇimu.
3.1 Proces za´pisu
Aby bylo mozˇne´ uchova´vat statistiky syste´mu a procesu˚ pro dlouhodobou analy´zu naprˇ.
pro kontrolu zatı´zˇenı´ syste´mu a zatı´zˇenı´ jednotlivy´mi procesy spusˇteˇny´mi naprˇ. vcˇera
03:00 - 16:00, je mozˇne´ ukla´dat syste´move´ statistiky na u´rovni procesu v komprimovane´m
bina´rnı´m forma´tu. Pokud tento soubor jizˇ existuje a je uzna´n Atopem jako platny´ soubor,
bude zapisovat nove´ vzorky na konec souboru, pokud soubor neexistuje, bude vytvorˇen.
Ve vy´chozı´mnastavenı´ zapisuje pouzeprocesy, ktere´ byly v aktivnı´m stavu. Taktoulozˇeny´
soubor lze cˇı´st a vizualizovat.
3.2 Popis vy´stupu
V za´hlavı´ se zobrazuje cˇas a nastavena´ de´lka tohoto vzorku. Pro kazˇdy´ vzorek, Atop
nejprve zobrazı´ rˇa´dky vztahujı´cı´ se k cˇinnosti na u´rovni syste´mu. Pokud dany´ syste´movy´
zdroj nebyl pouzˇit beˇhem intervalu, je potlacˇen cely´ rˇa´dek vztahujı´cı´ se k tomuto pro-
strˇedku. Takzˇe pocˇty rˇa´dku˚ na u´rovni syste´mu se mohou lisˇit pro kazˇdy´ vzorek. Pote´
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se zobrazı´ seznam procesu˚, ktere´ byly aktivnı´ prˇi poslednı´m intervalu. Tento seznam ve
vy´chozı´m nastavenı´ je serˇazen podle vytı´zˇenı´ cpu, nastavenı´ mu˚zˇe by´t zmeˇneˇno pomocı´
kla´ves.
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4 Syste´move´ prostrˇedky
Obra´zek 2: Syste´move´ prostrˇedky
Informace na u´rovni syste´mu se skla´dajı´ z na´sledujı´cı´ch vy´stupnı´ch u´daju˚:
4.1 Soucˇty za procesy a vla´kna - PRC
Tento rˇa´dek obsahuje celkovy´ procesorovy´ cˇas, spotrˇebovany´ v syste´move´m rezˇimu a
v uzˇivatelske´m rezˇimu, celkovy´ pocˇet procesu˚ prˇı´tomny´ch v te´to chvı´li, pocˇet zombie
procesu˚ a pocˇet procesu˚, ktere´ skoncˇily beˇhem intervalu.
4.2 Vytı´zˇenı´ CPU - CPU
Alesponˇ jeden rˇa´dek je zobrazen po celkove´m obsazenı´ vsˇech CPU dohromady. V prˇı´-
padeˇ multi-procesorovy´ch syste´mu, je kazˇdy´ dalsˇı´ rˇa´dek zobrazen pro kazˇdy´ jednotlivy´
procesor, kde jsou serˇazeny podle vytı´zˇenı´. Neaktivnı´ CPU ve vy´chozı´m nastavenı´ nejsou
zobrazeny. Rˇa´dky ukazujı´cı´ vyuzˇitı´ cpu obsahujı´ v poslednı´m poli jejı´ cˇı´slo. Kazˇdy´ rˇa´dek
obsahujeprocentaprocesorove´ho cˇasu stra´vene´hov rezˇimu ja´dra vsˇemi aktivnı´miprocesy
(”sys”), procenta procesorove´ho cˇasu spotrˇebova´va´ v uzˇivatelske´m rezˇimu (”uzˇivatel”),
pro vsˇechny aktivnı´ procesy (vcˇetneˇ procesu˚ probı´hajı´cı´ch s hodnotami vysˇsˇı´mi nezˇ nula),
procento procesorove´ho cˇasu stra´vene´ho zpracova´nı´m prˇerusˇenı´ (”irq”), procento nevy-
uzˇite´ho cˇasu procesoru (”idle”), procento cˇasu stra´vene´ho cˇeka´nı´m na diskove´ operace
(”wait”). Poslednı´ sloupec zobrazuje pocˇet CPU a cˇeka´nı´ v procentech(”w”) pro dany´
procesor. Pocˇet rˇa´dku˚ zachycujı´cı´ch vyuzˇitı´ cpu mu˚zˇe by´t omezen. Prˇi spusˇteˇnı´ Atopu
na virtua´lnı´m stroji, mu˚zˇe zobrazit procesorovy´ cˇas jiny´ch virtualnı´ch stroju˚ beˇzˇı´cı´ch na
stejne´m hardwaru. Takovy´ cˇas je potom zobrazen jako (“steal”). Vyuzˇitı´ procesorove´ho
cˇasu fyzicky´m strojem je zobrazeno jako (“host”).
4.3 CPU load information - CPL
Tento rˇa´dek obsahuje u´daje vytı´zˇenı´ odra´zˇejı´cı´ pocˇet procesu˚, ktere´ cˇekajı´ na CPU, nebo
cˇekajı´cı´ch na diskove´ operace. Tyto u´daje jsou v pru˚meˇru za 1 (”avg1”), 5 (”avg5”) a
15 (”avg15”) minut. Da´le je zobrazen pocˇet prˇepnutı´ kontextu (”CSW”), pocˇet obslu-
hovany´ch prˇerusˇenı´ (”intr”) a pocˇet cpu, ktere´ jsou k dispozici. Pokud sˇı´rˇka termina´lu
neumozˇnˇuje vsˇechny tyto polozˇky´ vypsat, je zobrazena jen relevantnı´ cˇa´st.
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4.4 Vyuzˇitı´ pameˇti - MEM
Tento rˇa´dek obsahuje celkove´mnozˇstvı´ fyzicke´ pameˇti (”tot”), mnozˇstvı´ pameˇti, ktera´ je v
soucˇasne´ dobeˇ nevyuzˇita (”free”),mnozˇstvı´ pameˇti vpouzˇitı´ jako cache stra´nek (”Cache”),
velikost pameˇti v ra´mci stra´nek mezipameˇti, ktere´ musı´ by´t zapsa´ny na disk (”dirty”),
mnozˇstvı´ pouzˇite´ pameˇti prometa data souborove´ho syste´mu (”buff”) amnozˇstvı´ pameˇti
pouzˇı´vane´ pro malloc.
4.5 Swap - SWP
Tento rˇa´dek obsahuje celkove´ mnozˇstvı´ odkla´dacı´ho prostoru na disku (”tot”) a mnozˇstvı´
volne´ho odkla´dacı´ho prostoru (”free”).
4.6 Paging frekvence - PAG
Tento rˇa´dek obsahuje pocˇet procesu˚, ktere´ ja´dro OS skenovalo ve snaze uvolnit pameˇt’
(pokud byla prˇekrocˇena dana´ hranice pro znovuuvolnˇova´nı´ (reclaim) (”scaning”), da´le
pocˇet prˇı´padu˚, kdy ja´dromuselo uvolnˇovat pameˇt’kvu˚li urgentnı´mu nedostatku (”stall”).
Rovneˇzˇ pocˇet pameˇt’ovy´ch stra´nek cˇteny´ch z odkla´dacı´ho prostoru (”swin”) a pocˇet pa-
meˇt’ovy´ch stra´nek, ktere´ syste´m zapsal do odkla´dacı´ho prostoru (”swout ’).
4.7 LVM / MDD / DSK - vyuzˇitı´ fyzicky´ch a logicky´ch disku˚
Zde jsou vyobrazeny informace o diskovy´ch jednotka´ch, ktere´ zobrazujı´ pro kazˇdou
jednotku tyto atributy:
• cˇa´st cˇasu, po ktery´ byl disk zanepra´zdneˇn vyrˇizova´nı´m zˇa´dostı´ (”busy”)
• pocˇet zˇadostı´ o cˇtenı´ (”read”)
• pocˇet zˇa´dostı´ o za´pis (”write”)
• pocˇet KiB za cˇtenı´ (”KB/r ’)
• pocˇet KiB za za´pis(”KB / w’)
• propustnost cˇtenı´ (’MBr/s”)
• propustnost za´pisu (’MBW/s”)
• pru˚meˇrna´ hloubka fronty (”AVQ”)
• pru˚meˇrny´ pocˇet milisekund potrˇebny´ch pro vyhleda´va´nı´ (”Avio”)
4.8 NET - vyuzˇitı´ rozhranı´ (TCP/IP)
Prvnı´ rˇa´dek je vyhrazen pro cˇinnost transportnı´ vrstvy (TCP a UDP).
14
4.8.1 Zde jsou zobrazeny tyto atributy:
• pocˇet prˇijaty´ch segmentu˚ (”tcpi”)
• pocˇet odeslany´ch segmentu˚ TCP (”tcpo”)
• pocˇet prˇijaty´ch UDP datagramu˚ (”udpi”)
• pocˇet odeslany´ch UDP datagramu˚ ( ”udpo”)
• pocˇet aktivnı´ch TCP (”tcpao”)
• pocˇet pasivnı´ TCP (”tcppo”)
• pocˇet vy´stupnı´ch prˇenosu˚ TCP (”tcprs”)
• pocˇet vstupnı´ch chyb TCP (”tcpie ”)
• pocˇet vy´stupnı´ch prˇenosu˚ TCP (”tcpor ”)
• pocˇet UDP zˇa´da´ny´ch portu˚ (”udpnp ”)
• pocˇet vstupnı´ch chyb UDP (”tcpie ’ )
4.8.2 Druhy´ rˇa´dek slouzˇı´ pro IP vrstvu a zobrazuje:
• pocˇet datagramu˚ protokolu˚ vysˇsˇı´ vrstvy vyuzˇity´ch pro prˇenos (”IPO”)
• pocˇet datagramu˚ obdrzˇeny´ch omylem (”IPP”)
• pocˇet prˇijaty´ch datagramu˚, ktere´ byly prˇeda´ny do jiny´ch rozhranı´ (”ipfrw”)
• pocˇet datagramu˚, ktere´ byly doda´ny na vysˇsˇı´ vrstveˇ protokolu˚ (”deliv”)
• pocˇet prˇijaty´ch ICMP datagramu˚ (”icmpi”)
• pocˇet odeslany´ch ICMP datagramu˚ (”icmpo”)
Dalsˇı´ rˇa´dky jsou urcˇeny pro aktivnı´ rozhranı´ serˇazene´ podle cˇinnosti.
4.8.3 Dalsˇı´ atributy aktivnı´ch sı´t’ovy´ch rozhranı´:
• pocˇet prˇijaty´ch paketu˚ (”pcki”)
• pocˇet prˇeneseny´ch paketu˚ (”pcko”)
• efektivnı´ mnozˇstvı´ bitu˚ prˇijaty´chza sekundu (”si”)
• efektivnı´ mnozˇstvı´ bitu˚ prˇeneseny´ch zasekundu (”co”)
• pocˇet kolizı´ (”Sb”)
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• pocˇet prˇijaty´ch paketu˚ vı´cesmeˇrove´ho vysı´la´nı´ (”mlti”)
• pocˇet chyb prˇi prˇı´jmu paketu (”ERRI”)
• pocˇet chyb prˇi prˇenosu paketu (”erro”)
• pokles prˇijaty´ch paketu˚ (”drpi”)
• pokles prˇeneseny´ch paketu˚ (”drpo”).
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5 Statistiky jednotlivy´ch procesu˚
Obra´zek 3: Statistiky jednotlivy´ch procesu˚
V na´vaznosti na informace na u´rovni syste´mu jsou v jednotlivy´ch intervalech zobra-
zeny procesy a jimi vyuzˇite´ zdroje. Zde jsou zobrazeny vyuzˇitı´ pameˇti, sı´t’ove´ pozˇadavky
a vyuzˇitı´ procesorove´ho cˇasu.
5.1 Popis vy´stupu˚:
5.1.1 CPU
ZdeAtop zobrazuje vyuzˇitı´ CPU procesem, jako procento vyuzˇitı´ celkove´ kapacity proce-
soru. Je zde zobrazena take´ identifikace procesoru a hlavnı´ho vla´kna CPUNR. SYSCPU,
ktera´ vyjadrˇuje cˇasovou na´rocˇnost procesu v sekunda´ch.
5.1.2 CMD
Na´zevprocesuCMD.Tentona´zevmu˚zˇe by´t obklopen ”mensˇı´/veˇtsˇı´ nezˇ”, cozˇ znamena´, zˇe
tento proces byl dokoncˇen v poslednı´m intervalu. Za zkratkou ”CMD”v za´hlavı´ rˇa´dku, se
zobrazı´ aktua´lnı´ cˇı´slo stra´nky a celkovy´ pocˇet stra´nek vy´pisu. Zobrazenı´m COMMAND-
LINE odpovı´da´ cele´mu prˇı´kazu procesu vcˇetneˇ jeho argumentu˚ prˇedany´ch na prˇı´kazove´
rˇa´dce. Filesystem groupid a userid je zobrazeno za FSGID a FSUID, pocˇet major/minor
vy´padku˚ stra´nek procesu Atop vypisuje jako MAJFLT a MINFLT.
5.1.3 DISK
Pru˚meˇrna´ velikost jednoho cˇtenı´ procesem z disku je zobrazena jako AVGRSZ, za´pisu
pak AVGWSZ, DSK procentualnı´ podı´l vyuzˇı´tı´ disku˚ procesem, tzn. pocˇet prˇı´stupu˚ v
poslednı´m intervalu v procentech. Za´pis fyzicky´ch dat na disk WRDSK, cˇtenı´ RRDSK.
WCANCEL zobrazı´ odstraneˇna´ data procesu.
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5.1.4 PROCES – hlavnı´ informace
Datum, kdy byl proces dokoncˇen je vyja´drˇen jako ENDATE, cˇas ENTIME, v prˇı´padeˇ, zˇe
proces sta´le beˇzˇı´ Atop zobrazı´ ”active“. Efektivnı´ uzˇivatelske´ id, ktere´ proces obdrzˇel je
vypsa´no jako Euid, EXC je na´vratovy´ ko´d ukoncˇene´ho procesu. Priorita procesu˚ NICE
je vyja´drˇena na stupnici od -20 (vysoka´ priorita) azˇ po 19 (nı´zka´ priorita). Atop vypı´sˇe
na vy´stup take´ pocˇet aktivnı´ch a ukoncˇeny´ch procesu˚ NPROCS, PID id procesu, POLI
politika procesu (normal, batch, idle, fifo, round robin). Kazˇdy´ paralelnı´ proces ma´ svu˚j
PPID, tedy pid podprocesu. Priorita procesu˚ je zobrazena jako PRI, real-time procesy
majı´ PRI v rozmezı´ 0 – 99 a timesharing 100 - 139. Realne´ id skupiny ve ktery´ch je proces
spusˇteˇn jsou zobrazeny jako RGID. Soucˇasny´ stav hlavnı´ho vla´kna procesu zobrazuje
jeden z teˇchto znaku˚: ”R“ v soucˇasne´ dobeˇ zpracova´va´, ”S“ cˇeka´ na uda´lost, ”D“ uspany´,
”Z“ zombie proces, ”T“ pozastaven, ”W“ swap, ”E“ ukoncˇenı´. Stav procesu˚ ST vypı´sˇe,
kdy byl proces zaha´jen, kdyzˇ byl proces zaha´jen v pocˇa´tecˇnı´m intervalu je vy´pis ”N”, ”E”
pak byl dokoncˇen v intervalu. Celkovy´ pocˇet vla´ken zobrazuje sloupec THR.
5.1.5 MEM
Vyuzˇitı´ pameˇti zobrazı´ jako MEM cozˇ je procento ty´kajı´cı´ se vyuzˇitı´ volny´ch prostrˇedku˚
procesem. Mnozˇstvı´ spotrˇebovane´ virtualnı´ pameˇti VGROW, ru˚st tohoto atributu mu˚zˇe
by´t zpu˚soben naprˇ. pozˇadavkem malloc() nebo prˇipojenı´m segmentu sdı´lene´ pameˇti.
Virtua´lnı´ ru˚st mu˚zˇe by´t take´ negativnı´ tı´m, zˇe je naprˇ. vola´no free() nebo odejmut segment
sdı´lene´ pameˇti. Velikost textove´ho segmentu je oznacˇena jako VSTEXT. Mnozˇstvı´ vyuzˇite´
rezidentnı´ pameˇtı´ je zobrazeno za atributemRGROW, celkove´ vyuzˇitı´ pameˇti v kilobytech
nebo megabytech pak Rsize.
5.1.6 NET - Sı´t’
NET je podı´l tohoto procesu ty´kajı´cı´ se celkove´ho zatı´zˇenı´ sı´teˇ. RNET/SNET je pocˇet
TCP a UDP paketu˚ prˇijaty´ch/prˇeneseny´ch tı´mto procesem. Pocˇet prˇijaty´ch datagramu˚
zobrazeny´ch ve sloupci RAWRC a odeslany´ch jako RAWSND. RDDSK zobrazı´ pocˇet
prˇı´stupu˚ k fyzicke´mu souboru. Pru˚meˇrna´ velikost prˇijı´mane´ho TCP spojenı´ je vyja´drˇena
za TCPRASZ, pocˇet zˇa´dostı´ je zobrazen ve sloupci nazvane´m TCPRCV, velikost prˇena´sˇe-
ne´ho bufferu TCPSASZ. TCPSND znamena´ pocˇet odesla´ny´ch zˇa´dostı´ tı´mto procesem pro
TCP socket. SUDPRASZ je pru˚meˇrna´ velikost prˇijı´mane´ho aUDPSASZprˇenesene´hoUDP
paketu v bajtech. UDPRCV je pocˇet prˇijaty´ch a UDPSND pocˇet odeslany´ch pozˇadavku˚
vydany´ch tı´mto procesem pro socket UDP. Sloupec USRCPU vyjadrˇuje spotrˇebu proce-
sorove´ho cˇasu v uzˇivatelske´m rezˇimu, v du˚sledku zpracova´nı´ vlastnı´ho textu programu.
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6 Pouzˇite´ technologie
6.1 Programovacı´ jazyk C
Jedna´ se o nı´zkou´rovnˇovy´, kompilovany´ programovacı´ jazyk, ktery´ vyvinuli Ken Thomp-
son a Dennis Ritchie pro potrˇeby operacˇnı´ho syste´mu Unix. Dnes se pouzˇı´va ANSI stan-
dard C99,ktery´ implementuje ru˚zna´ rozsˇı´rˇenı´ jazyka naprˇı´klad:
• Inline funkce
• Deklarace promeˇny´ch je mozˇna´ kdekoliv
• Nove´ datove´ typy long long int, bool
• Pole nekonstantnı´ velikosti
• Komentovanı´ rˇa´dku jako v jazyce C++
• Nove´ knihovny, funkce, hlavicˇkove´ soubory
6.2 Netbeans
Open source vy´vojove´ prostrˇedı´, pro volitelne´ platformy C/C++, JAVA, Python, PHP, na
ktere´m, ma´ velky´ podı´l firma Sun Microsystem, slouzˇı´ pro vy´voj softwarovy´ch aplikacı´
ru˚zne´ho typu naprˇ. konzolovy´ch, webovy´ch apod.
6.3 Kate
Jedna´ se o jednoduchy´ textovy´ editor s podporou syntaxe C/C++, PHP a dalsˇı´ch. Kate
nabı´zı´ take´ implementovany´ shell.
6.4 GCC
GNU Compiler Collection je volneˇ dostupna´ sada prˇekladacˇu˚, poprve´ vytvorˇena´ v roce
1985RichardemStallmanemv jazyce Pastel. V roce 1987 byla prˇepsa´na do jazykaCLenem
Towerem a Richardem Stallmanem. Od roku 1994 je prˇekladacˇ uzna´n jako implicitnı´ pro
distribuce Unixu.
6.5 Valgrind
Na´stroj pro ladeˇnı´ a profilova´nı´ spustitelny´ch souboru˚, distribuova´n pod licencı´ GNU.
Detekuje chyby souvisejı´cı´ se spra´vou pameˇti, zachycuje vsˇechny vola´nı´ funkcı´ mallo-
c/free/new/delete. Jeho vy´stupem jsou textove´ rˇeteˇzce, ktere´ uprˇesnˇujı´ chybove´ vy´pisy.
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6.6 PostgreSQL
Je plnohodnotny´, spolehlivy´ a bezpecˇny´ relacˇnı´ databa´zovy´ syste´m vyvı´jeny´ vı´ce jak
patna´ct let. Je funkcˇnı´ na vsˇech dostupny´ch a rozsˇı´rˇeny´ch syste´mech Linux, Mac OS X,
Solaris a Windows. Splnˇuje vsˇechny podmı´nky ACID, podporuje cı´zı´ klı´cˇe, operace join,
pohledy, funkce, procedury, triggery. Obsahuje SQL 2 a SQL 3 datove´ typy naprˇ. integer,
numeric, boolean, char, varchar, date, interval a timestamp. Tento databa´zovy´ syste´m je
srovnatelny´ se vsˇemi dostupny´mi komercˇnı´mi syste´my naprˇı´klad PL/SQL, T-SQL.
Hlavnı´ vlastnosti PostgreSQL jsou :
• Funkce - umozˇnˇuje spusˇteˇnı´ bloku ko´du
• Indexy - obsahuje podporu pro za´kladnı´ typ indexu B-tree, R-tree optimalizovany´
pro geometricka´ data, hash, zobecneˇny´ vyhleda´vacı´ strom GisT
• Triggery - uda´losti spousˇteˇne´ nad akcemi z SQL DML prˇı´kaz.
• MVCC – zajisˇteˇnı´ konzistence dat databa´zove´ho syste´mu.
• Uzˇivatelem definovane´ objekty
• Deˇdicˇnost
6.7 pgAdmin
PgAdmin je multiplatformnı´, administracˇnı´, open source rozhranı´ pro spra´vu databa´ze
PostgreSQL a databa´zi odvozeny´ch jako naprˇı´klad Greenplum Database.
6.7.1 Prˇı´stup k datu˚m
• K vybrany´m datu˚m se lze dostat pomocı´ dotazovacı´ho na´stroje. Tento na´stroj ma´
zvy´raznˇova´nı´ syntaxe a je v neˇm obsazˇena velmi rychla´ datova´ mrˇı´zˇka slouzˇı´cı´ k
zobrazenı´, zada´va´nı´ a spra´veˇ dat.
6.7.2 Prˇı´stup k objektu˚m
• Objekty jsou zobrazova´ny vcˇ. jejich definice v SQL a seznamem vlastnostı´. Mu˚zˇe se
take´ zobrazit seznam za´vislostı´ za´visejı´cı´ch objektu˚ a statistiky.
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7 Implementace rozsˇı´rˇenı´ server – klient
Monitor syste´mu Atop umozˇnˇuje ukla´dat generovane´ statistiky do souboru. Tento zpu˚-
sob vsˇak nenı´ vhodny´ pro stroje, na ktery´ch je potrˇeba minimalizovat zbytecˇnou za´teˇzˇ
syste´mu. Prˇikladem takove´ho stroje mohou by´t naprˇ. telefonnı´ u´strˇedny. Je zde nutne´
omezit cˇinnost Atopu k tomu, zˇe odesˇle generovane´ a komprimovane´ struktury na ser-
ver, ktery´ tato data zpracuje. Podpora je od verze 2.0 a vysˇsˇı´. Struktury da´le prˇevede do
bina´rnı´ podoby a odesˇle do databa´ze. V ra´mci kapitoly implementace rozsˇı´rˇenı´ server –
klient, jsou zmı´neˇna rozsˇı´rˇenı´, ktera´ splnˇujı´ vsˇechny dane´ pozˇadavky.
7.1 Analy´za pu˚vodnı´ aplikace
Pu˚vodnı´ aplikace ukla´da´ statistiky pouze do souboru, tzn., zˇe uzˇivatel mu˚zˇe zapisovat
statistiky pouze na disk a to mu˚zˇe ve´st k nechteˇne´ za´teˇzˇi syste´mu a proble´mu udrzˇet
tato data dlouhodobeˇ s ohledem na volne´ zdroje. Proto byla nutnost prˇidat k pu˚vodnı´
aplikaci funkci, ktera´ umozˇnı´ rozsˇı´rˇenı´ o odesla´nı´ teˇchto dat na socket, cozˇ je jeden z
prostrˇedku˚ meziprocesnı´ komunikace, ale lisˇı´ se prˇedevsˇı´m tı´m, zˇe komunikujı´cı´ procesy
nemusı´ by´t na stejne´m stroji. Zpracova´nı´ probı´ha´ na jine´m stroji, kde nenı´ nutnost striktneˇ
hlı´dat jakoukoliv generovanou za´teˇzˇ aplikacemi a volne´ prostrˇedky.Odpada´ tak zbytecˇny´
prˇı´stup na sledovany´ stroj jen proto, aby si uzˇivatel prosˇel nebo prˇesunul generovane´
statistiky. Tento proble´m rˇesˇı´ druha´ cˇa´st projektu server.
7.2 Analy´za implementace serveru
Vlastnosti, ktere´ vyplynuly z analy´zy pu˚vodnı´ aplikace, bylo potrˇeba doplnit po imple-
mentaci za´pisu na straneˇ klienta a o cˇtenı´ na straneˇ serveru. Tzn. prˇecˇı´st data ze socketu.
Prˇecˇtena´ data bylo nutne´ dekomprimovat, kontrolovat spra´vnost zapsany´ch dat (podle
verze a prˇideˇlene´ho kontrolnı´ho cˇı´sla), ukla´dat do vhodny´ch struktur, tyto struktury pro-
cha´zet a prˇeva´deˇt do bina´rnı´ podoby, aby je bylo mozˇne´ odeslat do databa´ze. Pro dalsˇı´
potrˇeby byla nutnost umeˇt zpracovat generovany´ soubor Atopu, resp. cˇı´st soubor, de-
koprimovat jej prˇeva´deˇt na jednotlive´ struktury a jizˇ zmı´neˇny´m zpu˚sobem odeslat do
databa´ze.
7.3 Zapis na socket - klient
Jak jizˇ vyplynulo z analy´zy, bylo potrˇeba, aby pu˚vodnı´ aplikace atop zapisovala na socket,
toho se dosa´hlo tak, zˇe se z pu˚vodnı´ho nezkompilovane´ho zdrojove´ho ko´du za´pisu do
souboru pouzˇily nutne´ funkce a struktury. Struktury rawheader, ktera´ obsahuje dalsˇı´
struktury nutne´ pro pra´ci s prˇijaty´mi daty, prˇedevsˇı´m promeˇnnou sstatlen a tstatlen,
tyto promeˇnne´ nesou informaci o de´lce struktur sstat a tstat. Do struktury tstat jsou
ukla´da´ny pouze statistiky s procesy z kapitoly vy´stup procesy, Dalsˇı´ strukturou je sstat
tato struktura nese data o syste´movy´ch prostrˇedcı´ch, to je zmı´neˇno v kapitole syste´move´
prostrˇedky. Tyto dveˇ struktury jsou jako jedine´ komprimovane´, to z du˚vodu mnozˇstvı´
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dat v nich obsazˇeny´ch. Kompresi teˇchto dvou struktur rˇesˇı´ funkce compress, ktera´ je
implementova´na´ v knihovneˇ Zlib a obalena´ ve funkci rawwrite.
Za´pis na socket vycha´zı´ z pu˚vodnı´ funkce za´pisu do souboru rawwrite s tı´m rozdı´lem,
zˇe se neotevı´ra´ soubor a zapisuje do neˇj, ale za´pis probı´ha na dany´ socket. Za´pis na socket
umozˇnˇuje stejneˇ jako v pu˚vodnı´ implementaci funkce write, ale za prvnı´ parameter je
dosazen mı´sto file descriptoru na soubor descriptor na jizˇ otevrˇeny´ socket. To se dosa´hlo
tı´m, zˇe se doimplementovaly dalsˇı´ funkce vhodne´ pro pra´ci se sockety, hlavnı´ funkcı´ pro
pra´ci se socketem je funce socket, tato funkce vytvorˇı´ soket a specifikuje komunikacˇnı´
styl, ktery´ by meˇl by´t jednı´m z uvedeny´ch stylu˚:
• SOCKSTREAM - prˇena´sˇı´ data spolehliveˇ mezi vı´ce vzda´leny´mi sockety.
• SOCKDGRAM - prˇena´sˇı´ individualneˇ rˇesˇene´ pakety. Tento styl prˇena´sˇenı´ paketu˚ je
prˇenosoveˇ nespolehlivy´.
• SOCKRAW- tento styl poskytuje prˇı´stupknizˇsˇı´m sı´t’ovy´mprotokolu˚ma rozhranı´m.
Dalsˇı´ du˚lezˇitou funkcı´ je connect, ktera´ inicializuje spojenı´ ze socketu na socket, jehozˇ
adresa je uvedena v prˇedemnastavene´ strukturˇe sockaddr dalsˇı´m argumentem je velikost
sockaddr. Funkce connect cˇeka´ na dane´ adrese dokud server neodpovı´ na zˇa´dost. Beˇzˇna´
na´vratova´ hodnota je 0. Pokud dojde k chybeˇ prˇipojenı´, vra´tı´ hodnotu -1. Struktura soc-
kaddr obsahuje potrˇebne´ promeˇnne´ pro prˇipojenı´, ktere´ jsou vyplneˇny adresou, socketem
a typem prˇipojenı´. Tyto funkce a struktury jsou obsazˇeny v knihovneˇ sys/socket.
K vyvola´nı´ za´pisu na socket je potrˇeba prˇed spusˇteˇnı´m aplikace vyplnit dva parama-
tery ”-p“ (za ktery´ je dosazen port) a parametr ”-a“ (za ktery´ je dosazena ip adresa stroje
na ktery´ chceme data odesı´lat) tzn. adresa serveru. Prˇed tyto dva parametry je potrˇeba
dosadit parametr ”-N“, ktery´ slouzˇı´ ke spusˇteˇnı´ funkce za´pisu dat na socket. Pote´ cˇeka´
jizˇ zmı´neˇna´ funkce na prˇipojenı´ k serveru. Do te´to doby se v konzoli nic nezobrazı´. Po
prˇipojenı´ se kurzor prˇesune v konzoli na nejvysˇsˇı´ mozˇnou pozici a vypı´sˇe ”Connect to
server“. Dalsˇı´ vy´pis zde nenı´ potrˇebny´ z du˚vodu, zˇe tento klient pobeˇzˇı´ prˇedevsˇı´m jako
daemon.
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8 Atop a komprese dat na straneˇ klienta
Atop komprimuje data pomocı´ standardizovane´ knihovny Zlib, ktera´ vyuzˇı´va´ DEFLATE
algoritmus. Jedna´ se o kombinaci dvou bezztra´tovy´ch algoritmu˚ LZ77 a Huffmanova
ko´dova´nı´. Tato data je mozˇne´ ukla´dat do souboru nebo zapisovat na socket.
8.1 LZ77
Tento algoritmus nahrazuje opakujı´cı´ se znaky, ktere´ se jizˇ drˇı´ve v datech objevily za
odkazy. Kazˇdy´ odkaz je slozˇen ze vzda´lenosti, ve ktere´m se skupina znaku˚ nacha´zı´ a
de´lky skupiny znaku˚. Kdyzˇ je odkaz kratsˇı´ jako reprezentace skupiny znaku˚ docha´zı´ k
u´sporˇe mı´sta.
8.2 Huffmanovo ko´dova´nı´
Znaky se konvertujı´ do vstupnı´ho souboru bitovy´ch rˇeteˇzcu˚ ru˚zne´ de´lky. Ty znaky, ktere´
se vyskytujı´ nejcˇasteˇji, jsou konvertova´ny do bitovy´ch rˇeteˇzcu˚ s nejkratsˇı´ de´lkou. Znaky
vyskytujı´cı´ se velmi zrˇı´dka, jsou konvertova´ny do delsˇı´ch rˇeteˇzcu˚. To probı´ha ve dvou
fa´zı´ch. V prvnı´ fa´zi se procha´zı´ soubor a vytva´rˇı´ statistiku cˇetnosti znaku˚ a v druhe´ fa´zi
se vytva´rˇı´ za vyuzˇitı´ statistik bina´rnı´ strom a komprese dat.
8.3 Komprese dat prˇed ulozˇenı´m do databa´ze
Server prˇijme surova´ data, ktera´ dekomprimuje pomocı´ knihovny Zlib a procha´zı´ je, ty
potom ukla´da´ do databa´ze. Zde nasta´va´ proble´m s mnozˇstvı´m dat, prˇedevsˇı´m s teˇmi,
ktere´ obsahujı´ struktury procesu˚. Oproti struktura´m se syste´movy´mi prostrˇedky, jako
procesorovy´ cˇas, obsazena´ pameˇt’, swap, je struktur s informacemi o procesech tolik,
jako spusˇteˇny´ch procesu˚. Proto prˇedtı´m nezˇ se data nabufferujı´ do pameˇti a zapı´sˇou do
databa´ze, jednoduchy´ algoritmus je projde a vypustı´ vsˇechny ty, co obsahujı´ nulove´ rˇa´dky.
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9 Implementace serveru
Z analy´zy vyplynula nutnost implementace druhe´ cˇa´sti projektu dle zadany´ch pozˇa-
davku˚, tzn. cˇa´st serveru, ktera´ zapı´sˇe data ze socketu do databa´ze a druhou cˇa´st, ktera´
cˇte data ze souboru a zapisuje je do databa´ze.
9.1 Za´pis dat ze souboru do databa´ze
Pro prˇı´pad, kdy je potrˇeba cˇı´st data ze souboru generovane´ho Atopem a ukla´dat tato
data do databa´ze, bylo nutne´ implementovat cˇtenı´ ze souboru a vkla´da´nı´ teˇchto dat do
struktur. Toho se docı´lilo tak, zˇe po prˇecˇtenı´ parametru na vstupu, ktery´ se skla´da´ ze
jme´na souboru a cesty, se tento parametr prˇeda´ funkci ”open“, ktera´ vyuzˇı´va´ proud bytu˚.
Te´to funkce je vyuzˇito proto, aby nebylo nutne´ soubor udrzˇovat v pameˇti jako celek
a zabı´rat, tak zbytecˇneˇ rozsa´hly´ prostor. V neˇktery´ch prˇı´padech by mohl mı´t vy´stupnı´
soubor Atopu azˇ stovky megabytu˚. Funkce ”lseek”vytvorˇı´ pozici v souboru, ktera´ je
urcˇena deskriptorem souboru fd, na mı´steˇ urcˇene´m posunutı´m o offset. Na´sledujı´cı´ cˇtenı´
souboru se uskutecˇnı´ na te´to pozici. Pozice je urcˇena vzˇdy, tak aby cˇtenı´ zacˇalo hlavicˇkou
a skoncˇilo komprimovany´mi daty procesu˚, tato data spolu se statistikami syste´mu jsou
dekoprimova´na funkcı´ ”uncompress“, ktera´ stejneˇ jako funkce compress vycha´zı´ ze stejne´
knihovny Zlib. Tyto statistiky jsou ulozˇeny v pameˇti jako struktury, azˇ do doby, kdy jsou
data odesla´na do databa´ze a pameˇt’je uvolneˇna´. V prˇı´padeˇ, zˇe neˇktera´ data neodpovı´dajı´
podporovane´ verzi Atop 2.0 a vysˇsˇı´ je na standardnı´ vy´stup vypsa´na chybova´ odpoveˇd’.
Za´pis dat ze souboru do databa´ze, se vyvola´ parametrem ”-f“ po tomto parametru se
zapı´sˇe cesta k souboru.
9.2 Zapis dat ze socketu
Pro za´pis dat odeslany´ch na socket klientem do databa´ze, je nutne´ nastavit a otevrˇı´t
socket stejneˇ jako na straneˇ klienta, s tı´m rozdı´lem, zˇe strana serveru musı´ prˇijmout
spojenı´. Toho se dosa´hlo pouzˇitı´m funkce ”listen“, ktera´ uvede socket do stavu kdy cˇeka´
na zˇa´dost o spojenı´ ”listening“. V prˇı´padeˇ, zˇe je socket ve stavu ”listening“ vola´ se funkce
accept, ktera´ vra´tı´ parametry prvnı´ho spojenı´ ve fronteˇ a novy´ socket, ktery´ slouzˇı´ ke
komunikaci se stranou klienta. Pu˚vodnı´ socket se tak mu˚zˇe znovu pouzˇı´t pro cˇeka´nı´
na dalsˇı´ spojenı´. Proto, aby bylo mozˇne´ komunikovat asynchronneˇ s vı´ce nezˇ jednı´m
klientem, ma´ strana serveru implementovanou asynchronnı´ komunikaci pomocı´ funkce
”select”, ktera´ umozˇnı´ cˇekat uda´lost na socketu, jako je za´pis na socket ze strany klienta.
Potom co je uda´lost prˇijata se ulozˇı´ descriptor prˇipojene´ho klienta. Na tomto descriptoru
se prova´dı´ cˇtenı´, tak dlouho dokud se klient neodpojı´ a jeho descriptor je zrusˇen. Zrusˇenı´
descriptoru a odpojenı´ klienta probeˇhne i v prˇı´padeˇ, zˇe prˇijata´ data jsou necˇitelna´. Aby
nedosˇlo k dalsˇı´mu nechteˇne´mu cˇtenı´, ktere´ by mohlo spusˇteˇnou aplikaci zpomalit, nebo
ovlivnit jejı´ jinak bezchybny´ chod.
O cˇtenı´ z descriptoru se stara´ funkce ”read“, server jako prvnı´ prˇecˇte hlavicˇku a
velikosti dalsˇı´ch dvou struktur, alokuje potrˇebnou pameˇt’. Pokud nejsou potrˇebna´ data
za´vadna´ souhlası´ hlavicˇka a kontrolnı´ cˇı´slo, pak je provedeno cˇtenı´ dalsˇı´ch dvou struktur,
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ktere´ nesou data o procesech a syste´mu. Prˇedtı´m, nezˇ server prˇistoupı´ k dekomprimaci
dat a prˇevedenı´ na struktury, je porovona´va´na velikost. V prˇı´padeˇ, zˇe velikost souhlası´
s danou velikostı´ prˇedanou v hlavicˇce, je s daty provedena dekomprimace a prˇevedenı´
na danou strukturu. Po prˇevedenı´ teˇchto dat do struktur jsou data odesla´na do databa´ze.
Cˇas vzorku spolu se jme´nem stroje je ulozˇen v pameˇti, tak aby bylo mozˇne´ zjistit cˇas
jednotlivy´ch vzorku˚ a jme´no stroje ze ktere´ho byla data generova´na. Cˇtenı´ na socketu je
mozˇne´ vyvolat parametrem ”-p“, ktery´ je na´sledova´n cˇı´slem portu ze ktere´ho jsou data
cˇtena.
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10 Pra´ce s daty a prˇevod do bina´rnı´ podoby
Pote´ co jsou data prˇecˇtena ze socketu nebo souboru jsou tato data, prˇeva´deˇna do bina´rnı´
podoby pomocı´ jednotlivy´ch funkcı´. Tyto funkce prˇeva´dı´ jednotlive´ datove´ typy, nebo
zapisuje do pameˇti dane´ prˇı´kazy jako je vytvorˇenı´ rˇa´dku. Data jsou serializova´na tak,
aby souhlasila s de´lkou datove´ho typu v databa´zi. Teˇchto funkcı´ je celkem osm pro
nejpouzˇı´vaneˇjsˇı´ datove´ typy:
• build null - serializuje v urcˇene´ cˇa´sti pameˇti nulu, ktera´ se projevı´ v databa´zi jako
NULL.
• build char - serializace datove´ho typu char v databa´zi se projevı´ jako datovy´ typ
char.
• build int - serializace datove´ho typu integer, tento datovy´ typ je do databa´ze zapsa´n
jako integer, lze pouzˇı´t pro datovy´ typ smallint, integer, serial.
• build varchar - tento datovy´ typ prˇeva´dı´ rˇeteˇzec znaku˚ na varchar, ale lze jej pouzˇı´t
take´ pro datovy´ typ, ktery´ je v PostgreSQL urcˇen jako text.
• build bigint - tato funkce prˇevede datovy´ typ long long int na bigint .
• build float - prˇeva´dı´ datovy´ typ float na float, tak aby byl cˇitelny´ pro databa´ze.
• build column - tato funkce vytva´rˇı´ dany´ pocˇet sloupcu˚, pocˇet je urcˇen parametrem.
• build timestamp - prˇevede strukturu time t na datovy´ typ timestamp.
Tyto funkce jsou obaleny dalsˇı´mi funkcemi, ktere´ jsou urcˇeny pro oveˇrˇenı´ spra´vnosti
dat a provedenı´ jizˇ zmı´neˇne´ komprimace, prˇed ulozˇenı´m do databa´ze nad danou struktu-
rou. Zajisˇt’ujı´ take´ uvolneˇnı´ pameˇti v prˇı´padeˇ, kdy nejsou data da´le potrˇebna´ a jsou prˇijata
databa´zi. Zde se take´ rozhodne, jak dlouho majı´ by´t data bufferova´na.
10.1 Za´pis dat do databa´ze
Jesˇteˇ prˇedtı´m nezˇ se data budou prˇeva´deˇt do bina´rnı´ho forma´tu, vytvorˇı´ funkce ”ma-
keraw“ strukturu a mı´sto v pameˇti pro urcˇita´ data. To je vsˇak podmı´neˇno vypocˇı´ta´nı´m
velikosti vybrany´ch dat, u ktery´ch je vsˇak nutne´ pocˇı´tat s jisty´m rozdı´lem ve velikosti
datovy´ch typu˚ v databa´zi a programovacı´m jazyce. Na´sledneˇ je do te´to struktury ulozˇen
prˇı´kaz, ktery´ se ma´ prove´st nad databa´zı´, v prˇı´padeˇ ukla´da´nı´ prˇijaty´ch dat, je to prˇı´kaz
”COPY TO“ v bina´rni formeˇ. Prˇi odesı´la´nı´ dat do databa´ze je nutne´ vytvorˇit nebloku-
jı´cı´ cˇeka´nı´, aby bylo mozˇne´ prova´deˇt dalsˇı´ operace, ty obstara´ funkce poll, ktera´ stejneˇ
jako funkce select cˇeka´ na urcˇite´m file descriptoru, tak dlouho dokud nevra´tı´ pollin. Tzn.
zˇe jsou prˇipravena neprˇecˇtena´ data. V prˇı´padeˇ, zˇe PostgreSQL vra´tı´ PGRES COPY IN,
databa´ze mu˚zˇe prˇijmout bina´rnı´ data, ktera´ majı´ striktneˇ urcˇenou strukturu.
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10.2 Struktura bina´rnich dat
10.2.1 Signatura
Signatura je podpis, 11-bytova´ sekvence ve tvaru ”PGCOPY n 377 r n 0“ - nulovy´ bajt
je povinnou soucˇa´stı´ podpisu. Podpis je navrzˇen tak, aby umozˇnil snadnou identifikaci
souboru˚.
10.2.2 Hlavicˇka
Uda´va´ rˇa´dek v za´hlavı´ s na´zvy jednotlivy´ch sloupcu˚ v souboru. Na vy´stupu, obsahuje
prvnı´ rˇa´dek na´zvy sloupcu˚ a na vstupu je tento rˇa´dek ignorova´n.
10.3 Flag
Flag je 32 bitu˚ dlouha´ bitova´ maska pro oznacˇenı´ du˚lezˇity´ch aspektu˚ forma´tu. Bity jsou
cˇı´slova´ny od 0 do 31. Toto pole je ulozˇeno v sı´t’ove´m porˇadı´ bajtu˚ (nejvy´znamneˇjsˇı´ byte
je prvnı´), stejneˇ jako vsˇechny celocˇı´selne´ pole pouzˇı´vana´ ve forma´tu. Bity 16 azˇ 31 jsou
vyhrazeny pro oznacˇenı´ kriticky´ch proble´mu˚ forma´tu souboru. Strana ktera´ cˇte, by se
meˇla odpojit, pokud zjistı´, zˇe je bit nastaven v tomto rozsahu. Bity 0 azˇ 15 jsou vyhrazeny
pro signalizaci. Pro spra´vnou signalizaci musı´ by´t nastaven prvnı´ bit na jedna a ostatnı´
bity na nula.
10.3.1 Data
Obsahuje data prˇevedena´ do bina´rnı´ nebo textove´ podoby. V prˇı´padeˇ, zˇe je zvolena
bina´rnı´ podoba dat, tak jako u tohoto projektu, je zde sice mensˇı´ prˇenositelnost mezi
verzemi PostgreSQL, ale cˇtenı´ teˇchto dat je rychlejsˇı´.
10.3.2 End
Ukoncˇı´ bina´rnı´ soubor, a prˇipravı´ soubor k prˇeda´nı´, pote´ se zavola´nı´m funkce ”PqputCo-
pyEnd“ dokoncˇı´ forma´tova´nı´ dat.
10.4 Verifikace dat databa´zı´
Vprˇı´padeˇ, zˇe byla data prˇeda´na databa´zi, vra´ti funkce ”PqresultStatus“ stav ve ktere´mda-
taba´ze skoncˇila. Jestli za´pisdatprobeˇhl vporˇa´dkuvracı´ hodnotu”PGRES COMMAND OK“.
Kdyzˇ je databa´ze v jake´mkoliv jine´m stavu nezˇ v korektnı´m, vra´tı´ databa´ze chybu,
provede se ”rollback“ a tato chyba je vypsa´na funkcı´ ”PqerrorMessage“. V prˇı´padeˇ, kdy
je proveden ”rollback“ nejsou zˇa´dna data ulozˇena v databa´zi.
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10.5 Bufferova´nı´ dat
Statistiky procesu˚ je mozˇne´ ulozˇit do databa´ze hned po prˇecˇtenı´. Teˇchto statistik je tolik
jako aktivnı´ch procesu˚, tj. ve veˇtsˇineˇ prˇı´padech vı´ce nezˇ jeden. Proto nenı´ nutne´ data
udrzˇovat v pameˇti delsˇı´ dobu. Statistiky celkovy´ch syste´movy´ch prostrˇedku˚ je nutne´
udrzˇovat v pameˇti delsˇı´ dobu a hromadit je tak dlouho, dokud nenı´ jejich velikost do-
statecˇna´, aby se vyuzˇila vy´hoda rychlosti prˇesunutı´ veˇtsˇı´ho mnozˇstvı´ dat pomocı´ funkce
”COPY TO“ do databa´ze.
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11 Na´vrh databa´ze
11.1 Analy´za pozˇadavku˚ na databa´zi
Hlavnı´mpozˇadavkemnadataba´zi jedodrzˇenı´ za´kladnı´chpravidel pro spra´vne´ a efektivnı´
vytvorˇenı´ databa´ze. Je nutne´ se vyvarovat jake´koliv redundancı´ dat. Vytvorˇit databa´zi
takovy´mzpu˚sobem, abyobsahovala pouze atomicke´ hodnoty, abybylyneklı´cˇove´ atributy
za´visle´ na prima´rnı´m klı´cˇi a neklı´cˇove´ atributy byly vza´jemneˇ neza´visle´. Na na´sledujı´cı´ch
rˇa´dcı´ch je provedena analy´za nejsteˇzˇeneˇjsˇı´ch entit.
11.2 Statistika syste´mu
11.2.1 Procesor
Jedna z nejdu˚lezˇiteˇjsˇı´ch entit je cpustat, tj. celkova´ statistika procesoru. Ta se skla´da´ z ru˚z-
ny´ch atributu˚, jako jsou naprˇ. pocˇet procesoru˚, jader, pocˇet aktivnı´ch procesoru˚ a dalsˇı´ch
atribut, ktere´ jsou popsa´ny v prˇedesˇle´ kapitole popis vy´stupu. Je nutne´ take´ zahrnout cˇas
prˇedesˇle´ho za´pisu a cˇas aktualnı´, dı´ky tomu lze dosa´hnout vy´pocˇtu jednotlivy´ch rozdı´lu˚.
Da´le je nutne´ urcˇit, ze ktere´ho stroje je dany´ za´pis, proto je urcˇeno jme´no stroje. Ru˚zne´
dalsˇı´ atributy jsou zahrnuty v dalsˇı´ entiteˇ, tato entita se nazy´va´ cpustat, to proto aby se
neporusˇilo jedno z pravidel spra´vne´ho vytvorˇenı´ databa´ze atomicˇnosti.
11.2.2 Jednotliva´ ja´dra
Jak jizˇ vyplynulo z prˇedesˇle´ kapitoly„ aby se neporusˇila atomicˇnost je du˚lezˇite´ mı´t urcˇite´
atributy v jine´ entiteˇ s na´zvem percpu z du˚vodu, zˇe jake´koliv ja´dro mu˚zˇe mı´t vı´ce vlast-
nostı´ naprˇ. procesorovy´ cˇas nebo frekvenci.
11.2.3 Pameˇt’
Tato entita s na´zvem memstat, je du˚lezˇitou soucˇa´stı´ hlavnı´ch statistik, jsou zde takove´
atributy jako naprˇ. fyzicka´ pameˇt’, volna´ pameˇt’, informace o swapovacı´m prostoru. Zde
je nutny´ cˇas aktua´lnı´ho i prˇedesˇle´ho vzorku a na´zev stroje, ktery´ tato data produkoval.
11.2.4 Disky
Entita nesoucı´ na´zev dskstat nese data s informacemi o discı´ch fyzicky´ch, virtua´lnı´ch,
stroji z ktere´ho tato data pocha´zejı´ a cˇasy vzorku˚. Tato entita je rozsˇı´rˇena´ dalsˇı´ entitou pro
podrobneˇjsˇı´ informace o discı´ch. Entita se nazy´va´ perdsk, nese jmeno disku, stroje, pocˇet
za´pisu˚ a cˇtenı´. Z du˚vodu male´ho mnozˇstvı´ informace je mozˇne´ tyto dveˇ entity sloucˇit
anizˇ by byla porusˇena atomicˇnost databa´ze a tuto novou entitu pojmenovat pouze dsk.
11.2.5 Interface
Zde jsou obsazˇena vsˇechna data o jednotlivy´ch sı´t’ovy´ch zarˇı´zenı´ch od pocˇtu prˇecˇteny´ch
bytu˚, odeslany´ch bytu˚, vznikle´ chyby azˇ po rychlost tohoto sı´t’ove´ho zarˇı´zenı´, cˇas pro
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vy´pocˇet vzorku˚, jme´no stroje a jme´no dane´ho sı´t’ove´ho zarˇı´zenı´, na ktere´m byla tato data
zachycena.
11.2.6 Dalsˇı´ sı´t’ove´ statistiky (ipv4, icmpv4, udpv4, ipv6, icmpv6, udpv6)
Tyto entity nesou data o jednotlivy´ch komunikacˇnı´ch protokolech ve verzi cˇtyrˇi a sˇest.
Nesou take´ informace sve´ho vlastnı´ka, jme´no stroje, ktery´m byla data vygenerova´na.
Nedı´lnou soucˇa´stı´ je take´ cˇas ve ktere´m byla porˇı´zena a cˇas prˇedchozı´ch dat.
11.2.7 Tcp statistiska
I tato entita nese data o komunikacˇnı´m protokolu. Tento komunikacˇnı´ protokol se nazy´va´
TCP. Kromeˇ za´kladnı´ch vlastnı´ch atribut nese take´ tato entita jme´no stroje a cˇasy.
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12 Statistiky procesu˚
12.1 Hlavnı´ statistika
I kazˇdy´ jednotlivy´ procesma´ svou statistiku, tato entita nese na´zev procgen, tato statistika
obsahuje data jako naprˇ. sve´ id, id rodicˇovske´ho procesu, jme´no, cˇas beˇhu procesu a dalsˇı´.
Tato entita je rozsˇı´rˇena dalsˇı´mi neˇkolika entitami, ktere´ jsou:
• Proccpu zatı´zˇenı´ procesoru procesem
• Procmem vyuzˇitı´ pameˇti procesem
• Procdsk zatı´zˇenı´ disku procesem
• Procnet zatı´zˇenı´ sı´teˇ procesem
Vsˇechny tyto jednotlive´ entity majı´ sve´ho vlastnı´ka a stroj ktery´ statistiku generoval.
Vlastnı´k znamena´ id procesu pid, cˇas prˇedesˇle´ho a aktualnı´ho vzorku.
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13 Konceptualnı´ datovy´ model
Na´vrhem konceptualnı´ho datove´ho modelu nad jednotlivy´mi entitami Atopu se zaby´va´
tato kapitola. Je to nedı´lna´ soucˇa´st tohoto projektu a navazuje na prˇedesˇlou kapitolu
Analy´zu pozˇadavku˚ na databa´zi. Na´vrh je shrnut v na´sledujı´cı´ch trˇech krocı´ch:
• Popis vztahu˚ jednotlivy´ch entit.
• Vy´cˇet vsˇech atributu˚ pro jednotlive´ entity, datove´ typy atributu˚.
• Vy´sledny´ konceptualnı´ model.
13.1 Vztah entit
V prˇı´padeˇ, zˇe entita obsahuje mnoho atributu˚ je tento pocˇet snı´zˇen. Pouze na ty atributy,
ktere´ jsou pro zobrazenı´ toho vztahu podstatne´.
13.1.1 Obecne´ informace o procesech ”procgen“- pameˇt’ vyuzˇita´ procesem ”pro-
cmem“
Kazˇdy´ proces vyuzˇı´va´ urcˇitou cˇa´st z celkove´ volne´ pameˇti jak fyzicke´, swapu, stra´nky a
to zobrazı´ pra´veˇ jeden rˇa´dek v tabulce procmem.
Obra´zek 4: vztah tabulek procgen a procmem
13.1.2 Obecne´ informace o procesech ”procgen“ - vyuzˇity´ procesor procesem
”proccpu“
Vsˇechny procesy vuzˇı´vajı´ procesorovy´ cˇas, urcˇite´ ja´dro nebo fyzicky´ procesor. Tato infor-
mace je urcˇena pra´veˇ jednı´m rˇa´dkem v tabulce proccpu.
Obra´zek 5: vztah tabulek procgen a proccpu
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13.1.3 Obecne´ informace o procesech ”procgen“ - vyuzˇitı´ disku procesem ”pro-
cdsk“
Vyuzˇitı´ disku procesem je vyja´drˇeno vztahem tabulek procgen a procdsk, kdy rˇa´dek v
tabulce procdsk zobrazı´ pra´veˇ jednu informaci k procesu v cˇase.
Obra´zek 6: vztah tabulek procgen a procdsk
13.1.4 Obecne´ informace o procesech ”procgen“ - vyuzˇitı´ sı´teˇ procesem ”procnet“
Kdyzˇ proces vyuzˇı´va´ jake´koliv sı´t’ove´ rozhranı´ je tento vztah zobrazen vztahem tabulek
procgen a procnet.
Obra´zek 7: vztah tabulek procgen a procnet
13.2 Shrnutı´
Vsˇechny tabulky procnet, procnet, proccpu, procnet musı´ by´t ve vztahu s jednı´m proce-
sem, dany´ proces je urcˇen id, cˇasem aktua´lnı´ho a prˇedesˇle´ho vzorku, take´ jej urcˇuje jme´no
stroje ktery´ statistiku vygeneroval.
13.3 Fyzicky´ datovy´ model
Prˇedchozı´ kapitola detailneˇ popisuje vsˇechny elementy vy´sledne´ho konceptua´lnı´ho da-
tove´ho modelu. Tento vy´sledny´ datovy´ model je nynı´, mozˇne´ prˇeve´st do SQL ko´du
kompatibilnı´ho s databa´zı´ PostgreSQL ve verzi 9.1. Tzn. oveˇrˇenı´ mozˇny´ch duplicit na´zvu˚
a zvolenı´ vhodny´ch datovy´ch typu˚ a syntaxe SQL jazyka.
13.4 Vytvorˇenı´ databa´ze
Povhodne´msestrojenı´ sql ko´dudataba´ze jemozˇne´ prove´st tento ko´dnaddataba´zı´ vhodneˇ
zvoleny´m na´strojem. V prˇı´padeˇ, zˇe databa´ze neshleda´ zˇa´dnou syntaktickou chybu pro-
vede vytvorˇenı´ databa´ze.
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14 Testova´nı´
K oveˇrˇenı´ spra´vne´ funkcˇnosti upravene´ho Atopu da´le jen Atop-klienta a prˇı´jı´macı´ strany
(serveru) se dosa´hlo testova´nı´m, ktere´ porovna´valo jednotlive´ statistiky.Pro porovna´nı´
teˇchto statistik je zvolena aplikace SAR, ktera´ nad jednotlivy´mi daty vytva´rˇı´ grafy.Tyto
grafy jsou pouzˇity pro porovna´nı´ s grafy vytvorˇeny´mi z dat generova´ny´miAtop-klientem
v jednoduche´ aplikaci LibreOffice Calc.
14.1 Sestavy urcˇene´ k testova´nı´
Pro testova´nı´ jsou zvoleny dveˇ sestavy:
• pro server tj. virtula´nı´ stroj s na´zvem vmmre01 a prˇideˇlenou konfiguracı´: CPU 2,5
Ghz,384 MB RAM,HDD 4GB.
• pro klienta je vybra´n virtua´lnı´ stroj vmmre02. Tento virtualnı´ stroj ma´ prˇideˇlenou
stejnou hardwarovou konfiguraci jako server.
Na obou strojı´ch je instalova´n operacˇnı´ syste´m CentOS Linux 5 (distribuce OS Linux
bina´rneˇ kompatibilnı´ s RedHat Enterprise Linux 5).
14.2 Vy´sledky testova´nı´
Vy´sledkyvybrany´ch testova´nı´ jsouuvedenyvprˇı´loze.Uneˇktery´chdat bylo nutne´ prove´st
prˇepocˇı´ta´nı´, tak aby byly grafy generovane´ Atopem a Sarem ve stejny´ch jednotka´ch.
• Spotrˇeba procesorove´ho cˇasu uzˇivatelsky´mi aplikacemi - zde je v jednotka´ch dvou
grafu˚ rozdı´l proto jsou pu˚vodnı´ jednotky Atop-klienta prˇepocˇı´ta´ny na procenta.
• Mnozˇstvı´ volne´ pameˇti - pu˚vodnı´ jednotky Atop-klienta jsou urcˇeny jako pocˇet
stra´nek. Kazˇda´ stra´nka ma´ velikost 4096 Bytu˚, proto se pro dosazˇenı´ sjednocenı´
jednotek vyna´sobı´ velikost jedne´ stra´nky pocˇtem stra´nek.
• U zby´vajı´cı´ch trˇech meˇrˇenı´ celkove´ho pocˇtu I/O operacı´ na disku sdb2, pru˚meˇrna´
za´teˇzˇ syste´mu za poslednı´ minutu a pocˇtu prˇijaty´ch paketu˚ jednotky dvou grafu˚
souhlası´, proto nejsou nutne´ dalsˇı´ u´pravy.
14.3 Zhodnocenı´ dosazˇeny´ch vy´sledku˚
Male´ rozdı´ly v teˇchto datech, mohou by´t zpu˚sobeny rozdı´lem cˇasu mezi dveˇma vzorky,
kdy vzorek aplikace SAR ma´ de´lku jedne´ minuty. Rozdı´l dvou vzorku˚ Atop-klienta je
15 sekund. V grafech Atop-klienta lze videˇt i skokovy´ na´ru˚st zmeˇny dat, tyto zmeˇny v
aplikaci SAR nelze pozorovat. Test probeˇhl v dobeˇ od 10:21 do 23:59. Na testovany´ch
sestava´ch v tomto cˇase beˇzˇely, take´ dalsˇı´ aplikace aby se napodobil standardnı´ provoz.
Strana klienta ani strana serveru nevykazovaly zˇa´dne´ prˇeteˇzˇova´nı´ syste´mu. To bylo nutne´
sledovat prˇedevsˇı´m na straneˇ klienta ktera´ nesmı´ generovat znacˇnou za´teˇzˇ syste´mu.
Pru˚meˇrna´ za´teˇzˇ procesoru na testovane´m stroji je do dvou procent, prˇi potrˇebeˇ 7 Mb
celkove´ pameˇti.
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15 Za´veˇr
Cı´lem te´to bakala´rˇske´ pra´ce bylo rozsˇı´rˇenı´ aplikace Atop o komunikaci server-klient a
ulozˇenı´ statistik do databa´ze a dosazˇenı´ zefektivneˇnı´ pra´ce s generova´ny´mi daty. Po
analy´ze pozˇadavku˚ na rozsˇı´rˇenı´ a sezna´menı´ se s aplikacı´ Atop bylo prˇistoupeno k im-
plementaci. Beˇhem vy´voje rozsˇı´rˇenı´, dosˇlo k neˇkolika hlavnı´m zmeˇna´m v aplikaci Atop
prˇedevsˇı´m k za´pisu na socket. Vy´voj serverove´ cˇa´sti probeˇhl ve dvou fa´zı´ch. Prvnı´ fa´ze
meˇla umozˇnit za´pis dat ze souboru genorovane´ho Atopem, jejich dekomprimacı´ a za´-
pis do databa´ze. Ve druhe´ fa´zi bylo doplneˇno cˇtenı´ ze socketu a pouzˇita implementace
za´pisu do databa´ze. Rozsˇı´rˇenı´m se splnily vsˇechny pozˇadavky vyply´vajı´cı´ ze zada´nı´. Je
zde vsˇak mnoho mozˇnostı´, jak v budoucnu upravenou aplikaci rozvı´jet. Jednou z teˇchto
mozˇnostı´ bymohlo by´t pouzˇitı´ knihovny Lbasync, ktera´ by umozˇnila efektivneˇjsˇı´ zpu˚sob,
jak bina´rnı´ data ukla´dat do databa´ze. Dalsˇı´m rozsˇı´rˇenı´m by mohla by´t kontrola spusˇteˇ-
ny´ch procesu˚ na sledovany´ch strojı´ch ze strany serveru, neˇktere´ procesy by mohly mı´t
nastaveny´ limit na vyuzˇite´ prostrˇedky syste´mu, po prˇekrocˇenı´ tohoto limitu by byl proces
“zabit”.
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B SQL ko´d databa´ze
CREATE TABLE atop.cpustat
(
hostname text NOT NULL,
nrcpu bigint ,
devint bigint ,
csw bigint ,
nprocs bigint ,
lavg1 double precision,
lavg5 double precision,
lavg15 double precision,
timeto timestamp with time zone NOT NULL,
sampletime timestamp with time zone NOT NULL,
CONSTRAINT cpustat pkey PRIMARY KEY (hostname , sampletime , timeto )
) ;
CREATE TABLE atop.dsk
(
hostname text NOT NULL,
dskname text NOT NULL,
partype character(1),
nread bigint ,
nrsect bigint ,
nwrite bigint ,
nwsect bigint ,
io ms bigint ,
avque bigint,
timeto timestamp with time zone NOT NULL,
sampletime timestamp with time zone NOT NULL,
CONSTRAINT dsk pkey PRIMARY KEY (hostname , dskname , timeto , sampletime )
) ;
CREATE TABLE atop.icmpv4stats
(
hostname text NOT NULL,
inmsgs bigint,
inerrors bigint ,
indestunreachs bigint,
intimeexcds bigint ,
inparmprobs bigint,
insrcquenchs bigint,
inredirects bigint ,
inechos bigint ,
inechoreps bigint ,
intimestamps bigint,
intimestampreps bigint,
inaddrmasks bigint,
inaddrmaskreps bigint,
outmsgs bigint,
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outerrors bigint ,
outdestunreachs bigint,
outtimeexcds bigint,
outparmprobs bigint,
outsrcquenchs bigint,
outredirects bigint ,
outechos bigint ,
outechoreps bigint,
outtimestamps bigint,
outtimestampreps bigint,
outaddrmasks bigint,
outaddrmaskreps bigint,
timeto timestamp with time zone NOT NULL,
sampletime timestamp with time zone NOT NULL,
CONSTRAINT icmpv4stats pkey PRIMARY KEY (hostname , timeto , sampletime )
) ;
CREATE TABLE atop.icmpv6stats
(
hostname text NOT NULL,
inmsgs bigint,
inerrors bigint ,
indestunreachs bigint,
inpkttoobigs bigint ,
intimeexcds bigint ,
inparmproblems bigint,
inechos bigint ,
inechoreplies bigint ,
ingroupmembqueries bigint,
ingroupmembresponses bigint,
ingroupmembreductions bigint,
inroutersolicits bigint ,
inrouteradvertisements bigint ,
inneighborsolicits bigint ,
inneighboradvertisements bigint,
inredirects bigint ,
outmsgs bigint,
outdestunreachs bigint,
outpkttoobigs bigint ,
outtimeexcds bigint,
outparmproblems bigint,
outechoreplies bigint ,
outroutersolicits bigint ,
outneighborsolicits bigint ,
outneighboradvertisements bigint,
outredirects bigint ,
outgroupmembresponses bigint,
outgroupmembreductions bigint,
timeto timestamp with time zone NOT NULL,
sampletime timestamp with time zone NOT NULL,
CONSTRAINT icmpv6stats pkey PRIMARY KEY (hostname , timeto , sampletime )
) ;
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CREATE TABLE atop.intf
(
hostname text NOT NULL,
name text NOT NULL,
rbyte bigint ,
rpack bigint ,
rerrs bigint ,
rdrop bigint ,
rfifo bigint ,
rframe bigint ,
rcompr bigint ,
rmultic bigint ,
sbyte bigint ,
spack bigint ,
serrs bigint ,
sdrop bigint ,
sfifo bigint ,
scollis bigint ,
scarrier bigint ,
scompr bigint,
speed bigint,
duplex ”char”,
timeto timestamp with time zone NOT NULL,
sampletime timestamp with time zone NOT NULL,
CONSTRAINT intf pkey PRIMARY KEY (hostname , name , timeto , sampletime )
) ;
CREATE TABLE atop.ipv4stats
(
hostname text NOT NULL,
forwarding bigint ,
defaultttl bigint ,
inreceives bigint ,
inhdrerrors bigint ,
inaddrerrors bigint ,
forwdatagrams bigint,
inunknownprotos bigint,
indiscards bigint ,
indelivers bigint ,
outrequests bigint ,
outdiscards bigint ,
outnoroutes bigint ,
reasmtimeout bigint,
reasmreqds bigint,
reasmoks bigint,
reasmfails bigint ,
fragoks bigint ,
fragfails bigint ,
fragcreates bigint ,
timeto timestamp with time zone NOT NULL,
sampletime timestamp with time zone NOT NULL,
CONSTRAINT ipv4stats pkey PRIMARY KEY (hostname , timeto , sampletime )
) ;
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CREATE TABLE atop.procgen
(
hostname text NOT NULL,
tgid integer NOT NULL,
pid integer NOT NULL,
ppid integer NOT NULL,
ruid integer ,
euid integer ,
suid integer ,
fsuid integer ,
rgid integer ,
egid integer ,
sgid integer ,
fsgid integer ,
nthr integer ,
procname text NOT NULL,
state text ,
excode integer,
btime timestamp with time zone NOT NULL,
elaps timestamp with time zone,
cmdline text ,
nthrslpi integer ,
nthrsslpu integer ,
nthrrun integer ,
timeto timestamp with time zone NOT NULL,
sampletime timestamp with time zone NOT NULL,
id integer NOT NULL,
CONSTRAINT procgen pkey PRIMARY KEY (hostname , id , timeto , sampletime )
) ;
CREATE TABLE atop.ipv6stats
(
hostname text NOT NULL,
inreceives bigint ,
inhdrerrors bigint ,
intoobigerrors bigint ,
innoroutes bigint ,
inaddrerrors bigint ,
inunknownprotos bigint,
intruncatedpkts bigint ,
indiscards bigint ,
indelivers bigint ,
outforwdatagrams bigint,
outrequests bigint ,
outdiscards bigint ,
outnoroutes bigint ,
reasmtimeout bigint,
reasmreqds bigint,
reasmoks bigint,
reasmfails bigint ,
fragoks bigint ,
fragfails bigint ,
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fragcreates bigint ,
inmcastpkts bigint ,
outmcastpkts bigint,
timeto timestamp with time zone NOT NULL,
sampletime timestamp with time zone NOT NULL,
CONSTRAINT ipv6stats pkey PRIMARY KEY (hostname , timeto , sampletime )
) ;
CREATE TABLE atop.memstat
(
hostname text NOT NULL,
physmem bigint,
freemem bigint,
buffermem bigint,
slabmem bigint,
cachemem bigint,
cachedrt bigint ,
totswap bigint ,
freeswap bigint ,
pgscans bigint,
allocstall bigint ,
swouts bigint ,
swins bigint ,
commitlim bigint ,
committ bigint ,
shmem bigint,
shmrss bigint,
shmswp bigint,
slabreclaim bigint ,
timeto timestamp with time zone NOT NULL,
sampletime timestamp with time zone NOT NULL,
CONSTRAINT memstats pkey PRIMARY KEY (hostname , timeto , sampletime )
) ;
CREATE TABLE atop.percpu
(
hostname text NOT NULL,
cpunum integer NOT NULL,
stime bigint ,
utime bigint ,
ntime bigint ,
irqtime bigint ,
wtime bigint ,
itime bigint ,
softirqtime bigint ,
steal bigint ,
quest bigint ,
maxfreq bigint,
cnt bigint ,
ticks bigint ,
timeto timestamp with time zone NOT NULL,
sampletime timestamp with time zone NOT NULL,
CONSTRAINT percpu pkey PRIMARY KEY (hostname , cpunum , sampletime , timeto )
) ;
CREATE TABLE atop.proccpu
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(
hostname text NOT NULL,
utime bigint ,
stime bigint ,
nice integer ,
prio integer ,
rtprio integer ,
policy integer ,
curcpu integer,
sleepavg integer,
timeto timestamp with time zone,
sampletime timestamp with time zone,
id integer ,
CONSTRAINT id procgen FOREIGN KEY (hostname, id, timeto, sampletime)
REFERENCES atop.procgen (hostname, id, timeto, sampletime) MATCH SIMPLE
ON UPDATE NO ACTION ON DELETE NO ACTION
) ;
CREATE TABLE atop.procdsk
(
hostname text NOT NULL,
rsz bigint ,
wio bigint ,
wsz bigint ,
cwsz bigint ,
timeto timestamp with time zone,
sampletime timestamp with time zone,
id integer ,
CONSTRAINT id procgen FOREIGN KEY (hostname, id, timeto, sampletime)
REFERENCES atop.procgen (hostname, id, timeto, sampletime) MATCH SIMPLE
ON UPDATE NO ACTION ON DELETE NO ACTION
) ;
CREATE TABLE atop.procmem
(
hostname text NOT NULL,
minflt bigint ,
majflt bigint ,
shtext bigint ,
vmem bigint,
rmem bigint,
vgrow bigint ,
rgrow bigint ,
vdata bigint ,
vstack bigint ,
vlibs bigint ,
vswap bigint,
timeto timestamp with time zone,
sampletime timestamp with time zone,
id integer ,
CONSTRAINT id procgen FOREIGN KEY (hostname, id, timeto, sampletime)
REFERENCES atop.procgen (hostname, id, timeto, sampletime) MATCH SIMPLE
52
ON UPDATE NO ACTION ON DELETE NO ACTION
) ;
CREATE TABLE atop.procnet
(
hostname text NOT NULL,
tcpsnd bigint ,
tcpssz bigint ,
tcprcv bigint ,
tcprsz bigint ,
udpsnd bigint,
udpssz bigint,
avail1 bigint ,
avail2 bigint ,
timeto timestamp with time zone,
sampletime timestamp with time zone,
id integer ,
CONSTRAINT id procgen FOREIGN KEY (hostname, id, timeto, sampletime)
REFERENCES atop.procgen (hostname, id, timeto, sampletime) MATCH SIMPLE
ON UPDATE NO ACTION ON DELETE NO ACTION
) ;
CREATE TABLE atop.tcpstats
(
hostname text NOT NULL,
rtoalgorithm bigint ,
rtomin bigint ,
rtomax bigint ,
maxconn bigint,
activeopens bigint ,
passiveopens bigint,
attemptfails bigint ,
estabresets bigint ,
currestab bigint ,
insegs bigint ,
outsegs bigint ,
retranssegs bigint ,
inerrs bigint ,
outrsts bigint ,
timeto timestamp with time zone NOT NULL,
sampletime timestamp with time zone NOT NULL,
CONSTRAINT tcpstats pkey PRIMARY KEY (hostname , timeto , sampletime )
) ;
CREATE TABLE atop.udpv6stats
(
hostname text NOT NULL,
indatagrams bigint,
noports bigint ,
inerrors bigint ,
outdatagrams bigint,
timeto timestamp with time zone NOT NULL,
sampletime timestamp with time zone NOT NULL,
CONSTRAINT udpv6stats pkey PRIMARY KEY (hostname , timeto , sampletime )
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) ;
CREATE TABLE atop.udpv4stats
(
hostname text NOT NULL,
indatagrams bigint,
noports bigint ,
inerrors bigint ,
outdatagrams bigint,
timeto timestamp with time zone NOT NULL,
sampletime timestamp with time zone NOT NULL,
CONSTRAINT udpv4stats pkey PRIMARY KEY (hostname , timeto , sampletime )
) ;
Vy´pis 1: SQL ko´d databa´ze
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C Datovy´ model
Obra´zek 18: Datovy´ model
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Obra´zek 19: Datovy´ model
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Obra´zek 20: Datovy´ model
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D Popis nejvy´znamneˇjsˇı´ch struktur
Pameˇt’
physmem number of physical pages
freemem number of free pages
buffermem number of buffer pages
slabmem number of slab pages
cachemem number of cache pages
cachedrt number of cache pages (dirty)
totswap number of pages in swap
freeswap number of free swap pages
pgscans number of page scans
allocstall try to free pages forced
swouts number of pages swapped out
swins number of pages swapped in
Tabulka 1: Struktury pameˇti
Procesor
maxfreq frequency in MHz
cnt number of clock ticks times state
ticks number of total clock ticks
stime system time in clock ticks
utime user time in clock ticks
ntime nice time in clock ticks
itime idle time in clock ticks
wtime iowait time in clock ticks
Itime irq time in clock ticks
Stime softirq time in clock ticks
steal steal time in clock ticks
guest guest time in clock ticks
Tabulka 2: Struktury procesoru
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System
nrcpu number of cpu’s
devint number of device interrupts
csw number of context switches
nprocs number of processes started
avg1 load average last minute
avg5 load average last 5 minutes
lavg15 load average last 15 minutes
Tabulka 3: Struktury systemu
Disky
name empty string for last
nread number of read transfers
nrsect number of sectors read
nwrite number of write transfers
nwsect number of sectors written
io ms number of millisecs spent for I/O
avque average queue length
Tabulka 4: Struktury disky
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Sı´teˇ
name empty string for last
rbyte number of read bytes
rpack number of read packets
rerrs receive errors
rdrop receive drops
rfifo receive fifo
rframe receive framing errors
rcompr receive compressed
rmultic receive multicast
sbyte number of written bytes
spack number of written packets
serrs transmit errors
sdrop transmit drops
sfifo transmit fifo
scollis collisions
scarrier transmit carrier
scompr transmit compressed
speed interface speed in megabits/second
duplex full duplex (boolean)
Tabulka 5: Struktury sı´teˇ
Zatı´zˇenı´ pameˇti procesem
minflt number of page-reclaims
majflt number of page-faults
shtext text memory (Kb)
vmem virtual memory (Kb)
rmem resident memory (Kb)
vgrow virtual growth (Kb)
rgrow resident growth (Kb)
Tabulka 6: Struktury procesu˚ - Zatı´zˇenı´ pameˇti procesem
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Zatı´zˇenı´ procesoru procesem
utime time user text (ticks)
stime time system text (ticks)
nice nice value
prio priority
rtprio realtime priority
policy scheduling policy
curcpu current processor
sleepavg sleep average percentage
Tabulka 7: Struktury procesu˚ - Zatı´zˇenı´ procesoru procesem
Procesy obecne´ informace
pid process identification
ppid parent process identification
ruid real user identification
euid eff. user identification
suid saved user identification
fsuid fs user identification
rgid real group identification
egid eff. group identification
sgid saved group identification
fsgid fs group identification
nthr number of threads in tgroup
name process name string
state process state (’E’ = exited)
excode process exit status
btime process start time (epoch)
elaps process elaps time (hertz)
cmdline command-line string
nthrslpi threads in state ’S’
nthrslpu threads in state ’D’
nthrrun threads in state ’R’
Tabulka 8: Struktury procesu˚ - obecne´ informace
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Zatı´zˇenı´ disku procesem
rio number of read requests
rsz cumulative sectors read
wio number of write requests
wsz cumulative sectors written
cwsz cumulative written sectors
Tabulka 9: Struktury procesu˚ - zatı´zˇenı´ disku procesem
Zatı´zˇenı´ sı´teˇ procesem
tcpsnd number of TCP-packets sent
tcpssz cumulative size packets sent
tcprcv number of TCP-packets recved
tcprsz cumulative size packets rcvd
udpsnd number of UDP-packets sent
udpssz cumulative size packets sent
udprcv number of UDP-packets recved
udprsz cumulative size packets sent
rawsnd number of raw packets sent
rawrcv number of raw packets recved
Tabulka 10: Struktury procesu˚ - zatı´zˇenı´ sı´teˇ procesem
