We study the limit behaviour of a class of random walk models taking values in the d-dimensional unit standard simplex, d ≥ 1, defined as follows. From an interior point z, the process chooses one of the d + 1 vertices of the simplex, with probabilities depending on z, and then the particle randomly jumps to a new location z ′ on the segment connecting z to the chosen vertex. In some specific cases, using properties of the Beta distribution, we prove that the limiting distributions of the Markov chain are, in fact, Dirichlet. We also consider a related history-dependent random walk model in [0, 1] based on an urn-type scheme. We show that this random walk converges in distribution to the arcsine law.
Introduction
Throughout this paper the d-dimensional standard orthogonal simplex (see e.g. [5] ) is defined as
We also denote the interior of S d , the Borel σ-algebra and the Lebesgue measure on S d by S Z n+1 = (1 − ξ n )Z n + ξ n Θ n , n = 0, 1, 2, . . .
where
• ξ n , n = 0, 1, 2, ..., are independent copies of some random variable ξ with support in [0, 1];
• Θ n , n = 0, 1, 2, . . . , are discrete random vectors such that they are independent of ξ n and P (Θ n = E j |Z n = z, σ(Z 1 , Z 2 , . . . , Z n )) = p j (z) 
Beta(a, b) denotes here the usual Beta distribution with the probability density function
Γ is as usual the Gamma function and Dirichlet(α 1 , α 2 , ..., α d , α d+1 ) denotes the Dirichlet distribution with the probability density function (1) is often used for the construction of Dirichlet distribution in S d , which has been widely applied to Bayesian non-parametric statistics. Further extensions, where ξ ∼ Beta(k, γ) for some positive integer k and Θ has quasi-Bernoulli distributions, were studied by Hitczenco and Letac in [4] .
In [3] , Diaconis and Freedman reconsidered Sethuraman's model from the point of view of random iterated functions and also discussed the case in which p(z) depends on z ∈ S 1 = [0, 1]. Other models in S 1 with various specific cases of p(z) and ξ were studied in [7, 8, 9] . Inspired by the work of Diaconis and Freedman, Ladjimi and Peigné in their recent work [6] In [7] , McKinlay and Borovkov gave a general condition for the ergodicity of the one-dimensional Markov chain {Z n } n≥0 in S 1 . By solving integral equations, they derived a closed-form expression for the stationary density function in the case where ξ ∼ Beta(1, γ) and p(z) is a piecewise continuous function on [0, 1]. In particular, if
The model, also known in literature as a stick-breaking process, a stochastic give-and-take (see [2] , [7] ) or a Diaconis-Friedman's chain (see [6] ) has many applications in other fields such as human genetics, robot coverage algorithm, random search, etc. For further discussions, we refer the reader to [2] , [9] and [7] .
The rest of the paper is organized as follows. In Section 2, we give an extension of the work of MacKinlay and Borovkov in higher dimensional simplexes under some certain assumptions for p(z) and ξ. In the case where ξ is Beta distributed and the probability choice function p(z) is linearly dependent on z, we prove that the limiting distributions of these Markov chains are Dirichlet in Section 3. In Section 4, we also consider a history-dependent random walk model in [0,1] based on urn-type schemes. Using martingales and coupling techniques, we will show that the random walk converges in distribution to the arcsine law.
Existence of the limiting distribution
To prove the ergodicity of the Markov chain {Z n } n≥0 , we will make use of the following result. Proposition 2.1 (Theorem 2.1 in [1] ). Let Z n , n = 0, 1, 2, ... be a Markov chain on a measurable state space (X , B) such that for n ≥ 1, P(Z n ∈ A|Z 0 = z) is a measurable function of z ∈ X when A ∈ B is fixed, while it is a probability measure of A when z is fixed.
Then Z n is ergodic if there exist a subset V ∈ B, q > 0, a probability measure ϕ on (X , B) and some positive integer n 0 such that
Moreover, if the above conditions are fulfilled, then there exists an invariant measure µ such that the distribution of Z n converges to µ in total variation norm.
(ii) there is an ε > 0 such that for any 1 ≤ k ≤ d and any Also, observe that in condition (iii) the intervals are properly defined (though they may overlap).
In particular,
Note that T is a homeomorphism from (0, 1)
, and its inverse
The proof of the following Lemma is given in the Appendix.
Assume that all the conditions in Assumption 1 are fulfilled. Then the Markov chain {Z n } n≥0 converges in distribution.
Proof.
Step 1. We define
for all z ∈ S d , given Z 0 = z, the random variable τ V = inf{n ≥ 1 : Z n ∈ V } stochastically dominates a geometric random variable with parameter η, yielding
Hence, the conditions (a) and (b) from the statement of Proposition 2.1 are satisfied.
Step 2. Throughout the rest of the proof, we let Const denote some positive constant. From the definition of {Z n } n≥0 , we observe that
. Therefore, from Assumption 1(ii) it follows that
Step 3. For B ∈ B(S d ) and z ∈ V 0 , from Assumption 1(iii) and Lemma 2.2, we have
We shall demonstrate below that
Indeed, for any injective continuously differentiable map Q :
We also observe that
. . . . . .
where we use the fact that det
Therefore, the inequality (4) is obtained by applying (5) to the map (3) and (4), we conclude that for each B ∈ B(S d ) and z ∈ V 0
Step 4. For each k ∈ {1, 2, ..., d}, B ∈ B(S d ) and z ∈ V k , we have
where we use the fact that for u ∈ S d and z ∈ V k ,
Similarly to the inequalities (3) and (4), we have
It implies that for each B ∈ B(S d ), k = 1, 2, ..., d and z ∈ V k ,
Next, we define the probability measure ϕ as
for each B ∈ B(S d ). From (6) and (7), we can conclude that the condition (c) in Proposition 2.1 is verified.
Step 5. For each B ∈ B(S d ) and z ∈ V ,
Since gcd(d, d + 1) = 1, the condition (d) in Proposition 2.1 is also fulfilled.
Beta walks with linearly place-dependent probabilities
Assume that Z n converges in distribution to a random vector Z, then
where Θ is a discrete random vector such that P(Θ = E j |Z = z) = p j (z), j = 0, 1, ..., d. and ξ is independent of Z and Θ. 
where
The integrals above are understood in the Lebesgue sense.)
Proof. DenoteZ = (1 − ξ)Z + ξΘ. For each z ∈ S d , we have
where for y = (y 1 , y 2 , ...,
For each j ∈ {0, 1, . . . , d}, u ∈ (0, 1) and y ∈ S o d , changing variable x = ϕ(z) := uz + (1 − u)E j , we have
Combining (9)- (10) and applying Fubini's theorem, we obtain
is a probability density function ofZ, which is unique up to a set of measure zero. It implies that f (z) =f (z) for almost all z ∈ S d , and the lemma is thus proved.
Theorem 3.2. Assume that (a) ξ ∼ Beta(1, γ), where γ > 0 is some constant;
Then Z d = (1 − ξ)Z + ξΘ, and thus Z n converges to a Dirichlet distribution by Lemma 3.1.
Proof. Let f and g be respectively the probability density functions of Dirichlet(β 1 γ, β 2 γ, . . . , β d γ, β d+1 γ) and Beta(1, γ). It suffices to check that f and g satisfy the integral equation (8) .
We have
where we use the fact that
Similarly, for k = 1, 2, ..., d, we also obtain that
Remarks.
•
z. This is, in fact, the one-dimensional case considered by McKinlay and Borovkov in [7] .
• For d ≥ 1, if d+1 j=1 β j = 1 then we obtain the model considered by Sethuraman in [10] .
Random walks in [0,1] based on urn-type schemes
In this section, we are interested in the random walk model in the unit interval S 1 = [0, 1] with the following properties:
1. At time n = 1, 2, . . . , the system is characterized by Z n ∈ [0, 1] (location of a particle) and two positive numbers L n and R n . We assume that R 1 = L 1 = 1.
2. At time n + 1, independently of the past, with probability
Ln
Ln+Rn the quantity L n increases by a value proportional to Z n , i.e. the distance from 0 to the current position of the particle, and then the particle jumps to a new location Z n+1 uniformly distributed on the interval (0, Z n ). With the complementary probability Rn Ln+Rn , the quantity R n increases by a value proportional to 1 − Z n , i.e. the distance from 1 to the current position of the particle, and then the particle jumps to a new location Z n+1 uniformly distributed on the interval (Z n , 1).
One can think of (L n , R n ) as a number of two different kinds of balls in an urn, "type 0" and "type 1" respectively, and the direction of the walk is governed by which kind of ball is drawn randomly from the urn at time n. The number of balls of a chosen type increases then by yet another random quantity, depending on the position of the walk. Note that the number of balls in our model can be non-integer, which is quote acceptable for the generalized Pólya urn models.
More generally, we can consider the following random recursion n , Z n , n ≥ 1. Since the probabilities of jumps to the left (right resp.) depend on (L n , R n ), the distribution of Z n+1 is generally dependent on the whole history of the random walk F n = σ(Z 1 , ..., Z n ).
In the remaining part of this paper, we consider only the case that h(x) = x for all x ∈ [0, 1] and ξ Proof. First of all, observe that the probability that the sequence Z n eventually becomes monotone is zero, namely
where ξ 1 , ξ 2 , ... are independent uniformly distributed random variables in [0, 1]. It is well-known that
where F n is the sigma-algebra generated by {Z j , L j , R j } n j=1 . Hence by Levy's extension to the Borel-Cantelli lemma the event in the above display happens infinitely often with probability 1, contradicting the assumption that Z n is decreasing for n ≥ N . By the identical argument, Z n cannot become eventually increasing.
Let us prove part (a) now. For simplicity, we rewrite the recursion for Z n as
We know that Z n makes a.s. infinitely many steps to the left as well as to the right. Hence there exists a sequence of stopping times
going to infinity, such that
At the same time with probability 1/2 we have ξ ηi−1 < 1/2. Assuming this, we get that Z ηi ≤ ξ ηi−1 < 1/2. Since at the time η i the walk moves to the right, we have R ηi+1 − R ηi = 1 − Z ηi > 1/2. Consequently, we obtain that
where all ν n andν n are independent and ν n has the distribution of 2 + ∞ k=1 k i=1 ξ i yielding Eν n = 3 whilẽ ν n equals 1/2 and 0 with equal probabilities 1/2, so that Eν n = 1/4. Now the strong law of large numbers and monotonicity of L n and R n imply that lim sup
The complementary inequality can be proved similarly.
Let us now prove part (b). From part (a) we obtain that a.s. either both L n and R n increase to ∞, or both stay bounded, i.e. sup n≥0 L n < ∞ and sup n≥0 R n < ∞ for all n. Let us show that the latter case a.s. cannot happen.
Again, from (a) we get that a.s. there exists a (random) N such that for n ≥ N
As a result, for n ≥ N , we have for
Since S n is non-decreasing for any n, this implies that S n → ∞ a.s., contradicting the assumption that both L n and R n remain bounded.
converges almost surely to ζ ∞ ∈ (0, 1) as n → ∞.
Remark. From the previous lemma it follows only that 1/13 ≤ lim inf ζ n ≤ lim sup ζ n ≤ 12/13 a.s.
Proof of Lemma 4.2. Let F n stand for the σ-algebra generated by Z 1 , ..., Z n , and introduce the quantity
which will be shown to be a supermartingale. Indeed,
One can show that max Observe that
On the other hand, note that
as n → ∞. It implies that lim sup n→∞ ζ n = lim inf n→∞ ζ n =: ζ ∞ almost surely.
Proof. Suppose P(ζ ∞ = 1/2) < 1. Then there exists ε > 0 such that P(|ζ ∞ − 1/2| > ε) > 0. Let us denote the stopping time
Since P(|ζ ∞ − 1/2| > ε) > 0, there exists m such that P(τ m = ∞) > 0. Let us consider Y n = W n∧τm . Y n is also a supermartingale, hence, there exists Y ∞ = lim n→∞ Y n as well. From (11) it follows
Furthermore, |ρ n | is bounded by a non-random constant. This fact implies that for N > 0
ε n (r 0 (ζ n , Z n ) + O(ε n )) .
Therefore,
Note that ζ n − 1 2 ≥ ε 2 , for all n ∈ [m, τ m ). Hence, combining with the remark that we made immediately after the statement of Lemma 4.2, it implies that on the event {τ m = ∞} r 0 (ζ n , Z n ) = −3 (2ζ n − 1) 2 (Z n ζ n + (1 − Z n )(1 − ζ n )) ≤ −3ε 2 min{ζ n , 1 − ζ n } ≤ − 3ε 2 13 for large enough n. Since P(τ m = ∞) > 0 and ε n ≥ 1 2+n , the LHS of (12) is finite while the RHS is divergent. This contradiction proves the lemma. Theorem 4.4. As n → ∞, Z n converges in distribution to the arsine law Beta Proof. Let us fix a small ε > 0. By Lemma 4.3 there exists a (random) N such that
for all n ≥ N . Fix a very large non-random N 0 . For this fixed N 0 we couple {Z n } n≥0 with two random walks {Z n } n≥0 and {Ẑ n } n≥0 defined as follows:
• For 0 ≤ n ≤ N 0 , setZ n =Ẑ n = Z n .
• For n ≥ N 0 , setZ
Assume that for some n ≥ N 0 ,Ẑ n ≤ Z n ≤Z n (this is definitely true for n = N 0 ). We observe that on A N0 :
• whenZ n chooses left, Z n also chooses left since U n ≤ 1 2 − ε < Ln Ln+Rn . In this case, Z n+1 = ξ n Z n ≤ ξ nZn = Z n+1 . WhenZ n chooses right, Z n might choose left or right, but we still have Z n+1 ≤ Z n + ξ n (1 − Z n ) ≤ Z n + ξ n (1 −Z n ) =Z n+1 ;
• when Z n chooses left,Ẑ n also chooses left since U n ≤ Ln Ln+Rn < 1 2 + ε. In this case, Z n+1 = ξ n Z n ≥ ξ nẐn = Z n+1 . When Z n chooses right,Ẑ n might choose left or right, but we still haveẐ n+1 ≤Ẑ n + ξ n (1 −Ẑ n ) ≤ Z n + ξ n (1 − Z n ) = Z n+1 .
By induction, we obtain that on A N0 for all n ≥ 0,Ẑ n ≤ Z n ≤Z n . Therefore, we have P(Z n ≤ x, A N0 ) ≤ P(Z n ≤ x, A N0 ) ≤ P(Ẑ n ≤ x, A N0 ) for all n ≥ 0 and x ∈ [0, 1]. On the other hand, by Theorem 3.2,Z n andẐ n converge weakly to Beta 2 + ε respectively, as n → ∞. Since ε is arbitrarily small and P(A N0 ) → 1 as N 0 → ∞, the theorem is proved.
