We give a description of infinitely divisible compactly supported probability measures relative to the multiplicative free convolutions on the positive half-line and on the unit circle. A new proof is provided for the analogous result for additive free convolution.
1. Introduction. In classical probability theory an important role is played by the convolution of probability distributions on the real line; indeed, the distribution of the sum of two independent random variables is the convolution of the distributions of the two summands. In connection with this, the infinitely divisible probability distributions, and the associated convolution semigroups, occupy a central place. On the one hand, infinitely divisible probability distributions are the natural object in the study of the limits of sums of independent random variables, and on the other, convolution semigroups are related with stationary processes with independent increments; see [2, 3, and 4] for further information in the classical situation. The Levy-Hincin formula gives a complete description of all the infinitely divisible distributions on the real line, and it shows that such distributions can be obtained as limits of convolutions of Gaussian and Poisson distributions.
In this paper we study infinite divisibility for multiplicative and additive free convolution, which are two operations arising from the non-commutative probability theory of free products; see [5, 6, 7, 8, and 9] for the background of this non-commutative theory. We will describe briefly the definition of the free convolution operations. Consider a unital algebra A, endowed with a functional φ such that φ(\) = 1 the elements x e A will be called random variables. One can associate with each random variable x an analytic functional v x , i.e., a functional on the polynomial algebra C [X] , by the formula v x {p) = Φ(p(x)) if p e C [X] . If x and y are two free random variables (in a technical sense which we will not explain here) then v x + y and v xy can be shown to depend only on v x and v y . This allows one to define the additive and multiplicative free convolution 217 of analytic functional by v x EB v y -v x+y and v x El v y = i/^. Now, given a compactly supported measure μ in the complex plane, one can regard it as an analytic functional by setting μ(p) = J c p(z)dμ(z) if p E C [JΓ] . Moreover, the measure μ is completely determined by the corresponding analytic functional if the support of μ is contained in the real line R or the unit circle T. The following observations help then define the additive and multiplicative convolution operations on certain classes of compactly supported measures.
(1) If μ and v are compactly supported probability measures on R, then μ EB v is also a compactly supported probability measure on R.
(2) If μ and v are compactly supported probability measures on T, then μ El v is also a compactly supported probability measure onT.
(3) If μ and v are compactly supported probability measures on the positive axis R+ = (0, +oo), then μ El v is also a compactly supported probability measure on R+ .
Infinite divisibility for free additive convolution was studied in [6] . A complete characterization of EB-infinitely divisible distributions was given, and it was explained in [9] that this characterization is an analogue of the classical Levy-Hincin characterization. In fact, the analogue of the Gaussian distribution appeared even earlier, when the central limit theorem for free additive convolution was proved in [5] .
The present paper grew out of a desire to obtain similar results for the El-infinitely divisible probability distributions supported on R + or on the unit circle T. While working on this project, we realized that the methods required in the multiplicative case can also be used in the additive case, and they yield a substantial simplification of the argument used in [6] . This simplification is described in §8 below, which is substantially self-contained. In fact we show that the LevyHincin measure associated with a EB-infinitely divisible distribution μ can be calculated, as in the classical case, as a weak limit of measures related with the convolution semigroup generated by μ.
Let us denote by Jί the set of all compactly supported Borel probability measures μ on the complex plane C. We denote by Λ^R , Jfa , and J^i the set of those measures μ e </# which are supported by R, R+ , and T, respectively. We also set .#* = {μ € Jί: J c z dμ(z) Φ 0} . We note for further reference the following properties of free convolutions:
(1) (^R, ffl) is a commutative semigroup;
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(2) (JtJBi , El) is a commutative semigroup; (3) (Λ0T, El) is a commutative semigroup; (4) Jf R+ c uf, (5) (JZf Π Λί,, El) is a commutative semigroup; (6) if μ\, //2 G ^T and ^2 ^ ^C , then J τ z w rfμi la //2( z ) = 0 f°r
As mentioned above, we will study infinitely divisible probability measures relative to free convolution. More precisely, an element μ G J£ is said to be K-infinitely divisible if for every natural number n there exists a measure μ n^M such that μ=μ n la μ n El El μ^ .
A2 times
Of course, we have to restrict ourselves to measures in ^R + or so that the free convolution is defined. The main tool that we use is a result of [7] that gives a function theoretical property of the free multiplicative convolution. More precisely, it is shown in [7] that one can associate with each μ G Jt* a convergent power series S μ (z) such that S μ {z) = Sμ χ {z)Sμ 2 {z) if μ, μ x , μ 2 G «/#* and μ = μi El μ 2 . Our characterizations of S-infinitely divisible probability measures in Jâ nd e/#r will be given in terms of the corresponding functions S. The paper is organized as follows. Sections 2 and 3 contain a detailed discussion of the functions S μ for μ e Jfo Π Jf* and μ G ^R + , respectively. Section 4 contains some calculations of functions S μ for simple measures μ. These calculations are useful later in the calculation of analogues of the Gaussian and Poisson distributions. In §5 we give a limit theorem for the description of the function S μ when μ belongs to a ^-convolution semigroup. Sections 6 and 7 provide the analogues of the Levy-Hincin formula for measures in ^ n ΛC and ./^R , respectively. Finally, §8 is dedicated to an application of the methods of the paper to EB-infinitely divisible distributions.
Our main reference for the theory of moments and Nevanlinna-Pick interpolation is Achieser [1] . For background in probability theory, like the classical theory of infinitely divisible distributions and the Levy-Hincin formula, we refer to [2, 3, and 4] . Sometimes it will be convenient to use the function
Σμ(z)=S μ
which is also analytic in a neighborhood of zero. If we introduce the functions then for z close to zero, and Σ μ (z) = (l/z)χ~(z). It is important to note that the equality 5^ = *S^2 does not always imply μ\ = μ 2 . The following example is relevant in this direction.
LEVY-HINCIN TYPE THEOREMS
221
Fix a point a € C, \a\ < 1, and denote μ\ = δ a (Dirac unit mass at a). Define next μ 2 = P a on T = {e lt :0<t< 2π} by Clearly dμ 2 is harmonic measure for the unit disc, relative to the point a, and therefore / c z n dμ\ (z) = a n = j c z n dμ 2 Thus is analytic for |z| < 1 and, for such z,
-\z\ 2
We conclude from the theory of Nevanlinna-Pick interpolation that given a\ 9 ai, ... , a n with \aj \ < 1, j = 1, 2, ... , n , the matrix
is nonnegative definite. If z\, zi, ... , z n are sufficiently close to zero, we can take aj = χ μ (zj), j = 1, 2 ,...,#, and we deduce immediately the necessity of condition (2) . Conversely, let 5 satisfy conditions (1) and (2). Define and note that χ(0) = 0 and χ'(0) = S(0) φ 0 so that / is locally invertible at z = 0. Denote by ^(z) the local inverse of /, defined in a neighborhood of z = 0. Condition (2) implies that for fli,fl2,...,fl« in a neighborhood of zero, the matrix is nonnegative definite, where u(z) = ψ(z) + 1/2. Using again the theory of the Nevanlinna-Pick interpolation problem we deduce that u extends to an analytic function such that $tu(z) > 0 for all z in the unit disc. Indeed, let a n be a sequence of distinct points converging to zero. There exist functions u n analytic in the unit disc and with positive real part such that u n (aj) -u(dj) for j = 1, 2, ... , n. Dropping, if necessary, to a subsequence we may assume that the u n converge uniformly on compact subsets of the unit disc to a function υ. We have Uv(z) > 0 for \z\ < 1 and v(a,j) = u(dj) for all j, which implies immediately that v is an analytic continuation of u to the unit disc. Note that ι (O) = u(0) = 1/2, and a theorem of Herglotz implies that we can write
for some measure μ e ^x. We conclude at once that ψ = ψ μ , and hence μ e Jt* because ψ is locally invertible at zero. Thus we have μ E </#r n ^ and S = S μ , as desired. In order to verify the last statement of the proposition, assume that \χ μ {z)\ < 1 for \z\ < ε. Then ψ μ (χ μ (z)) makes sense for \z\ < ε, and since ψ μ (χ μ (z)) = z for z close to zero, we must have ψ μ (χ μ {z)) = z for \z\ < ε. The claim now follows from the first part of the proof since we can take α, = χ μ (zj) if \ZJ\ < ε for j = 1, 2, ... , n . D
We note for further reference the following extreme case of Proposition 2.2.
2.3. LEMMA. Assume that μ e Jtj n JF* is a measure satisfying the condition \S μ {Qi)\ = 1. Then μ = δ a for some a e T.
Proof Observe that \ψ' μ (0)\ = 1, and choose a e T such that άψ' μ (0) = 1. Then Proof. Clearly |5(0)| > 1, and therefore it suffices to show that S satisfies condition (2) of Proposition 2.2. Indeed, denote χ(z) = zS(z)/(z + 1), and choose ε > 0 so small that \χ(z)\ < 1/2 and \χ{z) -χ μ (z)\ < 1/2 for \z\ < ε and i sufficiently large. Then clearly \χ μ (z)| < 1 for \z\ < ε, and therefore the matrix is nonnegative definite if \zj\<e, j = 1,2, ... , n. Thus the matrix
is also nonnegative definite.
• It is not difficult to show that actually the weak* convergence of a sequence of measures in Jt*ι n Jΐ* is equivalent to the uniform convergence of the corresponding functions S in some neighborhood of zero. Proof. Assume first that μ, converge to μ in the weak* topology. Clearly then the functions ψ μ , converge uniformly on the compact subsets of the unit disc to ψ μ , and therefore we can find an integer n, and positive numbers e, δ such that, for i > n, the function ψμ t \{z: \z\ < e} is one-to-one, and onto some neighborhood of {z : \z\ < δ}. Clearly, for i > n, μι belongs to Λ0χ Π <^C, and the functions χ μ ( z ) and S μ^ are defined for \z\ < δ .
Observe now that there exist polynomials P n in n variables such that, given two inverse (formal) power series Σ™ = ιanZ n and Y^= x b n z n , we have
It follows immediately that the coefficients of the Taylor series of χ μ converge to the corresponding coefficients of χ μ , and since these functions are bounded by ε in {z : \z\ < δ}, we conclude that the functions χ μ _ converge uniformly to χ μ on the compact subsets of this disc. Thus £μ also converge uniformly to S μ in some neighborhood of zero. Conversely, assume now that μ t e J&i n ^#*, and S μ , converge uniformly to S μ in some neighborhood of zero. The first part of the argument and Lemma 2.1 show that the only limit point of the sequence {//;} in the weak* topology is the measure μ. The desired conclusion follows now from the weak*-compactness of Λ0J . D One can prove analogous results for the function Σ μ . Since the proofs are very similar, we only give here the statements; the basic additional observation needed is that \ψ~(z)\ < 1 for z in the unit disc. Proof, Start first with a measure μ G ^R . Observe that ψ μ (z) is defined for zeC\ [η, l/η] , where η is chosen so that t~ι e[η> l/η] for every t G supp(μ). In fact ψ μ is also analytic at oc because
Hence ψ μ (oό) = -1 and ψ μ is locally invertible at oo. Furthermore, the derivative r°° t
is positive if z < 0. We deduce from these facts that the inverse function χ μ to ψ μ has a meromorphic continuation to a neighborhood of [-1,0] , with a simple pole at z = -1, a simple zero at z = 0, χ μ (z) < 0 and χ μ (z) > 0 for z e (-1, 0]. We see therefore that S μ (z) = (z + \)χ μ (z)/z is analytic and nonzero in a neighborhood of [-1, 0] , and -1, 0) and n = 1, 2, .... Letting w tend to oc we conclude that S' μ (z) < 0 for z G (-1, 0). Thus S μ satisfies conditions (l)- (4) in the statement. In order to verify (5) we calculate the imaginary part of ψ μ :
and we see that ζ$ψ μ (z) > 0 for δz > 0. The Nevanlinna-Pick theory for the upper half-plane shows that for any finite number of points a\, aι, ... , a n with positive imaginary parts, the matrix
aj -a k JΛ=ι is nonnegative definite. Choose ε small enough that $tχ μ (z) > 0 for \z\ < ε, θz > 0. In the above matrix we can replace a\, aι, ... , a n by χ μ (zι) 9 χ μ (z 2 ) 9 ... , χ μ (z n ) with θz y > 0 and \zj\ < ε for j = 1,2, ... , n, and we see in this case that the matrix
is nonnegative definite. This last condition is equivalent to (5) . Conversely, assume now that S is a function satisfying conditions (l)- (5) . Define χ(z) = zS(z)/(z + 1), and note that χ is meromorphic in a neighborhood of [-1, 0] , it has a simple pole at z = -1, χ(z) < 0 for z e (-1, 0], and χ'(z) > 0 for z e (-1, 0]. Therefore χ is locally invertible at every point of [-1, 0] , and hence it has an inverse function ψ defined in a neighborhood of (-oo, 0]U{oo} such that ^(0) = 0 and ^(oo) = -1. Moreover, condition (v) imples that the matrix is nonnegative definite if a\, a 2 , ... , a n have positive imaginary parts and are sufficiently small. Using again the theory of the NevanlinnaPick interpolation we see (as in the proof of Proposition 2.2) that ψ has an analytic continuation in the upper half-plane. Thus in fact ψ extends to the complement of some interval of the form [η, l/η], and 5Sψ(z) > 0 if θz > 0. The function u(z) = ψ(l/z) then has negative imaginary part in the upper half-plane, and u(oo) = 0, so that there exists a positive measure v with suρp
We define now a measure μ by dμ(t) = t~ιdv(t), and we see that ψ(z) for z φ [η, l/η] . Moreover, we have f™dμ(t) = -ψ{oo) = 1, so that μ G C^R + and S = S μ .
To prove the last part of the statement assume that S = S μ , and let ε be such that $>χ μ (z) > 0 if δz > 0 and \z\ < ε. As in the proof of Proposition 2.2 we see that ψ(χ{z)) = z for θz > 0, \z\ < ε, and thus condition (5) is satisfied in the required range. Proof. We must show that S also satisfies condition (5) of Proposition 3.1. Since S satisfies conditions (l)- (4), we deduce that the function χ(z) = zS(z) /(z+l) is real for small, real z, and χ'(0) > 0. Choose ε > 0 small enough so that χ(z) is one-to-one and χ μt (z) -• χ(z) uniformly for \z\ < ε . Then χ μ .(z) must also be one-to-one for \z\ < ε provided that / is large enough. We claim that for such / we have SSχ μ (z) > 0 if δz > 0 and \z\ < ε. Indeed, we know that Qχ μ (z) > 0 if θz > 0 and z is sufficiently close to zero. If there were z with \z\ < ε such that 3z > 0 and ζ$χ μ (z) < 0, we would deduce by connectedness the existence of such a z with ^.(Z)GR. But then χ μ {z) -X μι {z) = χ μι {z), thus contradicting the injectivity of χ μι (z) for \z\ <ε'.
We are now ready to verify condition (5) as in the proof of Corollary 2.4. Let z\ 9 z 2? ... , z n be such that |z ; | < ε and δz 7 > 0 for j = 1, 2, ... , n . By virtue of the last statement in Proposition 3.1, the matrix is nonnegative definite. We deduce that
In order to prove the analogue of Proposition 2.5, we remark that weak*-convergence of probability measures supported in a fixed compact interval of the real line makes sense, and it is equivalent to the convergence of all the moments of the given measures. It will be convenient to denote by [-00, 0] With such a choice we set U = ff^ U {z: \z\ > l/δ}, and we see that is one-to-one on U if μ is supported in [a, b] . It is easy to see now that the first assertion of the proposition is verified if we take
Since the collection of probability measures supported in [a, b] is compact in the weak* topology, while the corresponding family of functions S μ is a normal family of analytic functions on V, it suffices to show that the weak* convergence of the measures μ, to μ implies the uniform convergence of S μ . to S μ in some neighborhood of zero. This last fact is proved as in Proposition 2.5. Proof. It follows immediately from Proposition 3.3 that it suffices to prove that the supports of the measures μ/ are bounded away from 0 and oo. Observe that the derivatives χ' μ {z) converge uniformly in a neighborhood of zero to a function which does not vanish. We conclude that there exist ε, δ > 0 such that χ' μ {z) > δ for z G [-ε, ε] (2) This is even easier since ψ μ (z) = aaz/(l -az). 
then we have χ(t, z) = zexp(ίw(z)), and ψ(t, χ(t, z)) = z for t > 0. It is clear that the function ψ can be extended analytically to some neighborhood of C x {0}, such that the identity
holds. Differentiation in t of this identity yields the following partial differential equation which ψ must satisfy:
, zexp(ίi/(z))) = 0.
s μ .
We note that this equation was first proved in [7] for the functions
PROPOSITION. For z in some neighborhood of zero we have
Proof. Setting ί = 0 in the partial differential equation satisfied by ψ we get or, equivalently since ψ(0, z) = z, Using the relation ^ = ψ μ /(l + ψ μ ) and the fact that ψμ Q (z) = z/(l -z) we deduce that
An easy algebraic manipulation concludes now the proof of the proposition. D 6. Infinite divisibility on the circle. In this section we give a complete characterization of E-infinitely divisible measures in ^. First we will see that all of these measures, with the exception of normalized arclength measure PQ , belong to ΛC .
LEMMA. If μe ^j \ ^ is ^-infinitely divisible then μ = PQ .
Proof. We can write μ = v C3 v with 1/ e ^#τ and, since (^, M) is a group, we must have v e ^ \ ^. By property (3) Proof. We have Po ^ μ = -Po E (^b ^ A) = v\ El z/ 2 with 1/1,1/26 J%ι \ Jί*. The conclusion follows exactly as in the proof of Lemma 6.1. α
We concentrate now on measures μ e ^T Π ΛC , and we start by generating a few interesting probability measures on the circle. The following result generates a measure analogous to the Gaussian distribution on the line. 
where the (9(ε 2 ) estimate is uniform for |z| < 1/2. Set ε n = y/n and note that uniformly for |z| < 1/2. Since does not vanish for \z\ < 1/100, and
uniformly for \z\ < 1/100. We deduce that Assume now that // is E-infinitely divisible. The previous argument shows that exρ(υ(z)/n) has the form S Vn for some v n G ^T Π ^, and hence exp(ίv(z)) = S Mf (z) for some μ t G Λίj Π ^ provided that ί is positive and rational. The conclusion of the lemma follows now from Corollary 2.4. D
The preceding lemma shows that for every IΞI-infinitely divisible measure μ e ^ Π ^ there exists a one-parameter El-semigroup {μ t :t> 0} (i.e., μ t Mμ s = μ t + s ) such that μ\= μ.
We are now able to give a complete characterization of the Hinfinitely divisible measures in Jfa n ΛC, as well as an analogue of the Levy-Hincin formula from the classical theory of infinitely divisible distributions on the line. We formulate the result both in terms of S μ and Σ μ . Proof. The equivalence between (1) and (2), and between (3) and (4), is seen by the change of variable u(z) = υ (z/(l -z) ). Therefore it will suffice to prove (2) , (4), and (5). We start with (4), and we remark that it suffices to show that Σ(z) = exp(w(z)) has the form Σ = Σ μ for some μ £ «/#r Π Jf* such a μ must then be infinitely divisible since Σ(z) = Σ n (z) n , where Σ n (z) = exp(u(z)/n). A theorem of Herglotz concerning analytic functions with nonnegative real part in the unit disc shows that a function u with nonnegative real part in D can be written as / Jτ / Jτ sz for some finite measure v on T, and some real number a. Since finite measures on T can be approximated in the weak* topology by measures with finite support, and since the family of functions with nonnegative real part in D is normal, we deduce that u can be approximated uniformly on compact subsets of D by functions of the form u a y , where i/ has finite support. By Corollary 2.4, it suffices to prove (4) in the particular case when v has finite support. In this particular case the conclusion follows immediately from Lemma 6.5.
Assume next that μ e Jfγ n ΛC is Kl-infinitely divisible, and let {μΓ t > 0} C J^i Π ^ satisfy Σ βt (z) = exp(ίw(z)) and μ\ = μ, where u(z) is a convergent power series. We would like to apply now Lemma 5.1, but we observe first that 
J Ύ 1 -
It follows now immediately that the limit a = lim ε _+o( l/s)/ τ $C dμ ε {ζ) exists, and for z close to zero. It is clear now that u has an analytic continuation, with nonnegative real part, to the entire disc D. This concludes the proof of (2) and (5). D
We conclude this section with a description of some properties of E-infinitely divisible measures in Λ#Γ n Λ& . note that ψ(t 9 z) and χ (t, z) are defined for all ZED.
(
1) The map t •-• μ t is continuous for t > 0 when J£γ is endowed with the weak" topology.
(2) For all t>0 and z eΌ we have χ (t, ψ(t, z) Proof. (1) This assertion follows immediately from Proposition 2.9.
(2) We know that \ψ(t 9 z)\ < 1 for all t > 0 and z eΌ. Therefore the expression χ (t, ψ(t, z) ) makes sense for all such t and z. For fixed t, we have χ(t 9 ψ{t 9 z)) = z for small z, and (2) Indeed, if SQ G A then z belongs to the range of ψ(so,w). Since ψ(so, w) = linis-^ ψ(s,w) uniformly for w in a compact subset of the unit disc, z must belong to the range of ψ(s,w) for s close to SQ , and hence by (2) we have ψ(s, χ(s, z)) = z for 5 close to so. • 7. Infinite divisibility on the positive axis. In this section we characterize the El-infinitely divisible probability measures in ^R + . Recall that the measures in Jfa have compact supports, contained in (0, +00). We begin with analogues of Lemmas 6.3, 6.4, and 6.5. 
JRI -tz
Proof. As in the proof of Theorem 6.7, it suffices to prove (2), (4), and (5). We prove first (4) ; assume that the function u satisfies the assumptions of (4) . Then the Herglotz theorem can be transferred to the upper half plane to show the existence of a positive measure v , with compact support in R + , and of a real number a, such that
JR ! -tz Proposition 3.4 allows us to consider only the case in which the measure v has finite support, and in that particular case the conclusion follows from Lemma 7.3. Assume next that μ e ^R is Kl-infinitely divisible, and let {μ t : t > 0} c Λ€R + satisfy Σμ(z) = exp(ίw(z)) and μ\ = μ, where u(z) is analytic in some neighborhood of [-00, 0] . Observe that
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which shows by Lemma 5.1 that Lemma 7.4 shows that the measures u e have supports bounded away from zero and infinity as e -• 0, and the preceding formula is seen to imply the existence of the weak*-limit of v ε as in the proof of Theorem 6.7. The interested reader will have no difficulty completing the proof of (2) and (5). D
We conclude the section with an analogue of Proposition 6.8. note that ψ(t 9 z) and χ(t, z) are defined in a neighborhood of (R \ R+) U {oo} which may depend on t.
(1) The map t *-> μ t is continuous for t>0 when Jt& is endowed with the weak* topology.
(2) For all t>0 and zeC\R+ we have χ (t, ψ(t, z) (t, ψ(z, t) ) makes sense for such values of z. The conclusion follows from the uniqueness of analytic continuation, as in the proof of Proposition 6.8 (2) . (3) The set {ψ(t, z): z eC, δz > 0} is connected, and by (2) it is contained in {z: z e C, δz > 0, θ/(ί, z) > 0}. The equality ψ(t, χ(t 9 z)) = z holds for every z e {ψ{t, z): z e C, δz > 0}, and by analytic continuation it holds for all z in the connected component of {z: z G C, Sz > 0, 9tf(ί, z) > 0} containing {ψ (t, z) : z e C, δz > 0}. The result follows at once from these remarks. D 8. Infinite divisibility for additive free convolution. The structure of EB-infinitely divisible distributions on the real line was described in [6] , and it was showed in [9] why this characterization is an analogue of the classical Levy-Hincin formula. In this section we provide a simpler derivation of these results, and we show how to obtain the analogue of the Levy-Hincin measure by a limiting process. We will make the exposition as self-contained as possible.
We start by reviewing certain basic facts from [6] . Given a compactly supported probability measure μ on R, one constructs first the Cauchy transform G μ (z) = J R l/(z -t)dμ(t), and a meromorphic function K μ (z) such that G μ (K μ (z)) = z in a neighborhood of z = 0. Finally, one considers the function έ% μ {z) = K μ (z) -z~x. It was shown in [6] that 3ί μ = & μχ + 3% H if μ = μ x EB μ 2 . We recall that e^R denotes the collection of compactly supported probability measures on R. Proof. Let μ e Jί R be supported in [-α, a] , and consider the function f(z) = G μ (l/z).
Since /'(z) = /^f l 1/(1 -tz) 2 dμ(t), it is easily seen that there exists a positive number ε, independent of μ, such that 9i/ ; (z) > 0 for |z| < ε. For such an ε, the function /(z) is one-to-one for \z\ < e. Furthermore, /(*)-*= / J-a tz 2 /(l-tz)dμ(t), and this implies the inequality |/(z)-z| < |z|/2 for \z\ < e provided that ε is sufficiently small. For such a value of ε we have {/(z): \z\ < ε} D {z : |z| < ε/2}. The proposition follows now with U = {z: |z| > ε}u{oo} and V = {z: |z| < ε/2}. D
In the following proof we use the elementary fact that an analytic function / in a convex set, such that 3U/ ; (z) > 0 for all z, is one-toone. This is immediately seen from the formula (1) The supports of the measures μ n are contained in a compact interval and the sequence {μ n : n > 1} converges in the weak* topology to a measure μ G Jt^.
