Consider the problem of minimizing a convex differentiable function on the probability simplex, spectrahedron, or set of quantum density matrices. We prove that the exponentiated gradient method with Armjo line search always converges to the optimum, if the sequence of the iterates possesses a strictly positive limit point (element-wise for the vector case, and with respect to the Löwner partial ordering for the matrix case). To the best our knowledge, this is the first convergence result for a mirror descent-type method that only requires differentiability. The proof exploits self-concordant likeness of the log-partition function, which is of independent interest.
Algorithm 1 Exponentiated Gradient Method with Armijo Line Search
Require:ᾱ > 0, r ∈ (0, 1), τ ∈ (0, 1), ρ 0 ∈ D non-singular 1: for k = 1, 2, . . . do 2: α k ←ᾱ 3:
α k ← r α k
5:
end while 6: ρ k ← ρ k−1 (α k ) 7: end for Optimization problems with a probability simplex, spectrahedron, or quantum density matrix constraint appear in various applications, such as sparse regression [25] , low-rank matrix estimation [15] , and quantum state tomography [22] , to mention a few; the corresponding objective functions are typically convex and differentiable.
Starting with some non-singular ρ 0 ∈ D, the exponentiated gradient (EG) method iterates as
where C k is a positive real number normalizing the trace of ρ k , and α k > 0 denotes the step size. Equivalently, one may write
where D denotes the quantum relative entropy. Therefore, the EG method can be viewed as entropic mirror descent without averaging [5, 18] , or a special case of the interior gradient method [1] .
There are various approaches to selecting the step size. In this paper, we will focus on Armijo line search. Letᾱ > 0 and r, τ ∈ (0, 1). The Armijo line search procedure outputs α k = r jᾱ , where j is the least non-negative integer that satisfies
the dependence on j lies implicitly in ρ k . We give the pseudo codes in Algorithm 1, where we define
C k normalizes the trace of ρ k−1 (α k ).
Implementing Armijo line search does not require any parameter of the objective function, e.g., the Lipschitz constant of the objective function or its gradient. This observation shows the possibility of proving a convergence guarantee for the EG method with respect to a general class of objective functions. Indeed, we will only assume that the objective function is convex and differentiable throughout this paper.
Motivation and Related Work
Regarding the structure of the constraint set, the EG method is a natural choice among mirror descent-type methods. Especially, for the vector case where the constraint set is the probability simplex, the iteration rule becomes computationally cheap-projection is not required. However, existing convergence guarantees for the EG method imposes restrictive conditions on the objective function.
We summarize briefly existing convergence results for the EG method. If f is LLipschitz continuous, standard analysis of mirror descent shows that the EG method converges to the optimum with averaged iterates [5] . If ∇ f is L-Lipschitz continuous, the EG method converges either with a constant step size or Armijo line search [1] . Recently, the Lipschitz gradient condition was generalized by the notion of relative smoothness [4, 16] . We say that f is L-smooth relative to a convex function h, if Lh − f is a convex function. If f is L-smooth relative to the negative von Neumann entropy, the EG method converges with a constant step size [4, 10, 16] .
Notice that checking the conditions can be highly non-trivial, and there are applications where none of the conditions above hold. One such application is quantum state tomography [22] . Quantum state tomography corresponds to solving (P) with the objective function
where M i are Hermitian positive semi-definite matrices given by the experimental data.
Proposition 1 The function f QST is not Lipschitz, its gradient is not Lipschitz, and it
is not smooth relative to the negative von Neumann entropy.
✷
The proof of Proposition 1 can be found in Section A. Similar loss functions also appear for the cases of probability simplex and spectrahedron constraints, such as positive linear inverse problems, positron emission tomography, portfolio selection, and Poisson phase retrieval [9, 17, 20, 28] .
There are indeed convergence guarantees that require mild differentiability conditions, though they are all for gradient descent-type methods. Bertsekas proved that the projected gradient descent with Armijo line search always converges for a differentiable objective function, when the constraint is a box or the positive orthant [6] . Gafni and Bertsekas generalized the previous result for any compact convex constraint [12] . Salzo proved the convergence of proximal variable metric methods with various line search schemes, assuming that ∇ f is uniformly continuous on any compact set [24] .
In comparison to existing results, we highlight the following contributions.
• To the best of our knowledge, we give the first convergence guarantee of a mirror descent-type method 1 that only requires differentiability.
• Our convergence analysis exploits the self-concordant likeness of the log partition function. As a by-product, we improve on the Peierls-Bogoliubov inequality, which is of independent interest (cf. Remark 2).
Main Result
Our main result is the following theorem. 
For any converging sub-sequence
for every β > 0, where ρ k (β) denotes the next iterate of ρ k with step size β.
where
Existence of a non-singular limit point can be easily verified in some applications. For example, hedged quantum state tomography corresponds to solving (P) with the objective function
for some λ > 0 [8] . As discussed above, all limit points of the iterates must be nonsingular. Similarly in the probability simplex constraint case, if the optimization problem involves the Burg entropy as in [11] , all limit points must be element-wisely strictly positive 2 .
Notation
Let g be a convex differentiable function. We denote its (effective) domain by dom g , and gradient by ∇g . If g is defined on R, we write g ′ , g ′′ , and g ′′′ for its first, second, and third derivatives, respectively.
Let A ∈ C d ×d . We denote its largest and smallest eigenvalues by λ max (A) and λ min (A), respectively. We denote its Schatten p-norm by A p . We will only use the HilbertSchmidt inner product in this paper; that is, 〈A,
The function exp(·) and log(·) in (1) are matrix exponential and logarithm functions, respectively. In general, let X ∈ C d ×d be Hermitian, and X = j λ j P j be its spectral decomposition. Let g be a real-valued function whose domain contains { λ j }. Then
Let ρ, σ ∈ D be non-singular. The negative von Neumann entropy is defined as
The quantum relative entropy is defined as
which is jointly convex. It is easily checked that the quantum relative entropy is the Bregman divergence induced by the negative von Neumann entropy; hence, it is always non-negative. Pinsker's inequality says that [13] 
Proof of Theorem 1
The key to our analysis is the following proposition.
Proposition 3 Let ρ ∈ D be non-singular. Suppose that
Then the mapping
is non-increasing on (0, +∞).
✷ Proposition 3 was inspired by a lemma due to Gafni and Bertsekas [12] , which says that the mapping
is non-increasing on [0, +∞), where Π D denotes projection onto D with respect to the Frobenius norm · F . The lemma of Gafni and Bertsekas was proved by an Euclidean geometric argument; see [7] for an illustration. In comparison, we will prove Proposition 3 by exploiting the self-concordant likeness of the log-partition function.
We prove Proposition 3 in Section 2.1. Then we prove the three statements in Theorem 1 separately in the following three sub-sections. To simplify the presentation, we put some necessary technical lemmas in Appendix B.
Self-concordant Likeness of the Log-Partition Function and Proof of Proposition 3
For any non-singular ρ ∈ D and α > 0, define
which, in statistical physics, is the log-partition function of the Gibbs state for the Hamiltonian H α := − log(ρ) + α∇ f (ρ) at temperature 1. We will simply write ϕ(α) instead of ϕ(α; ρ), when the corresponding ρ is clear from the context or irrelevant.
The log-partition function is indeed closely related to the EG method, as shown by the following lemma.
Lemma 1 For any non-singular
We say that a three times continuously differentiable convex function g is µ-self-
Lemma 2 For any non-singular
where η α is a random variable taking
The lemma follows.
The following sandwich inequality follows from self-concordant likeness [26] .
Lemma 3 For any non-singular ρ ∈ D, it holds that
The lower bound improves upon the Peierls-Bogoliubov inequality [21] , which says that
Notice that lower bound provided by Lemma 3 is always non-negative.
✷
Now we are ready to prove Proposition 3.
PROOF (PROPOSITION 3)
We look for a differentiable function χ : (0, +∞) → (0, +∞), such that the mapping
is non-increasing on (0, +∞). Note that g is non-increasing if and only if g ′ ≤ 0 on (0, +∞). Applying Lemma 1, a direct calculation gives
Therefore, g ′ (α) ≤ 0 if and only if the numerator is negative, i.e.,
where we have used the fact that χ ′ /χ = (log χ) ′ . By Lemma 3, we can set
Solving the equation gives χ(α) := e ∆α (∆α − 1) + 1.
For convenience, we will apply Proposition 3 via the following corollary.
where κ := 2 e ∆ᾱ (∆ᾱ − 1)
Then g (0) = 0, and
By Proposition 3, we write
Proof of Statement 1
The first statement is a direct consequence of the following proposition.
Proposition 4 For every non-singular
ρ ∈ D, there exists some α ρ > 0 such that f (ρ(α)) ≤ f (ρ) + τ 〈∇ f (ρ), ρ(α) − ρ〉 , ∀α ∈ [0, α ρ ].(5)
✷
Recall that τ is the parameter in Armijo line search.
PROOF If ρ is a minimizer, by Lemma B.2, we have ρ(α) = ρ for all α ∈ [0, +∞), and the proposition follows. Suppose that ρ is not a minimizer in the rest of this proof. By Lemma B.2, we have D(ρ(α), ρ) > 0 for all α ∈ (0, +∞). By the mean-value theorem, we write
for some σ in the line segment joining ρ(α) and ρ. Then (5) can be equivalently written as
By Lemma B.1, (6) holds if
Consider two cases.
•
is a multiple of the identity. We have
showing that ρ is a minimizer. By Lemma B.2, the proposition follows for every α ρ > 0.
• Otherwise, set α ρ ≤ᾱ. By Corollary 2, there exists some κ > 0, such that
Applying Hölder's inequality and Pinsker's inequality, we write
Then (7) holds if
Recall that a convex differentiable function is continuously differentaible [23] . Notice that ρ(α) is continuous in α. As the right-hand side is a strictly positive constant by Lemma B.2, the proposition follows for a small enough α ρ .
Proof of Statement 2
By the definition of Armijo line search and Lemma B.1, we have
As the quantum relative entropy D is always non-negative, it follows that the sequence ( f (ρ k )) k∈N is non-increasing.
Proof of Statement 3
If ρ k is a minimizer for some k ∈ N, by Lemma B.2, it holds that ρ k ′ = ρ k for all k ′ > k, and the statement trivially follows. In the rest of this sub-section, we assume that ρ k is not a minimizer for all k; then by Lemma B.2, it holds that ρ k = ρ k−1 for all k ∈ N.
Let (ρ k ) k∈K be a sub-sequence converging to a limit point ρ ∞ ∈ D, which exists due to the compactness of D. Then ρ ∞ must lie in int dom f ; otherwise, monotonicity of the sequence ( f (ρ k )) k∈N (Statement 2 of Theorem 1) cannot hold. As f is continuously differentiable, it holds that
for large enough k ∈ K , where
Lemma 4 If
By Lemma 3 and Corollary B.1, we have
By Lemma 1, we obtain
Suppose that ∆ ∞ > 0. We have the following analogy of Corollary 2 for large enough k ∈ K :
Corollary 3 Suppose that ∆ ∞ > 0 and ρ k is not a minimizer for every k ∈ K . There exists some κ > 0, such that
for large enough k ∈ K .
✷ PROOF Recall that (8) provides both upper and lower bounds of
, for large enough k ∈ K . With regard to Corollary 2, it suffices to set
Based on Corollary 3, we prove the following proposition.
Proposition 5 Suppose that ∆ ∞ > 0 and ρ k is not a minimizer for every k
The proof of Proposition 5 can be found in Section C, which essentially follows the strategy of Gafni and Bertsekas [12] with necessary modifications.
To summarize, we have proved that for any converging sub-sequence (ρ k ) k∈K , there exists some γ > 0 such that
For the case where ρ k is a minimizer for some k ∈ K or ∆ ∞ = 0, γ can be any strictly positive real number. Otherwise, we set γ =ᾱ by Proposition 5.
By Lemma 1 and Lemma 3, it holds that
Applying Lemma 1 and Lemma 3 again, we obtain
for any β ∈ (0, +∞). This proves Statement 3 of Theorem 1.
Concluding Remarks
Assuming only differentiability of the objective function, we have proved that the EG method with Armijo line search monotonically converges to the optimum, if the sequence of iterates possesses a non-singular limit point. Our proof exploits the selfconcordant likeness of the log-partition function, which is of independent interest; in particular, Lemma 3 improves upon the Peierls-Bogoliubov inequality.
Importance of Self-Concordant Likeness
With regard to (4), one may suspect whether it suffices, for the convergence analysis, to prove the following: There exists some ǫ > 0, such that the mapping
is non-increasing on (0,ᾱ] for every non-singular ρ ∈ D. Indeed, following the proof strategy for Proposition 3, we obtain the following result without self-concordant likeness.
where ǫ := 2M/m.
✷

Remark 3
For the case where m = 0, Lemma B.3 implies that ∇ f must be a multiple of the identity. Then it is easily checked that ρ is a minimizer as it verifies the optimality condition.
✷
Then in the proof of Proposition 4, for example, the condition we need to verify becomes:
Notice that ǫ ≥ 2 by definition. Both sides can converge to zero as α → 0, so in general, there does not exist a small enough α ρ that verifies the condition. Moreover, because α ǫ ≤ α 2 for α ∈ [0, 1], it is impossible to obtain an analogue of Corollary 2.
The point in our analysis is to show that there exists some χ(α), bounded from below by α 2 for every α close to zero, such that the mapping α → D(ρ(α), ρ)/χ(α) is non-increasing. This is where self-concordant likeness of the log-partition function comes into play.
Extensions for the Probability Simplex and Spectrahedron Constraints
The EG method can be extended for the spectrahedron and probability simplex constraints; in fact, the EG method is arguably better known for these two cases [1, 5, 14, 27] . For the former case, the iteration rule writes exactly the same as (1), and is equivalent to (2) with D replaced by the spectrahedron S . For the latter case, the iteration rule becomes element-wise (see, e.g., [5] ) and is equivalent to (2), with D replaced by the probability simplex P , and the quantum relative entropy replaced by the (classical) relative entropy. The Armijo line search rule applies without modification.
It is easily checked that our proof holds without modification for the spectrahedron constraint. As a vector in R d is equivalent to a diagonal matrix in R d ×d , it can be easily checked that the statements in Theorem 1 applies to the probability simplex constraint. Corollary 1 also holds true for these two constraints with slight modification-for the probability simplex constraint, non-singularity should be replaced by element-wise strict positivity.
Convergence with Possibly Singular Limit Points
Corollary 1 requires existence of at least one non-singular limit point. Can this condition be removed?
Suppose that the sequence (ρ k ) k∈N has a possibly singular limit point ρ ∞ , around which ∇ f is locally L-Lipschitz continuous with respect to the Schatten 1-norm. Let (ρ k ) k∈K , K ⊂ N, be a sub-sequence converging to ρ ∞ . Then following the proof of the second part of Proposition 5, it is easily checked that liminf
, a contradiction; hence, liminf { α k | k ∈ K } must be strictly positive. Then following the proof in [1] , it holds that the sequence ( f (ρ k )) k∈N monotonically converges to the optimal value.
In general without the local Lipschitz gradient condition, we conjecture that convergence to the optimum cannot be guaranteed. However, we have not found a counterexample.
A Proof of Proposition 1
Consider the two-dimensional case, where ρ = (ρ i,j ) 1≤i,j ≤2 ∈ C 2×2 . Define e 1 := (1, 0) and e 2 := (0, 1). Suppose that there are only two summands, with M 1 = e 1 ⊗ e 1 and M 2 = e 2 ⊗ e 2 . Then we have f (ρ) = − log ρ 1,1 − log ρ 2,2 . It suffices to disprove all properties for this specific f on the set of diagonal density matrices. Hence, we will focus on the function g (x, y) := − log x − log y, defined for any x, y > 0 such that x + y = 1.
As either x or y can be arbitrarily close to zero, g cannot be Lipschitz continuous in itself or its gradient due to the logarithmic functions. Define the entropy function h(x, y) := −x log x − y log y + x + y, with the convention 0log 0 = 0. Then g is L-smooth relative to the relative entropy, if and only if −Lh − g is convex. It suffices to check the positive semi-definiteness of the Hessian of −Lh − g . A necessary condition for the Hessian to be positive semidefinite is that
B Technical Lemmas Necessary for Section 2
Recall the definition:
for every non-singular ρ ∈ D and α ≥ 0, where C ρ is the positive real number normalizing the trace of ρ(α).
Lemma B.1 For every non-singular
✷ PROOF The equivalent formulation of the EG method, (2), implies that
✷ PROOF The optimality condition says that ρ ∈ int D is a minimizer, if and only if
For any α > 0, we can equivalently write
where h denotes the negative von Neumann entropy function, i.e., h(ρ) := Tr(ρ log ρ) − Tr ρ.
Notice that the quantum relative entropy D is the Bregman divergence induced by the negative von Neumann entropy. It is easily checked, again by the optimality condition, that (9) is equivalent to
For every non-singular ρ ∈ D and α ≥ 0, define
Let G = j λ j P j be the spectral decomposition of G. Define η α as a random variable satisfying
it is easily checked that P η α = λ j > 0 for all j , and the probabilities sum to one.
Lemma B.3 For any α ∈ R, it holds that
Since η α is a bounded random variable, it follows that ϕ ′′ is bounded from above. 
C Proof of Proposition 5
Suppose that α := liminf { α k | k ∈ K } > 0. By the Armijo line search rule and Corollary 2, we write
for large enough k ∈ K . Taking limit, we obtain that D(ρ k (ᾱ), ρ k ) → 0 as k → ∞ in K .
Suppose that liminf { α k | k ∈ K } = 0. Let (α k ) k∈K ′ , K ′ ⊆ K , be a sub-sequence converging to zero. According to the Armijo rule, we have
for large enough k ∈ K . The mean value theorem says that the left-hand side equals 〈∇ f (σ), ρ k (r −1 α k ) − ρ k 〉 for some σ in the line segment jointing ρ k (r −1 α k ) and ρ k . Then (10) can be equivalently written as
By Pinsker's inequality and Hölder's inequality, we obtain
for large enough k ∈ K . Notice that r −1 α k ≤ᾱ for large enough k ∈ K . By Lemma B.1 and Corollary 3, we obtain
for large enough k ∈ K . Since D(ρ k (r −1 α k ), ρ k ) is strictly positive for all k ∈ K ′ by assumption, (11) , (12) , and (13) imply
Taking limits, we obtain that D(ρ k (ᾱ), ρ k ) → 0 a k → ∞ in K ′ .
