ABSTRACT Signal space diversity (SSD) is a technique to obtain diversity without loss in spectral efficiency. Despite this, SSD has been minimally studied in multiuser scenarios. In this paper, SSD is operated in the uplink of orthogonal frequency division multiple access (OFDMA) cellular systems that exploit frequency diversity, use the optimum maximum-likelihood detector (MLD) and employ antenna arrays at the receivers. Thus, a multiuser multiple-input-multiple-output (MU-MIMO) system that works in presence of own-cell and co-cell interference (CCI) is taken into account. In order to diminish CCI, fractional frequency reuse (FFR) is used in the cellular system. For a feasible MLD implementation, a matrix structure of the received signals is obtained in order to use the sphere decoder algorithm. An exact closed-form expression to calculate the pairwise error probability between two multidimensional symbols is derived. From this, a bit error rate (BER) upper bound is found for single user scenarios. This BER expression is an accurate lower bound for high diversity orders in multiuser scenarios. The BER asymptotic analysis shows that our approach maintains the SSD multidimensional diversity, the spatial diversity of MIMO and the frequency diversity. This allows to overload the system by minimizing the BER and increasing the spectral efficiency, simultaneously.
I. INTRODUCTION
Signal space diversity (SSD) is a technique proposed in [1] to obtain diversity without loss in spectral efficiency. SSD rotates a multidimensional quadrature amplitude modulation (QAM) constellation in such a way that any two constellation points achieve the maximum number of distinct components. When this rotation is carried out properly, the diversity order is equal to the number of dimensions of the constellation. The SSD performance is evaluated in [2] and [3] based on upper bounds to calculate the pairwiseerror-probability (PEP). In [4] and [5] , bounds to evaluate the SSD symbol error rate (SER) in additive white Gaussian noise (AWGN) and fading channels are obtained.
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Nevertheless, these bounds become less accurate as the number of dimensions increases.
Due to the improvements that SSD produces in the performance of a system, it has been incorporated in different scenarios. For example, in [6] , SSD is proposed to integrate a dual-hop cooperative relay system and to enhance its secrecy performance. In [7] , SSD is applied in cognitive networks. Specifically, SSD is used at all transmitting nodes in the secondary network to rotate and interleave the signal components before transmission that enables both source terminals and intermediate relay to transmit different symbols. SSD has been also used in multicarrier systems. In [8] , a novel coordinate interleaving scheme between subcarriers is applied to an orthogonal frequency division multiplexing (OFDM) system in order to exploit SSD. For this, binary phase-shift keying (BPSK) modulation is considered. Assuming Rayleigh fading, the authors derive an expression to evaluate the bit error rate (BER) of the proposed scheme. It is interesting to see that SSD has been recently incorporated even in underwater systems [9] . Hence, rotated constellations are also used in underwater acoustics channels to obtain diversity. In this work, a Max-Log demapper is developed in order to reduce the complexity detection.
In the scenarios described above, there is no presence of interference between users, or multiple access interference (MAI). Generally, SSD has been minimally studied in multiuser scenarios because it is necessary to employ a maximum-likelihood detector (MLD) at the receiver, which is characterized by its exponential complexity [10] . However, in [11] , SSD is exploited in a single-carrier and single-cell multiuser scenario by using the sphere decoder (SD) [12] in order to decrease the MLD complexity. SD transforms the decoding process into a tree search algorithm. In addition, in [11] , an approximate expression to evaluate the BER for a single user scenario is obtained. Thus, this expression ignores the presence of interference. At this point, it is important to emphasize that cellular systems are not only disrupted by interference from the cell itself (MAI), but also by interference from neighboring cells (co-cell interference, CCI) due to the channel reuse. The latter type of interference is not considered in the work cited previously.
Another technique that uses SSD to mitigate MAI is sparse code multiple access (SCMA), which is a current approach that employ SSD for creating codebooks [13] and it is also a candidate for fifth generation (5G) of cellular systems [14] . With SCMA, different data streams are mapped into codewords of different multidimensional codebooks. Each codeword represents a spread transmission layer. Consequently, data streams share the same time-frequency resources of an orthogonal frequency division multiple access (OFDMA) system. SCMA also employs a suboptimal detector called message passing algorithm (MPA) [15] . Thus, SCMA obtains the diversity from SSD [13] . Nonetheless, in a multicarrier system, it is also possible to obtain frequency diversity transmitting the same symbol on different subcarriers [16] . Hence, a more efficient multicarrier system should be able to guarantee not only the diversity of the rotated constellations but also the frequency diversity.
Some techniques to mitigate CCI have been proposed [17] , [18] . The reuse of channels in different cells stands out among these. The approach usually adopted is hard reuse, where the system bandwidth is split into a number of sub-bands according to a chosen reuse factor. Despite hard reuse supports neighboring cells transmit on different sub-bands, it experiences reduced spectral efficiency [19] . As consequence, fractional frequency reuse (FFR) has been proposed as an efficient inter-cell interference coordination (ICIC) technique for Long Term Evolution Advanced (LTE-A) systems [20] . FFR divides the bandwidth into several sub-bands, which are allocated in a smart manner in the cells to reduce the CCI. In general, interference in the uplink is greater than that in the downlink [21] , [22] . Hence, the uplink is selected to analyze the performance of FFR schemes.
Another advanced technique for cellular systems is multiple-input-multiple-output (MIMO), which is implemented via antenna arrays. MIMO allows systems to obtain diversity and to increase the spectral efficiency [23] because several users transmit on the same channel. In this case, the technique is known as multiuser MIMO (MU-MIMO). Some works have studied MIMO operating with SSD. In [24] , a layered MIMO-OFDM system with SSD is designed. Specifically, a transceiver based on enhanced coordinate interleaving and MLD detection is proposed. The transceiver is evaluated considering only two-dimensional QPSK modulation and the results are validated by employing simulations, which show that the proposal allows to maintain the spatial diversity of MIMO and the space diversity of SSD. In [25] , the authors have evaluated the system capacity by considering a symmetric MIMO system that employs SSD and a sub-optimal iterative detector at the receiver. In addition, the system BER is evaluated just by simulations. Moreover, in [26] , the performance of SSD for spatial multiplexing is assessed employing a metric named as diversity multiplexing trade-off (DMT) [27] , which is the ratio between the diversity order and the multiplexing gain. In [28] , [29] , SSD is incorporated into a MIMO system employing phase-shiftkeying (PSK) modulation and transmit antenna selection (TAS). As TAS is employed, it is not produced interference in the reception, as consequence, maximal ratio combining is employed in the receiver. With this technique and by considering correlated receive antennas, the authors obtain an expression to evaluate the PEP. The results are evaluated for one-dimensional BPSK and two-dimensional QPSK modulations and they show that SSD allows to mitigate the effects of the correlation between the antennas in the receiver. Specifically, a gain is obtained in terms of signalto-noise ratio (SNR), but the BER curves maintain a diversity similar to the scenario in which SSD is not used. This suggests that, in order to counteract the effects of antenna correlation, SSD sacrifices its diversity. Another recent work related with MIMO and SSD considers zero-forcing precoding with signal space diversity under antenna correlation [30] . Specifically, a 2 × M MIMO system employing a rotated one-dimensional BPSK modulation is considered. The author indicates that a practical example of the considered system model can be a downlink sensor network where a base station communicates with a sensor node. In such a case, the transmit antennas can be arranged with enough spacing such that no spatial correlation exists at the transmit side. On the other hand, the limited sensor size restricts the receiver to position its antennas with sufficient spacing. In this work, the results show that SSD yields a noteworthy improvement on the BER with just a low increase in complexity. Furthermore, in the results, it is interesting to observe that the correlation between the reception antennas produces floors in the BER curves when they are plotted as a function of the SNR. These floors appear in higher BER values when the correlation between the antennas increases. The works mentioned above consider a single transmitter and a single receiver with several antennas at both sides.
By the above, the main aim of this work is to enable the SSD operation in a multiuser multicarrier cellular system that also exploits frequency diversity and spatial diversity, the latter through MIMO. For this, the first challenge is to establish how the receiver must separate SSD signals transmitted by different users and that are received at different antennas, considering that SSD rotates the constellations and requires interleaving for diversity. Hence, a way to use the SSD approach in the uplink of OFDMA cellular systems employing MLD at the receiver is determined in this work. Thus, the optimum system performance is guaranteed. In addition, it is assumed an OFDMA system that exploits frequency diversity by transmitting the same symbol on several subcarriers. For this, it is considered that some users transmit simultaneously on the same group of subcarriers. Moreover, an antenna array is assumed at the receiver in the base station (BS). Consequently, a MU-MIMO system is studied. Because the system operates in a cellular scenario, there is presence of MAI and CCI. Therefore, another aspect taken into consideration is the way in which this last type of interference is mitigated. For this, FFR is used in the system model.
The matrix structure of all the received signals is developed in order to apply the SD algorithm at the receiver. For this algorithm, an expression to calculate the initial hypersphere radius is also obtained. For the analysis, perfect channel state information (CSI) at the receiver is assumed motivated by the fact that previous works have also considered this scenario and have not been able to find exact expressions to evaluate the SSD performance. Thus, another aim of this work is to find exact expressions to evaluate this kind of technique. In particular, an expression to evaluate the mean signal-tonoise-plus-interference ratio (SNIR) for the proposed system is derived. Then, an exact closed-form expression to evaluate the PEP between two multidimensional symbols in single user scenarios is determined. Specifically, we refer to a single user scenario when a single user within a cell transmits on a group of subcarriers. However, this does not neglect the fact that other users transmit in the co-cells. Therefore, this expression considers the presence of CCI. From the PEP result, a mean BER upper bound is obtained. By simulations, it is shown that under certain considerations, the derived BER expression is an accurate lower bound for multiuser scenarios. The asymptotic performance of the BER is also analyzed in this work in order to obtain the total system diversity. With the results of the asymptotic analysis, it is further evidenced that the optimum rotation angle of the QAM constellations used in SSD can vary depending on the system parameters.
The remainder of this paper is outlined as follows. System and channel models are described in Section II. The matrix structure of received signals is obtained in Section III. In Section IV, the matrix structure is used to implement MLD at the receiver. In Section V, expressions to calculate the PEPs and the BER are derived. The asymptotic analysis of the mean BER is performed in Section VI. Numerical results and discussions are carried out in Section VII. Finally, the main conclusions of the paper are made in Section VIII.
In what follows, lowercase letters x, bold lowercase letters x and bold uppercase letters X denote scalars, vectors and matrices, respectively. In addition, I x is a x × x identity matrix, · denotes Euclidean norm, (·) T denotes transpose, (·) H is conjugate transpose, ⊗ represents Kronecker product and (·)! denotes factorial. Moreover, {·} and {·} represent the real and imaginary parts of their arguments, respectively. Additionally, · and · denote floor and ceil operations, respectively, ln(·) is natural logarithm and X or E[X ] denote the mean value of the random variable X . Finally, P(·) is the probability operator and i = √ −1.
II. SYSTEM AND CHANNEL MODELS
The system and channel models are described in this section.
A. CELLULAR SYSTEM MODEL Fig. 1 shows the cellular system model, where each circular cell has an inner radius R 0 , an outer radius R and a BS at its center. The distance between the center of two co-cells is given by [21] 
where F is the channel reuse factor. FFR is employed, hence, the cell inner region (CIR) employs reuse factor F i = 1 and the cell outer region (COR) uses reuse factor F o = 3 [31] . In Fig. 1 , R s is the cell reuse radius and B k is the k-th frequency sub-band allocated to each cell region. The central cell is the cell of interest receiving interference from co-cells. Users are uniformly distributed in the cell area. The distance between k-th user and its BS is denoted by ρ k . As this distance is a random variable, its probability density function (PDF) can be written as
111206 VOLUME 7, 2019 where R i and R f denote the inner and outer radius for a given cell region, respectively. For better understanding of the following consider Fig. 1 . Hence, for the CIR, we have that R i = R 0 and that R f = R s . On the other hand, for the COR, R i = R s and R f = R. Consequently, from (2), the PDF of ρ in the CIR is f (ρ; R 0 , R s ) and in the COR is f (ρ; R s , R). Moreover, the angle formed by the horizontal axis and the k-th user position is denoted by θ k and its PDF is given by
If the location of the -th interferer in the j-th co-cell is known, the distance between that interferer and the BS in the cell of interest is
where = π(F + 1)/12.
B. TRANSMITTER AND RECEIVER MODELS
In the transmitter, a block of m bits is mapped onto a D-dimensional QAM symbol, s, employing Gray encoding in each dimension. A symbol vector is denoted by s 
where
The optimum values of λ 3 and λ 6 for different QAM modulations are detailed in Subsection VII-A. 1 This rotation matrix is obtained following the guidelines of [1] .
In order to obtain SSD, vector r components must be affected by independent fadings. 2 Thus, a component-wise interleaver is applied at the transmitter.
To obtain frequency diversity, a symbol is transmitted on a group of G subcarriers. For this, the central frequencies of these subcarriers are separated a frequency interval f i , which is greater than the channel coherence bandwidth, B c . Thus, a frequency domain interleaving is applied. The block diagram of the transmitter in the k-th user equipment (UE) is shown in Fig. 2 , where p(t) is a base-band pulse. The figure also shows an example of the interleaving process for
It is assumed some users transmitting simultaneously on a same group of subcarriers. In contrast with multicarrier code division multiple access (MC-CDMA) [32] , spreading sequences are not used in our approach because signals transmitted in different subcarriers and by different users are affected by independent channel gains, which allow to differentiate them in the detection process. In order to maintain orthogonality between subcarriers, users in the same cell using the same group of subcarriers transmit synchronously. In practical OFDMA systems, this is possible due to timing advance algorithms [33] .
Third generation (3G) and fourth generation (4G) cellular systems employ highly efficient power controls [34] , [35] , which can be considered almost perfect. With this fact, a system performing perfect power control is also assumed. In this scenario, the output power of each UE is
where P r,0 is the constant received power at the BS from each UE in the same cell, ρ is the distance between a given UE and its BS, K is the propagation factor and β is the propagation path-loss exponent. In (6), the product K −1 ρ β allows the signals transmitted by all UEs to reach the BS with the same power. As will be described in Subsection II-C, the path-loss increases with a power of the distance. At the BS, a linear array with ϒ equally spaced antennas is considered. Typically, in the BS, the antennas can be separated a distance large enough to ensure that signals arriving at different antennas are affected by independent channel gains. Thus, as the uplink is studied, in the following it is assumed that signals arriving at different antennas are affected by independent channel gains, or equivalently, independent fading.
Due to SSD, MLD is used in the receiver to obtain full diversity [10] . Perfect channel state information (CSI) is considered. The receiver structure for a group of G subcarriers is shown in Fig. 3 , where phase canceling and deinterleaving are implemented exclusively for single user scenario. In this case, the figure also shows an example of the received samples considering D = 4. When U > 1 users transmit simultaneously on the same group of subcarriers, signals received at the BS from users at different locations are affected by independent channel gains. Because these signals are added by the channel, a phase elimination stage for each user is not viable at the receiver. Phase elimination performed for one user modifies the phases of the received signals of the other users. Hence, deinterleaving cannot be made. Though, it is necessary to detect all received multidimensional symbols regarding that they still remain interleaved. It is important to acknowledge that two different symbols of the same user are interleaved in the transmitter, as shown in Fig. 2 .
C. CHANNEL MODEL
A slow frequency-selective Rayleigh fading channel is assumed. The fading is frequency-selective in the total bandwidth, but it is flat in each subcarrier bandwidth. Let G a,g,η,k be the channel gain for a-th antenna, g-th subcarrier, η-th time slot and k-th user. The random variables G a,g,η,k are independent and identically distributed (i.i.d) ∀ a, g, η and k. Channel gains are modeled as zero-mean complex Gaussian random variables with variance σ 2 ch = 2σ 2 , where σ 2 is the variance of the real Gaussian random variables. Hence,
where α a,g,η,k is the Rayleigh fading and φ a,g,η,k is the phase uniformly distributed over [0, 2π). Popular models used by wireless carriers for coverage modeling include Okumura-Hata, COST231-Hata [36] and the Stanford University Interim (SUI) path-loss model [37] . All these models imply the power decayment of transmitted signal as a function of the distance between the transmitter and the receiver. Hence, the received power can be written as
where P t is the transmitted power and ρ is the distance between the transmitter and the receiver. Further, K is the propagation factor and β is the propagation path-loss exponent, which depend on the model employed. In the following, the SUI path-loss model is adopted because it operates on the 3.5 GHz band, which is a candidate for 5G networks deployment [38] . With this model, ρ satisfies that 100 m ≤ ρ ≤ 10000 m and from [37] , it is possible to show that Other values for these constants are available in [37] for different path-loss environments. MAI appears because some users transmit on the same subcarriers simultaneously. The number of users transmitting on the same group of G subcarriers in the cell of interest is denoted by U. Moreover, CCI is produced by users in the co-cells transmitting on the same group of subcarriers. The number of interferers in the j-th co-cell, I j , is a Poisson random variable with mean λ I . Lets suppose that CCI comes from the 6 co-cells of the first layer. In scenarios where β ≥ 4, the influence of outer cell layers over CCI becomes negligible [39] . Further, CCI has an asynchronous nature. The instantaneous number of interferers in the co-cells is
Finally, the received signals are distorted by additive white Gaussian noise (AWGN). Some assumptions in the channel model allow evaluating the system performance not only by simulations, as in other works in the literature [24] , [25] , but also the system can be mathematically modeled in order to find expressions to evaluate its performance. From these expressions, some key aspects related with the system behavior can be understood. 
III. MATRIX STRUCTURE OF THE RECEIVED SIGNALS
The matrix structure of the received signals is obtained in this section.
The total received signals (or samples) at the MLD input can be written as a real ϒGD-dimensional vector, that is 3
where A is the signal amplitude, 1/ √ G normalizes the transmitted power per subcarrier, the factor 1/2 appears due to passband equivalent representation and n is a ϒGD×1 vector with the noise samples, which are modeled as zero mean Gaussian random variables with variance
where N 0 is the unilateral noise power spectral density. The ϒGD × D channel matrix H is given by
where where, for simplicity, the user subscript has been omitted and
Finally, in (12), C is a ϒGD-dimensional column vector with the CCI received samples. Considering the examples of transmitted and received samples shown in Fig. 2 and Fig. 3 and by taking into account that signals of co-cell interferers have different phases than the user of interest, the
for a = 1, 2, . . . , ϒ, g = 1, 2, . . . , G and d = 1, 2, . . . , D, X represents real operator (X {·} = {·}) for d odd or imaginary operator (X {·} = {·}) for d even. Further, η is evaluated by employing (17) . In (18) , the term into brackets is written as the sum of two terms because CCI is asynchronous. For better understanding refer to Fig. 4 . The first term denotes the CCI sample at the time interval τ ≤ t < ζ and the second term denotes the sample at the interval ζ ≤ t < τ + T s , where T s is the time slot duration, τ denotes the delay of the symbol received from the user in the cell of interest and ζ is theinterferer delay that can be modeled as a uniformly distributed random variable over the interval [τ, τ + T s ]. Moreover,r d, andr d, denote the complex rotated symbols received from the -th co-cell interferer, specifically at time intervals τ ≤ t < ζ and ζ ≤ t < τ + T s , respectively. Based on the example of Fig. 2 (step 3 ) , the rotated symbolr d, can be written as 4
Finally, in (18) , P( ) and P ( ) are respectively defined as
where it has been considered that p(t) is a unitary amplitude rectangular pulse of duration T s . In addition, ρ β is the power increase due to power control by considering the link between the -interferer and the BS in its cell. Moreover, d −β denotes the path-loss attenuation of the link between the -interferer and the BS in the cell of interest. 5 B. SCENARIO U > 1 Now, we focus on finding the matrix structure of the received samples for scenarios where U > 1 users are transmitting simultaneously in the same group of G subcarriers. In order to derive the matrix structure of all the received samples, we firstly write the rotation process performed by the k-th UE in matrix form considering that two different multidimensional symbols are interleaved later. Thus, the real 2D-dimensional vector containing these two rotated symbols can be written as
where 0 D is a D × D null matrix and s ,k is the -th non rotated multidimensional symbol transmitted by k-th user before interleaving. Hence, the D elements of s ,k belong to a √ M -PAM constellation. 4 The rotated symbolr d, can be written in a similar manner. 5 The factor K does not appear because power control counterbalances the path-loss multiplying the transmitted power by K −1 .
The elements of r k can be interleaved employing a D ×2D matrix E. The vector containing the interleaved symbols is obtained as
where (22) has been used. For instance, the interleaving matrices for D = 2 and D = 4 can be written respectively as 
Matrix E transforms the real 2D-dimensional vector r k into the complex D-dimensional vector r k . The complex symbols of r k are transmitted in different time slots. Further, notice that the η-th row of E interleaves the elements of r k that are going to be transmitted in the η-th time slot. By the above, it is possible to show that if U users are transmitting in the same group of G subcarriers, then the samples received during the η-th time slot can be written as a complex ϒG-dimensional column vector given by
where H η is a ϒG × U matrix that can be written as
with
Furthermore, T η is a U × 2DU matrix written as
where E η denotes the η-th row of matrix E. Additionally, in (26) , s is a 2DU-dimensional column vector given by
Finally, C η and n η are complex ϒG-dimensional column vectors with the CCI and noise samples, respectively. The
for a = 1, 2, . . . , ϒ and g = 1, 2, . . . , G. C is written as a sum of two terms due to CCI asynchronism. In (31),r η, andr η, are the complex symbols received from the -th co-cell interferer during the η-th time slot after rotation and interleaving processes. They arrive at the BS of interest at time intervals τ ≤ t < ζ and ζ ≤ t < τ + T s , respectively. The rotated and interleaved symbolr η, is given bỹ
The symbolr η, can be written similarly. For better understanding of (32), refer to the interleaver output denoted as 3 in Fig. 2. Finally, in (31), the channel gains G a,g,η, and G a,g,η, are related to co-cell interferers and they are also associated with time intervals τ ≤ t < ζ and ζ ≤ t < τ + T s , respectively. Appendix A shows that the variance of the quadrature components of the elements of C η (CCI variance per channel) is given by
where (35) where D is given by (1) and 2 F 1 (., .; .; .) is the ordinary hypergeometric function [40, Eqs. (9.14.2), (9.100)]. Equation (35) has closed form for even values of β:
The deinterleaving and phase canceling processes performed in the receiver for the scenario U = 1 do not modify the statistics of the received symbols. Hence, the variance of the random variable defined by (18) is also equal to (33) . . . .
where the 0s in the diagonal matrix H denote ϒG × U null matrices, y is a ϒGD-dimensional column vector, H is a ϒGD × DU matrix, T is a DU × 2DU matrix, s is given by (30) and finally, C and n are ϒGD-dimensional column vectors. Matrix H contains the fading channel effects and matrix T contains the rotation and interleaving processes effects for the multiuser scenario.
IV. RECEIVER IMPLEMENTATION
In this section, the matrix structure developed in Section III is employed to implement the MLD at the receiver in the BS.
A. SCENARIO U = 1
Consider the matrix structure given by (12) . For high number of co-cell interferers, each element of C can be modeled by a zero-mean real Gaussian random variable with variance σ 2 c , which is given by (33) . Moreover, each element of n is also a zero-mean real Gaussian random variable with variance σ 2 n , which is given by (14) . Under these considerations, the MLD decides by a D-dimensional symbol vectors by considering the next minimum-distance criterion:
whereŝ is a candidate symbol vector and the ϒGD×D matrix H is given by
For analytical purposes, H is an equivalent channel matrix including the effects of the fading channel and the effects of the constellation rotation on the transmitted symbols. It can be shown that ( Consider the matrix structure of the received samples given by (38) . For a high number of co-cell interferers, each element of C can be modeled by a zero-mean complex Gaussian random variable, whose components have the variance given by (33) . Moreover, each element of n is also a zero-mean VOLUME 7, 2019 complex Gaussian random variable and their components have the variance given by (14) . Therefore, MLD is a multiuser detector deciding by a 2DU-dimensional symbol vector s by employing the minimum-distance criterion:
whereŝ is a candidate symbol vector of the form of (30) and from (38) , the ϒGD × 2DU matrix H can be written as
and it contains the fading channel, the interleaving and the constellation rotation for the multiuser scenario. From (41), MLD decides by 2DU-multidimensional symbols, that is, 2D-multidimensional symbols for each user. The criterion of (41) On the other hand, SD detector presents the same performance, but with less complexity of the MLD detector. SD transforms the detection into a tree search algorithm [12] , which searches for a possible vectorŝ within a hypersphere of radius ℘ centered at the received vector y. Hence, it avoids the complexity of the exhaustive search.
SD requires QR factorization of matrix H of (12) or (38) , as appropriate. In the multiuser scenario, if U > ϒG/2, then H is rank-deficient. Hence, Tikhonov regularization [41, Eq. (3)] can be used in (41) . In this case, SD algorithm uses an extended matrix H, which is factorized as
where the (ϒGD+2DU)×2DU orthonormal columns matrix Q is partitioned into Q 1 and Q 2 of dimensions ϒGD × 2DU and 2DU × 2DU, respectively, and R is a 2DU × 2DU upper triangular matrix. A technique to perform the above factorization is proposed in [42] , which makes an ordering in the H columns to further reduce SD complexity. However, it introduces a bias in the SD metrics, but its effects over the system performance are imperceptible [43] . Naming z = Q H 1 y, a candidate symbol vector is inside of the hypersphere, if it satisfies the condition [12] 
where r κ, is the (κ, )-th entry of R, z κ is the κ-th element of z andŝ is the -th element ofŝ . Regarding complexity, the first important aspect to keep in mind is that the initial value of ℘ must be chosen carefully. If this value is too small, then it is possible that no candidate vector is inside of the hypersphere. Moreover, if the initial value of ℘ is too large, then the SD complexity becomes high because many nodes must be visited in the tree. As a consequence, an option is to apply a high initial value for ℘, e.g., ℘ = ∞, and then, the radius can be updated as the SD algorithm advances [12] . However, we have determined a simple expression to calculate the initial hypersphere radius, ℘ 0 . Appendix B shows that
where is a very small probability and
, w ≥ 0. (46) Consequently, F −1 (1− ) implies to find the value of w given that F(w) = 1 − . The result of (45) calculates an initial finite hypersphere radius. However, two conditions must be satisfied in order to avoid implementation problems:
1) The probability must be a very small value. If this condition is not satisfied, then it is highly probable that no candidate vector is inside the hypersphere. 2) The symbol vectorŝ , in (45), must be the candidate vector with highest norm.
In the event in which is not adequately selected, it is possible that no final node is reached. If this happens, an option is to allocate a value of infinity to ℘ 0 and then, SD algorithm is executed again. Nevertheless, it represents an increase in the SD algorithm complexity.
V. MEAN BIT ERROR RATE
In this section, an exact closed-form expression to evaluate the PEPs between two multidimensional symbols is derived. Then, an upper bound to calculate the mean BER is obtained. The analysis is made for scenarios where only U = 1 user transmits on a group of G subcarriers in each cell. Thus, there is no presence of MAI but there is presence of CCI. Under some circumstances, the derived expression is an appropriate lower bound for the mean BER of scenarios with presence of MAI, i.e., scenarios where U > 1.
The PEP is the probability of MLD to decide by the erroneous multidimensional symbolŝ i given that the multidimensional symbolŝ j has been transmitted. As the information of the transmitted multidimensional symbol is available at the receiver only in the received vector y, from (39), the PEP can be written as (47) where y k is the k-th entry of the received vector y and
By calculating the PEPs for different vectorsŝ i andŝ j , it is possible to realize that (47) can be rewritten as
where α 2 a,g,η is a chi-square random variable with two degrees of freedom ∀ a, g and η. Moreover, C a,g,η and n a,g,η denote the CCI and AWGN real samples received in the a-th antenna, g-th subcarrier and η-th dimension, respectively. Additionally, δ i,j,η is the η-th element of the D-dimensional column vector
In (49), the terms of the form
a,g,η are chi-square random variables with 2ϒG degrees of freedom. Hence, the sum of terms into the probability operator at the right-hand side of (49) is similar to the decision variable of a diversity combining system, where the +1 symbol was transmitted. Then, the right-hand side of (49) is the probability of that decision variable to be less than 0. Consequently, the PEP can be obtained as the symbol error rate (SER) of a binary antipodal modulation with diversity. In this case, the branches are chi-square random variables with different variances. The factors δ 2 i,j,η modify these variances. The instantaneous SNIR conditioned on the fading amplitudes of the decision variable of (49) is given by
where we have used the fact that C a,g,η and n a,g,η are independent random variables ∀a, g, η, that E[C a,g,η ] = 0 and that E[n a,g,η ] = 0, ∀a, g, η. We have also employed that E[n 2 a,g,η ] = σ 2 n and that E[C 2 a,g,η ] = σ 2 c , ∀a, g, η, where σ 2 n and σ 2 c are given by (14) and (33), respectively. In (51), each α 2 a,g,η is given by the sum of two squared real Gaussian random variables, where each random variable has zero-mean and variance σ 2 . Thus, we can write that α 2 a,g,η = 2σ 2α2 a,g,η = σ 2 chα 2 a,g,η , where σ 2 ch = 2σ 2 is the variance of the complex channel gain andα 2 a,g,η is given by the sum of two zero-mean squared real Gaussian random variables with unit variance. Moreover, in Subsection II-B, it is stated that the symbols belong to a constellation with normalized mean power (s 2 = 1). By the above, (51) can be rewritten as
where γ c is the mean SNIR per channel, that is given by
where we used (14) and (33) . The received symbol energy is E s = A 2 s 2 T s /2 and the received energy per bit is E b = E s / log 2 M , where M is the modulation order. In (50), there might be scenarios in which two or more elements of i,j are equal. As consequence, in (52), there are groups of chi-square random variables with the same variance. Hence, γ i,j can be modeled by a generalized chi-square distribution [45] , as it is generated by the sum of independent chi-square random variables with different variances and/or different degrees of freedom.
Let v i,j be a vector containing the elements of i,j only once. If i,j has two or more equal elements, they appear only once in v i,j . Further, let u be a vector where its κ-th element, µ κ , is the number of times that the κ-th element of v i,j appears in i,j . Thus, the sum of elements of u is equal to D. Moreover, in (52), there are ϒG chi-square random variables of the kindα 2 a,g,η multiplied by different factors δ 2 i,j,η . Now, we can perform some changes of variables and manipulations on the PDF given by [46, Eq. (6) ]. Thus, the PDF of γ i,j can be written as
where v and ν i,j,κ are the number of elements of v i,j and the κ-th element of v i,j , respectively. Additionally, we have that
and that
, (56) with ζ κ, = p ∈ Z v ; v n=1 p n = − 1, p κ = 0, p n ≥ 0, ∀n , where p n is the n-th element of p. Hence, ζ κ, is the set of VOLUME 7, 2019
all partitions 6 of length v of the integer − 1 [47] . In these partitions, the κ-th element is equal to zero. As the PEP is obtained as the SER of a binary antipodal modulation with diversity, the PEP conditioned on the instantaneous γ i,j can be written as [48, Eq. (5-2-5)]
where erfc(·) is the complementary error function [44] .
From (54)- (57), the mean PEP can be obtained as
that has closed form and it is given by (59), which is located at the top on this page, where
The mean BER upper bound is obtained as the sum of all PEPs between the set of vectors {ŝ i } that differ at least in their k-th position 7 fromŝ j , for allŝ j . Therefore, the mean BER upper bound is equal to
where 1/ √ M D is the probability of occurrence of each PEP assuming that all symbols are equally likely and 1/ log 2 √ M appears because Gray encoding is used in each dimension.
The derivation of the BER expression for U > 1 is quite intricate due to the complicated matrix structure of the received signals. However, numerical results of Section VII show that (61) becomes an appropriate BER lower bound for the scenario U > 1 when the diversity order is high.
VI. ASYMPTOTIC ANALYSIS OF THE BIT ERROR RATE
In this subsection, the asymptote of (61) is derived in order to determine the system diversity. Employing Maclaurin series expansion [40, Eq. (0.318.2)], (60) can be written as
where 6 A partition of a positive integer x, also called an integer partition, is a way of writing x as a sum of positive integers. 7 The k-th position is always in error. As one symbol error must be ensured at least, any position can be chosen. For simplicity, we can choose k = 1.
Replacing (62) in (59) and taking the most significant term of the resulting series, 8 the PEP expression is approximated by
Additionally, it is possible to show that
where (·) is the gamma function [40, eq. (8.310.1)]. Finally, by replacing (65) in (64) and substituting the resulting expression in (61), the mean BER asymptote is given by
where we also used (55). From (66), the system diversity is ϒGD. If a rotation matrix does not ensures diversity D, K goes to infinity because some values of ν i,j,κ are zero.
Several rotation matrices present a diversity of order D, but some of them make the system performs better in terms of SNIR. Hence, (67) can be used as a metric to determine the best rotation matrices. Furthermore, unlike the well-known product-distance metric [1] , [49] , the result of (67) provides direct information about the BER, once it is a factor of its asymptote. Thus, the best rotation matrices can be found by minimizing K. It is interesting to observe that this metric not only depends on the SSD parameters, but also depends on the number of antennas, ϒ, and the number of subcarriers, G.
VII. NUMERICAL RESULTS
In this section, the system performance is analyzed with the derived expressions in some relevant scenarios. Monte Carlo simulations verify the expressions accuracy.
A. BEST ROTATION MATRICES
In this subsection, the metric K, defined in (67), is employed to obtain some of the best rotation matrices.
As said in Subsection II-B, the rotation matrices are parameterized by λ variables. In [1] , based on the product-distance metric, the optimum λs are presented only for 16-QAM and D = 2, 3, 4 and 6. Hence, in this subsection, the optimum λs that generate the best rotation matrices for 4-QAM and 64-QAM are determined for D = 2, 3, 4 and 6 dimensions based on the new metric K. The λs obtained for 16-QAM coincide with those calculated in [1] . Fig. 5 shows K, in dB, as a function of λ 2 and λ 4 for a system with ϒ = 1, G = 1, D = 4 and 4-QAM. The black color denotes regions where the worst rotation matrices appear (highest K). Among these matrices are those that do not generate diversity and hence, they produce K = ∞. Moreover, the white color denote regions where satisfying rotation matrices can be obtained. In these regions, the best rotation matrices can be found. By performing an exhaustive search, we found that the optimum λs for D = 4 and M = 4 are λ 2 = 0.395 and λ 4 = 0.660. These results are shown in Fig. 6 , where K appears as a function of λ 4 with λ 2 fixed to 0.395, which is its optimum value. In this figure, the regions where the lowest values of K appear have been amplified.
During the search of the optimum rotation matrices, it was found that different λs appear for different ϒ and G. However, it was also found that BER values close to the optimum are obtained when the λs calculated for the scenario ϒ = 1 and G = 1 are used. This aspect is shown in more detail in the next subsection. Therefore, since the combinations of ϒ and G are infinite, there can be infinite optimal λs depending on these parameters. Thus, in order to guarantee the optimal performance, it is necessary to perform the search using the metric K defined by (67) with the appropriate system parameters. As an example, Table 1 shows the optimum values of λ for different number of dimensions and modulations by considering ϒ = 1 and G = 1. In order to obtain these results, an exhaustive search has been done considering a resolution of 0.001 for the λ values.
B. SINGLE CELL SCENARIO
The mean BER in single cell scenarios is analyzed in this subsection, i.e., there is presence of MAI, but there is no presence of CCI. Consequently, the use of FFR is not relevant.
The simulation parameters used in this and the following subsection are shown in Table 2 . Because the cyclic prefix duration is greater than the channel delay spread, there is no intersymbol interference nor intercarrier interference. Moreover, for simulation purposes, the fading mean power has been normalized to σ 2 ch = 1. All simulations are made employing the SD algorithm with an initial radius obtained via (45) with = 10 −3 .
Previously, it was indicated that different ϒ and G generate different optimal λs. Thus, the aim of Fig. 7 and Fig. 8 is to confirm this assertion. Both figures show the mean BER as a function of E b /N 0 , parameterized by U and λ 2 considering a system with ϒ = 1, D = 2 and 4-QAM. Specifically, the first figure considers G = 3 and the second one considers G = 4. Theoretical results are shown for U = 1. For the system of Fig. 7 , it was determined that the optimum rotation parameter is λ 2 = 1.758. Thus, note that this scenario has a slightly better performance than the scenario in which the optimal lambda for ϒ = 1 and G = 1 is used (Refer to Table 1 ). For a better observation of the results, a region has been amplified. For the single user scenario (U = 1), the SNR gain is approximately 0.14 dB. On the other hand, when U = 3, the SNR gain increases to approximately 0.2 dB. For the system of Fig. 8 , it was determined that the optimum rotation parameter is λ 2 = 0.579. Hence, this scenario presents a slightly lower BER than the scenario in which the optimal lambda for ϒ = 1 and G = 1 is employed. Specifically, the SNR gain for U = 1 is approximately 0.12 dB and for U = 3, it is approximately 0.15 dB. Therefore, note that as diversity increases, the SNR gain decreases slightly. The above is an interesting result that cannot be appreciated when using the product distance metric [1] because this metric focuses only on SSD, unlike the metric K obtained in this work, that considers the number of subcarriers to obtain frequency diversity and the number of reception antennas. In the following, the effects that U has on the system performance are shown in more detail. As the optimum rotation parameters used for ϒ = 1 and G = 1 allow to obtain near-optimum performance, for simplicity, the λ values shown in Table 1 are used henceforth. Fig. 9 shows the mean BER as a function of E b /N 0 , parameterized by ϒ and U for an OFDMA system employing 16-QAM, G = 2 and D = 2. Fig. 10 shows similar results but considering D = 4. The theoretical BER upper bound and the asymptote for U = 1 are presented along with simulation results for U = 1, 2 and 3 users. Because G = 2, there is a scenario in which the system is overloaded, i.e., there are more active users than subcarriers (U > G). It can be achieved because MLD detector is implemented via SD algorithm. For better understanding refer to Subsection IV-B. Specifically, Tikhonov regularization allows the SD algorithm implementation in a multiuser scenario even when U > ϒG/2. Therefore, the system could operate in a multiuser scenario even when ϒ = 1 and G = 1. Consequently, unlike ordinary OFDMA systems that transmit one user information per subcarrier, the proposed system can transmit information from multiple users per subcarrier even without using MIMO (ϒ = 1). This implies a spectral efficiency increasing. Observe also that the system does not lose its diversity as U increases. However, there is a loss in terms of E b /N 0 when this happens. In addition, as U increases, the performance degradation becomes smaller as the diversity increases. In this case, notice that the mean BER upper bound for single user becomes an accurate lower bound for scenarios with U > 1.
C. CELLULAR SCENARIO
In this subsection, the BER is evaluated for both regions of the cell of interest for a FFR cellular scenario. It is assumed that the mean number of interferers in each co-cell is equal to the number of active users transmitting over a group of G subcarriers in the cell of interest, i.e., λ I = U. plotted, which are the BER upper bound for U = 1, given by (61). As diversity is high in all scenarios, it is interesting to notice that theoretical curves for U = 1 are accurate lower bounds when U > 1. In Fig. 11 and Fig. 13 , the diversity is equal to 16. On the other hand, the scenarios presented in Fig. 12 and Fig. 14 have diversity of 32. Note that for a given ratio R s /R and a given cell region, all scenarios shown in these figures have the same spectral efficiency, which is equal to ξ = U G log 2 M bits/s/Hz. As R s /R increases, the BER also increases in both cell regions. It occurs because the greater is R s , the larger is the CIR and as this region employs F = 1, there are high CCI levels. Further, co-cell interferers in the outer regions of the co-cells are quite far from their BS. Hence, they spend high transmission power, producing high CCI. Comparing Fig. 11 with Fig. 12 and Fig. 13 with Fig. 14 , notice that even U is doubled in Fig. 12 and Fig. 14 , these scenarios have better performance. This occurs because G = 8 is used in these scenarios, which presents higher diversity. From Subsection VII-B, it is known that as diversity increases, the MAI effects become negligible. Moreover, note that increasing diversity also decreases the floors pro- duced by CCI. Consequently, using of frequency diversity and SSD in an OFDMA/MU-MIMO scenario is feasible and improves the cellular system performance. Certainly, a MLD detector using the SD algorithm must be used at the receiver.
Finally, in order to observe the effects of SSD against CCI, Fig. 15 shows the same scenario as Fig. 14 , but without employing the SSD technique. In Fig. 15 , only results obtained through simulations are presented because the derived BER expression is valid only when SSD is used. Thus, in the figure, the lines are only joining markers for better observation of the results. With respect to the BER expression, if SSD is not employed, then some values of the vector v i,j , used in (56), are equal to zero, which leads to (κ, ) → ∞. Consequently, from (59) and (61), we have that P b → ∞. By comparing Fig. 14 (OFDMA with SSD) with Fig. 15 (OFDMA without SSD), note that due to the diversity increasing by SSD, the system can better mitigate the CCI undesirable effects. As result, when OFDMA uses SSD, the floors in the curves appear in lower BER values. As example, for the ratio R s /R = 0.3, E b /N 0 = 25 dB in the cell outer region, the system employing SSD obtains a mean BER of P b ≈ 2 × 10 −6 . On the other hand, the system without SSD obtains P b ≈ 9 × 10 −6 . Moreover, in the first scenario, it is noted that the BER is still decreasing as E b /N 0 increases. This suggests that the BER floor will be at a lower value. In contrast, the BER floor for the second scenario will be at a value close to P b ≈ 9 × 10 −6 . Performing the above type of comparisons for other modulations, it was observed that as the modulation order decreases, then the improvement in performance increases due to the use of SSD.
VIII. CONCLUSION
Matrix equations that represent the received signals were found for OFDMA/MU-MIMO cellular systems that exploit SSD, spatial and frequency diversities in FFR scenarios. This allowed MLD implementation via SD algorithm. The system model considered the presence of MAI and CCI in a Rayleigh fading scenario. In addition, aspects such as perfect power control and perfect channel estimation are assumed. Although these assumptions can be of a theoretical nature, they are a valid starting point for the mathematical modeling of the proposed multiuser system, since even previous works have analyzed the performance of MIMO and SSD employing only simulations. As result, an exact closed form expression to evaluate the PEPs between two rotated symbols was derived for the scenario U = 1, but considering the presence of CCI. Then, a BER upper bound expression was obtained. The BER asymptotic analysis showed that the system diversity is equal to ϒGD. With this analysis, it was also found that the optimum rotation matrices for the SSD technique can vary depending on the system parameters, that is, ϒ, G or D. Moreover, it was observed that the system does not lose diversity as U increases. As consequence, if the diversity order is much greater than U, the system performance for U > 1 is very similar to the performance for U = 1. Therefore, the BER upper bound expression is an accurate lower bound for scenarios where ϒGD U. In addition, it was observed that CCI produces floors in the BER curves that cannot be eliminated even increasing the E b /N 0 , once MLD removes only MAI. However, these floors appear in lower BER values when FFR and SSD are used. Finally, the considered cellular system not only improves the system performance in terms of the mean BER, but also improves the spectral efficiency when compared to ordinary OFDMA cellular systems, because in our approach, the system can be overloaded. Therefore, the number of active users transmitting simultaneously may be greater than the number of subcarriers in the system (U > G). This overload can arise even when ϒ = 1 antenna is used at the receiver. In particular, it is also possible for several users to transmit simultaneously on the same subcarrier even when G = 1 and ϒ = 1.
APPENDIX A CO-CELL INTERFERENCE VARIANCE
The CCI variance per channel (σ 2 c ) is obtained in this appendix. The CCI sample received at the a-th antenna and g-th subcarrier during the η-th time slot is defined in two time intervals (refer to Fig. 4) . During τ ≤ t ≤ ζ , it is given by
and during the interval ζ < t ≤ τ + T s , it is written as
After the demodulation stage, the received sample is given by
The in-phase component of the above sample is
where P( ) and P ( ) are given by (20) and (21), respectively. We have employed (7) and thatr η, =r η, ,P + ir η, ,Q , i.e.,r η, ,P andr η, ,Q are the in-phase and quadrature components ofr η, . For better understanding refer to (32) . From (70), the mean value of the CCI is zero because cos(x) = sin(x) = 0 when x is a uniformly distributed random variable over [0, 2π). Moreover, the variance of the CCI sample is equal to 
where we used (11) with I j = λ I . We have also used (20) and (21) , that cos(x) sin(y) = 0, and that cos 2 (x) = sin 2 (x) = 1/2 when x and y are independent uniformly distributed random variables over [0, 2π). It was used that α 2 a,g,η, = α 2 a,g,η, = σ 2 ch and thatr 2 η, =r 2 η, ,P +r 2 η, ,Q . Furthermore, the factor ρ β d −β is a function of R i , R f and F. In the mean of ρ β d −β , in (72), the subscript j indicates that the mean value is related to the j-th co-cell of the first layer.
The rotation and interleaving processes do not modify the mean power of the transmitted symbols. Then,r 2 η, = s 2 . In addition, in (71), ζ is a random variable uniformly distributed over [τ, τ + T s ]. As consequence, (71) can be rewritten as (33) .
From ( , where (.) denotes the gamma function and after some manipulations, it is possible to rewrite (73) as (35) .
APPENDIX B INITIAL HYPERSPHERE RADIUS FOR THE SPHERE DECODER ALGORITHM
In this appendix, we obtain a simple expression to calculate the initial hypersphere radius, ℘ 0 , for the SD algorithm. Due to the extended channel (Tikhonov regularization), we can state that a symbol vector is inside of the hypersphere if y − κHŝ 2 ≤ ℘ 2 0 , with y = (y, 0 2DU ) T , where 0 2DU is a 2DU ×1 null vector and H is given by (43) . Now, we consider the next condition:
where is a very small probability. From (38) and (43), if the detector decides correctly by the transmitted symbol vector, then we can write P ℘ 
where w = C + n, i.e., w is a ϒGD × 1 vector containing the samples of the CCI plus noise. As CCI and noise samples are independent zero-mean complex Gaussian random variables, the elements of w are also zero-mean complex Gaussian random variables with variance σ 2 c + σ 2 n . Therefore, w = w 2 is a chi-square random variable with 2ϒGD degrees of freedom with cumulative distribution function (CDF) given by (46) [44] . Hence, using (46), we can rewrite (76) as P ℘ 
Consequently, with (77), (75) can be rewritten as
Finally, the initial hypersphere radius is calculated by (45) . 
