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Abstract
We prove a Nash-Moser type inverse function theorem in Fre´chet
spaces for functions with approximate inverses, allowing for a loss of
derivatives proportional to n in the way of Lojasiewicz and Zehnder.
1 Introduction
The goal of this paper is to obtain an inverse function theorem for functions
with approximative inverses in graded Fre´chet spaces, similar to the one that
can be found in [Zeh,75]. There, a Nash-Moser inverse function theorem is
proven for functions φ such that its derivative Dφ does not have a right inverse,
but only an approximation to it. In [Zeh,75], such a theorem is proven, under
the assumption that the loss of derivatives does not depend on n. Thanks to
Lojasiewicz and Zehnder (see [L-Z,79]), it is known that, when a right inverse
for Dφ exists, the loss of derivatives can be of the order of (λ − 1)n, as far as
λ < 2. Our goal is to provide a bridge between these two theorems.
All along the article, E and F will be tame Fre´chet spaces with graded
norms, and Sθ, for θ ≥ 1, will be the corresponding smoothing operators. The
map φ of which we want to find the inverse will be a tame map, with tame
derivative, that is, |φ(x)|n ≤ C|x|n and |φ
′(x)v|n ≤ C (|x|n|v|d + |v|n). For
such a function, we prove the following
Theorem 0 Let E, F , and φ : E 7→ F be as above. Assume that there is a
local approximate right inverse L : (U ⊂ E) × F → E to φ′, where U is some
neighborhood of 0 ∈ E, satisfying
|(φ′(x)L(x) − I)y|n ≤ C (|x|n|y|d + |y|n) |x|n
1
and
|(φ′(x)L(x) − I)y|n ≤ C (|x|n|y|d + |y|n) ,
for some d. Assume also that
|L(x)y|n ≤ C (|x|λn+d|y|d + |y|λn+d) ,
for any (x, y) ∈ U ×F and n ≥ 0, and given d ≥ 0 and 1 ≤ λ < 2. Assume also
that for the Taylor rest R(x, v) = φ(x+ v)− φ(x)− φ′(x)v there are C and l so
that
|R(x, v)|n ≤ C
(
|x|n|v|
2
l + |v|l|v|n
)
.
Moreover, assume that there is an m so that
|
∞∑
l=0
(Sθ(1 − φ
′(x)L(x)))ly|n ≤ C(n)θ
m(|x|n|y|d + |y|n).
Then φ has a local right inverse ψ, defined on a neighborhood V = {y ∈
F | |y|s0 < δ} of 0, and satisfying |ψ(y)|d ≤ C|y|s0 , for some s0.
2 The spaces
Let E and F be two Fre´chet spaces, with graded norms (for the definitions, see
Hamilton [Ham,82]). Moreover, we will assume that E and F are tame in the
sense that there exist in each of them a collection of smoothing linear operators
{Sθ | θ ≥ 1}, from the space into itself, such that, for 0 ≤ k ≤ n:
|Sθx|n ≤ C(n, k)θ
n−k|x|k
|(1 − Sθ)x|k ≤ C(n, k)θ
−(n−k)|x|n (1)
Recall that from 1 we get the interpolation inequalities:
|x|l ≤ C(l, k, n) |x|
1−α
k |x|
α
n if l = (1− α)k + αn.
3 The function
Let φ : E → F be a continuous function such that φ(0) = 0. We want to know
which conditions on φ assure us the existence of a local inverse ψ, defined on a
neighborhood V of 0 ∈ F and satisfying φ ◦ψ = I on V . The conditions we will
impose on F will apply in a neighborhood of U = {|x|l < 1}, for some given
l > 0. The first condition we will require is that φ be tame, that is (using that
φ(0) = 0) that there is a C for which:
|φ(x)|n ≤ C|x|n+d1 ,
whenever x ∈ U , for all n ≥ 0 and a given d1. Let us notice, though, that by
renumbering the seminorms, we can get d1 = 0, and thus the requirement is:
|φ(x)|n ≤ C|x|n. (2)
2
Another requirement is that φ be Fre´chet differentiable in U , and that its dedi-
vative can be bounded by
|φ′(x)v|n ≤ C (|x|n+d2 |v|l + |v|n+d2)
for some d2 ≥ 0, and all (x, v) ∈ U × E and n ≥ 0. Again, by reordering the
seminorms we can get d2 = 0. Thus what we ask for is that, for some C and d:
|φ′(x)v|n ≤ C (|x|n|v|d + |v|n) . (3)
Moreover, we want φ′ to have an approximate right inverse, that is, we ask for
the existence of a function L : (U ⊂ E) × F → E, lineal with respect to F ,
satisfying:
|(φ′(x)L(x) − I)y|n ≤ C (|x|n|y|d + |y|n) |x|n (4)
and
|(φ′(x)L(x) − I)y|n ≤ C (|x|n|y|d + |y|n) (5)
In particular, L(0) is the right inverse of φ′(0). For L we require (as in [L-Z,79])
the following growth condition to hold:
|L(x)y|n ≤ C (|x|λn+d|y|d + |y|λn+d) , (6)
for any (x, y) ∈ U × F and n ≥ 0, and given d ≥ 0 and λ ≥ 1. We also do need
a bound for the Taylor rest
R(x, v) = φ(x + v)− φ(x) − φ′(x)v.
Our hipothesis will be that:
|R(x, v)|n ≤ C
(
|x|n|v|
2
l + |v|l|v|n
)
. (7)
All along the proof we will use an approximation to the inverse of φ′ we will
need to bound. Namely, what we need is that there is an m so that:
|
∞∑
l=0
(Sθ(1 − φ
′(x)L(x)))ly|n ≤ C(n)θ
m(|x|n|y|d + |y|n). (8)
4 the lemmas
Let 1 ≤ λ < τ < 2, take τ = λ+22 . Let us consider the sequence (θp)p∈N defined
by θp = 2
τp . Observe that θp
τ = θp+1.
We want to find the solution x of the equation φ(x) = y, for y ∈ E small
enough. To do so, we define the sequence (xp)p = (xp(y))p by:
x0 = 0
xp+1 = xp+ ∆xp
∆xp = SθpL(xp)
∑
∞
l=0(Sθp(1− φ
′(xp)L(xp)))
l zp
zp = y − φ(xp).
3
Lemma 1 Let y ∈ E satisfy |y|d ≤ 1. Let us assume that |xj |d < 1 for j = 1÷p
(in order to have a well defined sequence). Then for any n ≥ d,
|xp|n ≤ K(n) θp
L(n)|y|n
where
L(n) =
n
λ
λ− 1
τ − 1
+
1
λ
d+ λ
τ − 1
+
m
τ − 1
.
Proof: From 2, we get that:
|zj|n ≤ |y|n + |φ(xj)|n ≤ C(|y|n + |xj |n)
Thus, if |y|d ≤ 1 and |xj |d < 1, then |zj |d < 2C.
On the other hand, using 8:
|
∞∑
l=0
(
Sθp(1− φ
′(xp)L(xp))
)l
zp|n ≤ Cθp
m(|xp|n|zp|d + |zp|n) ≤
≤ Cθp
m(|xp|n + |y|n)
Let k = n− n−dλ . Then:
|∆xj |n = |SτjL(xj)
∞∑
l=0
(
Sτj (1− φ
′(xj)L(xj))
)l
zj |n ≤
≤ C(n, k)θkj |L(xj)
∞∑
l=0
(
Sτj (1− φ
′(xj)L(xj))
)l
zj|n−k ≤
≤ Cθkj (|xj |λ(n−k)+d |
∞∑
l=0
(
Sτj(1 − φ
′(xj)L(xj))
)l
zj|d +
+|
∞∑
l=0
(
Sτj(1− φ
′(xj)L(xj))
)l
zj |λ(n−k)+d) ≤
≤ Cθkj (Cθ
m
j |xj |n + Cθ
m
j (|xj |n + |y|n)) ≤
≤ Cθk+mj (|xj |n + |y|n).
4
By using repeatedly this bound, and that x0 = 0, we obtain:
|xp+1|n ≤ |xp|n + |∆xp|n ≤
≤ (Cθp
k+m + 1)|xp|n + Cθp
k+m|y|n ≤
≤ (Cθp
k+m + 1)[(Cθk+mp−1 + 1)|xp−1|n + Cθ
k+m
p−1 |y|n] + Cθp
k+m|y|n ≤
≤


p∏
j=0
(Cθk+mj + 1)

 |x0|n + |y|n
0∑
j=p
Cθk+mj
j+1∏
i=p
(Cθk+mi + 1) ≤
≤ |y|n
0∑
j=p
Cθk+mj
j+1∏
i=p
(2Cθk+mi ) ≤
≤ |y|n
0∑
j=p
(2C)p+1
0∏
i=p
2(k+m)τ
i
=
= |y|n(p+ 1)(2C)
p+12(k+m)
τp+1−1
τ−1 .
Let us notice that (τ − 1)L(n) = n+1− n−dλ +m = k+m+1 > k+m, hence:
(p+ 1)(2C)p+1
(
2
k+m
τ−1
)τp+1−1
(
2L(n)
)τp+1 p→∞−→ 0.
Therefore there is a K = K(n) so that
|xp+1|n ≤ (p+ 1)(2C)
p+12(k+m)
τp+1−1
τ−1 ≤ K2L(n)τ
p+1
= Kθp+1
L(n).
♣
Our next goal will be to see that |zp|d
p→∞
−→ 0, whenever y ∈ F is small
enough. Namely, we will prove:
Lemma 2 There are M , s0, and δ > 0 so that if |y|s0 < δ and |xj |d < 1 for
j = 0÷ p we have the bound:
|zp|d ≤Mθp
−µ|y|s0 where µ =
2 + τ
2− τ
(d+m).
Proof: By induction on p. Observe that xp+1 = xp + ∆xp, so φ(xp+1) =
φ(xp) + φ
′(xp)∆xp + R(xp,∆xp), and hence, if we write A = 1 − φ
′(xp)L(xp),
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we have that:
zp+1 = y − φ(xp+1) = y − φ(xp)− φ
′(xp)∆xp −R(xp,∆xp) =
= zp − φ
′(xp)SθpL(xp)
∞∑
l=0
(
Sθp(1 − φ
′(xp)L(xp))
)l
zp −R(xp,∆xp) =
= zp − φ
′(xp)L(xp)
∞∑
l=0
(SθpA)
lzp +
+φ′(xp)(1 − Sθp)L(xp)
∞∑
l=0
(SθpA)
lzp −R(xp,∆xp) =
= zp + (1 − φ
′(xp)L(xp))
∞∑
l=0
(SθpA)
lzp −
∞∑
l=0
(SθpA)
lzp +
+φ′(xp)(1 − Sθp)L(xp)
∞∑
l=0
(SθpA)
lzp −R(xp,∆xp) =
= zp +
∞∑
l=0
SθpA(SθpA)
lzp + (1 − Sθp)A
∞∑
l=0
(SθpA)
lzp −
−
∞∑
l=0
(SθpA)
lzp + φ
′(xp)(1− Sθp)L(xp)
∞∑
l=0
(SθpA)
lzp −
−R(xp,∆xp) =
= zp +
∞∑
l=0
(SθpA)
l+1zp + (1− Sθp)A
∞∑
l=0
(SθpA)
lzp −
∞∑
l=0
(SθpA)
lzp +
+φ′(xp)(1 − Sθp)L(xp)
∞∑
l=0
(SθpA)
lzp −R(xp,∆xp) =
=
(a)︷ ︸︸ ︷
φ′(xp)(1− Sθp)L(xp)
∞∑
l=0
(SθpA)
lzp+
(b)︷ ︸︸ ︷
(1− Sθp)A
∞∑
l=0
(SθpA)
lzp−
−
(d)︷ ︸︸ ︷
R(xp,∆xp)
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To bound (a), we use 3, 1, 5, and 8. Then, for any s ≥ d, and s0 = λs+ d:
|φ′(xp)(1− Sθp)L(xp)
∞∑
l=0
(SθpA)
lzp|d ≤
≤ C(|xp|d|(1 − Sθp)L(xp)
∞∑
l=0
(SθpA)
lzp|d +
+|(1− Sθp)L(xp)
∞∑
l=0
(SθpA)
lzp|d) ≤
≤ 2C|(1− Sθp)L(xp)
∞∑
l=0
(SθpA)
lzp|d ≤
≤ Cθp
−(s−d)|L(xp)
∞∑
l=0
(SθpA)
lzp|s ≤
≤ Cθp
−(s−d)(|xp|s0 |
∞∑
l=0
(SθpA)
lzp|d + |
∞∑
l=0
(SθpA)
lzp|s0) ≤
≤ Cθp
−(s−d)(Cθp
m|xp|s0 + Cθp
m(|xp|s0 |zp|d + |zp|s0)) ≤
≤ Cθp
−(s−d−m)(|xp|s0 + |zp|s0) ≤
≤ Cθp
−(s−d−m)(|xp|s0 + |y|s0) ≤
≤ Cθp
−(s−d−m)(Kθp
L(s0) + 1)|y|s0 ≤
≤ Cθp
−(s−d−m−L(s0))|y|s0 .
But
s− d−m− L(s0) = s− d−m− (λs+ d)
1
λ
λ− 1
τ − 1
−
1
λ
d+ λ
τ − 1
−
m
τ − 1
=
= s
τ − λ
τ − 1
− d−
1
λ
d+ λ
τ − 1
−m
τ
τ − 1
.
Thus this expression tends to infinity as s→ ∞, so that we can choose s so as
to get s− d−m− L(s0) ≥ µτ . For τ =
2+λ
2 we need s ≥
P3(d,λ)
2(2−λ)2 .
For such an s we have seen that:
|φ′(xp)(1− Sθp)L(xp)
∞∑
l=0
(SθpA)
lzp|d ≤ Cθp
−(s−d−m−L(s0))|y|s0 ≤
≤ Cθp+1
−µ|y|s0 .
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To bound (b) we proceed in a similar way than as for (a), and we get that:
|(1 − Sθp)A
∞∑
l=0
(SθpA)
lzp|d ≤
≤ Cθp
−(s0−d)|A
∞∑
l=0
(SθpA)
lzp|s0 ≤
≤ Cθp
−(s0−d)(|xp|s0 |
∞∑
l=0
(SθpA)
lzp|d + |
∞∑
l=0
(SθpA)
lzp|s0) ≤
≤ Cθp
−(s0−d)(Cθp
m|xp|s0 + Cθp
m(|xp|s0 |zp|d + |zp|s0)) ≤
≤ Cθp
−(s0−d−m)(|xp|s0 + |zp|s0) ≤
≤ Cθp
−(s0−d−m)(|xp|s0 + |y|s0) ≤
≤ Cθp
−(s0−d−m)(Kθp
L(s0) + 1)|y|s0 ≤
≤ Cθp
−(s0−d−m−L(s0))|y|s0 .
Since s0 = λs + d, this expression tends to infinity faster that the former one.
Thus for the same s as before we have that:
|(1− Sθp)A
∞∑
l=0
(SθpA)
lzp|d ≤ Cθp
−(s0−d−m−L(s0))|y|s0 ≤ Cθp+1
−µ|y|s0 .
To bound the Taylor series we use 6, getting:
|R(xp,∆xp)|d ≤ C(|xp|d|∆xp|
2
d + |∆xp|
2
d) ≤ 2C|∆xp|
2
d ≤
≤ C(θp
d)2|L(xp)
∞∑
l=0
(SθpA)
lzp|
2
0 ≤
≤ C
(
θp
d
)2
(|xp|d|
∞∑
l=0
(SθpA)
lzp|d + |
∞∑
l=0
(SθpA)
lzp|d)
2 ≤
≤ C
(
θp
d
)2
|
∞∑
l=0
(SθpA)
lzp|
2
d ≤
≤ C
(
θp
d+m
)2
(|xp|d|zp|d + |zp|d)
2 ≤
≤ Cθp
2d+2m|zp|
2
d. (9)
Then, as −2 < −τ ,
2d+ 2m− 2µ = 2(d+m)
−2τ
2 − τ
=
−4
2− τ
(d+m)τ <
−2− τ
2− τ
(d+m)τ = −µτ
Now from the induction hypothesis we get that:
|R(xp,∆xp)|d ≤ Cθp
2d+2m|zp|
2
d ≤ CM
2θp
2d+2mθp
−2µ|y|2s0 ≤ CM
2θp+1
−µ|y|2s0 .
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Hence what we have seen is that
|zp+1|d ≤ C(1 +M
2|y|s0)θp+1
−µ|y|s0 ,
For some C not deppending on p. WLOG, M > C, and we choose δ so that
δ ≤ min{1, M−CCM2 }. Then the lemma is satisfied at least for |y|s0 < δ. ♣
Lemma 3 There is a δ > 0 so that, for |y|s0 < δ, |xj |d < 1 for all j ≥ 0.
Proof: Again by induction on j. For j = 0 the requirements are trivially
satisfyed. Assume that the requierements are satisfyed for a certain j. Then if
|xj |d < 1, j = 0 ÷ p, we have that |∆xj |d ≤ Cθ
d+m
j |zp|d, if we follow the same
procedure as in 9. Because of lemma 2, we have that |∆xj |d ≤ Cθ
−(µ−d−m)
j |y|s0 ,
therefore |xp+1|d ≤
∑p
j=0 |∆xj |d ≤ C
(∑p
j=0 θ
−(µ−d−m)
j
)
|y|s0 . Using that µ−
d −m = (d +m) 2τ2−τ > 0, if we choose δ < min{δ,
(∑
∞
j=0 θ
−(µ−d−m)
j
)−1
}, we
get
|xp+1|d ≤

 ∞∑
j=0
θ
−(µ−d−m)
j

 |y|s0 ≤

 ∞∑
j=0
θ
−(µ−d−m)
j

 δ < 1. (10)
Hence lemmas 1 and 2 are true for any |y|s0 ≤ δ, with no restrictions on the
sequence (xp)p. ♣
Next we will try to improve the estimate of lemma 2, changing µ by any
a > 0.
Lemma 4 For any a > 0 there are constants C = C(a) and n = n(a) so that
|zp|d ≤ C|y|n(a)θp
−a
for any p ≥ 0 and any y with |y|s0 < δ.
Proof: Because of lemma 2, the statement of the lemma is satisfied for 0 < a ≤
µ. Let a ≥ µ and assume the statement is true for this a. We will see that the
statement is also satisfied for a+ d+m.
We use that
|zp+1|d ≤
(a)︷ ︸︸ ︷
|φ′(xp)(1− Sθp)L(xp)
∞∑
l=0
(SθpA)
lzp|d+
+
(b)︷ ︸︸ ︷
|(1− Sθp)A
∞∑
l=0
(SθpA)
lzp|d+
(d)︷ ︸︸ ︷
|R(xp,∆xp)|d
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and we choose n0 = λn+ d with n− d−m− L(n0) > τ(a + d+m). Then,
|(1− Sθp)L(xp)
∞∑
l=0
(SθpA)
lzp|d ≤ Cθp+1
−(a+d+m)|y|n0 .
|(1− Sθp)A
∞∑
l=0
(SθpA)
lzp|d ≤ Cθp+1
−(a+d+m)|y|n0 .
We can bound the Taylor rest using
|R(xp,∆xp)|d ≤ C|∆xp|
2
d ≤ Cθp
2d+2m|zp|
2
d
and applying lemma 4 for this a to this formula. by doing so, we get
|R(xp,∆xp)|d ≤ Cθp
−2(a−d−m)|y|2n(a) ≤ Cθp
−2(a−d−m)|y|2n(a)
where, for the last inequality, we have used that |y|0 ≤ 1 and the convexity
inequalities. On the other hand, 2a−2(d+m) ≥ τ(a+d+m) ⇐⇒ a(2−τ) ≥ (d+
m)(2+τ) ⇐⇒ a ≥ µ. Therefore |R(xp,∆xp)|d ≤ Cθp+1
−(a−d−m)|y|2n(a). If we
choose C = max{C, θ
(a−d−m)
0 } we have |z0|d ≤ |y|d ≤ Cθ
−(a−d−m)
0 |y|n(a+d+m),
and, using the induction, also that
|zp+1|d ≤ C|y|n(a+d+m)θp+1
−(a+d+m)
for any p ≥ 0, where n(a+ d+m) = max{2n(a), n0}. ♣
With these bounds on |zp|d we can obtain new bounds on |zp|n, using the
convexity inequalities. To do so, we proceed in the following way:
Lemma 5 For any n ≥ 0 and any b > 0 there are C = C(n, b) and σ(n, b) so
that for any y ∈ E with |y|s0 < δ and any p ≥ 0 we have that:
|∆xp|n ≤ C|y|σ(n,b)θp
−b
|zp|n ≤ C|y|σ(n,b)θp
−b
Proof: From the convexity inequalities,
|∆xp|n ≤ C|∆xp|
1/2
0 |∆xp|
1/2
2n
and, using lemma 1,
|∆xp|2n ≤ |xp+1|2n + |xp|2n ≤ C
(
θp+1
L(2n) + θp
L(n)
)
|y|2n ≤ Cθp
τL(2n)|y|2n.
From lemma 4 we know that |∆xp|0 ≤ Cθp
m|zp|d ≤ C|y|n(a)θp
−a+m, for any
a > 0. By taking a = 2b +m + τL(2n) and σ(b, n) = max{n(a), 2n} what we
get from the previous inequality is that:
|∆xp|n ≤ Cθp
−a+m
2 θp
τ L(2n)2 |y|σ(b,n) =
= Cθp
−2b−m−τL(2n)+m
2 +τ
L(2n)
2 |y|σ(b,n) = Cθp
−b|y|σ(b,n)
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Likewise, for zp we use that |zp|n ≤ C|zp|
1
2
0 |zp|
1
2
2n. Then we use the defi-
nition of zp and lemma 1 obtaining that |zp|2n ≤ |y|2n + C|xp|2n ≤ C|y|2n +
θp
L(n)|y|2n ≤ Cθp
L(n)|y|2n. Hence, since the norms are increasing, we see that:
|zp|n ≤ C|zp|
1
2
d |zp|
1
2
2n ≤ Cθp
−
a
2 θp
L(n)
2 |y|σ(b,n) =
= Cθp
−b−m2 −
τ−1
2 L(n)|y|σ(b,n) ≤ Cθp
−b|y|σ(b,n)
with the same σ(b, n) as before. ♣
Theorem 6 Under the hypothesis 2, 3, 4, 5, 6, 7, and 8, φ has a local right
inverse ψ, defined on a neighborhood V = {y ∈ F | |y|s0 < δ} of 0, and satisfying
|ψ(y)|d ≤ C|y|s0 .
Proof: Using that |xp − xp+l|n ≤ C
∑p+l−1
j=p |∆xp|n|y|σ(b,n) and lemma 5, we
get that:
|xp − xp+l|n ≤ C(n, b)|y|σ(b,n)
∞∑
j=p
θ−bj
and thus, for y ∈ V , (xp)p is a Cauchy sequence. Let x = limp→∞ xp. As,
again because of lemma 5, zp = y − φ(xp) → 0, and since φ is continuous,
y = limp→∞ φ(xp) = φ(x). For y ∈ V , we define ψ(y) = limp→∞ xp(y), and
thus φ ◦ ψ(y) = I. 10 gives us the desired bound. ♣
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