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Abstract
Rescaling a vector ~δ ∈ Rn to a desired length is a common opera-
tion in many areas such as data science and machine learning. When
the rescaled perturbation η~δ is added to a starting point ~x ∈ D (where
D is the data domain, e.g. D = [0, 1]n), the resulting vector ~v = ~x + η~δ
will in general not be in D. To enforce that the perturbed vector v is
in D, the values of ~v can be clipped to D. This subsequent element-
wise clipping to the data domain does however reduce the effective
perturbation size and thus interferes with the rescaling of ~δ. The op-
timal rescaling η to obtain a perturbation with the desired norm after
the clipping can be iteratively approximated using a binary search.
However, such an iterative approach is slow and non-differentiable.
Here we show that the optimal rescaling can be found analytically
using a fast and differentiable algorithm. Our algorithm works for
any p-norm and can be used to train neural networks on inputs with
normalized perturbations. We provide native implementations for Py-
Torch, TensorFlow, JAX, and NumPy based on EagerPy.
1 Introduction
Images, audio recordings, measurement sequences, and other data can be
represented as vectors living in a space D. Images, for example, are often
represented as vectors in D = [0, 1]n or D = [0, 255]n , where N is the total
number of pixels. In data science, machine learning, vision science and
other disciplines it is common that we perturb these vectors, that is we add
other vectors to them. For example, in machine learning it is common to
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add random noise to the input data as a form of data augmentation that
regularizes the model and leads to better generalization. In vision science,
we add perturbations of a controlled size to images and then measure how
well humans can still perceive the content of these images. Mathematically
speaking, we start with a perturbation vector ~δ ∈ Rn. We then rescale it
using a non-negative scalar η ∈ R+0 to the desired norm ǫ ∈ R
+
0 , that is we
choose η such that ‖η~δ‖p = ǫ. This can be trivially solved as
η =
ǫ
‖~δ‖p
with ~δ 6= ~0. Finally, we add our rescaled perturbation η~δ to our data point
~x ∈ D and obtain our perturbed data point ~v = ~x + η~δ.
The problem occurs when the perturbed data point ~v no longer lies
within the data domain D. Whether this happens depends on the size of
the perturbation η~δ, the location of the starting point ~x within the data do-
main (e.g. whether it is close to the boundary of the domain) and of course
the data domain itself (an unbounded domain such as D = Rn will never
be violated). For a bounded domain D and non-zero perturbation ~δ 6= ~0,
there always exists a scale η such that ~v = ~x + η~δ /∈ D.
The most common solution for this problem is simply clipping the per-
turbed data point to the data domain. Mathematically, the element-wise
clipping to a bounded data domain [a, b]n can be written as
[clipa,b(~v)]i = max{a,min{b, [~v]i}}
for all i ∈ {1, . . . , N}. Unfortunately, whenever the clipping actually changes
a value, it reduces the norm of the effective perturbation clipa,b(~v)−~x and
makes it smaller than the original perturbation~v −~x = η~δ.
If we are interested in controlling the effective perturbation size after
clipping (e.g. in vision science) or fully utilizing our perturbation budget
(e.g. in adversarial robustness research), we thus need to increase the scale
η of the perturbation to counterbalance the clipping. Increasing η does
however also increase the amount of clipping, thus leading to an iterative
process. While this iterative process can be solved using a binary search,
this would be slow and non-differentiable.
In this tech report, we show that the interference between clipping and
rescaling can be resolved analytically using a fast and differentiable algo-
rithm that directly finds the optimal rescaling η. Our algorithm works for
any p-norm and can be used to train neural networks on inputs with nor-
malized perturbations. We provide native implementations for PyTorch
(Paszke et al., 2019), TensorFlow (Agrawal et al., 2019), JAX (Bradbury et al.,
2018), andNumPy (Oliphant, 2006) based on EagerPy (Rauber et al., 2020b).
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2 Problem
In section 1, we described how our problem is caused by the interference
between (a) rescaling the perturbation to the desired norm and (b) clipping
the perturbed data point to the data domain. Both operations influence
the effective perturbation size and more upscaling of the perturbation also
causes more clipping and thus a reduction of the effective perturbation size.
Here we formalize our problem as a mathematical equation that we then
solve analytically in section 3: Find η ∈ R+0 such that
‖clipa,b(~x + η
~δ)−~x‖p = ǫ (1)
with known a, b ∈ R, ~x ∈ [a, b]n , ~δ ∈ Rn,~δ 6= ~0, ǫ ∈ R+0 , 1 ≤ p < ∞.
Without the clipping clipa,b, this could be trivially solved as
η =
ǫ
‖~δ‖p
. (2)
3 Solution
In this section, we show how to solve Equation 1 for η despite the clipping
(see Equation 3). The main insight is that we can write the p-th power of
the left side of Equation 1
‖clipa,b(~x + η
~δ)−~x‖
p
p
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as a piecewise linear function of ηp.
‖clipa,b(~x + η
~δ)−~x‖
p
p
=
n
∑
i=1
|clipa,b(xi + ηδi)− xi|
p
=
n
∑
i=1
δi 6=0
|clipa,b(xi + ηδi)− xi|
p
=
n
∑
i=1
δi>0
|clipa,b(xi + ηδi)− xi|
p +
n
∑
i=1
δi<0
|clipa,b(xi + ηδi)− xi|
p
=
n
∑
i=1
δi>0
|min{xi + ηδi, b} − xi|
p +
n
∑
i=1
δi<0
|max{xi + ηδi, a} − xi|
p
=
n
∑
i=1
δi>0
|min{ηδi, b − xi}|
p +
n
∑
i=1
δi<0
|max{ηδi, a − xi}|
p
=
n
∑
i=1
δi>0
|δi min{η,
b − xi
δi
}|p +
n
∑
i=1
δi<0
|δi min{η,
a − xi
δi
}|p
=
n
∑
i=1
δi 6=0
|δi min{η,
ci − xi
δi
}|p with ci :=
{
b if δi > 0
a if δi < 0
=
n
∑
i=1
δi 6=0
|δi|
p min{η,
ci − xi
δi
}p
=
n
∑
i=1
δi 6=0
min{|δi|
pηp, |ci − xi|
p}
(3)
This piecewise linear representation can be efficiently computed and in-
verted to solve Equation 1 for ηp and ultimately for η. The exact algorithm
to do this for p = 2 is shown in section 4.
4 Algorithm and Implementation
A basic NumPy implementation of the algorithm to solve Equation 1 is
given in Listing 1. A fully working open-source BSD-licensed implemen-
tation of the algorithm with batch support is available on GitHub1. It is
based on EagerPy (Rauber et al., 2020b) and works natively with PyTorch,
1https://github.com/jonasrauber/clipping-aware-rescaling
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TensorFlow, JAX, and NumPy. The algorithm is only shown for p = 2, but
it generalizes directly to other p-norms by replacing square and sqrtwith
the corresponding functions.
1 def clipping_aware_rescaling(x, delta, eps):
2 """Calculates eta such that
3 norm(clip(x + eta * delta, 0, 1) - x) == eps.
4
5 Args:
6 x: A 1-dimensional NumPy array.
7 delta: A 1-dimensional NumPy array.
8 eps: A non-negative float.
9
10 Returns:
11 eta: A non-negative float.
12 """
13 delta2 = np.square(delta)
14 space = np.where(delta >= 0, 1 - x, x)
15 f2 = np.square(space) / delta2
16 ks = np.argsort(f2)
17 f2_sorted = f2[ks]
18 m = np.cumsum(delta2[ks[::-1]])[::-1]
19 dx = np.ediff1d(f2_sorted, to_begin=f2_sorted[0])
20 dy = m * dx
21 y = np.cumsum(dy)
22 j = np.flatnonzero(y >= eps**2)[0]
23 eta2 = f2_sorted[j] - (y[j] - eps**2) / m[j]
24 eta = np.sqrt(eta2).item()
25 return eta
Listing 1: NumPy code solving Equation 1 for p = 2, a = 0, b = 1
5 Applications
In this section, we describe two applications of this algorithm for adver-
sarial robustness research, but emphasize that this algorithm is in no way
restricted to adversarial perturbations or to images.
5.1 Adversarial Noise Attacks
Testing the robustness of deep neural networks or other machine learning
models against simple noise (e.g. Gaussian noise, uniform noise, etc.) can
be phrased as a naive adversarial attack. It first draws a random perturba-
tion from the noise distribution (independent of the sample that will be per-
turbed). It then normalizes and rescales the perturbation to the desired size
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(e.g. p-norm) and adds it to the sample. In general, such a random noise
perturbationwill however change some input values such that they are out-
side of domain of valid samples (e.g. a pixel value that is no longer between
0 and 255). Therefore, the perturbed samples need to be clipped to the
valid space before they are passed through the neural network, that is val-
ues larger (smaller) than the upper (lower) bound need to be replaced with
the upper (lower) bound. Unfortunately, in general such a clipping reduces
the effective perturbation size and thus the already naive adversarial attack
does not even fully utilize its perturbation budget. When such adversarial
noise attacks were originally introduced by Rauber et al. (2017), this prob-
lem was solved iteratively and approximately using a binary search over
the scale of the perturbation. Using the algorithm presented in this tech
report, the new adversarial noise attack implementations in Rauber et al.
(2020a) directly scale the perturbation to achieve the desired perturbation
size after clipping, thus improving both attack effectiveness (exact solution)
and performance (non-iterative algorithm).
5.2 Learning Adversarial Noise
In Rusak et al. (2020), the distribution of the adversarial noise is learned
rather than fixed to obtain a worst-case noise distribution. To make the
noise maximally effective, it needs to fully exploit its perturbation budget.
Using the above algorithm, this is possible while still being able to back-
propagate through the rescaling and clipping.
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