In this paper, we propose a new error feedback (EF) structure for 2-D separable-denominator digital filters described by a rational transfer function. In implementing two-dimensional separabledenominator digital filters, the minimum delay elements structures are common. In the proposed structure, the filter feedback-loop corresponding to denominator polynomial is placed at a different location compared to the commonly used structures. The proposed structure can minimize the roundoff noise more than the previous structure though the number of multipliers is less than that of previous one. Finally, we present a numerical example by designing the EF on the proposed structure and demonstrate the effectiveness of the proposed method. key words: 2-D separable-denominator digital filters, error feedback, roundoff noise, noise reduction
Introduction
In multi-dimensional digital filters, the class of separabledenominator is so important because its filter design and estimation of filter stability are easier than unseparable filter, and it requires less number of multiplications and delay elements. Till now, a lot of works about 2-D separabledenominator digital filters have been done [1] - [10] .
In the implementation of recursive digital filters, product roundoff in the filter quantizer causes roundoff noise [11] . For example, the product of 4 bits data and 4 bits coefficient becomes 8 bits data as shown in Fig. 1 . In the quantizer, the 8 bits data have to be rounded back to 4 bits data before the next multiplication, and the roundoff noise is generated as shown in Fig. 2 .
The error feedback (EF) is known as an effective method for reduction of the roundoff noise [12] - [19] . Note that if the EF is added, the filter transfer function is unchanged. So the roundoff noise can be reduced using EF without affecting the filter stability and the coefficient sensitive. EF can be realized by extracting the roundoff error signal in the filter quantizer and feeding it back through a FIR filter. When we consider the filter described by state-space model, it is possible to synthesize the minimum roundoff noise structure using equivalent transformation technique [7] , [20] - [22] . On the other hand, when the filter is described by a rational transfer function, we cannot use such a method. In this case EF is particularly effective for the Manuscript reduction of roundoff noise. When realizing 2-D separable-denominator digital filters, the structure of the minimum number of delay elements are common. In [18] , the EF in 2-D separable-denominator digital filters whose number of the delay elements is minimum has been proposed, which is referred to as the previous structure. In this paper, we propose a new EF structure for 2-D separable-denominator digital filters described by a rational transfer function [23] - [25] . In the proposed structure, the filter feedback-loop corresponding to the denominator polynomial is placed at a different location from that of the previous structure proposed in [18] . The advantage of the proposed structure is that a 1-D EF network is used to minimize the roundoff noise under some conditions though the error transfer function is 2-D. We also consider the scaling realization to avoid overflow. Additionally, we compare the number of registers and multipliers in the previous and proposed structures.
This paper is organized as follows: In the next section, we explain 2-D separable-denominator digital filter and the previous EF structure [18] . In Sect. 3, we show the proposed EF structure and discuss the comparison between the previous and proposed structures. In Sect. 4, we give a numerical example in order to show the relationship between noise gain and EF order. We also discuss the word-length effect of the EF coefficients. A conclusion is presented in Sect. 5.
Previous Error Feedback Structure

Roundoff Noise Model
Consider a 2-D separable-denominator digital filter expressed by a rational transfer function 
with
where b 10 = b 20 = 1. The filter (1) is assumed to be BIBO (Bounded Input-Bounded Output)-stable. First, we summarize the previous structure [18] . This structure is commonly used because the number of delay elements is minimum. Figure 3 shows the roundoff error model in the previous structure where Q 1 and Q 2 are quantizers and B and 2B are the word-lengths of the corresponding point, respectively. Also, A 1 and A 2 are the adders.
and all coefficients are B bits wordlength, and the product results v(i, j) and w(i, j) are 2B bits word-length. In Q 1 , the 2B bits signal v(i, j) is quantized to the B bits signal v (i, j). We suppose the total addition to calculate w(i, j) is performed in A 2 . After addition, the resulting value w(i, j) is rounded in Q 2 . Then, the roundoff errors e(i, j) and e (i, j) are generated in Q 1 and Q 2 , respectively. We assume that e(i, j) and e (i, j) are modeled as zero-mean white noise random processes and obey a uniform distribution.
The transfer function from error source Q 1 to the filter output which is referred to as the error transfer function is obtained by
We can see the error transfer function H e (z 1 , z 2 ) is the same as the filter transfer function H(z 1 , z 2 ) in (1). Also, the transfer function from the error source Q 2 to the filter output is
Note that the error transfer function (3) is 1-D, so we write it as H e (z 2 ).
Error Feedback
To achieve enough noise reduction due to e(i, j), a 2-D EF network in Q 1 is required because the error transfer function of e(i, j) is 2-D. On the other hand, in Q 2 , it is enough to use 1-D EF network since the error transfer function of e (i, j) is 1-D. Hence let the transfer function of EF added in Q 1 and Q 2 be
respectively, where β 00 = γ 0 = 1. In Fig. 3 , the horizontal delay of the error signal is m at most. So if the EF horizontal order is higher than m, it is unlikely to expect more reduction of the noise gain. The discussion of the vertical delay of the error is the same as that of the horizontal delay. Hence, the EF order may be (M, N) ≤ (m, n) and L ≤ n. Figure 4 shows the EF structure of Fig. 3 . Then the error transfer functions are
respectively. Here, the noise gains due to quantization can be expressed as
or, equivalently
respectively, where σ 2 = 2 −2B /12. Note that if B is large, σ 2 gets small, on the other hand, if B is small then σ 2 gets large. Here, for convenience, we consider the normalized noise gain by substituting σ 2 = 1 into (10) and (11) . Transforming z 1 = e jω 1 and z 2 = e jω 2 , Fig. 4 The previous EF structure where the filter order is (3, 2).
Fig. 5
The previous EF structure with the scaling factors where the filter order is (3, 2). and substituting (6) and (7) into (10) and (11), respectively, yields the quadratic forms with respect to the EF coefficients. So the optimal EF coefficients can be obtained by differentiating with respect to EF coefficients and equating the resulting expression to zero.
Scaling
To prevent the overflow in A 1 and A 2 , the scaling factors are used. Here we use L 2 norm scaling [11] . Figure 5 shows the scaling realization in the previous structure where s 1 and s 2 are the scaling factors defined by 
Proposed Error Feedback Structure
Roundoff Noise Model
We propose a new EF structure without changing the filter transfer function H(z 1 , z 2 ). The new EF structure we propose is realized by changing the position of 1/D 1 (z 1 ) and N(z 1 , z 2 ) in previous structure. The noise model of the proposed structure is shown in Fig. 6 . Here, Q 1 and Q 2 are the quantizers and A 1 and A 2 are the adders. Also,
and all coefficients are B bits word-length, and the product results v(i, j) and w(i, j) are 2B bits word-length. We suppose the total additions to calculate v(i, j) and w(i, j) are performed in A 1 and A 2 , respectively. After additions, the resulting values v(i, j) and w(i, j) are rounded in Q 1 and Q 2 , respectively. Then, the roundoff errors e(i, j) and e (i, j) are generated in Q 1 and Q 2 , respectively, as in the previous structure.
To derive the transfer function from the error source Q 1 to the filter output y(i, j), we consider the transmission of error signal e(i, j). The following difference equations are used.
Fig . 6 The roundoff noise model of the proposed structure where the filter order is (3, 2) .
where v(i, j) is the temporary output before Q 1 and v (i, j) is the temporary output after Q 1 . The error transfer function is obtained by
Error Feedback
The error transfer function (17) is different from the previous one (2), however it is 2-D function as well as (2) . In general, in order to reduce the noise gain in k-D error transfer function, it is necessary to add k-D EF in filter quantizer.
Hence let the transfer function of EF added in Q 1 and Q 2 be (4) and (5) respectively, as shown in Fig. 7 . Here, we omit the EF added in Q 2 because it is quite the same as the previous structure. The difference equations of e(i, j) are as follows
Hence the error transfer function is obtained by Fig. 7 The proposed EF structure where the filter order is (3, 2) .
Transforming z 1 = e jω 1 and z 2 = e jω 2 , and substituting (21) into (10) yields
From (22), it is apparent that
is valid. Moreover, if M = m, it is obvious that
in order to minimize (22) . Thus in the case of M = m, the optimum EF coefficients are
where r = 1, 2, · · · m. Then, the roundoff noise can be canceled completely. That is
Here, the error transfer function (17) is 2-D, so it is natural to add 2-D EF in Q 1 . We also derive the general form in the case of M m. It can be calculated by (A· 9) (See Appendix). In this structure, the error signal e(i, j) is never fed from A 1 to A 2 . That is the error is completely erased before A 2 .
Scaling
As in Sect. 2.3, consider the scaling in A 1 and A 2 . In this case, we may only use the scaling factors in A 2 because if the overflow does not occur in A 2 , it will also not occur in A 1 logically. Figure 8 shows the scaling realization in the previous structure. The scaling factor s 3 is defined by
where f 3 (i, j) is the impulse response from the filter input to the output of A 2 . Here, I 1 and I 2 are changed to s 
Hence, the noise gains due to Q 2 with the scaling factors are the same in both structures.
Discussion
In order to satisfied (24) , the word-length of EF coefficients must be the same as or more than that of the denominator coefficients D 1 (z 1 ). If not, (26) is not guaranteed. So if the word-length of EF coefficients are shorter than that of D 1 (z 1 ), 1-D EF network (M = m case) is not always minimum roundoff structure, but 2-D EF may be minimum roundoff structure. We discuss whether 1-D EF is better than 2-D EF or not if the EF coefficients are discrete in Sect. 4 (A numerical example). Tables 1 and 2 are the comparison between the number of the B bits registers and multipliers (except for B 2 (z 2 )) in Fig. 8 The proposed EF structure with the scaling factors where the filter order is (3, 2).
Table 1
Comparison between the number of the B bits registers in the previous structure and proposed structure in the case of the minimum roundoff noise.
Previous structure Proposed structure Filter
Table 2
Comparison between the number of the multipliers in the previous structure and proposed structure in the case of the minimum roundoff noise. Previous structure Proposed structure Filter 2m + 2n + mn + 1 2m
the previous structure and proposed structure, respectively, in the case of the minimum roundoff noise. (In the previous structure, the EF order of the minimum roundoff noise is (M, N) = (m, n).) In both structures, the number of 2B bits registers are 2.
We can see the total number of multipliers in proposed structure is less than previous structure. Accordingly the proposed structure will be faster in filtering and better in noise reduction than the previous structure in many cases. Additionally, if m = n, the number of the B bits registers in the EF proposed structure is less than that in the previous EF structure.
A Numerical Example
To demonstrate the effectiveness of the proposed method, we consider the following (3, 3)-order 2-D separabledenominator digital filter with coefficients 
The error spectrum S e without EF is shown in Fig. 9 where
We design the EF coefficients and show the noise gain Table 3 Relation between I 1 and EF order for the proposed structure. Table 4 Relation between I 1 and EF order for the previous structure. I 1 in Table 3 . Note that for (M, N) = (3, 0) case, the noise gain is minimum with 1-D EF. For the sake of comparison, we show the noise gain in Table 4 in the case of the structure proposed in [18] . The error spectrum with (3, 0)th order EF is shown in Fig. 10 . Incidentally, in M = 3 cases, the error spectrum is erased absolutely. Also, the EF coefficients are 
Consequently, we confirm it is 1-D EF network and (A· 9) equals (25) . Next, we show the results with the scaling factors in Tables 5 and 6 . The scaling factor s 1 is calculated as Table 7 Relation between I 1 and EF order for the proposed structure with discrete coefficients whose decimal part are (a) We can see the noise gain in the proposed structure (minimum roundoff case) is zero as in the no-scaling case. In other words, the scaling has no effect in the proposed minimum roundoff structure (M = m case).
From above results, we conclude that the 1-D EF is the optimum in the case of continuous coefficients, however we do not confirm the case of the discrete coefficients. Table 7 shows the relation between I 1 and EF order, where the decimal parts of the EF coefficients are b = 0, 1, 2 bits in the binary number system. Figure 11 shows the error spectra with (3, 0)th-order discrete EF coefficients. In the case of b = 2, we can see 1-D EF is not better than 2-D EF (for example, (M, N) = (2, 1) case) differing from the continuous coefficients cases. This result indicates that if word-length of EF coefficients is not enough, the 1-D EF is not always the best one. Furthermore, we calculate in the case when In this experiment, we find if the decimal part of EF coefficients is more than or equal to 3 bits, the 1-D EF is the best network in most cases. Hence 1-D EF is effective in many cases even if the EF coefficients are discrete.
Conclusion
In this paper, we proposed a new EF structure for 2-D separable-denominator digital filters which is different from that in [18] . Basically, if the error transfer function is 2-D, 2-D EF is necessary. However in the proposed structure, if the word-length of EF coefficients is larger than that of the filter denominator coefficients, the EF we proposed can be realized by 1-D EF network though the error transfer function is 2-D, and the noise gain equals zero by using the same coefficients as that of the filter denominator.
Considering the total number of multiplications including EF multiplications, the number of multiplications in the proposed structure is less than that of the previous structure. The proposed EF is not only effective with continuous coefficients, but also has good performance with discrete coefficients if the word-length of the EF is more than or equal to that of the filter denominator. So our goal is to design w that minimizes I 1 . After this we write I 1 (w) instead of I 1 since I 1 is related to w. We divide
