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Abstract
We propose a new method to recover global information about a network of intercon-
nected dynamical systems based on observations made at a small number (possibly one)
of its nodes. In contrast to classical identification of full graph topology, we focus on the
identification of the spectral graph-theoretic properties of the network, a framework that
we call spectral network identification.
The main theoretical results connect the spectral properties of the network to the
spectral properties of the dynamics, which are well-defined in the context of the so-called
Koopman operator and can be extracted from data through the Dynamic Mode Decom-
position algorithm. These results are obtained for networks of diffusively-coupled units
that admit a stable equilibrium state. For large networks, a statistical approach is con-
sidered, which focuses on spectral moments of the network and is well-suited to the case
of heterogeneous populations.
Our framework provides efficient numerical methods to infer global information on the
network from sparse local measurements at a few nodes. Numerical simulations show for
instance the possibility of detecting the mean number of connections or the addition of a
new vertex using measurements made at one single node, that need not be representative
of the other nodes’ properties.
1 Introduction
A major problem in the context of complex networks of interacting dynamical systems, which
has been considered for many years, is to predict the collective dynamics when the network
topology is known. However, in many situations, it is often desirable to address the reverse
problem of inferring the topology of the network from available data capturing the collective
dynamics. This reverse problem is relevant in fields such as biology (e.g. reconstructing
regulatory networks from gene expression data), neuroimaging (e.g. revealing the structural
organization of the brain), and engineering (e.g. localizing failures in power grids or computer
networks), to list a few. Network identification problems have received increasing attention
over the past years, and the topic is actively growing in nonlinear systems theory. See e.g. the
recent survey [32]. Many methods have been developed, exploiting techniques from various
fields: linearization [19, 31], velocities estimation [13, 28], adaptive control [38], steady-state
control [37], optimization [10], compressed sensing [19, 34], stochastic methods [22], etc. These
methods provide the structural (i.e. exact) connectivity of the underlying network and exploit
to do so the dynamical nature of the individual units, which is often known, at least partially.
In contrast, correlation-based methods using statistical measures [5] or information-theoretic
measures [27] have also been developed, but they can only infer the effective (i.e. statistical)
connectivity of the network.
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Network identification methods developed in the framework of dynamical systems theory
are usually not well-suited to the analysis of real networks such as biological networks, social
networks, etc. Most of them are invasive, requiring the modification of the network connec-
tivity or dynamics. In addition, some of them cannot be used “offline” for data analysis, since
they require to interact dynamically with the network. More importantly, all the methods
proposed so far for full network reconstruction require measurements at all the nodes of the
network. Partial measurements have been considered in [9] in the context of linear time-
invariant systems for a partial reconstruction of the network between the measured states,
and yet the authors showed that the problem cannot be solved without additional informa-
tion on the system. It can actually be shown that measuring all nodes is necessary for a full
network reconstruction, and this is usually out of reach in large real networks. Indeed, the
number of sensors is limited and typically (much) smaller that the number of nodes. Some
nodes of real networks might also not be accessible, or the only available information might be
the averaged activity of a group of nodes lying in a given region of the network (e.g. electrical
activity in a region of the brain). All these limitations motivate the network identification
framework developed in this paper, which overcomes them.
In this work, we take the view that identifying the exact complete topology of large
networks is not only practically impossible, as mentioned above, but also often unnecessary.
The presence or absence of an edge between two specific nodes is for instance often only
marginally relevant when analyzing the global structure of a large network. For this reason,
we focus instead on the identification of the spectral properties of the network, a framework
that we call spectral network identification. Note that the idea of estimating the spectral
properties of networks has been considered in the control theory community (e.g. [24, 8, 30]),
but in the case of specific (linear) consensus dynamics imposed at each node. On one hand,
spectral properties do not reveal the exact full network topology (indeed, we cannot “hear
the shape” of a drum [12]), so that the identification objective has been relaxed. On the
other hand, they are a central theme of study in spectral graph theory [3] —where they are
typically defined through the so-called Laplacian matrix associated with the network. They
are shown to provide relevant information on the global network structure such as mean,
minimum and maximum node degree, and connectivity, and they are reflected on the network
dynamics, see e.g. [25]. For instance, the second smallest eigenvalue of the Laplacian matrix
—also called algebraic connectivity— is related to the speed of information diffusion in the
network (e.g. opinion propagation, spreading of epidemics) and plays a key role in studying
network synchronization. More generally, the spectral properties of the network provide
simple markers capturing the global network structure. These spectral markers can be used
to detect a pathology or a fault and to compare different networks.
While classical full topology identification requires measurements at all the nodes of the
network, we show that spectral network identification requires only sparse measurements in
the network. This can be roughly explained by the fact that each node of a strongly connected
network “feels” the influence of all the other nodes. With the method developed in this paper,
measurements can therefore be performed on a very small subset of nodes (e.g. only one in
some cases) that might not be representative of the whole set of nodes. They can also be
defined by a possibly nonlinear function of the states of several nodes, such as the average
dynamics of a group of units. Moreover, the proposed method is not invasive and can be used
offline.
Spectral properties of (nonlinear) dynamics are well-defined in a framework based on the
so-called Koopman operator [15] and can be extracted from data through numerical methods
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such as the Dynamic Mode Decomposition (DMD) algorithm [26, 33]. In this context, our
main theoretical contribution is to connect these spectral properties of the collective network
dynamics, which are measured, to the spectral properties of the network, which are to be
inferred. These results are obtained in the case of a diffusive coupling for networks reaching a
synchronized equilibrium, where the states of all units converge to the same value, a behavior
which can be observed with excitable neurons, cardiac cells, opinion dynamics, and epidemics.
For small networks, exact spectral identification is achieved. For large networks, a statistical
approach is proposed, which focuses on spectral moments and is well-suited to the case of
heterogeneous populations. With a few sparse measurements in the network, this framework
allows to estimate the average number of connections, detect the addition of a node to the
network, and measure whether two units influence each other.
The rest of the paper is organized as follows. In Section 2, the problem of spectral
network identification is introduced. In Section 3, theoretical results are presented in the case
of linear and nonlinear networks. At the end of the section, we also discuss the limitations
encountered for the exact spectral identification of non-identical units. Section 4 focuses on
large networks and provides statistical results related to the spectral moments of the Laplacian
matrix, which are related to the statistical distribution of the node degrees. Numerical aspects
of the methods are discussed in Section 5 and illustrated with several applications in Section
6. Concluding remarks and perspectives are given in Section 7.
2 Problem statement
2.1 Classical vs spectral network identification
A networked dynamical system consists of a set of n interconnected dynamical systems (or
units) interacting on a (weighted) graph G = (V,E,w). The system is deterministic since no
stochastic perturbation is considered. Each unit is attached to a node (or vertex) k ∈ V and is
directly influenced by another unit i if (i, k) is an edge of the graph, i.e. (i, k) ∈ E ⊆ V × V .
The strength of the interaction between units is determined by the function w : E → R+
which assigns a weight to each edge. The (weighted) degree di of a vertex i is given by
di =
n∑
k=1
w(i, k)
where, with a slight abuse of notation, w(i, k) = w((i, k)) if (i, k) ∈ E and w(i, k) = 0 if
(i, k) /∈ E. We assume (i, i) /∈ E for all i ∈ V . The graph G is represented by its (weighted)
adjacency matrix W defined with the entries
Wij = w(i, j) .
Alternatively, the graph is also described by the (weighted) Laplacian matrix
L = D −W ,
with the degree matrix D = diag(d1 · · · dn). In the following, we consider graphs that can be
weighted and directed, i.e. (i, j) ∈ E does not imply (j, i) ∈ E, so that W 6=W T and L 6= LT
in general.
The networked dynamical system is completely defined by
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(i) the graph G;
(ii) the local dynamics of the states xk ∈ R
m, k ∈ V , of the units attached to the vertices;
(iii) the type of coupling between pairs of interacting units.
Here we are interested in the following network identification problem: under the assumption
that (ii) and (iii) are known, infer the graph topology (i) from measurements of the state of
the units. In particular, classical and spectral network identification problems are defined as
follows.
A. Classical network identification. Suppose that (ii) and (iii) are known. From
measurements of the states of all the units of the network, infer the set of edges E and
the weight function w.
B. Spectral network identification. Suppose that (ii) and (iii) are known. From p≪ n
measurements of the states of a small subset V¯ ⊂ V of units, estimate the spectrum
σ(L) of the Laplacian matrix L (i.e. the Laplacian eigenvalues) or the first spectral
moments Mk(L) =
1
n
∑
λ∈σ(L) λ
k in the case of large networks (see Section 2.2).
In this paper, we will develop the framework of spectral network identification. We focus on
networked systems that admit a stable equilibrium corresponding to the synchronization of
the units. We also make the standing assumption that the units interact through a diffusive
coupling.
2.2 What does spectral information reveal about the graph?
In contrast to classical network identification, spectral network identification only requires
sparse measurements in the network. The price to pay is the relaxed objective of getting only
the Laplacian eigenvalues. Although this spectral information does not reveal the complete
graph structure, it captures important topological properties of the network. We will not
review the vast literature related to spectral graph theory (we refer the interested reader to
[3]), but provide here some basic results connecting the Laplacian spectrum to the topological
properties of the graph.
In the case of a connected graph, the second smallest eigenvalue λ2—called algebraic
connectivity—captures the connectivity of the graph; see also the Cheeger inequality in undi-
rected graphs. The algebraic connectivity is related to the time constant of the dominant
dynamics and to the speed of information propagation in the network. It also provides a
bound on the diameter of the graph, i.e. the longest path between any pair of vertices [17].
Moreover, the algebraic connectivity λ2 and the spectral radius λn (i.e. the largest eigenvalue)
can be used to derive bounds on the minimal and maximal vertex degrees dmin and dmax. In
particular, for an undirected graph, we have [6]
dmin ≥
n− 1
n
λ2 dmax ≤
n− 1
n
λn . (1)
In the case of large graphs, it is convenient to consider the spectral moments
Mk(L) =
1
n
∑
λ∈σ(L)
λk =
1
n
tr(Lk) k ∈ N (2)
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which are related to the moments of the degree distribution. The first spectral moment is
equal to the mean vertex degree D1(G) ,
1
n
∑
i di, i.e.
M1(L) = D1(G) , (3)
and the first and second spectral moments give bounds on the quadratic mean of the degree
distribution D2(G) ,
1
n
∑
i d
2
i :
max
(
(M1(L))
2,
M2(L)
2
)
≤ D2(G) ≤M2(L) . (4)
The equality (3) is trivial and a short proof of the inequalities (4) is given in Appendix A. In
the case of undirected and unweighted graphs, other relationships can be derived, which link
the spectral moments of L to local structural features of the network [20].
3 Exact spectral identification
In this section, we develop the spectral network identification framework in the case of identi-
cal units. We first consider linear systems and then extend the results to nonlinear dynamics.
The main results of this section provide the exact connection between the spectral properties
of the collective dynamics and the spectral properties of the network.
3.1 Linear systems with identical units
Consider a network of n identical units that are each described bym states evolving according
to the linear dynamics
x˙k = Axk +Buk xk ∈ R
m
yk = C
Txk yk ∈ R
k ∈ {1, . . . , n} (5)
with A ∈ Rm×m, B ∈ Rm×1, and C ∈ Rm×1 (which are assumed to be known). The
interaction between the units is given by the diffusive coupling
uk =
n∑
j=1
Wkj(yk − yj) . (6)
Considering the state vector X = [x1 . . . xn]
T ∈ Rmn, we have
X˙ = (In ⊗A− L⊗BC
T )X
where In is the n× n identity matrix and L ∈ R
n×n is the Laplacian matrix. We denote
K , In ⊗A− L⊗BC
T ∈ Rmn×mn (7)
and the solution of X˙ = KX is given by
X(t) =
mn∑
j=1
Vj e
µjt
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where Vj is an eigenvector of K and µj is the corresponding eigenvalue. Note that Vj depends
on the initial condition X(0). We assume that A, B, and C are so that the units synchronize,
i.e. limt→∞X(t) = [0 . . . 0]
T , or equivalently ℜ{µj} < 0 for all j.
In the context of spectral network identification, measurements are performed through
the linear observation function f(X) = QTX ∈ Rp, where Q ∈ Rmn×p is a sparse matrix
and p ≪ n is the number of measurements. (Note that the case of a nonlinear observation
function will be treated together with the case of nonlinear dynamics in Section 3.2.) It is
clear that all eigenvalues µj of K appear in the expression of the measurement
f(X(t)) =
mn∑
j=1
QTVj e
µjt (8)
(provided that f(Vj) = Q
TVj 6= 0 for all j
1) and this is true even if only one state of one
vertex is measured, i.e. f(X) = (ek)TX = Xk ∈ R, where e
k is the kth unit vector. Therefore,
estimations µ˜j of the eigenvalues µj can be computed from snapshots of (8). To do so, one can
use the so-called Dynamic Mode Decomposition (DMD) algorithm [26, 33]. The algorithm is
described in detail in Appendix B, and its numerical implementation is discussed in Section 5.
The efficiency and accuracy of the algorithm will be illustrated in the sequel through several
examples.
Remark 1. The DMD algorithm works in practice with a set of time series obtained with
several initial conditions. We therefore assume that measurements are performed while the
network is reset several times to a state different from its equilibrium point. Accurate results
can also be obtained when only the states of a group of vertices are reset, provided that
this group is large enough. In the sequel, we will however consider that all the states of the
network are reset (as it happens for instance in real networks of excitable neurons or cardiac
cells). Note also that Section 5 provides a way to decrease the number of time series used
with the DMD algorithm. ⋄
What remains to show is that the spectrum σ(L) of L can be inferred from the (measured)
spectrum σ(K) of K when the local dynamics (i.e. A, B, and C) are known. The following
lemma provides a relationship between σ(K) and σ(L).
Lemma 1. For K = In ⊗A− L⊗BC
T , we have
σ(K) =
⋃
λ∈σ(L)
σ(A− λBCT ) . (9)
The mn eigenvectors of K are given by
V = v ⊗ w , (10)
with Lv = λv and (A− λBCT )w = µw.
1This condition is equivalent to the observability of the pair (K,Q), i.e. rank([Q KTQ · · · (AKT )nm−1Q]) =
nm.
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Proof. We have
KV = (In ⊗A− L⊗BC
T )(v ⊗ w)
= v ⊗Aw − λv ⊗BCTw
= v ⊗ (A− λBCT )w
= µ (v ⊗w)
= µV ,
so that any vector V of the form (10) is an eigenvector of K associated with the eigenvalue µ.
We have to show that K does not admit other eigenvalues associated with other eigenvectors.
If the matrices A − λBCT have m independent eigenvectors w, then a complete set of nm
independent eigenvectors is given by (10). If a matrix A−λBCT has less than m independent
eigenvectors, then it admits an eigenvalue with (algebraic) multiplicity α > 1 and
(A− λBCT − µIm)
α w˜ = 0 (A− λBCT − µIm)
α−1 w˜ 6= 0
where w˜ is a generalized eigenvector of A− λBCT . In this case, we have
(I ⊗A− L⊗BCT − µIn ⊗ Im)
α (v ⊗ w˜) = v ⊗ (A− λBCT − µIm)
α w˜ = 0
and
(I ⊗A− L⊗BCT − µIn ⊗ Im)
α−1 (v ⊗ w˜) = v ⊗ (A− λBCT − µIm)
α−1 w˜ 6= 0 ,
so that v⊗ w˜ is a generalized eigenvector of K and µ is also of multiplicity α. It follows that
there is no other eigenvector than (10). This concludes the proof.
We remark that the result implies that σ(A) ⊂ σ(K), since 0 ∈ σ(L). Now we can show
that the spectral identification problem is consistent: there exists a bijection between the two
spectra σ(L) and σ(K) (for fixed A, B, and C), so that σ(L) can be inferred from σ(K).
Proposition 1. Assume that the local dynamics (5) is controllable and observable (i.e.
rank([B AB · · · Am−1B]) = m and rank([C ATC · · · (AT )m−1C]) = m, respectively). Then,
σ(L) = {g(µ)|µ ∈ σ(K)} (11)
with
g(µ) =
{
1/(CT (A− µIm)
−1B) if µ /∈ σ(A) ,
0 if µ ∈ σ(A) .
(12)
Moreover,
σ(K1) = σ(K2)⇔ σ(L1) = σ(L2) (13)
with K1 = In ⊗A− L1 ⊗BC
T and K2 = In ⊗A− L2 ⊗BC
T .
Proof. We first show that g(µ) ∈ σ(L) for all µ ∈ σ(K). For µ ∈ σ(A), it is clear that
g(µ) = 0 ∈ σ(L). In the case µ /∈ σ(A), it follows from Lemma 1 that µ ∈ σ(A − λBCT ) for
some λ ∈ σ(L). This implies that there exists w ∈ Rm such that, for some λ ∈ σ(L),
(A− µIm)w = λBC
Tw . (14)
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It is clear from (14) that CTw 6= 0 (since µ /∈ σ(A)), so that we can assume CTw = 1 without
loss of generality. It follows that w = λ(A − µIm)
−1B and premultiplying by CT , we obtain
the unique solution of (14)
λ =
1
CT (A− µIm)−1B
= g(µ) . (15)
Since λ ∈ σ(L), we have g(µ) ∈ σ(L).
Now we show that there does not exist λ ∈ σ(L) such that λ 6= g(µ) for all µ ∈ σ(K).
Assume such λ exists. If there exists µ ∈ σ(A − λBCT ) that satisfies µ /∈ σ(A), then (15) is
the unique solution of (14). We have λ = g(µ) and Lemma 1 implies µ ∈ σ(K). This is a
contradiction. If all µ ∈ σ(A− λBCT ) satisfy µ ∈ σ(A), then either
(a) λ = 0;
(b) λ 6= 0 if CTw 6= 0 and B is in the image of (A− µIm), i.e. if B is in the span of m− 1
right eigenvectors of A;
(c) λ 6= 0 if CTw = 0 and w is the right eigenvector of A associated with the eigenvalue µ,
i.e. C is in the span of m− 1 left eigenvectors of A.
Since (A,B) is a controllable pair, B cannot be in the span of m− 1 right eigenvectors of A.
Since (A,C) is an observable pair, C cannot be in the span of m − 1 left eigenvectors of A.
It follows that the cases (b) and (c) are impossible, so that we have λ = 0 = g(µ), which is a
contradiction. This concludes the first part of the proof.
Finally, it is clear from (9) that σ(L1) = σ(L2) ⇒ σ(K1) = σ(K2) and from (11) that
σ(K1) = σ(K2)⇒ σ(L1) = σ(L2).
Remark 2. When the local dynamics of the units is not completely controllable or observable,
it is still possible to infer the spectrum of L from the spectrum of K. When B is in the span
of the right eigenvectors {v1, . . . , vk} of A (or when C is in the span of the left eigenvectors
{v˜1, . . . , v˜k} of A), it is easy to show that
σ(A− λBCT ) = σ(A) \ {λA1 , . . . , λ
A
k } ∪ {µ ∈ C|g(µ) = λ}
with Avk = λ
A
k vk, so that
σ(K) = σ(A) ∪ {µ ∈ C|g(µ) = λ, λ ∈ σ(L)} .
For instance, if B = v1 (or C = v˜1), we have
σ(K) = σ(A) ∪ {λA1 − C
TBλ|λ ∈ σ(L)} .
Proposition 1 does not hold, since different spectra of L can be associated with the same
spectrum σ(K) = σ(A). For instance, the spectra σ(L) = {0, (λA2 − λ
A
1 )/(C
TB)} and σ(L) =
{0, (λA3 − λ
A
1 )/(C
TB)} are associated with the same spectrum σ(K) = σ(A). Note however
that (13) still holds if one takes into account the multiplicity of the eigenvalues (provided that
CTB 6= 0). Moreover (12) can still be used to obtain the spectrum of L from the spectrum
of K. ⋄
The spectral identification method is illustrated in the following simple example.
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Example 1 (Linear system). Consider a random network with 10 vertices (see the adjacency
matrix in Appendix C) with the local linear dynamics
x˙k =
(
−1 −2
1 −1
)
xk +
(
1
2
)
uk ,
yk = (1 1) xk ,
(16)
and assume that the observation function is f(X) = x1,1 with xk = (xk,1, xk,2) (i.e. only one
state of one unit is measured). Using the time series related to 10 different initial conditions,
the DMD algorithm provides an accurate estimate of the mn = 20 eigenvalues of the matrix
K (Figure 1(a)). Then the Laplacian spectrum of the network is also recovered by using (12)
(Figure 1(b)). ⋄
−5 −4 −3 −2 −1 0−1.5
−1
−0.5
0
0.5
1
1.5
ℜ{µk}
ℑ
{
µ
k
}
 
 
measured
exact
(a) Spectrum of K
0 0.5 1
−0.1
−0.05
0
0.05
0.1
0.15
ℜ{λ}
ℑ
{
λ
}
 
 
measured
exact
(b) Spectrum of L
Figure 1: Spectral network identification for a linear system, using the measurement of one
state at one vertex (Example 1). Simulation parameters are given in Appendix C. (a) The
DMD algorithm yields the 20 eigenvalues µk of the matrixK. (b) All the Laplacian eigenvalues
λ of the network are recovered.
Numerical error Due to numerical imprecision, the eigenvalues of K might be computed
with some error (see e.g. Example 2). Moreover these eigenvalues cannot be obtained precisely
in the case of heterogeneous populations of non-identical units, as we will see. In these
situations, one can estimate the induced error on the eigenvalues of L obtained with (15).
Denoting by µ˜ = µ+ δµ and λ˜ = λ+ δλ a perturbed eigenvalue of K and L, respectively, we
have the first order Taylor approximation
(A− (µ+ δµ)Im)
−1 = (A− µIM )
−1 + (A− µI)−2δµ +O(δµ2)
and (15) yields
δλ ≈ −
CT (A− µIm)
−2B
(CT (A− µIm)−1B)2
δµ , ∆(µ)δµ . (17)
It follows that measured eigenvalues µ˜ of K satisfying |CT (A − µIm)
−1B| ≪ 1 will induce a
large error on the associated eigenvalue λ˜ of L. Since m distinct measured eigenvalues µ˜k,
k = 1, . . . ,m, yield eigenvalues λ˜k approximating the same value λ, it can be advantageous
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to use a weighted average of these values λ˜k. Assuming that the probability distribution of
µ˜k has a constant variance σ
2
µ for all k
2, we can consider the weighted average
λ =
∑m
k=1
λ˜k
(∆(µ˜k))2∑m
k=1
1
(∆(µ˜k))2
(18)
which is associated with a probability distribution characterized by the variance
Var(λ) =
σ2∑m
k=1
1
(∆(µ˜k))2
.
3.2 Nonlinear systems with identical units
Now we show that the spectral network identification framework developed in the case of
linear systems can easily be extended to nonlinear systems. Assume that the units have a
nonlinear dynamics
x˙k = F (xk) +G(xk)uk xk ∈ R
m
yk = H(xk) yk ∈ R
k ∈ {1, . . . , n} (19)
with the (analytic) functions F : Rm → Rm, G : Rm → Rm, and H : Rm → R. The units
interact through the diffusive coupling
uk =
n∑
j=1
Wkj(yk − yj) . (20)
We make the standing assumption that the local dynamics (19) admit a stable fixed point x∗
and that the units synchronize, so that the solutions X(t) of (19)-(20) converge to the (stable)
fixed point X∗ = [x∗ . . . x∗]T . The Jacobian matrix associated with (19)-(20) linearized at X∗
is given by
K , In ⊗A− L⊗BC
T ∈ Rmn×mn (21)
with A = ∂F/∂x(x∗), B = G(x∗), and C = ∇H(x∗) (∇ denotes the gradient). Since (21) is
similar to (7), the following result can be obtained directly from Proposition 1.
Proposition 2. Consider the local dynamics (19) and assume that (A,B) = (∂F/∂x(x∗), G(x∗))
and (A,C) = (∂F/∂x(x∗),∇H(x∗)) are controllable and observable pairs, respectively. Then
the relationship between the spectrum of the Laplacian matrix L and the spectrum of the Ja-
cobian matrix (21) is a bijection (i.e. (13) holds). Moreover, the spectrum of L is given by
(11).
Proof. The proof follows from Proposition 1, with A = J(x∗), B = G(x∗), and C = ∇H(x∗).
Proposition 2 implies that the Laplacian eigenvalues of the network can be obtained from
the eigenvalues µj of the Jacobian matrix K. Moreover, the eigenvalues of K can be obtained
from sparse measurement of the network dynamics. In the case of nonlinear systems, they
are related to spectral properties of the dynamics defined in the framework of the so-called
Koopman operator.
2This is only an approximation, since non-dominant eigenvalues (i.e. satisfying ℜ{µk} ≪ 0) might be
computed by the DMD algorithm with larger errors.
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Koopman operator Let X(t) be a trajectory solution of (19)-(20) associated with the
initial condition X0. We suppose that p ≪ n measurements of X(t) are obtained through a
possibly nonlinear observation function f : Rmn → Rp, which depends on a few local states in
our case. The Koopman operator(s) U t are a semi-group acting on the set of such functions
Rmn → Rp. They are defined by
(U tf)(X0) = f(X(t))
for all f and X0. The value (U
tf)(X0) is thus the value that will be observed at time t via
f for a trajectory which is at X0 at time t = 0. One can verify that the U
t are always linear
and can therefore be characterized by spectral properties. Provided that f is analytic, the
spectral decomposition of the operator yields
f(X(t)) = X∗ +
∑
(j1,...,jmn)∈Nmn
V fj1,...,jmn e
(j1µ1+···+jmnµmn)t , (22)
where j1µ1+· · ·+jmnµmn are the eigenvalues of the Koopman operator and V
f
j1,...,jmn
∈ Rp are
the so-called Koopman modes, which depend on X0 [14, 16]. In addition, it can be shown that
the DMD algorithm extracts the spectral properties of the Koopman operator from snapshots
of (22) [23, 33]. Provided that the dominant Koopman modes are nonzero (see also Remark
3), the algorithm yields the dominant Koopman eigenvalues, which are the eigenvalues of the
Jacobian matrix (21); see e.g. [16]. According to Proposition 2, these eigenvalues can be used
to retrieve the Laplacian eigenvalues.
Remark 3. The DMD algorithm can capture dominant eigenvalues µk only if the associated
dominant Koopman modes V fj1,...,jmn (with j1 + · · · + jmn = 1) are nonzero in (22). These
dominant modes are given by V fj1,...,jmn = ∇f(X
∗)TVj , where Vj are the right eigenvectors of
K and with the notation ∇f = [∇f1, · · · ,∇fp]
T ; see e.g. [14]. It follows that the dominant
Koopman modes are nonzero if the pair (K,∇f(X∗)) is observable. In particular, we must
have ∇f(X∗) 6= 0. In the following, we will assume that these conditions are satisfied.
Example 2 (Nonlinear system). We consider the same network as in Example 1 (see the
adjacency matrix in Appendix C) with the local nonlinear dynamics(
x˙k,1
x˙k,2
)
=
(
−xk,1 − x
3
k,1 − 2xk,2
xk,1 − xk,2 − x
3
k,2
)
+
(
cos(xk,2)
1.5 cos(xk,2)
)
uk ,
yk = xk,1 + x
2
k,1 + xk,2 ,
(23)
where xk = [xk,1 xk,2]
T is the state vector assigned to vertex k. We choose the nonlinear
observation function f(X) = [sin(x1,1 + x1,2) sin(x1,1 − x1,2)]. Figure 2(a) shows that the
DMD algorithm applied to times series related to 10 different initial conditions retrieves the
dominant eigenvalues µk of K, but cannot compute the eigenvalues with a fast decay rate.
However, the eigenvalues are redundant since two distinct eigenvalues are related to the same
Laplacian eigenvalue, so that only dominant eigenvalues µk are sufficient to obtain the full
Laplacian spectrum. Figure 2(b) shows that all the Laplacian eigenvalues are indeed obtained
with good accuracy, although two additional values are predicted incorrectly. Note also that
when two values are obtained for the same eigenvalue (as it can be observed in Figure 2(b)),
one could use the weighted average (18) for a better approximation. ⋄
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(a) Spectrum of K
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Figure 2: Spectral network identification for a nonlinear system, using the measure of one
state at one vertex (Example 2). Simulation parameters are given in Appendix C. (a) The
DMD algorithm yields the dominant eigenvalues µk of the matrix K. (b) The Laplacian
eigenvalues λ of the network are recovered.
3.3 Non-identical units: impossibility results
So far we have considered the case of identical units sharing the same local dynamics. We
now focus on the case of non-identical units and show that the spectral identification problem
cannot be solved in this case. This is illustrated by the following example. Consider the
one-dimensional linear local dynamics x˙k = Akxk + uk, yk = xk (with xk, yk ∈ R), where
Ak ∈ R accounts for the heterogeneity of the units dynamics. The global dynamics of the
network is given by X˙ = (A¯− L)X, with A¯ = diag(A1 · · · An). Let
L1 =

1 0 0 −1
−1 3 −1 −1
−1 0 2 −1
0 −1 −1 2
 L2 =

1 0 0 −1
0 2 −1 −1
−1 0 2 −1
−1 −1 −1 3

A¯ = −

0.5 0 0 0
0 1.5 0 0
0 0 1.5 0
0 0 0 1.5
 .
Then we have
σ(A¯− L1) = σ(A¯− L2) = {−0.5877,−2.5,−3.2135,−0.5878} ,
but
σ(L1) = {0, 2, 3, 3} 6= σ(L2) = {0, 2, 2, 4} ,
so that
σ(A¯− L1) = σ(A¯− L2); σ(L1) = σ(L2)
and (13) in Proposition 1 does not hold. It follows that the relation between the set of spectra
σ(L) and the set of spectra σ(A¯−L) is not injective in the case of non-identical units, so that
12
the Laplacian eigenvalues cannot be inferred from the (measured) eigenvalues of A¯−L. This
example shows that the spectral network identification problem cannot be solved even when
the graph is unweighted and when only one unit differs from the others.
Now we consider the general nonlinear dynamics of non-identical units
x˙k = F (xk) + δFk(xk) +G(xk)uk
yk = H(xk)
k ∈ {1, . . . , n} , (24)
where δFk accounts for the heterogeneity of the units dynamics. We assume that the units
are almost identical, so that ‖δFk‖ ≪ 1. Note that the units do not synchronize perfectly,
since the system admits a global fixed point X∗ + δX∗ = [x∗ + δx∗1 · · · x
∗ + δx∗n] (with
‖δx∗k‖ ≪ 1). We consider that the functions G and H are identical for all the units. There is
almost no loss of generality, since these functions describe the connections between units, and
these connections are already heterogeneous in the case of weighted graphs. In addition, this
simplification does not significantly affect the theoretical results developed in the remaining
of the paper.
The Jacobian matrix related to the system (24) (linearized around X∗ + δX∗) is
K + diag(δA1 · · · δAn) , K + δK (25)
where K is given by (21) and where δAk is such that
∂F
∂x
(x∗ + δx∗k) +
∂δFk
∂x
(x∗ + δx∗k) = A+ δAk ,
with A = ∂F/∂x(x∗). Since the DMD algorithm provides the eigenvalues of K + δK, the
spectral identification problem is to compute σ(L) from σ(K + δK). Equivalently, since
the relationship between σ(K) and σ(L) has been established in Section 3.1 and 3.2, one
has to estimate the eigenvalues of K from the perturbed eigenvalues of K + δK (note that
‖δK‖ ≪ 1 since |δFk| ≪ 1). In the case of unweighted graphs, it can be shown that σ(K1 +
δK) = σ(K2 + δK) ⇒ σ(K1) = σ(K2) if the perturbation δK is small enough, so that the
spectral identification problem can be solved exactly. However this situation is very restrictive.
For more general graphs, perturbation theory for matrix eigenvalues [1] can provide upper
bounds on the difference between the eigenvalues of K and K + δK, but these bounds are
too conservative, especially when the network is large.
It is also noticeable that the linearized dynamics of identical agents that do not synchronize
but converge to different equilibria are in general equivalent to the (linear) dynamics of non-
identical agents. In such a case, we would thus encounter similar issues when inferring the
spectral properties of the network .
In the next section, we show that a statistical approach can circumvent these limitations
in the case of large networks.
4 Statistical approach to large networks
In the case of large graphs, most individual Laplacian eigenvalues have an insignificant influ-
ence on the network dynamics, making them very hard to identify precisely. On the other
hand, each of them taken individually only captures a very small amount of information about
13
the network structure. Therefore, recovering each individual eigenvalue is on the one hand
impractical but on the other hand not really necessary. Instead, it is much more relevant and
convenient to focus on statistical measures of the spectral density of the Laplacian matrix. In
this section, we show that one can estimate the first spectral moments (2) of the Laplacian
matrix from sparse measurements in the network. These spectral moments are related to sta-
tistical information on the degree distribution of the vertices (see Section 3). This approach is
also well-suited to the case of non-identical units and can be used to obtain some information
on the unweighted underlying graph.
4.1 Spectral moments of the Laplacian matrix
From a few eigenvalues of σ(K) obtained with the DMD algorithm, one can compute the
spectral moments of K; see Section 5.3 for details on the numerical method. Then the
spectral moments of L can be obtained from the spectral moments of K, as shown in the
following proposition.
Proposition 3. Suppose that K = In ⊗A− L⊗BC
T . Then the spectral moments of L are
given by
Mk(L) =
(−1)k
(CTB)k
mMk(K) + k−1∑
j=0
(
k
j
)
(−1)j+1Mj(L) tr(A
k−j(BCT )j)
 ,
with
(k
j
)
= k!
j!(k−j)! .
Proof. We have
Mk(K) =
1
mn
tr(In ⊗A− L⊗BC
T )k
=
1
mn
k∑
j=0
(
k
j
)
tr
(
(In ⊗A)
k−j(−L⊗BCT )j
)
=
1
mn
k∑
j=0
(
k
j
)
tr
(
(−L)j ⊗Ak−j(BCT )j
)
=
1
m
k∑
j=0
(
k
j
)
(−1)jMj(L) tr
(
Ak−j(BCT )j
)
=
(−1)k
m
Mk(L)(C
TB)k +
1
m
k−1∑
j=0
(
k
j
)
(−1)jMj(L)tr
(
Ak−j(BCT )j
)
and the result follows.
Note that this result holds for both cases of linear and nonlinear units. In the nonlinear
case, we have A = ∂F/∂x(x∗), B = G(x∗), and C = ∇H(x∗).
We will focus on the first two moments and it follows from Proposition 3 that
M1(L) =
−mM1(K) + tr(A)
CTB
(26)
and
M2(L) =
mM2(K)− tr(A
2) + 2M1(L) tr(ABC
T )
(CTB)2
. (27)
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Example 3 (Large network). We consider a random Erdős-Rényi graph with n = 100 vertices
and a probability pedge = 0.3 (supposedly not known) for any two vertices to be connected.
The weights of the edges are randomly distributed according to a uniform distribution on
[0, 0.1]. The local dynamics of the units is given by (16) and the observation function is
f(X) = x1,1, corresponding to the measurement of one state of one unit. Note that the
dynamics are linear, a choice made to provide the best illustration of the theoretical results.
Examples of identification of large networks with nonlinear dynamics are shown in Section 6.
We use a heuristic method to estimate the spectral moments of K (Figure 3), approximat-
ing the clusters of eigenvalues by the convex hull of values obtained with the DMD algorithm
and assuming a uniform distribution of the eigenvalues within each cluster; see Section 5.3
for more details on the method. Using (26) and (27), we finally obtain the spectral moments
M1(L) = 1.50 andM2(L) = 2.35, which are close to the exact values. From (3) and (4), one
obtains good approximations of the mean degree D1(G) and quadratic mean degree D2(G).
The results are summarized in Table 1. We also performed similar simulations for 100 different
random networks and computed in an automatic way the spectral moments of the Laplacian
matrix. Table 2 shows that the mean relative error is of the order of 10%. ⋄
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0
0.1
Figure 3: Identification of the eigenvalues of K in the case of a large network using measure-
ments at one vertex. Simulation parameters are given in Appendix C. The convex hull (in
gray) of the measured eigenvalues provides a good approximation of the spectral moments of
K. The inset shows the cluster of eigenvalues lying near the origin.
estimated exact
M1(K) -3.25 -3.23
M1(L) 1.50 1.48
D1(G) 1.50 1.48
estimated exact
M2(K) 18.59 18.23
M2(L) 2.35 2.30
D2(G) 2.26 ≤ · · · ≤ 2.35 2.27
Table 1: Identification of the spectral moments and mean vertex degrees of a large graph.
4.2 Estimation of the spectral moments with non-identical units
Now we assume that the units are not identical and that their local dynamics are randomly
distributed with known mean and variance (we will comment on the case of unknown mean
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M1(L) M2(L)
mean error (absolute) 0.10 0.29
mean error (relative) 0.07 0.13
root mean squared error (absolute) 0.13 0.37
root mean squared error (relative) 0.09 0.16
Table 2: The spectral moments M1(L) and M2(L) are estimated in an automatic way for
100 different random networks. The mean relative error is of the order of 10%.
and variance in Remark 4). We can then obtain an estimation of the spectral properties of
the dynamics produced by the same network but with identical units, so that the results of
Section 4.1 can be used to compute the moments of the Laplacian matrix.
We consider the local dynamics (24), with the objective of estimating the spectral mo-
ments of L from the spectral moments of K + δK (see (25)). The matrix δK is a random
block-diagonal matrix and the nonzero entries of δK are assumed to be independent random
variables of zero mean and standard deviation s, i.e. δK = diag(δA1 · · · δAn) with
E([δAk]ij) = 0
E([δAk]
2
ij) = s
2
E[[δAk ]ij[δAk ]i′j′ ] = 0 ∀(i, j) 6= (i
′, j′)
(28)
for k = 1, . . . , n and i, j = 1, . . . ,m.
The spectral moments of K are related to the moments of the averaged spectral density
of K + δK. In particular, we will show that M1(K) = E(M1(K + δK)) and M2(K) =
E(M2(K+δK))−s
2. Then estimations M̂1(L) and M̂2(L) of the spectral moments of L can
be computed by considering the measured (random) values M1(K + δK) and M2(K + δK)
instead of M1(K) and M2(K). The expectation of M̂1(L) and M̂2(L) (with respect to the
randomness on δK) is equal to the exact spectral moments of L. These results are summarized
in the following proposition. The proof is given in Appendix A.
Proposition 4. Assume that δK is a block-diagonal matrix that satisfies (28) and consider
M̂1(L) =
−mM1(K + δK) + tr(A)
CTB
(29)
M̂2(L) =
mM2(K + δK)−ms
2 − tr(A2) + 2M̂1(L)tr(ABC
T )
(CTB)2
. (30)
Then
E(M̂1(L)) = M1(L)
E(M̂2(L)) = M2(L) .
Moreover, we have
Var(M̂1(L)) =
ms2
n(CTB)2
Var(M̂2(L)) = O
(
1
n
+
D1(G)
n
+
D2(G)
n
)
where D1(G) and D2(G) are the mean vertex degree and the quadratic mean vertex degree,
respectively.
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In Proposition 4, the estimated values M̂1(L) and M̂2(L) are assumed to be obtained with
a perfect estimation of the moments of K+δK (computed from the eigenvalues obtained with
the DMD algorithm), but this is not the case in practice. For large networks, the variance of
the estimated moments (29) and (30) is significantly smaller than the error on the estimation
of the moments of K+ δK, so that (29)-(30) provide approximations of the spectral moments
of L that are almost as good as in the case of identical units.
Remark 4 (Unknown local dynamics). If we suppose that the average local dynamics of the
units is not known (i.e. F is not known in (24)), then A = ∂F/∂x(x∗) is estimated by A+ δA
(e.g. measured on one unit), where E(δAij) = 0 and E(δA
2
ij) = s
2 for all i, j. In particular,
E(tr(A+ δA)) = tr(A) and E(tr(A+ δA)2) = tr(A2)+ms2 and we have E(M̂′1(L)) =M1(L)
and E(M̂′2(L)) =M2(L), with
M̂′1(L) =
−mM1(K + δK) + tr(A+ δA)
CTB
M̂′2(L) =
mM2(K + δK)− tr(A+ δA)
2 + 2M̂′1(L)tr(ABC
T )
(CTB)2
.
We remark that the variance s2 of the distribution of dynamics does not need to be known
in this case.
Remark 5 (Other distributions and two different populations). So far we have considered
that all nonzero entries of δK are independently and identically distributed. We can also
have another situation where the values of the subsystems are strongly correlated. Consider
the random matrix
δK = diag(ε1δA, . . . , εnδA) = E ⊗ δA
where E is a random diagonal matrix whose elements εi are randomly distributed and satisfy
E(εi) = 0, E(ε
2
i ) = s
2, and E(εiεj) = 0 for i 6= j. In this case, we can show that E(M̂′′1(L)) =
M1(L) and E(M̂′′2(L)) =M2(L), with
M̂′′1(L) =
−mM1(K + δK) + tr(A)
CTB
M̂′′2(L) =
mM2(K + δK)− s
2 tr(δA
2)
m
− tr(A2) + 2M̂′′1(L)tr(ABC
T )
(CTB)2
(31)
and the variances are similar to the variances obtained in Proposition 4.
When the probability distribution function of εi is a (weighted) sum of two Dirac functions
at ε = ±1, the local dynamics of the units is randomly chosen between two possible dynamics,
i.e. x˙k = F (xk) + δF (xk) +G(xk)uk and x˙k = F (xk) − δF (xk) +G(xk)uk. In this case, the
spectral moments are given by (31) with s = 1. ⋄
We could also consider a more general situation, where the subsystems δAk are indepen-
dently and identically distributed. This is however out of the scope of this paper.
Example 4 (Non-identical units). We consider the same network as in Example 3 but assume
that the dynamics of the units are randomly distributed with a standard deviation s = 0.2,
i.e. we consider the system X˙ = (K + δK)X with the entries of δK satisfying (28). With
the measurement of one state of one unit, the DMD algorithm provides an approximation of
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the spectrum of the random matrix K + δK (Figure 4). Using (29) and (30), we obtain an
accurate estimation M̂1(L) = 1.52 and M̂2(L) = 2.15. The results are summarized in Table
3. Note that the variances satisfy Var(M̂1(L)) < 0.0001 and Var(M̂2(L)) < 0.1, and are
negligible with respect to the error induced by the computation of the momentsM1(K+δK)
and M2(K + δK). ⋄
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Figure 4: Identification of the spectrum of K+ δK in the case of non-identical units. Simula-
tion parameters are given in Appendix C. The eigenvalues of K+ δK (blue dots) are different
from the eigenvalues of K (green dots). They are approximated by eigenvalues obtained with
the DMD algorithm (red crosses), whose convex hull (in gray) is used for the computation of
the spectral moments of K + δK. The inset shows the cluster of eigenvalues lying near the
origin.
estimated exact
M1(K + δK) -3.28 -3.22
M1(K) -3.28 -3.23
M1(L) 1.52 1.48
measured exact
M2(K + δK) 17.80 18.17
M2(K) 17.76 18.23
M2(L) 2.15 2.30
Table 3: Identification of the spectral moments of a large graph with a heterogeneous popu-
lation.
4.3 Spectral moments of the unweighted Laplacian matrix
We have considered so far the general case of weighted graphs G. It is also of interest to
infer the spectral properties of unweighted graphs G¯, which have the same vertex and edge
sets as G but a weight function w¯(i, j) = 1 for all (i, j) ∈ E. The degree d¯k of a vertex
k of G¯ corresponds to the number of connections of the unit k, and the spectral moments
M(L¯) of the unweighted Laplacian matrix L¯ are related to the distribution of this number of
connections.
We consider that the weights Wij are independent random variables of mean r > 0 and
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standard deviation s > 0, i.e.
E(Wij) = r
E(W 2ij) = r
2 + s2
E[WijWi′j′ ] = r
2 ∀(i, j) 6= (i′, j′)
(32)
for all (i, j) ∈ E. In this case, the Laplacian matrix L can be seen as a random matrix.
Provided that r and s are known, one can estimate the spectral moments of the unweighted
Laplacian matrix L¯ from the expectation of the spectral moments of the weighted Laplacian
matrix L. The proof can be found in Appendix A.
Proposition 5. If the edges of the network have random weights distributed according to
(32), then
M1(L¯) = E
(
M1(L)
r
)
, (33)
M2(L¯) = E
(
M2(L)
r2
−
s2M1(L)
r3
)
. (34)
Moreover, we have
Var
(
M1(L)
r
)
=
s2
r2
D1(G¯)
n
<
s2
r2
.
Spectral network identification can be used to obtain the spectral moments of the un-
weighted Laplacian matrix, which in turn provide information on the distribution of the
number of connections in the network (see (3) and (4)). When s/r ≪ 1, the variance on
M1(L)/r is small and the present identification framework can provide an accurate estima-
tion of the mean number of connections. This is illustrated in the following example.
Example 5. Consider the same network and dynamics as in Example 3. Since the weights
are uniformly distributed on [0, 0.1], we have r = 0.05 and s2 = r2/3 in (32). Using (33)
and (34) with the values estimated in Example 3, we obtain M1(L¯) = 30.03 (exact value:
M1(L¯) = 29.77) and M2(L¯) = 930.55 (exact value: M2(L¯) = 916.23). It follows from (3)
and (4) that the mean number of connections is estimated as D1(G¯) = 30.03 (exact value:
D1(G¯) = 29.77) and the quadratic mean number of connections is bounded by 902.07 ≤
D2(G¯) ≤ 930.55 (exact value: D2(G¯) = 907.33).
We can now compare the result obtained with spectral network identification to the result
obtained with a direct observation of a random vertex. Performing spectral network iden-
tification for 100 different networks (see results in Table 2), we compute the mean squared
error on D1(G¯), which is equal to 7. (Indeed, the variance Var(M1(L)/r) = 0.1 is small
and, according to Table 2, the mean squared error on M1(L)/r is (0.13/0.05)
2 = 6.76.) In
contrast, the mean squared error obtained with a direct measurement on a random vertex is
equal to the variance of the degree distribution, which is given by npedge(1−pedge) = 21 since
the distribution is binomial. Our spectral network identification approach yields thus here a
mean squared error three times smaller than a direct observation. ⋄
As suggested in the example above, using the present identification framework might
be more accurate for computing the mean number of connections than a direct observation
of a small group of randomly chosen vertices, in particular when the degree distribution is
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characterized by a large variance. For instance, we have considered random networks of
n = 100 vertices whose number of connections (i.e. unweighted degree) is randomly chosen
according to a Gaussian distribution with a large standard deviation (mean: 34, standard
deviation: 28). The weights of the edges are randomly distributed according to a uniform
distribution on [0, 0.01]. For the same local dynamics as in Example 5, we use spectral network
identification to estimate the mean vertex degree of 100 networks, from measurements at one
vertex. We obtain a mean squared error equal to 73. When the number of connections is
observed directly on a random vertex, the mean squared error is 282 = 784. It would be
necessary in this case to measure and average the number of connections of more than 10
vertices in order to obtain the same precision as the spectral network identification framework
(requiring the measure of only one vertex). This difference could be even more significant with
other complex random graphs characterized by a higher variance of the degree distribution
(e.g. sparse power-law random graphs).
5 Numerical implementation
This section describes the numerical implementation of the spectral network identification
framework and proposes a few guidelines mainly based on empirical observations on the
performances of the DMD algorithm. The complete numerical procedure for spectral network
identification is summarized in Appendix B.
5.1 Time series and data matrix
The network dynamics is measured through the observation function f : Rmn → Rp, for r
different initial conditions. Then the measurements yield the data points
zk =

f(X(1)(k∆t))
...
f(X(r)(k∆t))
 ∈ Rrp , k = 0, . . . ,K (35)
where X(l)(t), l = 1, . . . , r, is a trajectory of the system and ∆t is the sampling period. From
the data points, we construct the data matrix
Z =
 | | |z0 z1 · · · zK
| | |
 (36)
to be used as an input to the DMD algorithm. The number of columns of the matrix is equal
to the number K + 1 of snapshots and the number of rows is equal to the number r of initial
conditions multiplied by the number p of observations. The number of eigenvalues obtained
with the DMD algorithm is equal to the number of rows. If this number is small, it should
be increased to improve the efficiency of the DMD algorithm and compute more eigenvalues.
This can be done without additional experiments or observations, by considering delays. We
can indeed use the fact that, if X(t) is a trajectory of the system (associated with an initial
condition X(0)), then X(t + δ∆t) is another trajectory of the system (associated with the
initial condition X(δ∆t)). One can therefore construct a new data matrix with crp rows
(and a few less columns) by considering c sequences of data points shifted in δ increments, i.e.
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{z0, . . . , zK−(c−1)δ}, {zδ, . . . , zK−(c−2)δ}, . . . , {z(c−1)δ , . . . , zK}. It is clear that using n delayed
versions of the same time series does not bring more information, but in theory, it allows to
retrieve n eigenvalues with only one observation, a fact which is related in spirit to Whitney
embedding theorem. In practice, however, better numerical results are obtained with several
experiments and less delayed time series. It also appeared in our simulations that c = 2 or
c = 3 shifted sequences yield the best results. However, the effect of c on the performance of
the algorithm has not been extensively studied, and might depend on the other simulation
parameters.
5.2 DMD algorithm
A detailed description of the DMD algorithm is given in Appendix B. The input is the data
matrix Z = [z0 z1 · · · zq2] constructed from a sequence of data points zj ∈ R
q1 (note that
q1 = crp and q2 = K − (c − 1)δ according to the previous section). The DMD algorithm
computes a matrix T ∈ Rq1×q1 such that
zj+1 ≈ Tzj ∀j ∈ {0, · · · , q2 − 1} .
In particular, the algorithm yields the so-called DMD modes φk and eigenvalues ν˜k, which
are the eigenvectors and eigenvalues of T , and it follows that
zj ≈
q1∑
k=1
φkν˜
j
k . (37)
Comparing (37) with (22), we can see that the Koopman modes are equal to the DMD modes
φk, and the Koopman eigenvalues are given by µ˜k = log(ν˜k)/∆t.
5.3 Approximating spectral moments with few eigenvalues
In the case of large networks, the eigenvalues µ˜k computed with the DMD algorithm are
not equal to the exact eigenvalues µk. In particular, the number q1 = crp of eigenvalues
µ˜k is much smaller than the number mn of eigenvalues µk. However, it is observed that
the convex hulls of clusters of eigenvalues µ˜k are good approximations of clusters of exact
eigenvalues µk. There are typically nc = m clusters (or sometimes less if they overlap) that
can be identified using k-means clustering. Denoting by Sj , j = 1, . . . , nc, the convex hulls of
clusters of measured eigenvalues µ˜k, we can compute the moments of area
A(Sj) =
∫
Sj
dxdy area
Ix(Sj) =
1
A(Sj)
∫
Sj
x dxdy centroid (with respect to x-axis)
Ixx(Sj) =
∫
Sj
y2 dxdy second moment of area (with respect to x-axis)
Iyy(Sj) =
∫
Sj
x2 dxdy second moment of area (with respect to y-axis)
(38)
where an eigenvalue µ ∈ Sj is assigned the coordinates (x, y) = (ℜ{µ},ℑ{µ}). Assuming that
the eigenvalues are uniformly distributed in the clusters, we obtain the approximation of the
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spectral moments
M1(K) ≈
1
nc
nc∑
j=1
Ix(Sj)
M2(K) ≈
1
nc
nc∑
j=1
Iyy(Sj)− Ixx(Sj)
A(Sj)
(39)
where we used the fact that there is the same number of eigenvalues in each cluster and that
µ ∈
⋃
j Sj ⇒ µ
c ∈
⋃
j Sj (so that
∑
k µ
2
k =
∑
k ℜ{µk}
2 −
∑
k ℑ{µk}
2).
6 Applications
In this section, spectral network identification is illustrated with several applications. It is
shown that, with a few local measurements in the (possibly large) network, one can estimate
the minimum, maximum and average number connections, detect the addition of a new vertex,
and measure whether two units influence each other indirectly, and belong thus to the same
connected component of the network.
6.1 Minimum and maximum number of connections
The spectral network identification framework is efficient to approximate the minimum and
maximum number of connections in an undirected graph. It can also be used to detect the
addition of a vertex that is weakly connected to the rest of the network.
We aim at identifying a network that was constructed as a random Erdős-Rényi graph of
n = 100 vertices for which there is an edge between any pair of vertices with a probability
pedge = 0.3 (supposedly not known). The graph is undirected and unweighted. The local
dynamics of the units is given by
x˙k = −0.5xk + x
3
k + 0.05uk ,
yk = xk .
With the observation function f(X) = x1 (one measure at one vertex), spectral network
identification yields accurate estimations of the algebraic connectivity λ˜2 = 13.34 and spectral
radius λ˜n = 42.98 (Figure 5 (top)). Using (1), we can obtain a good approximation of
the minimum and maximum vertex degrees: dmin ≥ 13.21 (exact value: dmin = 14) and
dmax ≤ 42.55 (exact value: dmax = 40). Numerical simulations performed on 100 different
random graphs show that the bounds that we estimate on dmin and dmax are typically within
15% of the actual values, see Table 4.
dmin dmax
mean error (absolute) 2.18 5.74
mean error (relative) 0.11 0.14
root mean squared error (absolute) 2.66 7.73
root mean squared error (relative) 0.14 0.18
Table 4: The minimum and maximum vertex degrees dmin and dmax are estimated for 100
different random networks. The mean relative error is within 15% of the actual value.
Now we add a new vertex that is connected to the rest of the network by only one edge.
This new vertex is not directly connected to the measured vertex 1, but is at a distance
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3 of it, i.e. the shortest path between these two vertices contains three edges. (Note that
the average distance between two vertices of the graph is approximately ln 100/ ln 30 ≈ 1.35
[?].) It follows from this modification that the minimum vertex degree drops to dmin = 1
and it is remarkable that this can be detected by our estimate. Indeed, the (much smaller)
value of the algebraic connectivity λ2 = 0.98 is perfectly captured by the algorithm (Figure
5 (bottom)), yielding the approximated minimum vertex degree dmin ≥ 0.97. Similar results
could be obtained when the graph is weighted.
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λ˜2 = 13.34 λ˜n = 42.98
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Figure 5: Identification of the algebraic connectivity λ2 and spectral radius λn of a (undi-
rected) random graph. Simulation parameters are given in Appendix C. (Top) The approxi-
mations λ˜2 and λ˜n provide a good estimation of the minimum and maximum vertex degrees.
(Bottom) A vertex and one edge have been added to the network. The new (smaller) eigen-
value λ2 is recovered and captures the minimum degree dmin = 1.
6.2 Average number of connections in a neural network
We use spectral identification to estimate the average number of connections in a real neural
network, through measures of a single neuron that has only one connection to the rest of the
network.
We consider the neural network of C. Elegans [35], which is described by an undirected
graph of 297 vertices (i.e. neurons). The weights of the edges are randomly distributed
according to a uniform distribution on [0, 0.02]. The local dynamics of a neuron at vertex k
is governed by the FitzHugh-Nagumo equations [7, 18](
V˙k
w˙k
)
=
(
−wk − Vk(Vk − 1)
2 + 1
0.5(Vk − wk)
)
+ δAk
(
Vk
wk
)
+
(
2
0
)
uk ,
yk = 2Vk ,
where Vk is the membrane voltage of the neuron, wk is the recovery variable, and δAk is a
random matrix of mean 0 and variance s2 = 0.1 that accounts for the heterogeneity in the
network.
We measure the membrane voltage variable of the neuron k = 54 (i.e. f(X) = V54) that
is connected to only one other neuron, i.e. its unweighted degree is equal to one. Despite
such an extremely local measure, we can obtain a fair estimation of the spectral Laplacian
moments of the graph. The results are summarized in Figure 6 and Table 5. The first
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Laplacian moment provides an estimation of the average number of connections D1(G¯) = 11.15
(exact value: D1(G¯) = 7.9). Although not negligible, the error is small compared with
the standard deviation of the degree distribution, which is higher than 10. In contrast, a
direct observation of the number of connections of the observed neuron would provide a poor
estimation D1(G¯) = 1.
The second Laplacian moment is underestimated, so that (4) cannot provide a good
estimation of the quadratic mean number of connections D2(G¯). This is mainly due to the fact
that the distribution of eigenvalues is not homogeneous (see Figure 6), so that the computation
of the spectral moments with a convex hull of computed eigenvalues is not accurate. Other
simulations not shown here can provide a better estimate of the second spectral moment, but
in that case the estimation of the first moment is less accurate. This suggests that there is
a tradeoff to obtain good approximations of the first and second moments. This issue could
be explained by the nonlinearity of the model and the complexity of the network. It could be
tackled by more advanced numerical methods using for instance machine learning techniques
to post-process the results.
−15 −10 −5 0
−0.5
0
0.5
ℜ{µk}
ℑ
{
µ
k
}
 
 
exact (σ(K+δ K))
exact (σ(K))
measured
Figure 6: Identification of the spectrum of K + δK for the neural network of C. Elegans with
nonlinear non-identical units. Simulation parameters are given in Appendix C. The convex
hull (in gray) of the measured eigenvalues provides an approximation of the spectral moments
of K + δK.
estimated exact
M1(K + δK) -2.48 -1.81
M1(K) -2.48 -1.82
M1(L), D1(G) 1.12 0.78
M1(L¯) 11.15 7.90
measured exact
M2(K + δK) 8.98 13.76
M2(K) 8.98 13.76
M2(L) 1.17 1.77
M2(L¯) 113.03 170.50
Table 5: Identification of the spectral moments for the neural network of C. Elegans with
nonlinear non-identical units. The results show a good approximation of the first moment,
providing a fair estimate of the mean number of connections in the network. However, the
second spectral moment is underestimated.
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6.3 Mutual influence of two units
Spectral network identification also allows to detect whether two vertices are part of the same
connected network, and therefore dynamically influence each other.
Here we consider the Zachary’s karate club network [39], which describes friendships
between 34 people. The graph is unweighted, and we make it directed by randomly assigning
a direction to each edge. The local dynamics at each vertex is a nonlinear consensus dynamics
described by
x˙k = 0.2 tanh
(
1
2
uk
)
= 0.2 tanh
1
2
n∑
j=1
Wkj(xj − xk)

where the function tanh plays the role of a saturation. The state xk represents the opinion
of unit k.
Measuring the opinion of k = 12, we can obtain a good approximation of the dominant
Laplacian eigenvalues of the graph. Another experiment using measurements of the opinion of
k = 30 yields similar results (Figure 7(a)), suggesting that units 12 and 30 belong to the same
connected component of the network and have an influence on each other. Now the network
is cut in two connected components by removing the edges (1, 32), (2, 31), (3, 10), (3, 28),
(3, 29), (3, 33), (9, 31), (9, 33), (9, 34), (14, 34), and (20, 34) (this corresponds to the actual
split of the network described in [39]). Spectral identification performed on this disconnected
network yields different results when the measurements are taken on unit 12 or on unit 30
(Figure 7(b)). In particular, Laplacian eigenvalues captured with measurements of one unit
cannot be captured with measurements of the other unit. This indicates that the two units
do not belong to the same connected component and have no influence on each other.
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Figure 7: Spectral network identification of the karate club network with nonlinear consensus
dynamics. Simulation parameters are given in Appendix C. (a) The network is connected,
so that similar results are obtained with measurements of units 12 or 30. (b) The network
is cut in two connected components. The sets of Laplacian eigenvalues obtained with the
measurements at unit 12 and unit 30 are almost disjoint, showing that the two units do not
belong to the same connected component of the network.
This example shows that vertices belonging to different connected components of a network
capture different subsets of the Laplacian spectrum. Similarly, vertices belonging to different
groups (or communities) in the network might also “feel” different subsets of the Laplacian
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spectrum. This suggests that spectral network identification could be used for community
detection and network partitioning; see e.g. [21].
7 Conclusion
This paper is a first step toward the development of a novel framework for the identifica-
tion of networks, which focuses on spectral graph-theoretic properties rather than full graph
topology. Spectral network identification reveals global information on the network with only
sparse local measurements, a key feature that is of great interest when dealing with large real
networks.
We have obtained very encouraging results. Numerical examples show for example that
one can estimate the mean number of connections and the minimum/maximum vertex de-
gree, with a better accuracy than through direct observations. Moreover, one can detect the
addition of a vertex, and measure whether two units interact indirectly in the same connected
component of the network.
Our main theoretical results highlight the connection between the spectral properties
of the network and the spectral properties of the collective dynamics expressed within the
framework of the Koopman operator. When the network is composed of non-identical units,
we showed that it is not possible to derive such an exact connection. However, a statistical
approach focusing on spectral moments can overcome this limitation in the case of large
networks.
Perspectives The present study has focused on networks of (nonlinear) units interacting
through a diffusive coupling and admitting a stable synchronized equilibrium. Further re-
search perspective is to extend the spectral identification framework to other dynamics that
exhibit more complex or non-synchronized behaviors (e.g. coupled oscillators). The theoreti-
cal framework can be easily extended to synchronized limit-cycle oscillators, but the numerical
methods presented in this paper are not effective in this case and should be improved. For
agents that do not synchronize, additional research is necessary to tackle some limitations
that are also encountered in the case of non-identical agents (i.e. impossibility results, see
Section 3.3). Moreover, considering nonlinear couplings would be particularly relevant to
many applications. Note that with different types of coupling, one could also capture other
spectral properties, such as the spectrum of the adjacency matrix. In fine, the spectral identi-
fication framework should be applied to the analysis of real data, providing spectral markers
to classify different networks. It could also be compared to recent methods for detecting a
pathology or a fault in the network [4].
The numerical method developed in this paper relies on the DMD algorithm, which ex-
tracts spectral properties from measured collective dynamics of the network. Recent exten-
sions of the DMD algorithm (e.g. extended DMD [36], de-biased DMD [11], compressed DMD
[2]) or the related Arnoldi-based method ([29]) could be implemented in the context of spectral
network identification. The DMD algorithm is primarily designed to capture the (Koopman)
modes of the system, which are not needed in the present study. Future theoretical research
could attempt to exploit these modes, as it is done for instance in [21] for network partition-
ing. More importantly, the DMD algorithm is not always accurate and effective, in particular
for strongly nonlinear systems or when initial conditions are far from the equilibrium. The
performances of the method, which might also depend on the network structure (e.g. graph
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diameter), should therefore be further investigated. In addition, a novel numerical scheme
could be required, which is well-suited to strong nonlinearities and focuses on (Koopman)
eigenvalues instead of (Koopman) modes, since the latter are the main quantities of interest.
This new scheme could also be combined with other techniques, such as machine learning,
to post-process the obtained spectral data and obtain an upper bound on the error as well
as a better estimate of the spectral moments. This could lead to advanced and automatic
methods that would significantly increase the potential of spectral network identification.
A Proofs
A.1 Proof of the inequalities (4)
We have
M2(L) =
1
n
∑
i,j
LijLji =
1
n
∑
i
d2i +
1
n
∑
i,j
i6=j
WijWji ≥
1
n
∑
i
d2i = D2(G) (40)
since Wij ≥ 0. Moreover, the inequality 2WijWji ≤W
2
ij +W
2
ji for all i 6= j implies that∑
i,j
i6=j
WijWji ≤
∑
i,j
i6=j
W 2ij ≤
∑
i
d2i
and it follows from (40) that
M2(L) ≤
2
n
∑
i
d2i
or equivalently D2(G) ≥M2(L)/2. Finally, we have
(M1(L))
2 =
1
n2
∑
i
d2i +
1
n2
∑
i,j
i6=j
didj ≤
1
n2
∑
i
d2i +
n− 1
n2
∑
i
d2i = D2(G) .
A.2 Proof of Proposition 4
Expectation of M̂1(L) We have
E(tr(K + δK)) = tr(K) + E(tr(δK)) = tr(K)
since E(tr(δK)) = 0 (see (28)), and equivalently
E(M1(K + δK)) =M1(K) .
Then it follows from (26) that E(M̂1(L)) =M1(L).
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Expectation of M̂2(L) It follows that
E(tr(K + δK)2) = tr(K2) + E(tr(δK2)) + 2E(tr(K δK))
= tr(K2) + E
(∑
i,j
δKij δKji
)
+ 2E(
∑
i,j
Kij δKji
)
= tr(K2) +mns2
where the last equality follows from E(tr(δK)) = 0 and (28). Then we have
E(M2(K + δK)) − s
2 =M2(K)
and it follows from (27) that E(M̂2(L)) =M2(L).
Variance of M̂1(L) We obtain
Var(tr(K + δK)) = E(tr(δK))2 = E
(∑
i,j
δKii δKjj
)
= mns2
or equivalently
Var(M1(K + δK)) =
s2
mn
.
Then it follows that
Var(M̂1(L)) =
m2
(CTB)2
Var(M1(K + δK)) =
ms2
n(CTB)2
.
Variance of M̂2(L) It follows from (29) and (30) that
Var(M̂2(L)) = O
(
Var(M1(K + δK)) + Var(M2(K + δK))
+ Cov(M1(K + δK),M2(K + δK))
)
.
(41)
We consider each term of (41) separately.
1. Term Var(M1(K + δK)) in (41). We have shown that
Var(M1(K + δK)) = O
(
1
n
)
. (42)
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2. Term Var(M2(K + δK)) in (41). We have
Var(tr(K + δK)2) = E
(
(tr(K + δK)2)2
)
−
(
E(tr(K + δK)2)
)2
= E
(
tr(K2) + tr(δK2) + 2tr(K δK)
)2
−
(
tr(K2) + E(tr(δK2)) + 2E(tr(K δK))
)2
= E(tr(δK2))2 + 4E(tr(K δK))2 + 4E(tr(δK2) tr(K δK))
− (E(tr(δK2)))2 − 4 (E(tr(K δK)))2 − 4E(tr(δK2))E(tr(K δK))
= E
(∑
i,j
∑
i′,j′
δKij δKji δKi′j′ δKj′i′
)
+ 4E
(∑
i,j
∑
i′,j′
Kij δKjiKi′j′ δKj′i′
)
+ 4E
(∑
i,j
∑
i′,j′
δKij δKjiKi′j′ δKj′i′
)
− n2m2 s4
=
∑
i
E(δK4ii) +
∑
i,i′
i6=i′
E(δK2ii)E(K
2
i′i′) + 2
∑
i,j
i6=j
E(δK2ij)E(δK
2
ji)
+ 4
∑
i,j
K2ij E(δK
2
ji) + 4
∑
i
Kii E(δK
3
ii)− n
2m2 s4
= mnE(δK4ii) +mn(mn− 1) s
4 + 2mn(m− 1)s4 + 4s2
∑
i,j
δKij 6=0
K2ij
+ 4E(δK3ii) tr(K)− n
2m2 s4
where we used E(tr(δK)) = 0, E(tr(K δK)) = 0, and the block-diagonal structure of δK. It
follows that
Var(M2(K + δK)) =
E(δK4ii)
mn
+ s4
m− 2
mn
+ s2
4
m2n2
∑
i,j
δKij 6=0
K2ij + 4E(δK
3
ii)
tr(K)
m2n2
= O
 1n + 1n2 ∑
i,j
δKij 6=0
K2ij +
D1(G)
n

where we used tr(K)/n =M1(K) = O(M1(L)) = O(D1(G)). It is also easy to see that
1
n2
∑
i,j
δKij 6=0
K2ij =
tr(AAT )
n
+
1
n2
(∑
i
L2ii
)
tr(BCTCBT )−
2
n2
tr(L)tr(ATBCT )
= O
(
1
n
+
D2(G)
n
+
D1(G)
n
)
so that
Var(M2(K + δK)) = O
(
1
n
+
D1(G)
n
+
D2(G)
n
)
. (43)
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3. Term Cov(M1(K + δK),M2(K + δK)) in (41). We have
Cov(tr(K + δK), tr(K + δK)2) = E(tr(K + δK)tr(K + δK)2)− E(tr(K + δK))E(tr(K + δK)2)
= E(tr(δK)tr(K + δK)2)
= E(tr(δK)tr(δK2)) + 2E(tr(δK)tr(KδK))
= E
∑
i,i′,j′
δKiiδKi′j′δKj′i′
+ 2E
∑
i,i′,j′
δKiiKi′j′δKj′i′

= mnE(δK3ii) + 2s
2tr(K)
or equivalently
Cov(M1(K + δK),M2(K + δK)) =
E(δK3ii)
mn
+ 2s2
M1(K)
mn
= O
(
1
n
+
D1(G)
n
)
. (44)
The result follows from (42)-(43)-(44).
A.3 Proof of Proposition 5
We first note the relationship between the weighted Laplacian matrix L and the unweighted
Laplacian matrix L¯:
Lij = L¯ijWij i 6= j
Lii = −
∑
j 6=i
L¯ijWij . (45)
First spectral moment It follows from (45) that
E(tr(L)) = E
(
−
∑
i,j
i6=j
L¯ijWij
)
= −r
∑
i,j
i6=j
L¯ij = r tr(L¯)
or equivalently
E(M1(L)) = rM1(L¯) . (46)
We have also
Var(tr(L)) = E(tr(L))2 − (E(tr(L)))2
= E
(∑
i,j
i6=j
∑
i′,j′
i′ 6=j′
L¯ijL¯i′j′WijWi′j′
)
− r2 (tr(L¯))2
= s2
∑
i,j
i6=j
L¯2ij + r
2
∑
i,j
i6=j
∑
i′,j′
i′ 6=j′
L¯ijL¯i′j′ − r
2 (tr(L¯))2
= s2tr(L¯)
where we used
∑
i,j
i6=j
L¯2ij = −
∑
i,j
i6=j
L¯ij = tr(L¯) and
∑
i,j
i6=j
∑
i′,j′
i′ 6=j′
L¯ijL¯i′j′ = (tr(L¯))
2.
It follows that
Var
(
M1(L)
r
)
=
s2
r2
tr(L¯)
n2
=
s2
r2
D1(G¯)
n
<
s2
r2
.
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Second spectral moment We have
E(tr(L2)) = E
(∑
i,j
i6=j
LijLji +
∑
i
L2ii
)
= E
(∑
i,j
i6=j
L¯ijL¯jiWijWji +
∑
i
∑
j 6=i
∑
j′ 6=i
L¯ijL¯ij′WijWij′
)
= r2
∑
i,j
i6=j
L¯ijL¯ji + r
2
∑
i
∑
j 6=i
∑
j′ 6=i
L¯ijL¯ij′ + s
2
∑
i,j
i6=j
L¯2ij
= r2 tr(L¯2) + s2tr(L¯)
or equivalently
E(M2(L)) = r
2M2(L¯) + s
2M1(L¯) . (47)
Using (46) and (47), we get
E
(
M2(L)
r2
−
s2M1(L)
r3
)
=M2(L¯) .
B Algorithms
The general procedure for spectral network identification is summarized in Algorithm 1. The
DMD algorithm is described in Algorithm 2 (see also [26, 33] for more details).
Algorithm 1 Spectral network identification
1: Choose an observation function f and measure r time series f(X(j)(t));
2: Choose the parameters K, ∆t and obtain the snapshots (35) from the times series;
3: Choose the shift parameters c and δ and construct the data matrix Z;
4: Apply the DMD algorithm to the data matrix Z and obtain the DMD eigenvalues ν˜k and
the associated eigenvalues µ˜k = log(νk)/∆t (see Appendix B);
5: Optional: remove outliers (characterized by large real part or large imaginary part);
6: Optional: if the units are identical: use (11)-(12) to obtain exact Laplacian eigenvalue(s)
(e.g. spectral gap λ2 and spectral radius λn);
7: Use k-means clustering to identify nc clusters of eigenvalues µ˜k and remove outliers (op-
tional);
8: Compute the convex hull Sj of each cluster and the moments of area (38);
9: Compute the spectral moments of K using (39);
10: If the units are identical, compute the spectral moments of L using (26) and (27); if the
units are non-identical, use (29) and (30);
11: If the distributions of the edges weight is known, compute the spectral moments of L¯
using (33)-(34).
Note that, instead of using Algorithm 2, one could directly consider the spectral decom-
position of T = Y X†, where X† denotes the Moore-Penrose pseudoinverse of X. However,
this procedure is less efficient that the standard DMD algorithm (Algorithm 2).
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Algorithm 2 Dynamic Mode Decomposition
Input: Data matrix Z = [z0 · · · zq2] ∈ R
q1×(q2+1).
Output: DMD modes φk and associated DMD eigenvalues ν˜k.
1: Construct the matrices
X = [z0 · · · zq2−1] ∈ R
q1×q2 Y = [z1 · · · zq2 ] ∈ R
q1×q2 ;
2: Compute the reduced singular value decomposition of X, i.e. X = UΣV ∗;
3: Construct the matrix T˜ = U∗Y V Σ−1;
4: Compute the eigenvectors wk and eigenvalues ν˜k of T˜ , i.e. T˜wk = ν˜kwk;
5: The DMD modes are given by φk = Uwk and the associated DMD eigenvalues are ν˜k.
C Simulation parameters
The input matrix used with the DMD algorithm depends on several parameters. The pa-
rameters used for the numerical experiments shown in this paper are given in the following
table.
distribution IC # IC # snapshots sampling period shift
r K ∆t c, δ
Example 1 normal N(0, 1) 10 50 0.4 2, 5
Example 2 uniform on [−0.5, 0.5] 10 50 0.8 3, 5
Examples 3, 5 normal N(0, 1) 10 50 0.4 2, 5
Example 4 normal N(0, 1) 10 50 0.2 2, 5
Section 6.1 uniform on [−0.5, 0.5] 5/10 50/40 1/0.6 2, 5
Section 6.2 uniform on [−0.5, 0.5] 10 75 0.2 2, 5
Section 6.3 uniform on [−1, 1] 20 100 1 2, 5
Table 6:
Adjacency matrix of the network considered in Example 1 and Example 2:
W =

0 0.1466 0.0075 0.0238 0 0.1048 0.1446 0.1913 0 0.1758
0.1780 0 0.1909 0.1436 0 0 0.1696 0 0.1865 0.0153
0.1470 0.1313 0 0.0175 0.0575 0.0651 0 0.0009 0.1297 0.1010
0.1021 0.1326 0.1169 0 0.0374 0.1238 0 0 0.0061 0.0342
0.0929 0.1052 0 0.0200 0 0 0.1646 0 0 0.0182
0.0058 0 0 0.0795 0.0557 0 0 0.0892 0.1143 0.0165
0.0850 0.1551 0.1060 0.1301 0 0.0149 0 0.1748 0.1631 0.0509
0.0524 0 0 0.1887 0.0079 0.1701 0 0 0.0632 0.1182
0 0.1926 0.1678 0.0500 0.1875 0 0.1289 0 0 0.0557
0 0.0028 0.1156 0 0.0236 0.0635 0 0.0228 0 0

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