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ABSTRACT
There are many scenarios where short- and long-term causal effects
of an intervention are different. For example, low-quality ads may
increase short-term ad clicks but decrease the long-term revenue
via reduced clicks; search engines measured by inappropriate per-
formance metrics may increase search query shares in a short-term
but not long-term. This work therefore studies the long-term effect
where the outcome of primary interest, or primary outcome, takes
months or even years to accumulate. The observational study of
long-term effect presents unique challenges. First, the confounding
bias causes large estimation error and variance, which can further
accumulate towards the prediction of primary outcomes. Second,
short-term outcomes are often directly used as the proxy of the
primary outcome, i.e., the surrogate. Notwithstanding its simplicity,
this method entails the strong surrogacy assumption that is often
impractical. To tackle these challenges, we propose to build connec-
tions between long-term causal inference and sequential models in
machine learning. This enables us to learn surrogate representations
that account for the temporal unconfoundedness and circumvent the
stringent surrogacy assumption by conditioning on time-varying
confounders in the latent space. Experimental results show that the
proposed framework outperforms the state-of-the-art.
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1 INTRODUCTION
We often concern about the treatment effect measured in a short
time frame, i.e., short-term effect, as it is stable and generalizable
to the long-term treatment effect [25]. However, short- and long-
term effects can differ in some scenarios. For instance, search en-
gines measured by inappropriate performance metrics may increase
search query shares in a short-term but not in the long-term as
users switch to better search engines; low-quality ads (e.g., ads
with clickbait) may increase clicks and revenue in the short-term
but decreases revenue via reduced ad clicks, and even searches in
the long-term [20]. Because long-term (primary) outcomes may be
observed well beyond the time frame required to make policy deci-
sions [2], measuring long-term effects is challenging, especially in
an online world where products and services are developed quickly
and iteratively in an agile fashion [25].
The long-term effect of a treatment is defined as the difference be-
tween the primary outcomes of the same units under both treated
and control. For example, the difference between the annual ad
clicks from the same group of users exposed to more (treated)
and fewer (control) ads. What is available in observational studies,
however, is the source data that typically consists of a sequence
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Figure 1: The two inferential tasks for estimating long-term
causal effects in the target data (orange) given a sequence
of observed outcomes from source data (blue). First, in-
ferring potential outcomes (grey and orange dots) across
treatment assignments at each timestep (x-axis), in partic-
ular, the top/bottom assignment where all units are in the
treated/control group. Second, inferring across time, from
t = 1 to long-term T . What we seek, at the inferential target
endpoint, is the difference between outcomes of the same
units under treated and control in the target data (the orange
rectangle at T ). Note that we do not assume the short-term
outcomes in the target data are observed.
of short-term outcomes, e.g., the first five-month ad clicks, and pri-
mary outcomes under one treatment assignment, e.g., the historical
annual ad clicks from users who were exposed to fewer ads. We
are interested in estimating the long-term effect in the target data1,
where primary outcomes or even short-term outcomes cannot be
observed (e.g., a short-term exposure to more ads may not be ap-
plicable for some online companies). Therefore, the challenge in
estimating long-term effect is that we generally need to perform
two inferential tasks simultaneously as illustrated in Fig. 1:
– to infer outcomes across possible treatment assignments, and
– to infer primary outcomes from the observational data2.
The first task is the “fundamental problem of causal inference”
[21, 37] in observational studies as we cannot observe outcomes
of the same units under both treated and control. The resulting
imbalance between the treated and the control distributions can
cause large estimation error and variance [40]. For example, more
ads will be likely assigned to users who are more active online. In
long-term causal inference, the error and variance can accumulate
over time towards the inferential target point. Therefore, achieving
1The “source” and “target” data are referred to the “observational” and “experimental”
data in some literature (e.g., [2]). We adopt the new terms to avoid the potential
confusions with the ”observational data” used in this work.
2We term the source data and the short-term outcomes in the target data together as
observational data. While required in some existing work, the short-term outcomes in
the target data are not required in our work.
ar
X
iv
:2
00
8.
08
23
6v
1 
 [s
tat
.A
P]
  1
9 A
ug
 20
20
Conference, Date, Location Cheng, et al.
more consistent long-term effect estimations requires to reduce the
imbalance between different treatment groups.
The second task presents unique challenges of long-term causal
inference as we do not observe the primary outcome in the target
data. A common approach employs related short-term variable as
the proxy of the primary outcome, termed as a “surrogate” [33].
For example, the fifth-month ad clicks is the surrogate of annual ad
clicks. A direct use of these short-term proxies requires the strin-
gent “surrogacy assumption” [4]: primary outcome is independent
of the treatment conditioning on the surrogate. Difficult to war-
rant in observational studies, the surrogacy assumption inevitably
impedes the applications of established methods. Another stan-
dard assumption in causal inference is the unconfoundedness [36]
that conditions on invariant confounders. However, confounders
evolve over time in long-term effect estimation, e.g., users’ age,
personal preferences. It is, therefore, essential to control for the
time-varying confounding factors. Lastly, conventional approaches
(e.g., [2, 9, 10, 26]) often assume the linear relationship between
short- and long-term outcomes. However, the non-linear time de-
pendencies among the sequential outcomes are particularly useful
for predicting the primary outcomes [12].
To address the aforementioned challenges in each inferential task,
we propose a principled framework – Long-Term Effect Estimation
(LTEE). LTEE aims to learn surrogate representations in a latent space
that 1) reduce the imbalance between the induced distributions of
the treated and the control at each timestep; 2) circumvent the
stringent surrogate conditions; 3) account for the time-varying
confounders; and 4) capture the time-dependencies among the
observed outcomes. To this end, LTEE relies on weaker assumptions
that impose on independence between the treatment and primary
outcome by conditioning on time-varying surrogate representations
together shaped by the treatment, context and observed outcomes.
We summarize our contributions as follows: After formally defin-
ing the problem of estimating long-term causal effects, we propose
a principled framework LTEE that connects theoretical results in
causal inference with sequential models in machine learning to
improve the estimation efficiency. Accordingly, we propose weaker
assumptions to circumvent standard stringent assumptions. Empir-
ical evaluations on two semi-synthetic datasets manifest that our
proposed method outperforms the state-of-the-art even with no
access to the short-term outcomes in the target data.
2 PROBLEM DEFINITION
We consider a setting with two data populations: source data O =
{(xi ,wi , yi )} with NO units and target data E = {(xi ,wi )} with NE
units. Pi ∈ {O,E} denotes a binary indicator for the group to which
the i-th unit belongs. For each unit inO , we can observe its context
xi , the assigned treatment,wi ∈ {0, 1}, and a sequence of observed
outcomes, denoted as yi =< yi1,yi2, ...,yit0 ,yiT > where yit is
the outcome observed at t . Short-term outcomes are measured at
each discrete timestep 1, 2, ..., t0 and primary outcome at T . We
aim to estimate the long-term causal effect at T > t0 in the target
data E, including units’ contexts and the treatment assignments.
The key is to infer the primary outcome in E that determines the
long-term causal effect. E might also include short-term outcomes.
The problem of long-term effect estimation can be defined as
Definition 1 (Long-Term Causal Effect Estimation). Given
source dataO and target data E, we are interested in estimating the
long-term average treatment effect (ATE) at T in E, i.e., τT |E:
τT |E = E[τiT ] = E[y1iT − y0iT |Pi = E] =
1
NE
NE∑
i=1
(y1iT − y0iT ). (1)
LetMW be the surrogate variable under treatmentW (e.g.,Y 1t0 ), con-
ventional methods assume the independence between the primary
outcome and the treatment givenMW , formally
Assumption 1 (Surrogacy Assumption [4]).
Y 1T ,Y
0
T |=W |M1,M0. (2)
A major task of this work is to relax the surrogacy assumption.
AReal-World Example. Over the past decades, online companies
have adopted widespread A/B testing as a robust data-based method
for evaluating the potential product improvements [20]. At Google3,
and in Google Search Ads in particular, scientists have long recog-
nized that optimizing for short-term revenue can be detrimental in
the long-term due to a specific user learning effect: ads blindness
and sightedness, i.e., users changing the possibility of clicking on
or interacting with ads based on their prior experience with ads
[20]. Suppose Google Search Ads is interested in the long-term
effects of how ads are matched to queries on the annual revenue
on two search engines. Google scientists first collected data from
one search engine including whether to assign the change to a user,
her/his attributes, the first five-month revenue and the annual rev-
enue. The goal is to estimate the effect of the changes of ads-queries
matching on annual revenue on the other search engine where the
assigned treatment and users’ attributes are observed, i.e., the target
data, by leveraging the data collected from the first search engine,
i.e., the source data. An implicit assumption is that the conditional
distributions of the annual revenue in the two search engines are
identical. Conventional methods using the fifth-month revenue to
approximate the annual revenue assume that the annual revenue is
independent of the changes given the fifth-month revenue.
3 LTEE: THE PROPOSED FRAMEWORK
LTEE bridges the concept of surrogacy and sequential models with
deep learning to circumvent the stringent surrogacy assumption.
The proposed assumption conditions on surrogate representations
that i) redress the imbalance between distributions of the treated
and control groups, ii) account for time-varying confounders, and
iii) exploit non-linear structural information among observed out-
comes. However, when the dimension of surrogate representation
is high, risks of losing the influence of the treatment on outcome
prediction can be large. Therefore, LTEE is designed to have double
heads that separate the learning of surrogate representations under
treated from those under control. At each timestep, LTEE simulta-
neously minimizes the outcome prediction loss and the distance
between the treated and the control distributions induced by the
surrogate representations. The final surrogate representation of
the primary outcome is the weighted sum of surrogate representa-
tions encoded at previous timesteps. The overview of the proposed
framework LTEE can be seen in Fig. 2.
3http://google.com/
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Figure 2: Illustration of the LTEE framework. LTEE first transforms the context X into a latent space and obtains the latent
representation Φ0(X). It then builds double-headed RNNs where each head represents an RNN specifically trained for the
treated (w = 1) or the control (w = 0) group. At each timestep t ∈ {1, 2, ..., t0}, the RNN outputs the surrogate representation
(e.g., s11 in the treated group) to perform two subtasks simultaneously: (1) predicting the outcome observed at t and (2) enforcing
the similarity between distributions of surrogate representations in the treated and the control groups. At long-term T , we
can observe the outcome in the source data (but not target data), and swT is the sum of all previous surrogate representations
weighted by the attention mechanism in [3]. Consequently, the objective function of LTEE consists of the sum of the outcome
prediction errorswithin each treatment assignment and imbalance errors (IPM) across treatment assignments at each timestep.
Note that LTEE only uses the source data (O) for training.
3.1 RNN with Double Heads
Recurrent Neural Network (RNN) [6] is one of the most common
sequence models and has been successfully applied in numerous
tasks such as natural language processing and time series fore-
casting. Our task is inherently relevant to time series forecasting
as both seek to predict outcomes in the future. Specifically, we
feed the context and treatment assignment into a sequence model
and it then generates the output which is fed back to the model
as a new input. At each timestep (state) t for unit i , the model
predicts the outcome yit based on the treatment wi and repre-
sentation sit ∈ RD output from each hidden state. Suppose we
observe t0 short-term outcomes and the primary outcome at T in
the source dataO , a straightforward approach to estimating the ATE
at T is by direct modelling [23]: given NO samples {xi ,wi , yi }NOi=1 ,
we have yit ∼ p(Y 1t |xi ) if wi = 1 and yit ∼ p(Y 0t |xi ) if wi = 0.
This consistency assumption implies that the treatment assignment
determines which potential outcome to see. We can then train
hypothesis ht : Φt (X) × W → Y, t ∈ {1, 2, ..., t0,T } such that
ht (sit ,wi ) ≈ yit , where sit = Φt (xi ). The transductive individual
treatment effect (ITE) at long term T is then estimated as
ˆITET (xi ) = hT (siT , 1) − hT (siT , 0). (3)
We can estimate long-term ATE by taking the average of ˆITET (xi )
over all units. However, in this direct modelling method, influence
of the treatment on training hypotheses {ht } might vanish over
time especially when the dimension of sit is high [40]. A simple
concatenation of the treatment and latent representation as the
input at each timestep cannot effectively reduce the risks. To combat
this, we propose to build RNN for each treatment group separately.
Specifically, letH1 = {h1t } andH0 = {h0t } be the set of hypotheses
in the treated and control groups, we parameterizeH1 andH0 as
two separate “heads” of the joint RNNs, the former used to estimate
the outcome under treated and the latter under control, as shown in
Fig. 2. The separate heads indicate that statistical power is shared
in the hidden layers of the joint RNNs, while the effect of treatment
is retained in the separate heads [40]. Note that each unit is only
used to update the RNN corresponding to its observed treatment.
For example, an observation (xi ,wi = 1, yi ) is only used to update
H1. In the double-headed RNN, ITE of i at T is now estimated as
ˆITET (xi ) = h1T (s1iT , 1) − h0T (s0iT , 0). (4)
In practice, we employ Gated Recurrent Units (GRU) based RNN
(GRU-RNN) [3] to encode the sequence of observed outcomes. GRU
uses update gate and reset gate to solve the vanishing gradient
problem of a standard RNN. Note that our work is flexible to other
RNN architectures, such as long-short term memory (LSTM) [19],
which are left to explore in the future.
3.2 LTEE Assumptions
The common approach for estimating long-term causal effect di-
rectly uses short-term outcomes as “statistical surrogate” [33] and
thereby relies on the stringent “surrogacy assumption” [4]. In ad-
dition, the standard unconfoundedness assumption [17, 36] condi-
tional on time invariant confounders x is often violated given the
dynamic nature of long-term causal inference. For example, users’
age and preferences change over time.
In this study, we seek weaker assumptions by a revisit of the
short-term outcomes from a machine learning perspective. Specifi-
cally, we view the observed outcomes as a sequence of “labels” of
unit i at each timestep t . Then the samples in O are fed into the
double-headed RNNs that predict outcome ywiit using the treatment
and hidden state swiit . We refer to s
wi
it as the surrogate representation
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at t under treatment wi . The direct result is that we can circum-
vent the stringent surrogacy assumption by conditioning on latent
surrogate representations with following features: First, swiit gets
updated over time by receiving supervised signals from y, there-
fore, can effectively account for time-varying confounding factors;
Second, by incorporating the temporal order of observed outcomes,
swiit leverages the strength of sequential models to keep track of the
long-term dependencies among outcomes.
There are two primary assumptions that together allow LTEE to
exploit source dataO to estimate the effect on the primary outcome
in target data E. The first assumption is the temporal unconfound-
edness, assuming that all the factors determining treatment assign-
ment at each timestep are included in the corresponding surrogate
representations. The second assumption is comparability, assuming
that whether a sample belongs to E or O depends only on other
variables such as context and treatment. It ensures the eligibility of
inferring relationships in the target data from the source data.
Assumption 2 (Temporal Unconfoundedness).
(i) Treatment is independent of potential outcomes at each timestep
given the corresponding surrogate representations. Formally,
(y0it ,y1it ) |= wi | s0it , s1it ∀t .
(ii) The probability of a unit being assigned to a particular treatment
given its context is positive. Or,
0 < e(xi ) < 1 ∀xi ∈ X,
where e(xi ) = p(wi = 1|xi ), or the propensity score [36]. Asm.2
indicates that the surrogate representations fully capture the causal
links between the treatment and the outcomes. Its benefits are
two-fold. First, in contrast to the conventional unconfoundedness
assumption, Asm.2 implies that treatment effect on the outcome at
each timestep can be estimated by adjusting for the time-varying
confounders swiit , if the outcomes are measured. Note that the con-
ventional unconfoundeness entails all the potential outcomes are
jointly independent of the treatment whereas Asm.2 imposes on
independence between treatment and potential outcomes at each
timestep. Second, Asm. 2 enables LTEE to circumvent the surrogacy
assumption by replacing the conditioned short-term proxies with
the surrogate representation swiit together shaped by the treatment,
contexts, and observed outcomes.
Assumption 3 (Comparability (an extension from Asm.3 in [2])).
The conditional distributionp(ywiit |(swiit ,wi , xi , Pi = O)) in the source
data is identical to that in the target data p(ywiit |(swiit ,wi , xi , Pi = E)):
ywiit |swiit ,wi , xi , Pi = O ∼ ywiit |swiit ,wi , xi , Pi = E ∀t .
The comparability assumption places restrictions on how the rela-
tionship between Y and other variables in O compares to those in
E. This assumption validates the eligibility of using source data to
infer primary outcome in the target data.
3.3 Long-Term Causal Effect Estimation
With the LTEE assumptions, this section first discusses how to
use the introduced surrogate representations to infer the potential
outcomes across time. It then illustrates a balancing strategy that
minimizes the distance between the treated and control distribu-
tions over the surrogate representations to reduce the imbalance.
3.3.1 Inferring outcomes across time. For unit i , we first transform
the context xi into a latent space: xi → Φ0(xi ). The resulting dense
vector Φ0(xi ) is then fed into the double-headed RNNs. At timestep
t in RNNw.r.t. treatmentwi , the surrogate representation swiit , along
with wi is used to predict the outcome ywiit under the hypothesis
hwit . We define the loss for predicting short-term outcomes over
the source data O as
ℓ1 =
1
NO · t0
NO∑
i=1
t0∑
t=1
L(hwit (swiit ,wi ),ywiit ) + λ · R(H) wi ∈ {0, 1},
(5)
whereH = H0∪H1, L is a function measuring the prediction error,
R is a model complexity term weighted by the hyperparameter λ.
L can be mean squared error or cross-entropy loss depending on
whether the outcome is continuous or categorical. Further, the
short-term outcomes may not be equally important to the primary
outcome. For example, the seventh-month ad clicks is typicallymore
informative than the first-month’s w.r.t. estimating the effect of new
ads on the annual ad clicks. Consequently, we leverage the attention
mechanism [3] to construct the final surrogate representation of
the primary outcome. We first feed the surrogate representation to
a dense layer and get the hidden state of swiit :
s˜wiit = tanh(Aswiit + b), (6)
where A is the connection weight matrix and b is the bias. Suppose
that a latent vector u captures all the structural information between
outcomes, we calculate the similarity between u and s˜wiit as follows:
αit =
exp(s˜wi⊺it u)∑
t exp(s˜wi⊺it u)
. (7)
Here, αit is a normalized importance weight for swiit . The surrogate
representation of the primary outcome is the sum of the weighted
surrogate representations from previous timesteps:
swiiT =
∑
t
αit s
wi
it . (8)
Finally, the prediction error of the primary outcome in the source
data O can be defined as
ℓ2 =
1
NO
NO∑
i=1
L(hwiT (Φ0(xi ), s
wi
iT ,wi ),y
wi
iT ) wi ∈ {0, 1}, (9)
Here, we also include Φ0(xi ) to retain information of unit’s context.
3.3.2 Balancing Surrogate Representation. In observational studies,
units assigned to the treated can be very different from those as-
signed to the control. For example, active online users are likely to
receive more ads compared to non-active users. The bias induced
by imbalance across the treatment assignments can cause large
estimation error and variance in long-term effect estimation. Con-
sequently, LTEE simultaneously minimizes the prediction error of
outcomes and the imbalance between the distributions of the treated
and control groups induced by the surrogate representations.
Here, we employ the Integral Probability Metric (IPM) [30] mea-
sure of distance between the two distributions p(S|W = 0) and
p(S|W = 1). IPM is a class of distance metrics between probabil-
ity distributions [42]. In practice, we use the Wasserstein-1 (W-1)
distance [11] because it has consistent estimators which can be
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efficiently computed in the finite sample case [42]. Let Pt = p(s1it )
and Qt = p(s0it ) be the empirical distributions of surrogate repre-
sentations in the treated and control groups at t , the W-1 distance
at each timestep is defined as [11]
ℓ3 = W-1(Pt ,Qt ) := inf
k ∈Kt
∫
s∈{s1it }i
∥k(s) − s∥Pt (s)ds, (10)
whereKt denotes the set of Lipschitz-1 functions that seek to trans-
form the surrogate representation distribution of the treated (Pt (s))
to that of the control (Qt (s)) at t , i.e.Qt (k(s)) = Pt (s) for k ∈ Kt . At
each timestep t , LTEE predicts outcomes for the treatment and con-
trol groups on top of the “balanced” surrogate representations. To
this end, LTEE jointly minimizes the prediction error of outcomes
and the W-1 distance between the control and treated distribu-
tions induced by the surrogate representations. The final objective
function of LTEE can be defined as
L = 1
NO
NO∑
i=1
( 1
t0
t0∑
t=1
L(hwit (swiit , wi ), ywiit ) + L(hwiT (Φ0(xi ), s
wi
iT , wi ), y
wi
iT )
)
+ γ ·
t0∑
t=1
W-1({s1it }, {s0it }) + λ · R(H) wi ∈ {0, 1}, (11)
where γ controls the contributions of the balancing term. Eq. 11
can be viewed as learning functions that predict primary outcomes
under a constraint that encourages better generalization across the
treated and control populations at each timestep. We train LTEE on
O by minimizing Eq. 11 using stochastic gradient descent, where
we backpropagate the error through the outcome prediction and
representation learning. Both the prediction error and penalty term
W-1(·, ·) are computed for one mini-batch at a time.
Long-Term Effect Estimation in Target Data. After we train
LTEE on the source data, we feed the target data {(xi ,wi )} into
LTEE and predict the primary outcomes under two treatment as-
signments yˆ1iT and yˆ
0
iT . ATE at T in E is then estimated as
τˆT |E = 1
NE
NE∑
i=1
(yˆ1iT − yˆ0iT ). (12)
4 EXPERIMENTS
In this section, we begin by presenting the experimental design
including the data simulation process and a summary of established
methods used for performance comparisons. Then, we illustrate
experimental results by evaluating the gains from using surrogate
representations in terms of precision relative to existing methods.
Essentially, we evaluate the proposed framework LTEE with a focus
on four research questions:
RQ1. How does LTEE fare against established methods for estimat-
ing long term effects? In particular, we examine the performance
of LTEE and existing methods 1a) with varied t0 and fixed T ; and
1b) with fixed t0 and varied T .
RQ2.What is the effect of imposing the imbalance regularization
on the surrogate representations?
RQ3.What is the effect of the “double heads” in LTEE?
RQ4.What is the effect of the non-linearity in LTEE?
4.1 Experimental Design
We evaluate the models on two benchmark datasets [8] for causal ef-
fect estimation–Infant Health andDevelopment Program (IHDP) [18]
and News [23]. For both datasets, we use the original context, treat-
ment assignment and synthetic outcomes (more details later) that
reflect the sequential observations in long-term causal inference.
The IHDP dataset is from a real-world randomized experiment that
studies the effect of high-quality child care and home visits on the
children’s cognitive test scores. To mimic the real-world scenario,
the imbalance between the treated and control units has been arti-
ficially introduced by removing a subset of the treated population
[18]. In total, IHDP consists of 747 units (139 treated, 608 controlled),
each represented by 25 features indicating attributes of the child
and her/his mother. Please refer to [18] for more details.
The second dataset, News [23], simulates readers experience
exposed to multiple news items. Each item is consumed either
on a mobile device or on desktop. Units are different news items
represented by word counts xi ∈ NV , where V is the number of
words in the corpus. Outcome yi ∈ R is the reader experience of
xi modeled via a topic model trained on a large set of documents.
Two centroids are defined in the topic space zc1 (mobile) and z
c
0
(desktop). Let k be the number of topics and z(xi ) ∈ Rk be the
topic distribution of news item xi , the outcome of news item xi
on device t is determined by the similarity between z(xi ) and zct :
ywii = C
(
z(xi )⊺zc0 +wi · z(xi )⊺zc1
)
+ ϵ , where C is a scaling factor
and ϵ ∼ N(0, 1) denotes the noise. The treatment wi ∈ {0, 1}
indicates the viewing device, desktop (wi = 0) or mobile (wi = 1).
It is simulated under the assumption that the assignment is biased
towards the device preferred for a specific item. News consists of
5,000 news items and each news item is represented by 3,477 word
counts. For more details, see [23].
4.1.1 Simulating Outcomes. We further simulate the short-term
and primary outcomes for both datasets to know the ground truth
for the causal effect at each timestep. We assume that yit observed
at t is determined by three factors: context xi , treatment wi and
all the outcomes observed before t . To illustrate, in the example of
Google Search Ads, the annual revenue of a search engine depends
on users’ attributes, whether to change the ads-queries matching
for a user and the first five-month revenue. While we recognize that
the primary outcome is not necessarily always related to short-term
outcomes, there are many cases where this is possible. To this end,
our outcome simulation methods mainly consist of two compo-
nents: the first component follows the original outcome generating
processes introduced in [18] and [23]; the second component fur-
ther imposes the causal influence of historical outcomes on the
current outcome. For simplicity, we use the average of all the his-
torical outcomes as the second component. For IHDP dataset, the
potential outcome of unit i at t is generated as follows:
ywiit (xi ) ∼
{
N(xiβ , 1) + C1t−1
∑t−1
j=1 y
wi
i j , wi = 0
N(xiβ + 4, 1) + C1t−1
∑t−1
j=1 y
wi
i j , wi = 1,
(13)
where the coefficients β are randomly sampled from (0, 1, 2, 3, 4)
with probabilities (0.5, 0.2, 0.15, 0.1, 0.05), as defined in [18]. C1 is
a scaling factor. Similarly, for News dataset, we incorporate the
outcome simulation process used in [23] with the average of all the
historical outcomes:
ywiit (xi ) = C
(
z(xi )⊺zc0 +wi · z(xi )⊺zc1
)
+
C2
t − 1
t−1∑
j=1
ywii j + ϵ, (14)
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Models SInd Naïve-I Naïve-II Naïve-III CFO TARNet Inter LTEE
OST ✓ ✗ ✗ ✗ ✓ ✓ ✓ ✓
OLT ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✓
EST ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✗
ELT ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗
Table 1: Illustrations of different settings required in vari-
ous models. There are four types of outcomes in total: short-
term/primary outcome in O , denoted as (OST ,OLT ); short-
term/primary outcome in E, denoted as (EST ,ELT ). ✓ indi-
cates a model needs a certain type of outcome for training.
where C2 is a constant scaling the effect of historical outcomes.
4.1.2 Baseline. To answer the first question, we consider several
baseline models including the-state-of-the-art method Surrogate
Index [2] for long-term causal effect estimation, the Naïve methods
and common causal effect estimation models. We also include a
method that handles the problem of missing value on time-series
data. While LTEE only has access to short-term and primary out-
comes in the source data, some of the baselines also need the short-
term outcomes in the target data for training. We summarize differ-
ent data settings required for LTEE and baselines in Table 1. Each
baseline is briefly described as follows:
• Surrogate Index (SInd) [2]. SInd uses a “surrogate index” –
predictions from the Linear Regression model given the short-
term outcomes and the context – as the surrogate of the primary
outcome. It assumes that the primary outcome is independent of
the treatment conditional on the surrogate index.
• Naïve. Following [2], we consider several naïve methods that use
short-term outcomes to predict the primary outcome. Naïve-I
uses the outcome observed atT inO to approximate the primary
outcome in E. Suppose we also observe the short-term outcomes
in E, Naïve-II uses the outcome observed at t0 in E to approxi-
mate the primary outcome. Naïve-III uses the average of all the
outcomes observed before and at t0 in E as the proxy.
• Causal Forest (CFO) [48]. CFO, extended from random forest
algorithm, is one of the most popular methods for conventional
ATE estimation. It is composed of causal trees that estimate the
effect at the leaves.
• TARNet [40]. TARNet, a deep-learning-based method for con-
ventional causl effect estimation, seeks to predict ITE by learning
“balanced” representations such that the induced treated and
control distributions look similar.
• Interpolate (Inter). Inter tackles missing value on time series
data via linear interpolation. It searches for a straight line that
passes through the end points.
We report the widely used evaluation metric–absolute error–in
estimating long-term ATE for the target data, denoted as ϵATE . It
is calculated based on the following formula:
ϵATE = |τT − τˆT |. (15)
CFO is implemented using the “grf” R-package [44] and TARNet
is implemented using the open source code4. To adapt these two
methods to long-term causal inference, we take the average of all
4https://github.com/clinicalml/cfrnet
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(b) Results for News data.
Figure 3: Estimation error when varying t0 and fixing T .
the short-term outcomes as the outcome for CFO and TARNet. We
split the simulated data such that 80% is used as source data and the
rest as target data under the comparability assumption. To avoid
overfitting, we generate 10 repeated experiments for each dataset.
We set the scaling parameters of the simulation processes as follows:
C is set to 50, C1 and C2 are set to 0.02 and 0.03, respectively. LTEE
and TRANet are trained using Adam, with a small l2 weight decay,
λ = 10−6. γ is set to 10−8 for IHDP and 10−10 for News based on the
hyperparameter search detailed in Sec. 4.4. For TRANet, γ is set to
10−6 for both datasets using same hyperparamter search method.
4.2 Varying t0 and Fixing T
We start with estimating long-term causal effect at T with different
t0, i.e., how the number of short-term outcomes affects the models’
performance in long-term ATE estimation. We set T = 100 and
vary t0 from 10 to 90 with a 20 increment. The results for the IHDP
and News datasets are presented in Fig. 3. We see that, in general,
models (Naïve-III, TARNet, CFO) that take the average short-term
outcomes in either target data or source data as the proxy of pri-
mary outcome show less competitive performance. This is primarily
because these models average out the important information em-
bedded in the sequence of short-term outcomes. Naïve-II and Inter
perform equally well with different t0 as they both rely on yit0 in
the target data for the inference of primary outcome. These two
baselines outperform the aforementioned three models and the im-
provement increases as t0 becomes large. This observation suggests
that historical outcomes may introduce undesired noise that exacer-
bates the performance if used inappropriately. This finding can be
further supported by the slightly aggravated performance of SInd
as t0 increases. We also observe that performance of most afore-
mentioned models improves when more short-term outcomes are
observed, especially for Naïve-II and Inter. LTEE, SInd and Naïve-I
are more robust to changes in t0. Of particular interest is that SInd
and Naïve-I present nearly identical results (explained in Sec. 4.3).
4.3 Varying T and Fixing t0
We further evaluate LTEE’s precision of estimating long-term effect
at different T with fixed number of short-term outcomes (t0), i.e.,
how the performance changes when using same number of short-
term outcomes to estimate primary outcomes after different time
delays. We set t0 = 50 and varyT from 55 to 100 with a 5 increment
of the sequence. The results for the IHDP and News datasets are
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Figure 4: Estimation error when varying T and fixing t0.
presented in Fig. 4. As expected, all models’ performance exacer-
bates as T becomes larger, i.e., there is a larger time delay between
short-term and primary outcomes. Methods that use the average of
short-term outcomes as the proxy show the largest estimation error,
followed by methods that rely on the outcomes observed at t0. LTEE
consistently outperforms all baselines with different T in terms of
estimation accuracy. Additionally, SInd and Naïve-I perform equally
well with different T , implying that under the linear-relationship
assumption, including more observed short-term outcomes cannot
provide extra useful information compared to the surrogate that
uses the most recently observed outcome.
4.4 Ablation Study
4.4.1 Impact of Imbalance Regularization. To answer RQ2, we
examine the impact of the imbalance penalty term in LTEE on
the model performance. In particular, we set the hyperparameter
γ ∈ {0, 10−10, 10−8, 10−6, 10−4, 10−2} and investigate how the esti-
mation accuracy of LTEE varies. Results can be seen in Fig. 6. We
begin by noting that indeed imbalance confers an advantage to
using the W-1 regularization term, see e.g. the results for γ = 0 and
for γ , 0 using both datasets. We can also observe that when γ gets
too large, i.e., the imbalance penalty is overemphasized, LTEE’s
performance tends to degrade. The best performance is achieved
at γ = 10−8 and γ = 10−10 for the IHDP and the News datasets,
respectively. In general, LTEE is robust to γ , thus can be tuned for
various applications in practice.
4.4.2 Impact of the double heads. To answer RQ3, we compare
LTEE with its variant, the “single-headed” LTEE (S-LTEE) where
model parameters are shared between the treated and control
groups. Specifically, we estimate long-term effects under the afore-
mentioned two scenarios (Sec. 4.2-4.3). In this (and next) ablation
study, we report results for IHDP dataset as similar trends can
be found using News dataset. We observe from Fig. 5 that LTEE
consistently achieves better performance than S-LTEE under both
scenarios. We conclude that the double-headed architecture design
contributes to improving the long term effects estimation in LTEE.
4.4.3 Impact of the Nonlinearity. To answerRQ. 4, this experiment
investigates whether nonlinearity alone in LTEE, i.e., the RNN, can
outperform the state-of-the-art approach SInd, which assumes lin-
ear relationships among outcomes. We run RNN and SInd under
scenarios in Sec. 4.2-4.3 using IHDP dataset. The consistent im-
provement of RNN over SInd as shown in Fig. 7 demonstrates the
superiority of the nonlinearity in LTEE.
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Figure 5: Comparisons between LTEE and S-LTEE.
In summary, despite the fact that it does not use any short-term
outcomes in the target data, LTEE outperforms established methods
for estimating long-term causal effect when either the number of
observed short-term outcomes (t0) or the target endpoint (T ) is
fixed and the other varies. The improvement is mostly significant.
These results evidence that the proposed surrogate representation
can effectively address the major challenges in the two inferential
tasks, including the stringent surrogacy assumption, the imbalance
across treatment groups, the time invariant confounders and the
overlook of time dependencies among observed outcomes.
5 RELATED LITERATURE
Our work relates closely to missing data literature [27] and the
literature in RNNs. In this section, we therefore survey along the
following three dimensions: long-term effect estimation, missing
value handling on time-series data and RNNs.
5.1 Long-Term Effect Estimation
To date, a common approach to estimating long-term causal ef-
fect is to analyze treatment effects on a short-term surrogate [33].
However, this method relies on the stringent surrogacy assump-
tion that is highly controversial in empirical applications. Under
the surrogacy assumption, Chetty et. al [9] estimated long-term
effect of class size and quality in grade kindergarten on children’s
lifelong earnings. They used children’s earnings when they were
in their mid-twenties as the estimates to predict effects on total life-
long earnings, assuming that the impacts on earnings in children’s
twenties would persist throughout their lives. A more recent work
[10] performed similar analysis on administrative data from tax re-
turns to prove the impacts of Moving to Opportunity on children’s
primary outcomes (e.g., earnings).
A major concern of the surrogacy assumption is that the sur-
rogate may not mediate the full effect of the treatment [14]. For
example, when using test scores as the proxy of children’s lifelong
earnings, reductions in class size appear to affect earnings through
changes in non-cognitive skills that cannot be fully captured by
test scores [9]. In addition, the surrogacy assumption can be eas-
ily violated if any hidden/unmeasured confounders exist between
the surrogate and primary outcome [13, 47]. There are a few re-
cent work seeking to address these issues [2, 24]. Athey et al. [2]
proposed to use a set of intermediate outcomes, i.e., the surrogate
index, instead of one, to infer the primary outcome. While show-
ing promising results, the “hope” that one of the surrogates in the
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Figure 7: Comparisons between RNN and SInd.
surrogate index can satisfy the surrogacy assumption is still skep-
tical. Their model also requires short-term outcomes in the target
data, which might not be available in reality. Kallus and Mao [24]
relaxed the strong surrogate assumption by taking a missing-data
approach under the assumption that the primary outcome ismissing
at random. Another work [45] studied the long-term effect of policy
changes in multiagent economies. The authors specifically consid-
ered the dynamic nature of agent’s response to policy changes and
aimed to estimate causal effects after an adaptation period. Central
to this work is the behavioral game theory used to formulate the
ignorability assumptions in causal inference.
5.2 Missing Value on Time-Series Data
Time series data is common in nearly every domain, and issues
with missing values often occur. In statistics, the process of replac-
ing missing values with reasonable values is termed as imputation.
An effective algorithm should make use of the time-series charac-
teristics, i.e., the time dependencies. There are three missing data
mechanisms: missing at random, missing completely at random
and missing not at random. Common statistical approaches to the
analysis of time-series data where some follow-up observations
are missing are the Last Observation Carried Forward (LOCF) and
Next Observation Carried Backward (NOCB). In LOCF, a missing
follow-up visit value is replaced by a unit’s previously observed
value. Similarly, NOCB replaces a missing value with an observed
value afterwards. Recent research shows that these two methods
give biased estimate of the treatment effect and underestimates the
variability of the estimated result [29, 38]. The second method is
interpolation, including deterministic and stochastic methods. One
of the most common deterministic method is Nearest-Neighbor
Interpolation [41]. It is based on an intuitive idea: value of the clos-
est known neighbor is assigned to replace the missing value. An-
other basic deterministic method is linear interpolation [16], which
searches for a straight line that passes through the end points. In sto-
chastic methods, regression is commonly used for data imputation.
While these methods are typically simple, studies show that they
are tedious, inefficient and inapplicable [7, 46]. The third method is
the combination of seasonal adjustment and linear interpolation,
working well for data with both trend and seasonality [5].
5.3 Recurrent Neural Networks
RNNs have been widely adopted in areas with sequential data,
such as text. The typical feature of RNN is a cyclic connection,
enabling RNN to update the current state based on the past states
and current input data. Traditional RNNs include fully RNN [6]
and selective RNN [43]. The major issue with these RNNs is that
they cannot connect the relevant information when the gap be-
tween input data is large. LSTM [19] is then proposed to handle
the “long-term dependencies”, and becomes the focus of deep learn-
ing architecture ever since. Due to the superior learning capacity,
LSTMs have been widely used in various tasks including speech
recognition [22], acoustic modeling [34], trajectory prediction [1],
sentence embedding [31], correlation analysis [28] and time series
forecasting [32]. Recent research has witnessed a surge in applying
RNNs as substitutes to many other machine learning and statis-
tical techniques for time series forecasting. Most notably, a RNN
achieved impressive performance in the recent M4 competition5.
Other successful architectures include GRU-RNN [3], DeepAR [39],
Multi-Quantile Recurrent Neural Network (MQRNN) [49], Spline
Quantile Function RNNs [15] and Deep State Space Models for
probabilistic forecasting [35]. While RNNs have shown promising
results in time-series forecasting, it remains unclear how competi-
tive RNNs can be in practice in an automated standard approach
due to its complexity, interpretability and reproducibility [32].
6 CONCLUSION AND FUTUREWORK
This work studies the problem where short-term effect cannot
be generalized to long-term effect, e.g., short-term ad clicks VS
long-term ad clicks. Long-term effect estimation consists of two
inferential tasks that need to be performed simultaneously. Both
tasks present their unique challenges. We therefore propose a prin-
cipled framework, LTEE, that connects the concept of surrogate
with sequential models in machine learning to learn surrogate rep-
resentations that (1) circumvent the strong surrogacy assumption;
(2) redress the imbalance between different treatment groups; (3)
allow time-varying confounders and (4) capture the time dependen-
cies among observed outcomes. Extensive empirical evaluations
corroborate the efficacy of the proposed approach.
Our work opens several key avenues for future research. First,
limited access to real-world data restrains LTEE to be tested on semi-
simulated data only. Future work can be directed towards deploying
LTEE to real-world platforms where outcomes can be measured
sequentially. Second, emerging literature [45] has defined the long-
term causal effect as the effect after the system has stabilized. The
adaptation of LTEE to estimating the stable effect needs further
5https://forecasters.org/resources/time-series-data/m4-competition/
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investigation. Another potential line of research can study the
online version of LTEE that focuses on real-time data.
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