We describe several numerical methods developed to analyze the behavior of spin polarized liquids in the presence of long-range magnetic dipolar interactions and external field gradients. Two of the methods use a discrete lattice of spins. In the first we calculate the magnetic field from the lattice of spins directly, either in the rotating frame, or in the lab frame. In the second method we include the dipolar fields from linear magnetization gradients analytically and calculate the dipolar fields from higher order gradients in Fourier space, where they are a local function of the magnetization. In the third method the magnetization is expanded in a Taylor series and the dipolar fields are calculated analytically for each term. The results of these calculations are compared to experimental data, in which we use two superconducting quantum interference device magnetometers adjacent to a spherical sample of hyperpolarized liquid 129 Xe to detect the evolution of magnetization gradients. In particular, we observe an increase by a factor of 100 of the spin dephasing time in a longitudinal magnetic field gradient due to dipolar interactions of the spins. While each of the numerical techniques has certain limitations, they are generally in agreement with each other and with experimental data.
I. INTRODUCTION
Nonlinear effects due to long-range magnetic dipolar interactions recently attracted significant experimental and theoretical interest. The effects of magnetic spin selfinteractions on nuclear magnetic resonance ͑NMR͒ spectra were first observed in solid 3 He ͑Ref. 1͒ and more recently investigated using conventional high-field NMR in water and other organic liquids, 2 as well as in liquid 3 He, 3 and liquid 129 Xe. 4 -6 While short-range dipolar interactions are averaged out by diffusion in liquids, distant dipolar fields can play a significant role in spin-polarized liquids with an average magnetization M and gyromagnetic ratio ␥ if the dipolar interaction time d ϭ(␥M ) Ϫ1 is comparable to or less than the transverse spin relaxation time. 2 Effects of distant dipolar fields have been used for novel magnetic resonance imaging techniques 7, 8 and can enhance the sensitivity in a search for a CP-violating permanent electric dipole moment in liquid 129 Xe. 5, 6 Long range dipolar interactions of magnetic 9 or electric 10 dipoles also play an important role in the dynamics of cold gases and Bose-Einstein condensates.
The theoretical basis for treatment of distant dipolar fields has been well established. They can be modeled classically as a sum of the fields produced by the magnetic dipoles of individual spins. 11 A full quantum-mechanical treatment is also possible by following the evolution of a density matrix representing all spins in the sample. 12 It has been shown that the two approaches are equivalent under most conditions. 13 Detailed analysis of dipolar interactions is complicated, in spite of their formal simplicity, because they cause nonlinear and nonlocal effects which are sensitive to the geometry of the sample and the boundary conditions. Only a small number of analytic results have been obtained so far, including linear stability analysis for a uniform magnetization distribution 14, 15 and evolution of the magnetization in a spherical sample in the presence of a weak magnetic field gradient. 5, 6 Numerical modeling of dipolar interactions is computationally intensive because of their non-local nature. It has been shown that they can be represented by a local function in Fourier space 1 and efficient computational techniques using fast Fourier transforms ͑FFTs͒ have been developed. 16 Numerical simulations using a small lattice of discrete spins have also been performed. 14 Most experimental work has been carried out in liquids using the conventional NMR techniques sensitive to the total magnetization of the sample to look at the behavior of the free induction decay signals, 3, 4, 17 or spin echo trains. 5 It has been found that following a 90°rf pulse in a uniform magnetic field the magnetization develops a dynamic instability leading to an abrupt decay of the NMR signal. 4, 5 On the other hand, for small tip angles the NMR signal often persists longer than one would expect in the absence of magnetic dipolar interactions. In particular, it was found that in U shaped samples the NMR spectrum develops a series of sharp lines 4, 18 when one would naively expect a broad speca͒ Author to whom correspondence should be addressed. Electronic mail: micah@princeton.edu tral profile due to magnetic field gradients created by dipolar fields. In Ref. 6 we described the first experimental study of dipolar interactions using two superconducting quantum interference device ͑SQUID͒ magnetometers that allowed a direct measurement of the magnetization gradients by examining the phase difference between the two SQUID signals. We studied the evolution of the magnetization in a spherical cell of radius R in the presence of a constant longitudinal magnetic field gradient gϭdB z /dz. We also developed a simple analytical model that accurately describes the experimental results when gR is much smaller than the uniform spin magnetization M 0 .
We expand the magnetization profile keeping only terms linear in z/R, and hence call it a ''linear'' model
We find that following a rf pulse tipping the magnetization into the x direction by an angle ␣ it develops a linear gradient of the ŷ component given by
Thus, for ␣Ͻ35°the linear magnetization gradients oscillate at a frequency lin while for ␣Ͼ35°they grow exponentially, consistent with earlier results. 14, 15 Our experimental measurements of the oscillation frequency lin and the exponential growth time constant ␤ϭi lin were in good agreement with these predictions for gR/M 0 Ӷ1. However, the linear model failed to account for several features of the data, such as the observed asymmetry in the SQUID signals or the decay of the gradient oscillations, nor did it accurately predict the frequency of the gradient oscillations when gR/M 0 Ϸ1.
In this paper we explore several numerical techniques to model the long-range dipolar interactions and also consider the effects of spin diffusion. We extend the Fourier transform technique 16 by introducing methods to eliminate the artifacts caused by periodicity assumed in Fourier transforms and distortions on sharp boundaries of the cell. We also extend a technique based on a Taylor series expansion of the magnetization introduced in Ref. 6 and include up to 40 terms in the expansion. We develop a method based on a direct calculation of the magnetic field produced by a lattice of spins and describe techniques to improve its computational efficiency. Finally, we also perform the calculation without making the rotating wave approximation ͑RWA͒, since for some of our data the holding magnetic field is comparable to the magnetization, unlike high field NMR experiments. This method also simplifies the treatment of transverse magnetic field gradients. The results of all numerical techniques are in good agreement with each other.
We also improve on the experimental results, primarily by exploring the behavior of the system at higher magnetization, improving the sphericity of our cells and the control over the temperature gradients of the system. By operating over a wider range of magnetizations, we find that there are several mechanisms that can cause a decay of the oscillations in the magnetization gradient for small tip angles. Convection due to temperature gradients plays a significant role for small values of the magnetization. Diffusion also causes a decay of the phase oscillations, but its effect is relatively small. The overall decay of the NMR signal following a small pulse, T 2 * , is affected by the degree of sphericity of the cell and the strength of the magnetic field gradient across the cell relative to the magnetization of 129 Xe. We observe values of T 2 * that are about 100 times longer than would be expected for a given magnetic field gradient in the absence of the dipolar interactions.
II. THEORETICAL MODELS

A. Assumptions and approximations
In this work we use classical Bloch equation formalism to describe the behavior of the magnetization. It has been shown that a quantum-mechanical density matrix formalism [11] [12] [13] gives the same results for modelling of the long range dipolar interactions. Xenon has two nonzero spin isotopes:
129 Xe (Iϭ1/2,26%) and 131 Xe(Iϭ3/2,21%). We neglect the effects of the latter because it has very low polarization due to its fast quadrupole relaxation channel, and write the modified Bloch equations
to describe the behavior of the 129 Xe magnetization. Here B ext is the external magnetic field, B d is the dipolar field, D is the coefficient of diffusion, and T 1 and T 2 are the longitudinal and transverse relaxation times and the magnetization at thermal equilibrium is assumed to be very small. For evolution of the system on short time scales ͑10-20 s͒ the first term dominates for parameters describing our experiment. At time scales on the order of several hundred seconds, diffusion and relaxation become important. Typically included in Eq. ͑4͒ is the field created by a resonant rf pickup coil leading to radiation damping. Because SQUID magnetometers do not rely on a resonant circuit, this term is absent here. 20 A full treatment would also include the effects of convection due to temperature gradients, however, we defer a detailed numerical study of these effects for a later publication and only briefly mention some experimental results here.
In addition to the simplifications mentioned above, we assume a spherical cell for which, in the absence of applied magnetic field gradients or initial magnetization inhomogeneities, the total dipolar field seen by the spins is equal to zero. We have also explored the effects of experimental imperfections such as initial magnetization inhomogeneities and deviations from perfect sphericity using the numerical methods discussed here, but we leave a detailed discussion of these effects to a future publication.
Finally, in most models we use the RWA which is generally very accurate in high field NMR experiments. However, in our low-field experiments the accuracy of this approximation is not obvious, since the magnetic field of 10 mG along the ẑ direction is only 10-100 times greater than the dipolar magnetic fields. To understand possible deviations from this approximation, we have also performed simulations in the lab frame.
B. Description of models
Numerical problems in modeling of dipolar interaction
The simplest possible numerical model of dipolar interactions involves a discrete lattice of spins and direct summation of their magnetic fields.
14 However, since the interaction is nonlocal, the time of such calculations grows as N 6 , where N is the number of grid points in each dimension. To speed up the calculation we use the symmetry of the magnetization and the dipolar field for purely longitudinal magnetic field gradients. We find that grids with Nр40 in the rotating frame, and Nр20 in the lab frame can be analyzed in a reasonable time on a modern PC. We find however that the solution converges fairly quickly and grids with Nу10 give accurate results. We also developed a method for reducing the effect of the grid edges, which is very important for small size grids.
Two other methods that are more computationally efficient are also considered here. One, discussed previously in Ref. 16 , transforms the magnetization into the Fourier space, where the magnetic field B ͑k͒ is a local function of M ͑k͒, reducing the computation time to N 3 log N. In our case the magnetization has a large average value and a Fourier transform on a finite grid causes large distortions. We overcome this problem by subtracting the constant and linear gradient components of the magnetization before performing the Fourier transform and adding analytical results for the dipolar fields produced by a uniform gradient later. This also largely eliminates the effect of the ''ghost'' cells due to the periodicity of the Fourier transform.
We further develop a model introduced in Ref. 6 based on Taylor series expansion of the magnetization. The dipolar magnetic fields created by each term in the expansion can be calculated analytically. We obtain a system of nonlinear ordinary differential equations for the coefficients of the Taylor expansion, which can be easily solved numerically. This method is very computationally efficient but has a limited range of convergence for large magnetic field gradients and is non-trivial to adapt to other geometries.
Discrete lattice of spins in the rotating frame
In the rotating frame, the only part of the dipolar field that survives averaging over the Zeeman interaction with the holding field is
where cos rr Ј ϭ(zϪzЈ)/͉rϪrЈ͉. In this paper we consider evolution only in the presence of longitudinal magnetic field gradients dB/dz and it seems natural to use a cylindrical coordinate system, reducing the number of space dimensions from 3 to 2. However, we found that at small scales the dipolar magnetic field from a uniform magnetization distribution does not average to zero in a cylindrical coordinate system. For example, while the contribution to the magnetic field from equal dipoles positioned at (0,a,0), (0,Ϫa,0), (a,0,0), (Ϫa,0,0), (0,0,a), and (0,0,Ϫa) adds up to zero at the center ͑0,0,0͒, 14 this is not the case for other spin lattice arrangements. Therefore, we find that only in Cartesian grids with uniform positioning of dipoles the 1/r 3 singularity in the integral is exactly cancelled by contributions from all dipoles located on neighboring lattice sites.
However, this cancellation breaks down near the boundary and, if no measures are taken, the edge magnetic fields will be large and can affect the evolution of all dipoles, propagating inside the volume. To cancel edge effects we make use of the fact that the dipolar magnetic field inside a sphere of uniform magnetization M͑r͒ is zero
and hence
and similar equations for B dx and B dy components. After this subtraction the edge effects become much smaller, proportional to a"M, where a is the grid spacing rather than to the large uniform component M 0 , allowing calculations with smaller grids.
To test the accuracy of the dipolar field calculated with the grid method we compare the results with the analytical results for a linear gradient of the magnetization, M ϭmz/R, for which the dipolar magnetic field is
͑8͒
In Fig. 1͑a͒ we plot the numerically calculated gradient of the magnetic field near the origin produced by a linear gradient of the magnetization as a function of the number of grid points. Solid lines in the top and bottom panels of this figure are 8/15 and Ϫ16/15. We find that for Nϭ15 the gradient calculated by the grid method agrees with the analytic result to better than 1%.
Several steps may be taken to increase the speed of evaluation of the magnetic field. By calculating an array of the dipolar weighting factors
in advance, instead of for each new configuration of the magnetization, we realize an improvement in speed by a factor of approximately 6 in our code. One can realize another factor of 64 improvement by taking advantage of the azimuthal symmetry of the magnetization and the dipolar fields in the rotating frame for purely longitudinal gradients. Figure 1͑b͒ shows a slice of the numerical grid. Because of azimuthal symmetry,
and thus
Hence we need only calculate the magnetic field in the shaded piece of the pie, yielding a factor of 8 in speed. Furthermore, because of Eq. ͑10͒, the contribution to B(r 1 Ј) from dipoles located at r i , iϭ1...8 may be written
reducing the number of multiplication operations by a factor of 8. In addition, the above sum of w factors can be calculated before the start of iterations, but because it depends separately on r 1 and r 1 Ј instead of only their difference, the memory requirements (ϳN 6 /64) are significant for grids larger than about 40. Calculating the right hand side of Eq. ͑12͒ from the stored values of w(rϪrЈ) each time it is needed yields a factor of 3-4 increase in speed instead of a factor of 8.
The largest computational cost is the evaluation of the derivative dM/dt. We use a third order predictor-corrector algorithm for solving the differential equation to minimize the number of derivative evaluations. 24 We find that approximately 35 time steps per period of gradient oscillation are needed to ensure convergence of the solution.
Discrete lattice of spins in the lab frame
This model does not rely on the rotating field approximation, and hence may be used to test the validity of such assumptions for magnetization comparable to the static B z field. Further, it allows us to easily explore the effects of transverse magnetic field gradients, which are crucial to understanding the behavior of the magnetization following a 90°pulse. 5 The model in the lab frame is identical to the rotating frame model except that the dipolar field takes the following form:
where nϭ͑rϪrЈ͒/͉rϪrЈ͉ and to cancel edge effects, we make the substitution
MЈ͑rЈ͒ϭM͑rЈ͒ϪM͑r͒, ͑14͒
as discussed in the previous section.
In this method we cannot make use of azimuthal symmetry of the magnetization distribution and have to significantly reduce the step size of the time evolution to follow the Larmor precession frequency of the spins. However, the calculations can still be performed in a reasonable time ͑Ͻ24 h on a 1 GHz Pentium 4͒ for sufficiently large grids to obtain results in agreement with other models. Using this method it is also easy to investigate the effects of deviations from the spherical cell geometry.
Fourier transform technique
Deville et al. 1 noted that the integral operator in Eq. ͑5͒ is a convolution that can be expressed as a local product in Fourier space
Following Ref. 16 we transform the magnetization distribution into Fourier space using an FFT, calculate the dipolar magnetic field using Eq. ͑15͒, transform the field back into real space, and advance the magnetization according to Eq. ͑4͒ using the predictor-corrector algorithm discussed above. The numerical model is run on a grid of N 3 points where N is a power of 2. We typically run the model with Nϭ64 or 128.
Here we investigate evolution of magnetization profiles with large average values, which are not represented accurately by a discrete Fourier transform on a finite grid. Repeated Fourier transforms can introduce two types of artifacts: distortions at cell boundaries where the magnetization abruptly drops to zero and spurious magnetic fields from ''ghost'' cells that appear due to implicit periodicity of the Fourier transform. In our calculations the magnetization can be represented to first order by a combination of a constant term and a linear gradient in the ẑ direction. Since the dipolar field Eq. ͑13͒ is linear in the magnetization, we can separate the effects of linear magnetization gradients from higher order deviations. Prior to calculating the Fourier transform we subtract from the magnetization profile a constant and linear gradient terms. The remaining magnetization distribution is much smaller and close to zero near the edges, which reduces both the edge and ghost cell effects. To further reduce ''ghost'' cell effects we use a cell radius R that is smaller than the total grid size N, typically by about ten points. After calculating the dipolar field created by this distribution in Fourier space we add the magnetic fields created by the linear magnetization gradient using Eq. ͑8͒.
We also consider the effects of diffusion in this model. Since " 2 M is a local operator there is no speed advantage in calculating it in Fourier space where the boundary conditions cannot be easily applied. To calculate the diffusion contribution in the presence of the boundary conditions we first calculate "M, then set n""M i ϭ0 on the boundary points and then take another derivative to obtain ٌ 2 M i .
Analytical expansion of magnetization
The dipolar interactions can be calculated in a numerically efficient way by expanding the magnetization into a set of basis functions and calculating analytically the dipolar field produced by each of them. In the absence of diffusion the basis functions do not need to satisfy any boundary conditions on the surface. As discussed further in the Appendix, it is convenient to use a Taylor series
which is applicable for an azimuthally symmetric distribution that develops in the presence of longitudinal magnetic field gradients. Then one can symbolically evaluate the dipolar field integrals for each term and write the dipolar field as
͑17͒
where b n Ј m Ј nm are constant coefficients whose evaluation is discussed in the Appendix.
Inserting this dipolar field into the Bloch equation gives a set of coupled differential equations for the coefficients m nm (t), one for each basis function z n (x 2 ϩy 2 ) m and each vector index. We use FORTRAN to evaluate the coefficients of the expansion and to solve the resulting set of differential equations numerically.
The case nϭ1 and mϭ0 developed in Ref. 6 is particularly simple, leading to an analytic solution for the linear gradients of the magnetization, that oscillate with a frequency defined in Eq. ͑3͒ for small tip angles. The expansion nϩ2mр4 was also investigated in Ref. 6 . This model could explain the asymmetry in the signals between the two SQUIDs, but the significance of the higher order terms grew rapidly so that only one or two periods of oscillations could be followed. Including higher-order gradients, up to z 40 , improves the accuracy of the solution and allows us to observe the evolution for many oscillations. In addition, the extra terms in the series rapidly improve the convergence to the behavior predicted by the linear model when gR/M 0 Ӷ1. However, we find that the solution eventually diverges due to rapid growth of highest-order terms. While the Taylor series expansion is conceptually simple and allows us to obtain the coupling coefficients b nm kl in closed form, it is not necessarily an ideal basis for this problem when gR/M 0 Ϸ1 and is somewhat akin to expanding sin(x) in a Taylor series. Increasing the number of terms in the expansion merely delays the onset of the divergence.
C. Extraction of data from numerical calculations
In order to compare the results of our calculations with the experiment it is necessary to accurately model the measurement of the magnetization gradients using two SQUID detectors. The inset of Fig. 5 shows a schematic of the relative orientation of the SQUID detectors and the cell. The signal in each SQUID is proportional to the flux through a square pickup coil. To calculate the amount of flux going through the pick-up coils we use the equality of mutual inductances and integrate the magnetic field produced by a current flowing through the pick-up coil over the volume of the cell. The flux through each SQUID can be separated into ac and dc components and expressed in terms of the magnetization components in the rotating frame. The ac flux in each SQUID has in-phase and out-of-phase components ⌽ in,i and ⌽ out,i given by
where B (i) (r) is the magnetic field produced by each SQUID pick-up coil with one unit of current flowing through it. The amplitude of the total ac signal ⌽ S,i is
while the phase difference between the SQUID signals is given by
If the magnetization has only small linear magnetic field gradients one finds after performing numerical integration that ⌬ϭm y , where is a dimensionless factor on order of unity that depends on the relative dimensions and positions of the cell and the SQUIDs, for our geometry Ӎ0.5. Thus, to first order, linear magnetization gradients produce a phase difference between SQUID signals. The oscillations of the linear gradients predicted by Eq. ͑2͒ can be directly observed experimentally as phase oscillations between SQUID signals.
III. DISCUSSION OF SIMULATIONS
A. Parameters of the Bloch equations
Our simulations depend on five parameters: the magnitude of the applied gradient g in G/cm, the magnetization density M in G, the radius of the cell R in cm, the diffusion constant D in cm 2 /s, and the tip angle ␣ in radians. To understand the short term behavior ͑Ͻ20 s͒ after the initial tipping pulse we can neglect the effects of diffusion and relaxation. For most of what follows, we compare the frequency of simulated phase oscillations to that predicted by the model involving only linear gradients, 6 given by Eq. ͑3͒. We find that for small tip angles and gR/M 0 Ӷ1 the phase oscillations are accurately described by a sin(t) function and their frequency can be determined unambiguously. For gR/M 0 Ϸ1 the oscillations are not quite sinusoidal, as shown in Fig. 2 . Even in that case we find that by performing a nonlinear fit we can find the frequency of oscillations with a systematic uncertainty of less than 1%-2% if the fitting range is greater than two oscillation periods.
It is not initially clear that the RWA is sufficiently accurate, since the ratio of dipolar fields to applied dc magnetic field can exceed 1/10. To check the validity of the RWA, we examine the frequency of phase oscillations as a function of the magnetization. We find that for M 0 рB 0 /10 the changes in the frequency of the oscillations is only a few tenths of a percent, and hence the RWA is valid in our regime.
Within the RWA scaling arguments allow us to reduce the number of independent parameters by two for the short term behavior of the system. We use the tip angle and relative gradient gR/M 0 as the two dimensionless parameters that define a family of solutions.
B. Short term evolution of the phase oscillations
To explore the effects of magnetization gradients higher than first order for small tip angles at large gR/M 0 we compare the frequency of simulated or experimental oscillations to the frequency of oscillations of the linear model given by Eq. ͑3͒. Since the linear model suggests that the frequency of the phase oscillations depends on the tip angle ␣ only quadratically for small ␣, we set ␣ to a small value ␣ϭ0.05 and investigate the oscillation frequency as a function of gR/M 0 as shown in Fig. 3 . For small gradients, gR/M 0 Ӷ1, all models agree with the linear model to within a couple tenths of a percent, except for the grid model in the lab frame which has a constant offset because it uses a relatively small number of grid points.
The case in which gR/M 0 Ϸ1 is the most problematic because higher order gradients become important. The ratio of the second to first order gradient grows linearly with gR/M 0 , m 2 /m 1 Ϸ2ϫgR/M 0 , indicating the importance of higher order gradients of the magnetization at large gR/M 0 . It is interesting to superimpose the solutions of the analytical expansion and the grid models for this case. In Fig. 2 we show solutions from all models for gR/M 0 ϭ1. A close agreement for the first period of oscillation provides a verification of the correctness of our codes. Observed deviation for later times is due to numerical accuracy of implemented methods. We checked that as the number of terms in the Taylor expansion grows the numerical results are virtually unchanged until the point where the Taylor expansion breaks. Similarly, for the grid models we also find close agreement for Nϭ25 and Nϭ41 and the results of the Fourier model are unchanged for Nϭ64 or 128. Decreasing the time step by a factor of two produces imperceptible change in any of the models.
In Fig. 4 we show the dependence of frequency on the tip angle for gR/M 0 ϭ0.2. The predictions of our models agree well with the linear model for small tip angles, but some deviation is observed for larger tip angles. The linear model predicts that the gradients should oscillate for tip angles smaller than 35°Ϸ0.6 rad and grow exponentially for larger angles. However, in each of the higher order numerical models, the solution becomes unstable for tip angles greater than about 0.3 radians. Experimental observations indicate that instability can occur for tip angles as small as 0.15 rad. The tip angle corresponding to the onset of the instability is approximately inversely proportional to the magnetization. We leave a more detailed exploration of the onset of instability with respect to the tip angle for another study.
C. Long term evolution of the phase oscillations
For time scales on the order of many hundreds of seconds diffusion and relaxation become relevant. In the limit of small tip angles and small gR/M 0 , the magnetization profile is dominated by an oscillating first order gradient in the ẑ direction of the ŷ and ẑ components of the magnetization. The longitudinal relaxation time in our experiment is close to T 1 ϭ1800 s measured in other experiments, indicating that depolarization on the cell walls is very small. In the presence of diffusion and the non-relaxing cell walls, the boundary condition is dM/dr͉ rϭR ϭ0, essentially ''rounding off'' the linear gradient at the cell walls. We solve the diffusion equation in the presence of an oscillating magnetization gradient using Laplace transform method and expanding the magnetization in terms of spherical Bessel functions and spherical harmonics. The length scale for the distortion of the linear magnetization gradient is given by l D ϭͱD/ lin and for our experimental conditions l D ϳ3ϫ10 Ϫ3 cm. Thus, only a very thin layer near the surface of the cell is affected by diffusion. The magnetic dipolar fields created by this distortion result in the decay of the phase oscillations.
The modeling of the diffusion effects is very numerically demanding. We are interested in the solution of the problem in the regime l D ӶR. On the other hand, to accurately describe the effects of diffusion on a discrete grid we need the grid spacing to be much smaller than l D . These requirements result in an inequality Rӷl D ӷR/N which cannot be easily satisfied unless N is large. We performed the calculations using the Fourier method with Nϭ128 and using artificially increased values of the diffusion constant so both inequalities are approximately satisfied. We found that the rate for the decay of the phase oscillations Ϫ1 scales approximately with D/R 2 . Numerically, we obtain Ϫ1 ϳ7D/R 2 . This can be compared with the decay rate 1 Ϫ1 ϭ4.33D/R 2 of the first diffusion eigenmode with lϭ1 spherical harmonic, which corresponds to an approximately linear magnetization gradient.
The measurements of the diffusion constant of liquid Xe are also somewhat uncertain, with numbers ranging from D ϭ2ϫ10 Ϫ5 to Dϭ4ϫ10 Ϫ5 cm 2 , 21-23 at our temperature. We estimate that the decay of the phase oscillations due to diffusion has a time constant ϳ2000 s with a factor of 2 uncertainty.
IV. COMPARISON OF MODELS WITH EXPERIMENT
The experimental apparatus is similar to that used in Ref. 6 and is shown in Fig. 5 . Recently we have made several technical improvements. First, a 120 W diode laser allows us to achieve magnetizations up to 450 G. In our previous experiment we were limited to magnetizations of about 100 G.
Second, we have improved the degree of sphericity of our sample by using a cell consisting of two hemispheres machined from BK7 glass and glued together with Norland NOA 88 UV curing cement. Our previous data was taken with a cell made of blown glass.
To characterize the degree of sphericity of inner cell walls we submerge it in mineral oil which has approximately the same index of refraction as glass, so only the inner surface of the cell reflects light. We reflect a laser from the cell as it is rotated around its center. Any deviations of the cell inner surface from the spherical shape result in motion of the laser beam. Using a beam position monitor we can measure the displacement of the beam and characterize the shape of the cell in terms of spherical harmonics. Simple calculations show that for small deviations from spherical shape the l ϭ2 terms generate a homogenous magnetic field and lϭ3 terms generate a first order magnetic field gradient. These magnetic fields and gradients rotate together with the magnetization, so their effects are not trivial and need to be investigated numerically.
Experimentally we find that deviations of the cell from the spherical shape have a large effect on the transverse relaxation time T 2 * for small tip angles as shown in Fig. 6 . For large deviations of the cell from the spherical shape the transverse relaxation time is determined by magnetic field gradients created by the magnetization and the relaxation time increases as the magnetization decays. To illustrate this regime we plot the product M 0 T 2 * , which remains constant for a range of M 0 values in cells made from blown glass. On the other hand for machined glass cells we find that M 0 T 2 * is approximately proportional to M 0 , indicating that the transverse relaxation time is determined by gradients of the ambient magnetic field and the intrinsic transverse relaxation time of liquid 129 Xe. We have also made improvements to our cryogenic setup, installing a new vacuum-insulated Dewar with the ability to independently measure and control the temperature on the top and the bottom of the cell. We found that large temperature gradients can induce convection currents which significantly affect the evolution of the phase oscillations. In our previous Dewar temperature gradients as high as as 15 K/cm could occur for some flow conditions. A new Dewar with a vacuum insulated double wall allows a temperature stability of approximately 1 K. By monitoring the temperature of two thermocouples attached to the top and bottom of the cell and flowing warm nitrogen vapor from the bottom up we are able to control and explore the effects of temperature gradients systematically. We find that increasing the temperature gradients significantly reduces the decay time of the phase oscillations .
The SQUIDs and the cell are both mounted on a 1/4 in. G10 sheet to maintain the relative distance between them. We determine the exact distance from the cell to the SQUIDs by measuring the signal that a known current flowing in a calibration loop attached to the cell induces in the SQUIDs. The phase difference between two ac signals of the SQUIDs can be determined in real time using the following simple algorithm. Suppose each signal is represented by S i (t) ϭA i (t)sin( 0 tϩ i (t)). We assume that changes in the amplitude and the relative phase are much slower than the Larmor precession frequency. We form two products of the signals, one with a relative phase shift of /2 between them
where ⌬(t)ϭ 1 (t)Ϫ 2 (t). After filtering out the high frequency components of the two products and taking the ratio, one obtains the difference in phase tan ⌬͑t ͒ϭ lowpass͑ f ͑ t ͒͒ lowpass͑g͑t ͒͒ . ͑22͒ Figure 7 shows the SQUID NMR signal after a small tip angle pulse and the phase oscillations obtained in this manner. T 2 * is about 320 s, a factor of about 60 longer than what one would expect neglecting dipolar interactions. We fit the phase oscillations to the functional form Ae Ϫt/ sin(tϩ) to obtain the frequency of the phase oscillations and relaxation time of the phase oscillations .
In Fig. 8 we plot the ratio of the phase oscillation frequency to the predictions of the linear model for both simulation and experiment without any free parameters. The frequency of phase oscillations is determined by a fit to several periods in both experiment and simulation as explained above. The scatter in the experimental data is probably due FIG. 6 . Deviations from spherical geometry have an effect on the transverse relaxation time T 2 * for small tip angles. The blown glass cell with a capillary stem is less spherical near the stem than the thin stem cell because the capillary has thick walls that distort the shape of the cell. At high values of gR/M 0 we find a systematic deviation of the experimentally measured frequency from the numerical results. The results of the numerical calculations also have a systematic error of 1%-2% because the phase oscillations are not perfectly sinusoidal. We also find that in this regime the frequency of the oscillations is very sensitive to other experimental parameters. For example, in our earlier study 6 with smaller values of M 0 and we found substantially larger increase in the frequency of the oscillations at large gR/M 0 .
Our numerical simulations also approximately reproduce the aharmonicity of the phase oscillations for large values of gR/M 0 . To analyze these effects quantitatively we perform a FFT on the phase oscillation signals for both experimental data and simulation taking care that there is an integral number of periods in the sample to be transformed. The resulting spectrum is shown in Fig. 9 . The vertical scale of the simulation FFT has been adjusted to compensate for slight differences in the magnetization between the simulation and experimental data. The spectra of phase oscillations for both simulation and data exhibit a single narrow peak at ϭ lin for small gR/M 0 . For large gR/M 0 , two extra peaks appear to the right of the main peak at approximately ϭ3 lin /2 and ϭ2 lin in both simulation and experiment. These extra peaks are due to the different rates of oscillation of higher order gradients that mix in a nontrivial way.
In Fig. 10 we show the observed relaxation time of the phase oscillations as a function of the magnetization. At low magnetization our data are consistent with earlier results, 6 but for higher magnetization (M 0 Ͼ100 G) we observe much longer values of . In some datasets the decay time is even too long to be measured reliably. For large magnetization the values of are consistent with our estimates of relaxation due to diffusion on the order of 2000 s. At low magnetization we believe the oscillations are more readily affected by convection effects. This behavior can be explained by the following scaling argument. When the frequency of phase oscillations is large ͑high magnetization͒ compared to the rate of convection, the magnetization will be transported through the cell adiabatically and follow the coherent behavior predicted by the dipolar interactions. At low magnetization, the frequency of phase oscillations is comparable to the rate of transport due to thermal gradients and the magnetization cannot follow the oscillations due to the dipo- lar fields hence smearing out the magnetization gradients. The scatter in the relaxation time data could be due to initial magnetization inhomogeneities or different convection patterns due to slight temperature gradients. We have observed a dramatic reduction of by deliberately applying a large ͑ϳ15 K/cm͒ temperature gradient across the cell in the vertical direction.
V. CONCLUSIONS
We have developed several new numerical tools to study the effects of long range dipolar fields. Most useful for other applications are: ͑1͒ a method for compensating for edge effects in a spherical geometry due to the finite grid size and the use of the azimuthal symmetry of the problem, decreasing computation time by up to a factor of 64 in a direct evaluation of the dipolar field and ͑2͒ a subtraction procedure in the Fourier method that both compensates for edge effects as well as reducing the effects of ghost cells.
Using these numerical tools we have developed four different models to explore the spin dynamics of a spherical cell of hyperpolarized liquid xenon. We verify using the lab frame model that the rotating wave approximation is valid even when the dipolar fields are only a factor of 10 smaller than the applied magnetic field.
The numerical models agree with the linear model to better than 1% in the frequency of phase oscillations for gR/M 0 Ӷ1. In this regime experimental data also agree with the linear model quite well. For gR/M 0 Ϸ1 the numerical models show that higher order gradients become important and their predictions deviate slightly from the linear model.
Experimentally we have observed spectral narrowing by up to a factor of 100 and have also shown that the decay of the phase oscillations depends strongly on the magnetization. Using the Fourier model we have estimated the effects of diffusion and found that they are consistent with the longest values of obtained. We believe that convection generated by residual temperature gradients also plays an important role in the decay of the phase oscillations, especially at low magnetization. We have also shown experimentally that deviations of the sample from perfectly spherical have a substantial effect on the transverse relaxation time.
In the future, we plan to use these numerical techniques to help find regimes in which we could perform a search for a permanent electric dipole moment of 129 Xe ͑Ref. 5͒ and make measurements of the J coupling in the van der Waals molecules.
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APPENDIX: ANALYTICAL EXPANSION USING A TAYLOR SERIES
In this method we expand the magnetization into a series of basis functions and substitute the result into Eq. ͑4͒. Assuming that products of the basis functions can be expanded into sums over basis functions, the Bloch equations can be reduced to a set coupled ordinary differential equations for the expansion coefficients m i , which can be easily solved numerically. The basis function f i (r) has to satisfy the following requirements: ͑1͒ For magnetization given by f i (r) the resulting dipolar field should be expressible as a sum of f j (r). ͑2͒ A product of f i (r) f j (r) should be expressible as a sum of f k (r). ͑3͒ If diffusion is neglected the functions f i (r) do not need to satisfy any boundary conditions other than being finite at the origin. ͑4͒ The functions f i (r) do not need to be orthogonal over any interval, however the coefficients m i and b j i should fall sufficiently fast with i because the series has to be truncated at a finite i. ͑5͒ If the magnetization and the gradient are initially symmetric around the z axis, the functions f i (r) can be cylindrically symmetric as well.
One simple set of basis functions that satisfies all conditions above is a power expansion in z and ϭ(x 2 ϩy 2 )
1/2 . Another advantage of this basis is that it trivially reduces to the linear model with a single z term. Here we set Rϭ1 and consider z and to be dimensionless. To decide which terms need to be included in the expansion, consider how the higher order terms appear during time evolution of the Bloch equations. Initially, only B ext has a gradient in the z direction. That causes M to develop a linear gradient in the z direction. To next order a z 2 term appears on the right hand side of Eq. ͑4͒. If the z 2 term is included in the expansion of M it generates B dip with terms z 2 and 2 . That in turn generated such terms as z 3 , z 4 , z 2 , z 2 2 and so on. Only even powers of appear in the expansion.
To calculate the dipolar fields created by the magnetization in the form f nm ϭz n (x 2 ϩy 2 ) m it is convenient to introduce the scalar magnetic potential, Note that Eq. ͑A5͒ excludes the contact term (8/3) M.
In the rotating frame it is sufficient to calculate only the potential due to M z component of magnetization, as can be seen from Eq. ͑5͒. The dipolar integral from the other two components can be trivially found by replacing in the final
