Introduction
The classical result of Rademacher (see e.g., [7] , 3.1.2) states that a Lipschitz function f : l~ n ~ ~ is differentiable almost everywhere (in the sense of the Lebesgue measure). There are at least two important generalizations of Rademacher's theorem. The first one is due to
Stepanov (see e.g., [8] , 3.1.8) and states that f : R n ~ R is differentiable at a.e. x ~ S(f), where 
S(f):={ xelRn: l i msupl f ( Y) -f ( X) l y--+x lY -xl <c~}.
The second generalization is the theorem of Calderon (see e.g., [13] , 6.17) which claims the a.e. differentiability of Sobolev functions f 6 Wt,P(IR n) for p > n. These results are major cornerstones of analysis in Euclidean spaces with applications in geometric measure theory [8] and differentiability of quasiconformal and quasiregular mappings [23] .
satisfy a doubling condition and admit a Poincar6 inequality. Cheeger's work has been recently extended to even more general spaces by Keith [16, 17] .
The main result of the present article is a Cheeger-Stepanov type differentiability theorem in metric-measure spaces. Roughly speaking, we prove that in the presence of a doubling condition the Cheeger-Rademacher differentiability theorem implies a Stepanov-type differentiability result. As applications we obtain statements on differentiability of quasiconformal mappings and Sobolev functions in various general metric space settings.
This article is organized as follows. In the second section we recall some terminology and preliminary results. In Section 3 we state and prove the Cheeger-Stepanov differentiability theorem. In Section 4 we present results on differentiability of Sobolev functions and quasiconformal mappings as applications.
Preliminaries
Definition 2.1. Let (X, d) be a metric space. For x ~ X and r > 0 we let B(x, r) = {y X I d(x, y) < r} be the open ball of radius r around x. We will write rB(x, r) to mean B(x, zr). A function f : (X, d) --+ (Y, p)between metric spaces is called K-Lipschitz if for eachx, y 6 X, p(f(x)f(y)) < Kd(x, y). We let LIP(f) be the infimum of such K. We let LIP(X) be the set of real valued Lipschitz function on X where IR is considered with the usual Euclidean metric.
Definition 2.2. A triple (X, d,/z) is called a metric measure space if (X, d) is a metric space
and # is a Radon measure on X.
Following Cheeger [5] , it is possible to define the notion of a differentiable structure in metric-measure spaces as follows.
Definition 2.3 (Strong measurable differentiable structure).
Let (X, d,/x) be a metric measure space, let C C LIP (X) be a vector space of functions, and let { (Xc~, (pa)} be a countable collection such that each set X~ C X is measurable with positive measure, and such that each = ((pl, ) (Pc~ \ a ...
. (pN(ot) : X --~ ~N(a)
is a function for some N (a) ~ N U {0}, where (pi ~ C for every 1 < i < N (or). (Here (pa will be viewed to be the empty function if N (or) = 0.) Then {(X~, (pc`)} is said to be a strong measurable differentiable structure for (X, d,/z) with respect to C if the following conditions are true. 
If (Y) -f (x) -(daf (x), (pa (y) -(pa
where (., .) is the usual Euclidean inner-product on R N(a).
For those x for which a daf(x) exists so that the relation (2.1) holds, we say that f is differentiable at x.
Note that the existence of a strong measurable differentiable structure on a space X with C = LIP (X) contains in the definition itself a Rademacher-type differentiability in the sense of (2.1). If X = 1R n, d is the standard Euclidean metric and/.t is the Lebesgue measure on X, then the classical Rademacher's theorem implies that X1 = IR n and ~1 (x) = x defines a strong measurable differentiable structure for LIP(IRn). The problem arises to find sufficient conditions to guarantee the existence of a strong measurable differentiable structure for LIP(X). The first result in this direction was given by Cheeger in his seminal article, [5] . To formulate Cheeger's result we introduce the following concepts.
Definition 2.4.
A measure/z on a metric measure space (X, d,/z) is said to be doubling if/z is non trivial and there exists a constant C > 0 such that
whenever B is a ball in X.
It turns out that for doubling measures the Lebesgue differentiation theorem holds, see [13] , 1.8. More precisely, let us recall that for a given set A c X, we call x 6 A a point of density of
When/z is a doubling measure, #-a.e. x 6 A is a point of density of A. Moreover, for f ~ L p (Iz), we call x0 a Lebesgue point of f if lim supf
where for any set S, the average of f over S is defined as / 'f,
e. x is a Lebesgue point of f.
In addition to the doubling condition the following general version of the Poincard inequality is a crucial property of a metric measure space. When a pair of function (u, p) satisfies Equation (2.2) for all balls B of X, we say that the pair (u, p) satisfies a (1, p)-Poincar6 inequality.
The class of metric-measure spaces that satisfy the doubling condition and a Poincar6 inequality are the ones on which a considerable part of analysis from the Euclidean theory still holds [ 14, 15, 19, 21] . According to Cheeger's result [5] , these conditions are also sufficient for the existence of a strong measurable differentiable structure. Theorem 2.6. Let (X, d,/z) be a metric measure space with Iz doubling that satisfies a (1, p) Poincar6 inequality for some p >_ 1. Then (X, d, #) admits a strong measurable differentiable structure for LIP(X).
Moreover, according to Keith [16] the condition on the Poincar6 inequality can be substantially relaxed. For his generalization, let us recall the definition of a chunky measure. as f : ~n _+/t~ is differentiable for a.e. x e S(f), where
It is an important observation to note that the above quantifies do not change under restriction to positive measure sets. To be more precise, for a given subset K of X, define the scaled oscillations of f restricted to K as
Let ( X, d, Ix ) be a metric-measure space where Ix is a doubling measure. Let K c X and f ~ LIP(X). Then for each point of density xo of K,
In particular, for Ix-a.e. x e f-l(o), Lip f (x) = O.
Proof.
Let us start by the following direct consequence of the doubling condition for the measure Ix (see e.g., [15] , 14.6) according to which there exist constants C > 0 and Q > 0 depending only on the doubling constant for Ix such that
whenever x ~ B (x0, ro) and r < to.
The proof of the proposition is based on the following claim. If x0 e K C X is a point of density of K, then for each E > 0 there exists r > 0 so that for each x e B(x0, r), there exists
To prove the claim we assume by contradiction that there exists a sequence of points (Xn) so that Xn ~ xo and B (xn, ed (Xn, xo)) n K = 0. 
Since IX is a doubling measure we can use (2.4) to conclude that
which is a contradiction.
Let f e LIP(X), clearly LipK f(x) < Lip f(x) and lipK f(x) < lip f(x) for all x e K. Let xo e K be a point of density of K and E > 0. For each r > 0 let Xr e B(xo, r) so that
xeB (xo,r) Then from the above claim, for r sufficiently small, there exists Yr E K so that d(yr, Xr) < 
xo). The same reasoning as above (by f(xo) > Lip f(xo).
The second statement of the proposition is obtained from the first one by setting K = f-1 (0) and observing that Lip/(f(x) = 0 for all points x ~ K.
[]
#) be a doubling metric measure space. Assume that there is a strong measurable differentiable structure { ( X~ , goa ) } supported by ( X, d, #). Let f : X --+ • be a Lipschitz function. Then at Iz-a.e. point x where f (x) = 0 we have d ~ f (x) = O.
Proof. Set K := f-1 (0). By Proposition 2.9 we know that at/z-a.e, point of K we have Lip f (x) = 0. Take such a point and assume that x ~ Xa. It follows that
By Definition 2.3 the differential is unique up to a set of measure zero and therefore it follows that at/z-a.e, point in K the differential of f is 0.
[] Proposition 2.9 together with Keith's theorem, Theorem 2.8, imply the following.
Theorem 2.11. Let (X, d, tz) be a complete metric measure space with tz doubling on X so that there exists a constant C > 0 so that for each f ~ LIP(X), and for Iz-a.e. x, Lip f (x) <_ Clip f(x). Then for each closed subset A of X with #(A) > O, the metric measure space ( A, d, Iz ) admits a strong measurable differentiable structure with respect to LIP (A).
Proof Fix a measurable differentiable structure on X. For each f ~ LIP(A), there exists F 6 LIP(X) so that FIA = f. For points of density x0 of A we have by Proposition 2.9 that Lip f(xo) = Lip a F(xo) = Lip F(xo) and lip f(xo) = lip a F(xo) = lip F(xo). Since X is complete and A is closed it follows that A is locally compact. One can adapt the proof of Proposition 2.9 to show that/~ restricted to K is chunky. Hence, we can now apply Keith's theorem, Theorem 2.8, to the locally compact set A, which completes the proof.
[] Remark 2.12. Theorem 2.11 is useful even if (X, d, #) admits a Poincar6 inequality. Indeed, an arbitrary closed, positive measure subset of X need not admit a Poincar6 inequality. As an example one can consider the so-called Cantor-diamond set of Koskela and MacManus [19] . This is a connected, compact 2-regular planar set which does not admit any Poincar6 inequality. In contrast to this, the Lip-lip condition of Theorem 2.8 is inherited by all subsets of X when given the measure/z.
3.
Stepanov's theorem in metric measure spaces 
Proof.
The proof is based upon Maly's proof of the Euclidean version of Stepanov's theorem, see [20] . By the definition of S(f), for each x e S(f), there is a neighborhood of x for which f is bounded on. Since (X, d) is separable we can find a countable, dense subset D of X. We consider the countable collection of balls {Bj } which have their centers in D, rational radius and the property that f is bounded on Bj. The definition of S (f) guarantees that it is covered by the union of all such balls. Next we define for every ball Bj two functions uj : By --+ l~ and Since uj is an infimum of j-Lipschitz functions that are bounded from below by f which is bounded on B j, we can see that uj is j-Lipschitz on Bj. Similarly, vj is j-Lipschitz on Bj as well.
We now identify the bad subsets of X in terms of uj and vj as follows: Note that for each or, the set D,~ is by Definition 2.3 a null set and the same holds for Mu by Corollary 2.10. Thus, N is a countable union of null sets, i.e., N has measure zero as well.
Take a point x0 e S (f) \ N and choose a so that x0 e Xa. Since Lip f(xo) is finite, there exist r > 0 and I > 0 such that
x0) forall xeB(x0, r).
Using the separability of X we can find an element Bj of the sequence {Bj } with j > l satisfying x0 6 Bj C B (x0, r) .
It follows that for x e Bj we have
By the definition of uj and vj we obtain that for each x a Bj
in particular, uj (xo) = f (xo) = vj (xo). Since x0 r Mot we know that dotvj (xo) = dotuj (xo). Using (3.1), we build the chain of inequalities Examples constructed in [3] show that the answer to this question is negative already for X = [0, 1]. However, the a.e. differentiability holds true for functions in Nn if we assume that f is continuous, lip f is finite outside a set of a-finite Hausdorff n -1 measure and lip f E LP for p>n.
Applications
The first part of following statement follows from Theorem 5.1 in [15] . Its proof uses Riesz potentials and maximal functions. For the convenience of the reader we present a direct proof, based on the method of ball-chaining which has been employed in [14, 15, 21] . In the following chain of estimates C > 0 is a generic constant whose value can vary from line to line.
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Hence, for Lebesgue points x, y 6 B(z, R/2) we have that 
If(x) -f(Y)l < Cd(x' Y) (#(B(x,2)d(x, y))) ) l/P (fB(p,rr)PP dtx) 1/p
Using (2.4) allows us to conclude that for each pair of Lebesgue points x and y in the ball
which implies that f is locally H61der continuous on the set of Lebesgue points of f. Hence, there exists a representative of f which is locally (1 -Q/p)-H61der continuous. By choosing this representative, every point is a Lebesgue point of f. Now using this representative of f, we will show that Lip f(x) is finite for ~-a.e.x.
Indeed, for each x 6 X, and R > 0 we have by (4.1) that In the following we will place the above theorem in the context of Sobolev spaces defined on metric measure spaces. The interested reader is encouraged to consult the overview article [11] by Hajlasz for an introduction to Sobolev spaces in metric measure spaces. The interested reader should also consult [ 10] for another approach to creating Sobolev spaces in abstract metric measure spaces.
For the record we first recall the notion Newtonian space (as introduced by N. Shanmugalingam in [21] ). Let (X, d,/z) be a metric measure space for which # is doubling that satisfies a Poincar6 inequality. Fix a strong measurable differentiable structure on X, {(Xa, ~0a)} created by Theorem 2.6. For/~-a.e. x, let or(x) denote the unique ot so that x ~ Xa. By [5 
that d(uv)(x) = v(x) du(x) + u(x) dr(x).
Together with Proposition 2.9 we see that the mapping d satisfies the following: that both du(x) and dr(x) exist. (4) d(uv)(x) = v(x) du(x) + u(x) dr(x) provided that both du(x) and do(x) 
C(N)
In contrast to (4.3), C (N) does not depend on or. Moreover, the mapping x ~ (., .)x is measurable as a map from Xa tothe space of positive definite matrices. Foreachx ~ Xa,letel, .. N(ct) t.^
, ~X O~
i an orthonormal basis of~ N(a) with respect to the inner product (., ")x so that the functions x ~ e x are measurable (such a choice exists because the mapping x --~ (., ")x is measurable). Writing du(x) = Y~i ai(x)eix , we see that the function du(x) = (al(x), a2(x) .... ) is a measurable function which satisfies the following.
(1) Ildu(x)ll ~ CIIdu(x)llx ~ C LIP(u)(x) where I[ 9 II is the Euclidean norm on IR Iv(~). 
Proof.
Fix a strong measurable differentiable structure {(~oa, Xa)}aeA on X. By inequality (4.3) and possibly reindexing the charts Xa,n to Xa, we can assume that for each ot there exists Ca > 0 so that for each ~ e R N(a) and each x e Xa Note that IX(Xa \ Sa) = 0. For each x0 6 Sa, consider the function g defined by
where )~ = Df(xo) viewing Df(xo) as an element of N N(a). Note that for each ball B, g NI,p(B). One sees that
which by uniqueness property of the strong differentiable structure of {(X~, q)~)} implies that 
r---*0 r JB(x0,r)
where k = Df(xo).
Along similar lines, Keith in [ 17] has also shown that if (X, d, #) is a complete metric measure space with/z doubling and admits a (1, p)-Poincar6 inequality, then for each f ~ NI,p(x) and /z-a.e. xo ~ X, Df is an approximate differential of f at x0 i.e., A weaker notion of differentiability is Lq-differentiability. Namely a function f is Lqdifferentiable at a point xo if there exists k e ]t~ N(a(xo)) so that
Note that if f is differentiable at x0 then for each 1 < q < e~, f is L q-differentiable at x0 with k = Df(xo). One can readily see that (4.6) states that each f ~ N 1,p is Ll-differentiable at /~-a.e. x0 ~ X. From [22, Theorem VIII.l] , when X = IR n with the Euclidean metric and # is p* -.
the Lebesgue measure, for f ~ WI'p(IR n) with 1 < p < n, f is L -dxfferentlable a.e. where p* = Pn (the Sobolev conjugate of p). For finer notions of the degree of smoothness of a ,i --/v function we refer the reader to [6] . n In the case when the function has bounded variation, f ~ BV(IR n) it follows that f is L ~ -differentiable a.e., see [1, Theorem 3.83] . Recently the notion functions of bounded variation has been extended to the class of metric measure spaces with doubling measure that admit a Poincar~ inequality, see [2] . It would be interesting to see whether under this setting functions of bounded variation are L q-differentiable for some values of q. If we want to obtain differentiability results for Sobolev functions on spaces which do not necessarily satisfy a Poincar6 inequality it is useful to recall the definition of Sobolev space in the sense of Hajlasz as follows. 
