Perturbative Approach to Superfluidity under Nonuniform Potential by Koshida, Shinji & Kato, Yusuke
ar
X
iv
:1
60
5.
03
68
6v
1 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 12
 M
ay
 20
16
Journal of the Physical Society of Japan
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3-8-1, Komaba, Meguro, Tokyo 153-8902, Japan
A perturbative way to investigate superfluid properties of various systems under nonuniform potential is presented. We
derive the perturbation expansion of the superfluid fraction, which indicates how liquid exhibits nonclassical rotational
inertia, in terms of the strength of nonuniform potential and find that the coefficient of the leading term reflects the
density fluctuation of the system. Our formulation does not assume anything about Bose-Einstein condensation and
thus is applicable to wide variety of systems. Superfluid properties of some examples including (non-)interacting Bose
systems, especially Bose gas in the mean field limit, (non-)interacting Fermi sytems, Tomonaga-Luttinger liquid and
spinless chiral p-wave superfluid are investigated.
1. Introduction
What a system exhibits superfluidity is a longstanding
problem in the condensed matter physics from the first ob-
servation of frictionless flow in liquid 4He in 1938.1, 2) Much
effort has been made to understand this phenomenon and we
have seen great advance in this field of study,3–6) but the com-
plete criterion to superfluidity is still absent because of its
complexity. Then we try to give an approach to this problem
in the present paper. Before we start our discussion, we need
to clarify problems concerning superfluidity and zoom in to
the aspect we focus on since superfluidity is a complicated
and composite phenomenon.
First of all we have to distinguish between superfluidity of
the ground state (or equilibrium state) and that of meta-stable
states. The latter is represented by existence of persistent cur-
rent, macroscopic mass flow that is not accompanied by dissi-
pation. A stability condition for persistent current is given by
Landau’s criterion, which says that a system can have relative
motion to its container with velocity up to the critical one de-
termined by the excitation spectrum, or equivalently, a system
with nonzero critical velocity can support persistent current.
Thus the critical velocity gives a conceptual criterion to super-
fluidity of meta-stable states, and mechanism of (breakdown
of) superfluidity has been studied by several authors7–9) being
associated with this concept, but we do not expose them any
more. What we focus on in the present paper is the former
one, superfluidity of the ground state.
Superfluidity of the ground state is characterized by non-
classical rotational inertia (NCRI). Imagine water in a slowly
rotating bucket with angular velocity ω. In the nonequilib-
rium stationary state, we can fairly expect that the water ro-
tates with the same angular velocity and its angular momen-
tum has the form Iclω+O(ω2), where Icl is the moment of iner-
tia computed from the mass density distribution of the content
assuming it were a rigid body. If in the bucket is superfluid he-
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lium, we see things going differently. The angular momentum
again has the form Iω + O(ω2), but now the coefficient I of
ω is smaller than Icl, implying that there is a component stay-
ing stationary in the rotating bucket. This property observed in
superfluid is called NCRI and is widely accepted as character-
ization of superfluidity of the ground state. NCRI is also ob-
served experimentally as Hess-Fairbank effect.10) Difference
of superfluidity of the ground state from that of meta-stable
states is in that we always focus on the asymptotic behavior
at ω → 0 to discuss superfluidity of the ground state.
We then replace our original problem by a problem: what
a system exhibits NCRI? Although there are some examples
that are proved to exhibit NCRI11, 12) in the ground state, we
shall seek a general answer to this problem. One answer is
given by the concept of Bose-Einstein condensation (BEC).
The story goes as follows. We characterize BEC through the
formulation first introduced by Penrose and Onsager.13) It
says a system exhibits BEC if its one-particle density matrix
has a maximum eigenvalue of macroscopic order. The corre-
sponding eigenfunction is called a condensate wave function,
which describes macroscopic behavior of the system and es-
pecially gives the superfluid velocity field. From the fact that
the wave function is single-valued, the vorticity of conden-
sate has to be quantized, which leads to that the condensate
in a slowly rotating container does not rotate. This property
is nothing but NCRI. Although BEC seems to imply NCRI
in the above discussion, the quantization of vorticity is valid
under assumption that the condensate wave function does not
vanish on any closed contour. This assumption actually breaks
down when we consider a system under presence of strong
random potential, and thus in such a situation there realizes
BEC without superfluidity in the ground state.12)
It is also known that BEC is not necessary to superfluidity.
Actually, the low temperature phase of Kosterlitz-Thouless
(KT) transiton14) exhibits superfluidity without BEC. Thus
BEC does not necessarily describe all physics of superfluidity
and we are led to investigate superfluidity of the ground state
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without assuming BEC.
We begin our study from a trivial observation that any sys-
tem seemingly exhibits NCRI if there is no obstruction or the
container has complete rotational symmetry. Of course this
does not mean that any system is regarded as superfluid but
just reflects the fact that a rotating container is the same as
stationary one. Thus we have to discuss superfluidity in terms
of response to nonuniformity. There are some theoretical ap-
proaches to superfluidity that is applicable to a system with
nonuniform potential such as discussions by Leggett,15, 16) but
they require us to know the ground state wave function under
nonuniform potential, which is not so easy. Although super-
fluid properties of Bose-Einstein condensate under random
potential are also investigated,17, 18) as explained above, we
have to study superfluidity without assuming BEC. Thus our
task is to determine what a system without nonuniform poten-
tial can support NCRI when nonuniform potential is added to
the system in a fully quantum mechanical way.
In the present paper, we construct the perturbation expan-
sion of the superfluid fraction, which indicates the extent to
which the system exhibits NCRI in terms of the strength of
nonuniform potential. Then we will find the leading contribu-
tion to the superfluid fraction is determined by density fluc-
tuation of the system. We do not assume BEC in the ground
state, thus our perturbation theory is applicable to wide vari-
ety of systems.
This paper is organized as follows. In Sect. 2, we define the
setting of our problem and introduce the superfluid fraction.
In Sect. 3, we construct the perturbation expansion of the su-
perfluid fraction in terms of the strength of nonuniform poten-
tial. We also rewrite the coefficient of the leading term using
the dynamic structure factor, which characterizes the density
fluctuation of the system. In Sect. 4, we show an upper and
lower bounds for the superfluid fraction at perturbative level
estimating the perturbation coefficient. In Sect. 5, based on
the results obtained in Sects. 3 and 4, we investigate super-
fluid properties of some examples such as (non-)interacting
bosons, especially Bose gas in the mean field limit, (non-
)interacting fermions, Tomonaga-Luttinger liquid (TLL) and
spinless chiral p-wave superfluid. Finally in Sect. 6, we make
conclusion and discussion. Some computational details are
described in Appendices.
Throughout this paper, we set ~ = 1.
2. Definition of problem
In this section, we clarify the setting of our problem and
define the superfluid fraction of a system, on which we focus
to discuss superfluid property of the system.
To make our discussion general in this section, we consider
a system of N particles in d-dimension described by a unital
C-algebra generated by symbols xµj and p
µ
j ( j = 1, 2, · · · , N,
µ = 1, 2, · · · , d) with relations[
x
µ
j , x
ν
k
]
=
[
pµj , p
ν
k
]
= 0,
[
x
µ
j , p
ν
k
]
= iδ jkδµν (1)
for all j, k = 1, 2, · · · , N and all µ, ν = 1, 2, · · · , d. Here δ jk
and δµν denote the Kronecker’s delta. We extend this algebra
to be A containing nice functions of these generators as well
as polynomials so that we can do calculation in A like
−i
[
pµj , f
(
{x
µ
j }
)]
=
∂ f
∂x
µ
j
(
{x
µ
j }
)
(2)
for a function f of generators. We assume A is represented
on a Hilbert space H(Λ) that carries data of the box Λ =
[0, L]d ⊂ Rd confining particles. Although that our discussion
on the algebra A extends to that on the representation H(Λ)
has to be verified for each representation since any represen-
tation of A involves unbounded operators, we do not get hung
up on this point and assume any algebraic observation on A
also holds on H(Λ).
Let us assume the form of the Hamiltonian as
HU(κ) = H0 + κU. (3)
Here H0 is the part without nonuniform potential given by
H0 =
N∑
j=1
d∑
µ=1
(pµj )2
2m
+
∑
j<k
w(x j − xk), (4)
where we shortly write x j = (x1j , · · · , xdj ), and U is nonuni-
form potential
U =
N∑
j=1
u(x j). (5)
In the Hamiltonian HU(κ), a parameter κ controls the strength
of nonuniform potential. It is noted that H0 may contain inter-
particle interaction. The subscript 0 does not mean the Hamil-
tonian is one for free particles, but means it is without nonuni-
form potential. Here we assume the functions w and u are suf-
ficiently smooth ones so that the interaction and the nonuni-
form potential define elements of A, and moreover they are
represented by bounded operators.
In Sect. 1, we introduced the concept of NCRI in the setting
of liquid in a rotating container, but now we move on to a
situation in which we slide the walls of the container with
small velocity v to some direction. We can fairly expect the
equivalence of these two pictures when we focus on NCRI,
which captures the asymptotic behavior at v → 0. To realize
this situation, we assume the periodic boundary conditions are
imposed along the d-th axis on the representation H(Λ), and
slide the walls of the container with the velocity v along the
same direction. The state that realizes at zero temperature is
described by the ground state Ψ(κ, v) of the Hamiltonian
H(κ, v) = HU(κ) − vPd. (6)
Here Pd is the d-th component of the total momentum P =
(P1, · · · , Pd) with
Pµ =
N∑
j=1
pµj , (7)
for µ = 1, · · · , d. Since H0 does not contain nonuniform po-
tential and translation invariant, we have [H0, Pd] = 0.
Now we can see under a natural assumption that H(κ, v) and
2
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H(κ,−v) have the same spectrum. Here the natural assumption
is on the existence of an antilinear antiunitary involution K
such that {K, Pd} := KPd + PdK = 0 and [K, HU(κ)] = 0.
Then for an eigenvectorΨ of H(κ, v), KΨ is an eigenvector of
H(κ,−v) corresponding to the same eigenvalue. The operator
K is usually realized as complex conjugation.
Let us assume the ground state of HU (κ) is unique, then the
ground state energy E(κ, v) of H(κ, v) is an analytic function
of v near v = 0 and thus is expanded in powers of v as
E(κ, v) = EU(κ) + c2(κ)v2 + O(v4). (8)
Terms with odd powers of v do not appear, since E(κ, v) is an
even function of v. We note that our assumption of unique-
ness of the ground state is proved for spinless Bose systems
in general situation.
The superfluid fraction ρs(κ)/ρ is defined in terms of the
coefficient c2(κ) of v2. We introduce the effective mass Meff
by 〈Ψ(κ, v), PdΨ(κ, v)〉 = Meffv + O(v2), which is interpreted
as the mass of component flowing with the moving walls for
sufficiently small v. By using the Hellmann-Feynman theorem
we can verify that Meff = − ∂
2
∂v2
E(κ, v)
∣∣∣
v=0 = −2c2(κ). Then we
define the superfluid fraction as the mass fraction of stationary
component by
ρs(κ)
ρ
=
Nm − Meff
Nm
= 1 + 2
Nm
c2(κ). (9)
This is an essential quantity for superfluidity characteriz-
ing NCRI of the system. If the liquid is completely station-
ary while the walls are sliding along the d-th axis, we have
ρs/ρ = 1, and if the total liquid moves with the walls, we have
ρs/ρ = 0.
We can see that c2(0) = 0 and thus ρs(0)/ρ = 1, since
[HU(0), Pd] = 0. This fact implies physically that without
nonuniform potential, any liquid does not move with the slid-
ing walls, since the sliding walls are the same as stationary
ones. The difference of superfluid fraction from unity is due
to the presence of nonuniform potential. We are then led to
ask the behavior of c2(κ) to understand superfluidity.
We close this section by making a remark on when the ther-
modynamic limit is taken. In the above definition of the su-
perfluid fraction, we first expand the ground state energy in
terms of v for a finite system, and then take the thermody-
namic limit so that the coefficient c2(κ) defines the superfluid
fraction. There is another way, in which one first takes the
thermodynamic limit keeping v , 0, and makes expansion of
the ground state energy in terms of v in which the coefficient
of v2 also defines the superfluid fraction. In the second man-
ner, it is possible to observe the superfluid fraction less than
unity even without nonuniform potential, as is easily checked
for noninteracting systems. Both of these two approaches are
widely taken in study of superfluidity of the ground state and
which one is correct has not gained consensus. We choose
ours, which is more convenient for our purpose to study super-
fluidity of interacting systems as well as noninteracting ones,
since treating the term−vPd unperturbatively is extremely dif-
ficult for interacting systems except for some special cases.
3. Construction of perturbation theory
In the previous section, we introduced the superfluid frac-
tion, which is fundamental quantity for the study of superflu-
idity. It clearly depends on the strength of nonuniform poten-
tial κ, then our interest is in this dependence. In this section,
we establish the perturbation expansion of the superfluid frac-
tion in terms of κ.
In our Hamiltonian H(κ, v), the term −vPd is regarded as a
perturbation to HU(κ). Then c2(κ) is nothing but the perturba-
tion coefficient of second order and calculated in the standard
way. Here our aim is to investigate the dependence of c2(κ) on
κ, especially expand it in terms of κ. Thus we are seemingly
required to expand all excited states of HU(κ), which is not
easy. To avoid this difficulty, we write c2(κ) as the following
integral
c2(κ) = 12πi
∫
Kǫ
〈Ω(κ), Pd(HU(κ) − E)−1PdΩ(κ)〉
EU(κ) − E dE, (10)
where Ω(κ) is the ground state of HU(κ) corresponding to the
eigenvalue EU(κ). Kǫ = {z ∈ C||z − EU(κ)| = ǫ} ⊂ C, with ǫ
being half of the first excitation energy of HU(κ), is the closed
integral contour such that EU(κ) is in the area enclosed by Kǫ
and other eigenvalues are not. We remark the expression like
in Eq. (10) is found in a textbook on the analytic perturbation
theory,19) which is developed as a rigorous theory for pertur-
bation of operators.
Then we can expand c2(κ) in powers of κ. Let Ω0 be the
ground state of H0 corresponding to the ground state energy
E0. By definition of the operator norm, we have ‖UΨ‖ ≤
‖U‖‖Ψ‖ for an arbitrary Ψ ∈ H(Λ), implying that U is rel-
atively bounded with respect to H0 Thus we can use the
analytic perturbation theory to obtain Ω(κ) and EU(κ) for
κ ∈ IU(Λ) := (−(E1−E0)/4‖U‖, (E1−E0)/4‖U‖), with E1−E0
being the first excitation energy of H0. The eigenstate Ω(κ) of
HU(κ) is given by
Ω(κ) = Q(κ)Ω0, (11)
where Q(κ) is defined for κ ∈ IU(Λ) and is expanded as
Q(κ) =
∞∑
n=0
κnQn, (12)
Qn = − 12πi
∫
Kǫ′
(−1)nT nH0,UdE, (13)
T nH0,U := (H0 − E)−1[U(H0 − E)−1]n. (14)
Here the integral contour goes counterclockwise along Kǫ′ =
{z ∈ C||z − E0| = ǫ′} with ǫ′ = (E1 − E0)/2. Since Kǫ′ is
a subset in the resolvent set of H0, the integrand in Eq. (13)
is regarded as a Banach space valued function, and thus the
integral is understandable. The ground state energy EU(κ) of
HU(κ) is also analytic with respect to κ ∈ IU(Λ) and obtained
as
EU(κ) = E0 + κ 〈UΩ0, Q(κ)Ω0〉
〈Ω0, Q(κ)Ω0〉 . (15)
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We further prepare a useful expression for the resolvent
(HU(κ) − E)−1 = (H0 + κU − E)−1 in Eq. (10). First we
note that H0 + κU − E is also written as H0 + κU − E =
[I+ κU(H0−E)−1](H0−E). Now we assume E is in resolvent
set of H0, thus the resolvent (H0 − E)−1 is well-defined. It is
well known that if ‖κU(H0−E)−1‖ < 1, then I+κU(H0−E)−1
is bijective and its inverse operator is bounded, which is given
by the following Neumann series
[I + κU(H0 − E)−1]−1 =
∞∑
n=0
(−1)nκn[U(H0 − E)−1]n. (16)
Let us add further discussion on the condition ‖κU(H0 −
E)−1‖ < 1. From a property of the operator norm, we have
‖κU(H0 − E)−1‖ ≤ |κ|‖U‖‖(H0 − E)−1‖. It is known that
‖(H0 − E)−1‖ =
(
inf
s∈σ(H0)
|s − E|
)−1
, (17)
with σ(H0) denoting the spectrum of H0. If E ∈ Kǫ′ , then we
have ‖(H0 −E)−1‖ = 2(E1 −E0)−1. Thus a sufficient condition
for ‖κU(H0 − E)−1‖ < 1 is that κ ∈ IU(Λ). Finally we obtain a
series expression
(H0(κ) − E)−1 =
∞∑
n=0
(−1)nκn(H0 − E)−1[U(H0 − E)−1]n (18)
for κ ∈ IU(Λ).
Our next task is to substitute Eqs. (11), (15) and (18) into
Eq. (10) and rearrange the integrand into a power series of κ.
Then we obtain
c2(κ) = 12πi
∫
Kǫ
 ∞∑
n=0
κnrn(E)
 dE. (19)
Here rn(E) are given by
r0(E) = g0(E)E0 − E , (20)
rn(E) = 1E0 − E
gn(E) −
n−1∑
k=0
fn−krk(E)
 (n ≥ 1), (21)
with
f1 = a1 fn = an −
n−1∑
k=1
bn−k fk (n ≥ 2), (22)
gn(E) =
n∑
i=0
n−i∑
j=0
(−1) j 〈QiΩ0, PdT nH0,U PdQn−i− jΩ0〉 , (23)
an = 〈UΩ0, Qn−1Ω0〉 (n ≥ 1) (24)
bn = 〈Ω0, QnΩ0〉 (n ≥ 0). (25)
Here we make two assumptions. First one is that we can
commute the integral and infinite series to obtain
c2(κ) =
∞∑
n=0
κn
1
2πi
∫
Kǫ
rn(E)dE. (26)
Secondly we assume, as shown in Fig. 1, the integral con-
Fig. 1. Integral contour in the complex plane. E0 and E1 denote the ground
and the first excited state energy of H0, respectively, and EU (κ) and E1(κ)
denote the ground and first excited state energy of HU (κ), respectively.
tour Kǫ surrounds E0 as well as EU(κ), to make our following
computation possible.
The integrands in coefficients of κ0 and κ1 vanish as verified
in Appendix A, thus the leading contribution comes from the
term of κ2, which is computed as follows. r2(E) is
r2(E) = 1E0 − E
g2(E) −
1∑
i=0
f1−krk(E)
 = g2(E)E0 − E . (27)
Here we used in the second equality r0(E) = r1(E) = 0, which
is shown in Appendix A. g2(E) is calculated as
g2(E) =
2∑
i=0
2−i∑
j=0
(−1) j 〈QiΩ0, PdT jH0,U PdQ2−i− jΩ0〉 . (28)
The only nonvanishing term in this summation is the term of
i = 1 and j = 0, since otherwise Qi or Q2−i− j has to be Q0, the
projection onto the one dimensional subspace spanned by Ω0
satisfying PdΩ0 = 0, and the matrix element vanishes. Since
H0 is self-adjoint, Q1 is also self-adjoint. Thus we get
g2(E) = 〈Ω0, Q1Pd(H0 − E)−1PdQ1Ω0〉 . (29)
Substituting the form of Q1 in Eq (13) for n = 1 and us-
ing (H0 − E)−1Ω0 = (E0 − E)−1Ω0, we can calculate g2(E).
We take as a complete orthonormal basis of H(Λ) the set of
eigenvectors {Ωn}n of H0 satisfying H0Ωn = EnΩn. Then the
integral along Kǫ′ is easily computed leading us to
g2(E) =
∞∑
n=1
| 〈Ωn, [U, Pd]Ω0〉 |2
(En − E0)2(En − E) . (30)
Since 〈Ω0, [U, Pd]Ω0〉 = 0, the summation in the above equa-
tion runs from n = 1. The coefficient of κ2 is computed as
1
2πi
∫
Kǫ
g2(E)
E0 − E
dE = −
∞∑
n=1
| 〈Ωn, [U, Pd]Ω0〉 |2
(En − E0)3 . (31)
We then obtain the perturbation expansion of c2(κ) as fol-
4
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lows:
c2(κ) = −κ2
∞∑
n=1
| 〈Ωn, [U, Pd]Ω0〉 |2
(En − E0)3 + O(κ
3). (32)
Here we rewrite the commutator [U, Pd] in a more conve-
nient form. In our algebra A given by Eq. (1), the adjoint
action of −ipµj on a polynomial of {x
µ
j } differentiates the poly-
nomial by xµj . We assume this observation is valid even if the
polynomial above is replaced by a more general function of
{x
µ
j } in A. Thus we can see the commutator [U, Pd] is a func-
tion only of {xµj }
[U, Pd] = −iUd, (33)
where Ud is
Ud =
N∑
j=1
ud(x j), (34)
with ud standing for ∂u∂xd . Then the expansion of the superfluid
fraction becomes
ρs
ρ
(κ) = 1 − 2κ
2
Nm
∞∑
n=1
| 〈Ωn,UdΩ0〉 |2
(En − E0)3 + O(κ
3). (35)
It will be convenient to express the coefficient of κ2 us-
ing the dynamic structure factor. {Ωn}n are eigenvectors of the
Hamiltonian which commutes with the momentum. Thus we
can choose {Ωn}n such that each Ωn is also an eigenvector of
the momentum, and the set of eigenvectors of the Hamiltonian
chosen in this way can be denoted by {Ωk,n}k,n. Each Ωk,n is
a simultaneous eigenvector so that H0Ωk,n = Ek,nΩk,n and
PΩk,n = kΩk,n. The ground state is denoted by Ω0,0, since it
is an eigenvector of the momentum corresponding to 0 and it
is the lowest energy state.
It is convenient to write Ud in the following form:
Ud =
∫
Λ
dxud(x)ρ(x) = 1V
∑
k
ikdu˜(k)ρ−k, (36)
where ρ(x) is the particle density operator formally written as
ρ(x) = ∑Nj=1 δ(x − x j) and its Fourier transform ρk is defined
by
ρk :=
∫
Λ
ρ(x)e−ik·xdx =
N∑
j=1
e−ik·x j (37)
for k ∈ 2πL Z
d
. V = Ld is the volume of the box Λ = [0, L]d.
u˜ is the Fourier transform of the one-body potential u defined
in the same convention.
From the commutation relation [P, ρ−k] = kρ−k, we see
ρ−kΩ0,0 is an eigenvector of P corresponding to an eigenvalue
k, and thus orthogonal to any vectors corresponding to differnt
momentum. This observation allows us to rewrite Eq. (35)
into
ρs
ρ
= 1 −
2κ2
Nm
∑
(k,n),(0,0)
(
kd|u˜(k)|
V
)2
| 〈Ωk,n, ρ−kΩ0,0〉 |
2
(Ek,n − E0,0)3 + O(κ
3).
(38)
Setting ωk,n = Ek,n − E0,0, the dynamic structure factor is
given by
S (k, ω) =
∑
n
| 〈Ωk,n, ρ−kΩ0,0〉 |
2δ(ω − ωk,n). (39)
Then the superfluid fraction is written as
ρs(κ)
ρ
= 1 − 2κ
2
Nm
∑
k
(
kd |u˜(k)|
V
)2 ∫ ∞
0
dωS (k, ω)
ω3
+ O(κ3).
(40)
For later convenience, let us write down the expansion in
case that the nonuniform potential is periodic u(x) = u cos(p ·
x), with p ∈ 2πL Zd. Assuming S (k, ω) = S (−k, ω), we obtain
ρs(κ)
ρ
= 1 − (pduκ)
2
Nm
∫ ∞
0
dωS (p, ω)
ω3
+ O(κ3). (41)
We can also treat nonuniform potential as random potential.
Assume the one particle potential u(x) is Gaussian random
potential satisfying
〈u(x)〉r.a. = 0, (42)
〈u(x)u(y)〉r.a. = γ2δ(x − y). (43)
Here 〈·〉r.a. denotes the average over randomness. Then the
Fourier coefficients satisfy
〈u˜(k)u˜(k′)〉r.a. = γ2Vδk+k′,0. (44)
Averaging the both sides of Eq. (40) over randomness with
noticing u˜(k)∗ = u˜(−k), we have〈
ρs(κ)
ρ
〉
r.a.
= 1−
2(γκ)2
VNm
∑
k
k2d
∫ ∞
0
dωS (k, ω)
ω3
+O(κ3). (45)
Let us make a remark that the perturbation expansion of
the superfluid fraction is proved to converge only for finite
systems. The convergence radius is expected to get 0 at the
thermodynamic limit, i.e. ⋂Λ IU(Λ) = {0}, because of two
reasons. Firstly the first excitation gap closes at the thermo-
dynamic limit in many examples. Secondly the operator norm
of nonuniform potential diverges at the thermodynamic limit
since it is expected to be proportional to N. Thus contributions
from the terms of higher order are not assured to be small rel-
ative to that from the leading term at the thermodynamic limit.
In spite of this mathematical difficulty, we formally take the
thermodynamic limit of the expansion and try to discuss su-
perfluidity by investigating behavior of the leading coefficient.
If the coefficient of κ2 converges, we can interpret the system
exhibits NCRI since the superfluid fraction approaches unity
for sufficiently small κ. In this paper, we assume the conver-
gence of the coefficient of κ2 gives a sufficient condition to
NCRI. The coefficient may diverge and in this case, we have
to be careful to make physical interpretation. One interpreta-
tion of the divergent coefficient is that the superfluidity breaks
down under infinitesimally small nonuniform potential at the
thermodynamic limit. The other one is that the κ-dependence
of the superfluid fraction near κ = 0 is not quadratic at the
thermodynamic limit. We cannot conclude which interpreta-
5
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tion is correct in our formulation, and thus in such a case non-
perturbative treatment of nonuniform potential is required.
As seeing the perturbation expansion in Eq.(40), we find
that large density fluctuation at low energy suppresses the su-
perfluid fraction. Especially divergence of the coefficient is
due to the singularity of the integrand at ω = 0. In case of
periodic potential oscillating with wave number p, the coeffi-
cient in Eq. (41) is expected to converge at the thermodynamic
limit if the excitation spectrum has a gap at the momentum p,
since the integrand does not have singularity at low energy.
4. Bounds for superfluid fraction
In the previous section, we derived the perturbation ex-
pansion of the superfluid fraction in terms of the strength of
nonuniform potential. We also saw that the coefficient of lead-
ing order is written using the dynamic structure factor.
In this section, we estimate upper and lower bounds of the
superfluid fraction perturbatively up to the leading order.
4.1 Upper Bound
We derive an upper bound by estimating the integral in Eq.
(40). Let us introduce Jensen’s inequailty, which says
Proposition 4.1 (Jensen’s inequality20)) Let I ⊂ R be a con-
nected subset and p : I → R be a probability distribution
function, i.e., a function satisfying p(x) ≥ 0 for all x ∈ I and∫
I p(x)dx = 1. We assume φ : I → R is a convex function,
i.e., it satisfies
φ(tx + (1 − t)y) ≤ tφ(x) + (1 − t)φ(y) (46)
for arbitrary x, y ∈ I and t ∈ [0, 1]. Then we have∫
I
φ(x)p(x)dx ≥ φ
(∫
I
xp(x)dx
)
, (47)
if the both sides exist.
Let us introduce the static structure factor related to the dy-
namic one by
˜S (k) = 1
N
∫ ∞
0
dωS (k, ω) = 1
N
∑
n
| 〈Ωk,n, ρ−kΩ0,0〉 |
2. (48)
Then a function pk(ω) = S (k, ω)/N ˜S (k), defines a proba-
bility distribution function on I = R>0. Thus we can apply
Jensen’s inequality to the integral in Eq. (40) to obtain∫ ∞
0
dωS (k, ω)
ω3
≥
(N ˜S (k))4(∫ ∞
0 dωωS (k, ω)
)3 = 8m2N|k|6 ˜S (k)4 (49)
since 1/ω3 is convex on I. Here we used the f -sum rule∫ ∞
0
dωωS (k, ω) = N|k|
2
2m
(50)
in the equality. Consequently we obtain an upper bound for
the superfluid fraction
ρs(κ)
ρ
≤ 1 − (4mκ)2
∑
k
(
kd |u˜(k)|
V |k|3
)2
˜S (k)4 + O(κ3). (51)
For periodic potential u(x) = u cos(p · x), the upper bound
becomes
ρs(κ)
ρ
≤ 1 − 2
(
2pdmuκ
|p|3
)2
˜S (p)4 + O(κ3). (52)
When the nonuniform potential is random potential defined
by Eqs. (42) and (43), we take the random average of Eq. (51)
to obtain〈
ρs(κ)
ρ
〉
r.a.
≤ 1 − (4mγκ)
2
V
∑
k
k2d ˜S (k)4
|k|6 + O(κ
3). (53)
Although a similar upper bound for the superfluid fraction un-
der random potential is also obtained by Kim et al.,21) our
bound in Eq. (53) is more general since it does not assume
the existence of momentum cutoff, which is imposed on the
random potential in their analysis.
4.2 Lower Bound
Let us derive a lower bound for superfluid fraction starting
from Eq. (38). We set
∆(u˜) := inf
n,k∈supp(u˜)
(Ek,n − E0,0), (54)
and we get a lower bound of the superfluid fraction as
ρs
ρ
≥ 1 − 2κ
2
Nm
∑
k,n
(
kd |u˜(k)|
V
)2
| 〈Ωk,n, ρ−kΩ0,0〉 |
2
∆(u˜)3 + O(κ
3)
= 1 − 2κ
2
m∆(u˜)3
∑
k
(
kd |u˜(k)|
V
)2
˜S (k) + O(κ3). (55)
Here we used the form of the static structure factor in Eq.
(48). We see that a lower bound of the superfluid fraction is
expressed by the static structure factor and data of the spec-
tral infimum. We again recognize that if ∆(u˜) > 0, i.e., there
exists a gap in spectrum for wave number k in the support of
u˜, the superfluid fraction tends to unity for sufficiently weak
nonuniformity as κ → 0.
For a periodic potential u(x) = u cos(p · x), we replace ∆(u˜)
by the excitation gap at momentum p, ∆(p) := infn(Ek,n−E0,0)
to obtain
ρs(κ)
ρ
≥ 1 − (kduκ)
2
m∆(p)3 S (p) + O(κ
3). (56)
When the nonuniform potential is realized by random po-
tential defined by Eqs. (42) and (43), we replace ∆(u˜) by the
first excitation energy E1 − E0 and take random average to
obtain a lower bound〈
ρs(κ)
ρ
〉
r.a.
≥ 1 − 2(γκ)
2
m(E1 − E0)3
1
V
∑
k
k2d ˜S (k) + O(κ3). (57)
This lower bound under random potential is useless if the first
excitation energy approaches 0 as taking L → ∞, but still may
give a meaningful lower bound for a fully gapped system.
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5. Examples
Following the results obtained in the previous sections, we
investigate superfluid properties in several examples fixing
representations H(Λ) concretely.
5.1 Ideal Bosons
In this and next subsections we take the space of square in-
tegrable functions in a box Λ = [0, L]d with periodic bound-
ary conditions as the one particle Hilbert space h, and let
H(Λ) be the N-fold symmetrized tensor product of h.
We have the exact dynamic structure factor of a noninter-
acting Bose system as
S (k, ω) = Nδ(ω − ωk), (58)
where ωk = |k|
2
2m is the one-particle excitation spectrum. Thus
the superfluid fraction is obtained as
ρs
ρ
= 1 − 16m2κ2
∑
k
(
kd |u˜(k)|
V |k|3
)2
+ O(κ3). (59)
Let us consider the case that the one-particle potential is
given by u(x) = u cos(p · x). The superfluid fraction in this
case Eq. (41) becomes
ρs
ρ
= 1 − 2
(
2mupd
|p|3
)2
κ2 + O(κ3). (60)
We can see the coefficient is finite for any nonzero p, im-
plying its superfluidity is stable under the periodic potential.
As we take long wavelength limit |p| → 0 fixing the direc-
tion p/|p|, the coefficient of κ2 diverges to infinity due to its
parabolic spectrum. Reflecting this fact, the coefficient of κ2
under Gaussian random potential in Eq. (45) also diverges.
Actually, without use of our perturbation theory, the super-
fluid fraction of ideal bosons under periodic potential is cal-
culated as m/m∗ with m∗ being the effective mass at the zero
wavenumber.3) Thus we can say the divergence of coefficient
is an expression of the breakdown of superfluidity due to di-
verging m∗ under long wavelength potential.
5.2 Interacting Bosons
We obtained in the previous section a lower bound for the
superfluid fraction in Eq. (55) and discussed that if the ex-
citation spectrum has a gap for k ∈ supp(u˜), the superfluid
fraction tends to 1 as κ → 0. For many bose systems there
are evidences that this condition is satisfied. Typically the dy-
namic structure factor S (k, ω) has a strong peak at ω = ǫ(k).
Only taking this mode, we approximate the dynamic structure
factor as
S (k, ω) = N|k|
2
2mǫ(k)δ(ω − ǫ(k)). (61)
Here the prefactor of the delta function is determined such
that it satisfies the f -sum rule.
We consider a case that the potential is given by u(x) =
u cos(p · x). Using the approximated dynamic structure factor
in Eq. (61), our perturbation expansion in Eq. (41) becomes
ρs(κ)
ρ
= 1 − 2
(
pd|p|uκ
2mǫ(p)
)2
+ O(κ3). (62)
The dynamic structure factor of the form in Eq. (61) in-
duces an approximation of the static structure factor as
˜S (k) ≃ |k|
2
2mǫ(k) . (63)
Under this approximation, the lower bound for the superfluid
fraction in Eq. (56) becomes
ρs
ρ
≥ 1 − 2
(
pd |p|uκ
2mǫ(p)2
)2
+ O(κ3) (64)
with assuming ∆(p) = ǫ(p). We also find the upper bound in
Eq. (52) becomes
ρs
ρ
≤ 1 − 2
(
pd|p|uκ
2mǫ(p)2
)2
+ O(κ3). (65)
These lower and the upper bounds coincide with the expan-
sion in Eq. (62), implying our estimation is strict if the single
mode approximated structure factor in Eqs. (61) and (63) well
describe the density fluctuation of the system.
Let us investigate the case that the potential is a long wave
length one. We can fairly assume ǫ(p) depends linearly on p
such as ǫ(p) ∼ c|p| as |p| → 0 with c being the velocity of
sound. Then we obtain from Eq. (62)
ρs(κ)
ρ
∼ 1 − 2
(
pduκ
2mc|p|
)2
+ O(κ3) (66)
as |p| → 0. We can see that the superfluidity of this system is,
differently from ideal boson, stable against nonuniform po-
tential of long wave length.
5.3 Bose Gas in Mean Field Limit
In this subsection we take the space of square integrable
functions on the box Λ = [0, 1]d with the periodic boundary
conditions as the one-particle Hilbert space h and let H(Λ) be
the N-fold symmetrized tensor product of h.
The Hamiltonian to be focused on is given by
HN = −
1
2m
N∑
j=1
∆ j +
1
N − 1
∑
j<k
w(x j − xk). (67)
Remarkable points are that the system is confined in a fixed
torus and the prefactor 1/(N − 1) in front of the interaction
term in the Hamiltonian. Although this model seems to be
artificial, Seiringer22) proved that the low energy excitation
of this Hamiltonian admits the picture of Bogoliubov quasi-
paticles at the mean-field limit N → ∞. Let us describe the
situation more precisely. We define the Fourier transform of
the interaction potential as
w˜(k) :=
∫
[0,1]d
w(x)e−ik·xdx (68)
for k ∈ (2πZ)d. Then from the Bogoliubov approximation we
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expect that excitation states are obtained by exciting quasi-
particles with momentum k and energy
ǫ(k) =
√(
|k|2
2m
)2
+
|k|2
m
w˜(k) (69)
from the ground state. This picture of excited states is actually
valid for excited states of sufficiently low energy in systems
with sufficiently many particles.
Theorem 5.1 (Seiringer22)) Let E0(N) be the ground state
energy of HN . Then the spectrum HN−E0(N) below an energy
ξ consists of finite sums of the form∑
k∈(2πZ)d\{0}
ǫ(k)n(k) + O
(
ξ3/2N−1/2
)
, (70)
where n(k) ∈ Z≥0. Moreover, the excited state corresponding
to {n(k)}k∈(2πZ)d has total momentum
∑
k kn(k).
The above theorem allows us to expect the dynamic struc-
ture factor is well approximated by the form given in Eq. (61)
for sufficiently small ω and sufficiently large N.23) Then we
use the dynamic structure factor approximated in this way to
compute the perturbation coefficient of the superfluid fraction.
Now we perturb this system by Gaussian random potential
defined by equations (42) and (43) and compute superfluid
fraction by equation (45). For computational simplicity we
assume d = 3 and w(x) = gδ(x). Then we have〈
ρs(κ)
ρ
〉
r.a.
= 1 −
m3/2
6πg1/2
(γκ)2 + O(κ3). (71)
We remark in the above expression that stronger interaction
leads to larger superfluid fraction, with which a similar argu-
ment has already been made by Ko¨nenberg et al.12) for one
dimensional case
5.4 Free Fermions
In the following subsections we treat fermionic systems,
taking as H(Λ) an antisymmetrized tensor product of space
of square integrable functions.
The dynamic structure factor S 0(k, ω) for free fermions in
three dimension is exactly calculated in textbooks23) and its
low frequency behavior for |k| < 2kF is proportional to ω
and N, with kF being the Fermi wavenumber. Thus the co-
efficient of κ2 diverges to infinity at the thermodynamic limit.
Although divergence of the coefficient can be interpreted in
several ways, we can fairly interpret this divergence as im-
plying that the superfluidity of free fermions is fragile under
nonuniform potential, if there is k such that |k| < 2kF and
u˜(k) , 0. The coefficient also diverges under random poten-
tial defined by equations (42) and (43).
Although we announced that we discuss superfluidity in the
expansion up to the leading order, let us make the following
remark. If u˜ has value only for |k| > 2kF, the coefficient of κ2
converges. However, this does not mean that a free fermi sys-
tem exhibits superfluidity if the nonuniform potential oscil-
lates with large wave number |k| > 2kF. Actually coefficients
of higher order in the perturbation expansion is expected to
diverge to infinity, preventing free fermions from showing su-
perfluidity.
5.5 Interacting Fermions
By calculation with the random phase approximation for
fermions with Coulomb interaction, we can see the dynamic
structure factor satisfies23)
S (k, ω) ∼ c(k)S 0(k, ω), (72)
as ω → 0 with c(k) depending only on k. The coefficient
of κ2 again diverges to infinity as in the free case. This can
also be interpreted that interacting fermions does not exhibit
superfluidity at the thermodynamic limit.
5.6 Tomonaga-Luttinger Liquid
Tomonaga-Luttinger liquid (TLL) describes low-energy
states of interacting fermions in one dimension.24) Its Hamil-
tonian is written after bosonization as
H =
c
2π
∫
dx
[
K(πΠ(x))2 + 1
K
(∇φ(x))2
]
, (73)
where φ is a compactified Bose field and Π is its conjugate
momentum satisfying
[φ(x),Π(x′)] = iδ(x − x′). (74)
Two parameters c and K control TLL. c is interpreted as the
renormalized Fermi velocity of the system. Rather important
is K, which is called the Luttinger parameter and character-
izes the effective interaction between particles. When K > 1
(resp. K < 1), the corresponding Luttinger liquid models one-
dimensional fermions with attractive (resp. repulsive) interac-
tion, which is said to possess superconducting (resp. charge
density wave) state as the ground state.
In this subsection we investigate superfluidity of this sys-
tem based on our perturbation expansion. The excitation spec-
trum has gap at almost every wavenumber, but it closes at
integer times of 2kF, with kF being the Fermi wavenumber.
Thus we have to carefully investigate the coefficient of κ2
for periodic potential oscillating just by these wavenumbers.
Let us focus on the case of periodic potential oscillating with
k = 2kF. In Appendix B we investigate the low energy behav-
ior of the dynamic structure factor at k = 2kF. It is
S (k = 2kF, ω) ∝ Lω2(K−1), (75)
with L denoting the length of the system. Thus the integral in
the coefficient of κ2
1
N
∫ ∞
0
S (2kF, ω)
ω3
dω (76)
is expected to converge for K > 2.
Though TLL is said to exhibit superfluidity if K > 1, our
result suggests that the superfluidity is robust against nonuni-
form potential if K > 2. We cannot make any conclusion on
superfluidity of TLL for 1 < K ≤ 2 in our formulation, since
the coefficient diverges. We need nonperturbative treatment
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of nonuniform potential to discuss superfluidity of TLL cor-
responding to 1 < K ≤ 2 under nonuniform potential.
5.7 Spinless chiral p-wave superfluid
As mentioned before, if there exists energy gap in the exci-
tation spectrum for every wave number, the perturbation co-
efficient of κ2 is expected to be finite at the thermodynamic
limit, and the superfluidity is robust against nonuniform po-
tential. From this observation, we can conclude that the su-
perfluidity of s-wave superfluid without spectral node is ro-
bust. For nodal superfluid, however, it is nontrivial whether
superfluidity is robust against potential oscillating with the
very wave number on which the particle-hole excitation spec-
trum become gapless.
In this subsection we investigate the superfluid property of
spinless chiral p-wave (or an ABM state) superfluid in three
dimension.25) The one-particle excitation spectrum is given
by
Ek =
√
ξ2k + ∆
2|ˆk⊥|2. (77)
Here ξk is the spectrum of free particles measured from the
Fermi energy: ξk =
|k|2−k2F
2m , with kF being the Fermi momen-
tum, and ˆk⊥ = (k1 + ik2)/|k|. The mean-field Hamiltonian is
diagonalized by quasiparticle operators γk, which are related
to the electron operators ck by
ck = ukγk + v
∗
−kγ
†
−k. (78)
Here uk and vk are given by
uk =
√
Ek + ξk
2Ek
, (79)
vk =
∆ˆk∗⊥√
2Ek(Ek + ξk)
. (80)
The set of data {Ek, uk, vk}k fully characterizes the chiral p-
wave superfluid phase.
The spectral gap of particle-hole excitations closes at k =
±2kFe3 with e3 = (0, 0, 1). In Appendix C, the dynamic struc-
ture factor for small ω at this wavenumber is calculated as
1
V
S (2kFe3, ω) = mkFω
2
32π∆2
. (81)
Thus the integral
1
N
∫ ∞
0
S (2kFe3, ω)
ω3
dω (82)
diverges to infinity at the thermodynamic limit. Thus we again
recognize the necessity to treat nonuniform potential nonper-
turbatively to investigate superfluid property of chiral p-wave
superfluid.
6. Conclusion
In this paper, we constructed perturbation theory for su-
perfluid under nonuniform potential to discuss the superfluid
properties of general systems.
In Sect. 2, we defined the superfluid fraction, which indi-
cates the extent to which the system shows NCRI. By def-
inition, the superfluid fraction gets trivially unity without
nonuniform potential, which of course does not mean that any
system can be superfluid but just reflects the fact that a rotat-
ing container is the same as a stationary one in absence of
nonuniform potential. Thus we have to treat a system with
nonuniform potential to discuss superfluidity.
In Sect. 3, we derived the perturbation expansion of the su-
perfluid fraction in terms of the strength of nonuniform poten-
tial. We saw that the coefficient of the leading order reflects
the property of the system only through the dynamic struc-
ture factor. We also derived the perturbation expansion of the
supefluid fraction under presence of random potential.
In Sect. 4, we derived upper and lower bounds for the su-
perfluid fraction perturbatively by estimating the coefficient.
Both the upper and lower bounds contain the static structure
factor, and the lower bound also reflects the character of the
system through the excitation spectrum.
In Sect. 5, we investigated some examples. For ideal
bosons under periodic potential, the coefficient converges for
nonzero wavenumber implying superfluidity of the ground
state is robust against nonuniform potential, but diverges at
the long wavelength limit. For interacting bosons under peri-
odic potential, we saw the superfluidity is stable for arbitrary
wavenumber with help of the single mode approximation. As
a special case of interacting bosons, we treated Bose gas in
the mean-field limit, in which excited states admit the pic-
ture of Bogoliubov quasiparticles, and saw its superfluidity is
robust under random potential. Moreover we found stronger
particle interaction implies larger superfluid fraction at pertur-
bative level. We also confirmed for the superfluidity of ideal
fermions and Fermi liquid, which have large density fluctua-
tion at low energy, the perturbation coefficients diverge. The
superfluidity of TLL is confirmed to be robust only when the
Luttinger paramater K is larger than 2. We cannot make any
conclusion about superfluid property of TLL with 1 < K ≤ 2
in our perturbative approach. The final example was chiral p-
wave superfluid, which has point nodes. From the dependence
of the dynamic structure factor on ω, we saw that the pertur-
bation coefficient diverges on the spectral nodes.
We did not investigate some interesting examples. As one
of them, we mention supersolid,15, 26, 27) which is a phase with
spontaneously broken translational symmetry, and in which
diagonal and off-diagonal long range orders coexist. It is said
to exhibit superfluidity due to its off-diagonal long range or-
der, but it is interesting to investigate the superfluid property
of this system based on our formulation.
In discussions by Leggett,15, 16) it is suggested that super-
fluid fraction is suppressed if the particle density is nonuni-
form. Thus it is expected that superfluidity is broken by
nonuniform potential, if the system has large density fluctu-
ation, which allows the ground state adjusting to the nonuni-
form potential to be constructed as superposition of low en-
ergy states. In this paper, we directly connected these two
concepts, superfluidity and the density fluctuation. Also we
assumed nothing about BEC, thus our results are applicable
9
J. Phys. Soc. Jpn.
to arbitrary systems.
Finally we make a comment on the relation between su-
perfluidity and BEC. Since BEC is neither necessary nor suf-
ficient to superfluidity of the ground state, it is natural that
BEC seems have nothing to do with superfluidity in our for-
mulation. Nevertheless, we can expect BEC gives mechanism
to suppress the density fluctuation, because if the ground state
is Bose-Einstein condensate, we can expect that a process an-
nihilating condensed one-particle state and creating quasipar-
ticle state contributes dominantly to the matrix elements in
the dynamic structure factor and that the single-mode approx-
imated structure factor well describes the density fluctuation.
How this picture works in realistic settings may be one of key
issues in the future study of superfluidity.
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Appendix A: Coefficients of κ0 and κ1
In this appendix, we show the coefficients of κ0 and κ1 in
the series in Eq. (26) actually vanish.
The coefficient of κ0 is
1
2πi
∫
Kǫ
r0(E)dE = 12πi
∫
Kǫ
g0(E)
E0 − E
dE, (A·1)
with g0 being given by
g0(E) = 〈Q0Ω0, Pd(H0 − E)−1PdQ0Ω0〉 . (A·2)
Since
Q0 = − 12πi
∫
Kǫ′
(H0 − E)−1dE (A·3)
is the projection onto the one dimensional subspace spanned
by the ground state Ω0, we have Q0Ω0 = Ω0. Thus we obtain
g0(E) = 〈Ω0, Pd(H0 − E)−1PdΩ0〉 . (A·4)
Here Ω0 is the ground state of H0, which commutes with the
momentum Pd, then Ω0 is also an eigenstate of the momen-
tum. Also we know that the momentum of the unique ground
state is zero, thus PdΩ0 = 0. From this fact, the function g0(E)
is identically zero, and we can see the coefficient of κ0 van-
ishes.
Next we calculate the coefficient of κ1 as follows.
1
2πi
∫
Kǫ
r1(E)dE = 12πi
∫
Kǫ
1
E0 − E
(g1(E) − f1r0(E))dE
=
1
2πi
∫
Kǫ
g1(E)
E0 − E
dE. (A·5)
We used that r0(E) = 0 in the second equality. g1(E) is
g1(E) =
1∑
i=0
1−i∑
j=0
(−1) j 〈QiΩ0, PdT jH0,U PdQ1−i− jΩ0〉 . (A·6)
In this summation, either Qi or O1−i− j has to be Q0, which
leads to PdQiΩ0 = PdΩ0 = 0 or PdQ1−i− jΩ0 = 0, respec-
tively. Then we can see g1(E) = 0 identically and the coeffi-
cient of κ1 also vanishes.
Appendix B: Structure factor of Tomonaga-Luttinger
liquid
In this appendix, we compute the dynamic structure factor
of TLL and especially investigate its low energy behavior at
k = 2kF.
We start from the imaginary time density-density correla-
tion function of TLL given by24)
〈Ω0, Tτ[ρ(x, τ)ρ(0, 0)]Ω0〉
= ρ2 +
K
2π2
(uτ)2 − x2
(x2 + (uτ)2)2 + ρ
2A2 cos(2kFx)
(
α
r
)2K
+ ρ2A4 cos(4kFx)
(
α
r
)8K
+ · · · . (B·1)
Here r =
√
x2 + (cτ)2 and ρ is the mean particle density
ρ = 〈Ω0, ρ(x, t)Ω0〉. The part · · · above is a collection of con-
tributions from other primary fields.
We obtain the real time correlation function QT (x, t) =
〈Ω0, T [ρ(x, t)ρ(0, 0)]Ω0〉 by setting
τ = it + ǫsgn(t). (B·2)
The above correlation function is a time ordered one. The cor-
relation function without time ordering is obtained as
S (x, t) := 〈Ω0, ρ(x, t)ρ(0, 0)Ω0〉 =
Q
T (x, t) t ≥ 0
QT (x, t)∗ t < 0. (B·3)
The dynamic structure factor S (k, ω) is the Fourier trans-
form of this density-density correlation:
S (k, ω) = L
2π
∫
S (x, t)e−i(kx−ωt)dxdt. (B·4)
Here L denotes the length of the system. The integral of x is
over a finite length, but we extend it to an integral over whole
real numbers assuming it does not change essential proper-
ties. The constant term in S (x, t) leads to delta functions. The
Fourier transform of the second term is exactly calculated.
The second term is decomposed as
S (1)(x, t) = − K(2π)2
[
1
(x + ct − iǫ)2 +
1
(x − ct + iǫ)2
]
(B·5)
Let us write the Fourier transform as
S (1)(k, ω) = L
2π
∫
S (1)(x, t)e−i(kx−ωt)dxdt. (B·6)
We extend this integral to an integral in the complex plane,
then the integrand has poles of degree 2 at ±(ut∓ iǫ). We only
focus on the case k > 0 and add an integral contour in the
lower half plane to obtain
S (1)(k, ω) = LKkδ(ω − ck). (B·7)
The third term is
S (2)(x, t) = ρ
2A2
2
ei2kF x + e−i2kF x
((x − ct + iǫ)(x + ct − iǫ))K . (B·8)
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We write the Fourier transform of
e±i2kF x
(x − ct + iǫ)K(x + ct − iǫ)K (B·9)
as
F±(k, ω) :=
∫
dxdt e
i(±2kF−k)x+iωt
(x − ct + iǫ)K(x + ct − iǫ)K . (B·10)
Then the third term contributes to the dynamic structure factor
as the following form:
S (2)(k, ω) = Lρ
2A2
4π
(F+(k, ω) + F−(k, ω)). (B·11)
Let us calculate F±(k, ω). To do it, we introduce the light-
cone coordinates by
ξ± := x ± ct, (B·12)
and transform the integral variable from x and t to ξ+ and ξ−:
F±(k, ω) = 12c
∫
dξ+dξ−
ei(±kF−k/2+ω/2c)ξ+ei(±kF−k/2−ω/2c)ξ−
(ξ+ − iǫ)K(ξ− + iǫ)K .(B·13)
We further introduce new integral variable ζ± as follows:(
±kF −
k
2
+
ω
2c
)
ξ+ = sgn
(
±kF −
k
2
+
ω
2c
)
ζ+, (B·14)
(
±kF −
k
2
−
ω
2c
)
ξ− = sgn
(
±kF −
k
2
−
ω
2c
)
ζ−. (B·15)
Then the integral becomes
F±(k, ω)
=
1
2c
∣∣∣∣ ± kF − k2 + ω2c
∣∣∣∣K−1∣∣∣∣ ± kF − k2 − ω2c
∣∣∣∣K−1
×
(∫
dζ+
eisgn(±kF−k/2+ω/2c)ζ+
(ζ+ − iǫ)K
) (∫
dζ−
eisgn(±kF−k/2−ω/2c)ζ−
(ζ− − iǫ)K
)
(B·16)
Since the integrand of the ζ+ integral is analytic in the lower
half plane, it is proportional to θ(±kF − k/2+ω/2c). We write
it as∫
dζ+
eisgn(±kF−k/2+ω/2c)ζ+
(ζ+ − iǫ)K = θ
(
±kF −
k
2
+
ω
2c
)
c+±(K).
(B·17)
In the same way the ζ− integral can be written as∫
dζ−
eisgn(±kF−k/2−ω/2c)ζ+
(ζ− + iǫ)K = θ
(
∓kF +
k
2
+
ω
2c
)
c−±(K).
(B·18)
Thus we finally obtain
S (2)(k, ω)
=
Lρ2A2
8πc
[∣∣∣∣kF − k2 + ω2c
∣∣∣∣K−1∣∣∣∣kF − k2 − ω2c
∣∣∣∣K−1c++(K)c−+(K)
× θ
(
kF −
k
2
+
ω
2c
)
θ
(
−kF +
k
2
+
ω
2c
)
+
∣∣∣∣ − kF − k2 + ω2c
∣∣∣∣K−1∣∣∣∣ − kF − k2 − ω2c
∣∣∣∣K−1c+−(K)c−−(K)
× θ
(
−kF −
k
2
+
ω
2c
)
θ
(
kF +
k
2
+
ω
2c
)]
. (B·19)
The low energy contribution of the dynamic structure factor
at k = 2kF comes from S (2), thus we have
S (k = 2kF, ω) ∝ Lω2(K−1) (B·20)
at small ω.
Appendix C: Structure factor of spinless chiral p-wave
superfluid
In this appendix, we investigate the low energy behavior
of the dynamic structure factor of chiral p-wave superfluid at
k = 2kFe3.
Let us first calculate the matrix element 〈Ωn, ρ−kΩ0〉, with
ρ−k =
∑
q c
†
q+kcq, and c
(†)
k being electron operators. For k , 0,
it is
〈Ωn, ρ−kΩ0〉 =
∑
q
u∗q+kv
∗
−q 〈Ωn, γ
†
q+kγ
†
−qΩ0〉 . (C·1)
Here we note the ground state Ω0 is characterized by γkΩ0 =
0 for all k.
Then the dynamic structure factor S (q, ω) is calculated as
S (k, ω)
=
∑
n
| 〈Ωn, ρ−kΩ0〉 |
2δ(ω − ωn0)
=
∑
q
∑
n
〈Ω0, ρkΩn〉 u
∗
q+kv
∗
−q 〈Ωn, γ
†
q+kγ
†
−qΩ0〉 δ(ω − ωn0).
(C·2)
For a fixed q, the only nonvanishing term in the n-summation
comes from the excited state Ωn = γ†q+kγ
†
−qΩ0. Thus the cal-
culation goes as
S (k, ω)
=
∑
q
u∗q+kv
∗
−q 〈Ω0, ρkγ
†
q+kγ
†
−qΩ0〉 δ(ω − (Eq+k + E−q))
=
∑
q
(|uqvk−q|2 − uk−qvqu∗qv∗k−q)δ(ω − (Eq + Ek−q)). (C·3)
At the thermodynamic limit, we have
1
V
S (k, ω)
→
∫ dq
(2π)3 (|uqvk−q|
2 − uk−qvqu
∗
qv
∗
k−q)δ(ω − (Eq + Ek−q)).
(C·4)
Next we calculate this integral and investigate the ω depen-
dence of the dynamic structure factor at k = 2kFe3, where the
spectral gap of particle-hole excitation closes. In the follow-
ing, we fix k = 2kFe3. Then q satisfying ω − (Eq + Ek−q) = 0
is around (0, 0, kF). Thus we introduce a new variable q˜ such
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that
q = (0, 0, kF) + q˜. (C·5)
Then k− q = (0, 0, kF) − q˜. This allows one to find, regarding
Eq as a function of q˜:
Eq = ǫ(q˜), (C·6)
we can write Ek−q = ǫ(−q˜).
To calculate the integral, we make two approximations. In
the one particle excitation spectrum, qˆ⊥ is normalized as
qˆ⊥ = (q1 + iq2)/|q|. (C·7)
As the first approximation of the coherence factor, we replace
the normalizing |q| by kF. Secondly, we linearlize ξq around
(0, 0, kF) as
ξq =
|q|2
2m
−
k2F
2m
≃
kF
m
q˜3. (C·8)
Here q˜3 is the third component of q˜ introduced in above. Thus
we obtain one-particle excitation spectrum around (0, 0, kF) as
Eq = ǫ(q˜) =
√(
kF
m
q˜3
)2
+
(
∆
kF
)2
|q˜⊥|2. (C·9)
It is soon be recognized that Ek−q = ǫ(−q˜) = ǫ(q˜). Setting
newly η1 = q˜1/kF, η2 = q˜2/kF and η3 = kFm∆ q˜3, we can simply
write
ǫ(q˜) = ∆
√
η21 + η
2
2 + η
2
3 =: ∆η. (C·10)
We use the same approximation to uq and vq. Then we get
uq =
√
η + η3
2η , vq =
η∗⊥√
2η(η + η3)
, (C·11)
and
uk−q =
√
η − η3
2η
, vk−q =
−η∗⊥√
2η(η − η3)
. (C·12)
Following these preliminaries, the coherence factor be-
comes
|uqvk−q|
2 − uk−qvqu
∗
qv
∗
k−q =
η2⊥
2η(η − η3) . (C·13)
Then the dynamic structure factor at k = 2kFe3 becomes
1
V
S (2kFe3, ω) = mkF∆(2π)3
∫
dη
η2⊥
2η(η − η3)δ(ω − 2∆η)
=
mkFω2
32π∆2
. (C·14)
1) P. Kapitza: Nature 141 (1938) 74.
2) J. F. Allen and A. D. Misener: Nature 141 (1938) 75.
3) A. J. Leggett: Physica Fenica 8 (1973) 125.
4) A. J. Leggett: Rev. Mod. Phys. 71 (1999) S318.
5) A. J. Leggett: Quantum Liquids, Bose Condensation and Cooper Pair-
ing in Condensed-Matter Systems (Oxford University Press, 2006).
6) E. H. Lieb, R. Seiringer, J. P. Solovej, and J. Yngvason: The Mathemat-
ics of the Bose Gas and Its Condensation (Birkhaeuser Basel, 2005).
7) T. Frisch, Y. Pomeau, and S. Rica: Phys. Rev. Lett. 69 (1992) 1644.
8) V. Hakim: Phys. Rev. E 55 (1997) 2835.
9) M. Kunimi and Y. Kato: Phys. Rev. A 91 (2015) 053608.
10) G. B. Hess and W. M. Fairbank: Phys. Rev. Lett. 19 (1967) 216.
11) E. H. Lieb, R. Seiringer, and J. Yngvason: Phys. Rev. B 66 (2002)
134529.
12) M. Ko¨nenberg, T. Moser, R. Seiringer, and J. Yngvason: New J. Phys.
17 (2015) 013022.
13) O. Penrose and L. Onsager: Phys. Rev. 104 (1956) 576.
14) J. M. Kosterlitz and D. J. Thouless: J. Phys. C: Solid State Phys. 6 (1973)
1181.
15) A. J. Leggett: Phys. Rev. Lett. 25 (1970) 1543.
16) A. J. Leggett: J. Stat. Phys. 93 (1998) 927.
17) G. E. Astrakharchik, J. Boronat, J. Casulleras, and S. Giorgini: Phys.
Rev. A 66 (2002) 023603.
18) M. Kobayashi and M. Tsubota: Phys. Rev. B 66 (2002) 174516.
19) T. Kato: Classics in Mathematics, Perturbation Theory for Linear Op-
erators, Second Edition (Springer, 1995).
20) E. H. Lieb and M. Loss: Graduate Studies in Mathematics, Analysis,
Second Edition (American Mathematical Society, 2001).
21) K. Kim and W. F. Saam: Phys. Rev. B 48 (1993) 13735.
22) R. Seiringer: Comm. Math. Phys. 306 (2011) 565.
23) D. Pines and P. Nozie`res: The Theory of Quantum Liquids (Westview
Press, 1999).
24) T. Giamarchi: Quantum Physics in One Dimension (Oxford University
Press, 2004).
25) T. Kita: Graduate Texts in Physics, Statistical Mechanics of Supercon-
ductivity (Springer, 2015).
26) H. Watanabe and T. Brauner: Phys. Rev. D 85 (2012) 085010.
27) W. M. Saslow: J. Low Temp. Phys. 169 (2012) 248.
12
