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ABSTRACT
Bose-Einstein condensation of microcavity polaritons has shown remarkable phe-
nomena such as coherent lasing below population inversion, quantized vortices, and
Josephson effects in a semiconductor platform. With nonlinear interaction between
exciton-polaritons, it has also drawn great interests for nonlinear photonic devices.
To control nonlinear interaction strength, many efforts to confine polariton conden-
sates have been made. In this work, we use a subwavelength-grating (SWG) mirror to
confine exciton-polaritons in a lithographically defined area. Being a one-dimensional
photonic crystal, it is possible to control emission polarization depending on the grat-
ing parameters. Moreover, SWG mirrors require only two layers which reduce the
fabrication complexity compared to distributed Bragg reflectors (DBRs). In this the-
sis, we present two approaches to realize exciton-polariton systems with SWG. One
is air-suspended and the other is fully monolithic.
With SWG-DBR microcavities, we first achieve single-mode lasing in both energy
and polarization. In a conventional DBR-DBR microcavity where single-mode lasing
in both energy and polarization is nearly impossible, excess intensity fluctuations from
polariton lasers were observed. The SWG microcavity removes any mode-competition
which has adverse effects on intensity coherence and in turn phase coherence. As a
result, we show shot-noise limited intensity fluctuations and phase coherence that is
well explained by atom laser theory with two-body interactions. Further optimization
of the phase coherence is shown by varying device sizes with different interaction
strengths.
We then realize coupling between single-mode condensates by spatial control of
xiii
exciton-photon detuning. New frequency comb mechanism was recently proposed
from two coupled polariton condensates with complex couplings. We experimentally
observe multifrequency components, which are generated from limit-cycle oscillations.
Numerical simulation of the coupled polariton equation shows good agreement with
the experimental results. This polariton comb allows non-resonant excitation with
a power input below the conventional semiconductor laser. The comb line spacing,
determined by the interaction and coupling strengths, is adjustable up to multi-
terahertz frequency for a chip-scale low power terahertz source.
We also investigate polariton optomechanics for potential q-switched polariton
lasers. Since the SWG is a thin single slab that is suspended in the air, it is a good
candidate for optomechanics as shown in VCSEL. Unique to polariton system, the
mechanical motion of the mirror not only changes resonance frequency but also the
dissipation rate, important to realize q-switching. Here, we show bright emission of
short pulses, which resembles q-switched lasers, when the mirror oscillates.
Finally, we present the orbital angular momentum (OAM) and vector beam gen-
eration in SWG-based microcavities. The OAM and polarization states provide addi-
tional degrees of freedom for information transmission. Direct generation of the OAM
source from micro or nanostructure has been desired but challenging. In polariton
systems, a potential for the OAM laser has been shown as the quantized vortices
have been observed around naturally occurring defects on the sample. The remaining
challenge was to create deterministic defects that form vortices or OAM. For SWG
microcavities, it is very easy to create defects because we can remove the entire top
mirror by etching only a single layer. We created many different defects and show
formations of quantized vortices. By breaking the symmetry of the defects, we create
polariton lasers which possess nonzero OAM. Using polarization selectivity, we also
create circular gratings which have radially polarized emission.
xiv
CHAPTER I
Introduction
When a dilute Bose gas is sufficiently cooled down, it shows a striking phenomenon
called Bose-Einstein condensation (BEC) where a gas forms a macroscopic ground
state. BEC was first observed in Rubidium gas at 170 nK [3] and Sodium gas at 2 µK
[4]. Many efforts have been focused toward understanding fundamental physics of
this new phenomenon such as interference between condensates [5], quantized vortices
[6, 7, 8], Josephson physics [9, 10], and soliton physics [11] to name a few. Importantly,
controllable interaction between atoms through Feshbach resonances [12, 13] leads
to another research area regarding atom-lattice systems and Bose-Hubbard physics
[14, 15]. Another possibility for this new exciting physics exists in solid-state systems.
Combining with mature semiconductor fabrication technique, this opportunity has a
great potential not only for fundamental physics research but also for practical device
applications. There are many quasiparticles in solid which are bosons such as excitons
and exciton-polaritons. Excitons have shown some evidences toward BEC [16, 17]
with indirect excitons and possible device applications [18]. However, to cool down
excitons enough, the temperature needs to be less than liquid Helium and there is
less room to improve, where the critical temperature is determined by excitons’ mass.
Exciton-polaritons, however, are quasiparticles that are half-exciton (half-matter),
half-light [19, 20]. Through their light components, the critical temperature can in-
1
crease up to room temperature in wide band-gap GaN [21] and organic materials
[22], making it a great candidate for practical device applications using properties of
BEC. The structure to achieve strong exciton-photon coupling is a microcavity on
resonance with the quantum well (QW) excitons embedded inside a cavity layer [23].
The normal-mode splitting is observable when the exciton-photon exchange interac-
tion strength, or the Rabi frequency, is faster than the decay rate of excitons and cav-
ity photons. The dominant decay channel in this system is normally the cavity decay
rate. In recent years, the advancement of growth process allows the cavity decay rate
to approach closer to the exciton decay rate [24]. Also, one can increase the Rabi fre-
quency by increasing the number of QWs and cavity’s quality factor or mode volume.
The increase of decay rate is also important for realizing exciton-polariton BEC since
the decay time should be long enough to allow polariton population to accumulate in
the ground state of the polariton modes. The first evidence of polariton BEC was re-
ported in 2002 by measuring the spontaneous coherence and macroscopic occupation
[25]. Later, further studies on long-range order parameter and distribution function
confirmed the existence of this macroscopic coherent state formed in semiconductor
microcavities [26, 27]. The question of the polariton BEC naturally arises due to the
driven-dissipative nature of the system. To maintain BEC, the system requires con-
stant pumping of the exciton reservoir because the polariton leaks through the cavity
mirrors. Despite the driven-dissipative nature, many features observed from atomic
BECs has also been reproduced in the polariton system such as superfluidity [28, 29],
quantized vortices [30, 31], Josephson oscillations [32, 33], soliton physics [34]. Sim-
ilar efforts to control polaritonic interaction strength through Feshbach resonances
was also attempted with limited success [35]. However, more successful approach to
control its interaction strength has been reported through confinement of a polariton
gas by means of photonic modes [36, 37, 38]. Confinement of a polariton condensate
through semiconductor nanofabrication and optically induced potential also opens a
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door to realize polaritonic lattices [39, 40], topological physics [41, 42], and quantum
simulators [43].
I’d like to discuss some of the most successful methods for making confined and
coupled polariton systems and explain advantages and differences between our ap-
proach utilizing subwavelength grating and other methods. One method is to use
pump-induced potentials [44, 45, 46]. Polaritons are repulsive and therefore the en-
ergy of the polariton modes blueshifts when the population increases and the polari-
tons tend to flow away from the pump spot where the exciton density is high. To
create lattice with controllable parameters, pump configuration can be chosen using
spatial light modulators or digital micromirror devices. Although it is very flexible
and easy to manipulate, this method has an inherent limitation that is gain, height
of the potential, coupling strength between lattice sites are not easily separable since
they all rely on a pump laser. For example, it will be very difficult to pump the po-
tential minima of lattice sites without significantly changing the potential landscape.
Also increasing or decreasing pump strength changes many of the lattice parameters
(as listed above) at the same time and difficult to systematically study the effect of a
single lattice parameter. It is possible to make a system with predetermined potential
by engineering either exciton modes or photon modes. The most successful method
is to deep etch microcavities, therefore trap polaritons in given etched area [2]. Cou-
pling strengths between adjacent sites can be adjusted by narrowing a tunneling path
between sites [47, 33]. Although this method is very robust and current state-of-the-
art, it is difficult to control intrinsic photonic properties of the microcavities such as
emission polarization and dispersion. Subwavelength high-contrast grating (HCG),
on the other hand, is a designable mirror. High reflectance of the HCG mirror has
been proven in vertical cavity surface emitting lasers (VCSELs) [48, 49, 50] which the
structure is almost identical to the polariton microcavities. The first polariton laser
based on HCG microcavities was realized in 2014 [51]. The emission polarization and
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dispersion of the cavity modes is controllable by grating parameters [50, 52]. More-
over, the epitaxial structure is easier to grow compared to the conventional distributed
Bragg reflector (DBR) based microcavities since the HCG mirror only requires one
or two layers in stark contrast with tens of layers for DBRs. This dissertation fo-
cus on the series of steady developments toward making flexible polariton systems
incorporating HCG mirrors.
First, I’ll discuss details of sample design, HCG simulation, HCG fabrication,
and optical properties of HCG microcavities. I’ll present two different approaches to
realize HCG, one is air-suspended HCG and the other is fully monolithic HCG. Air-
suspended HCGs are used for most VCSEL and polariton applications as they show
high reflectance both theoretically and experimentally. Also, there’s opportunity to
use its mechanical properties as the mass of the HCG mirror is very light [53, 54].
However, the major drawback is that the fabrication process to undercut the sacrificial
layer is rather complex and delicate, thus making large devices for polariton lattaces
are nearly impossible. A fully monolithic HCG offers a nice solution to these issues.
Since it is fully monolithic, fabrication process is very simple and robust. One critical
issue in the sample presented in this thesis is that the sample is not optimized for the
monolithic HCG and the quality factor is just enough to show polariton lasing.
Second, I’ll present the fully coherent polariton lasing from a single-mode po-
lariton state unique to HCG microcavities. Through polarization selectivity of the
HCG mirror, we realize a single-mode both in energy and polarization. This study
solves issues with previous coherence studies on polariton condensation as to why it
shows poor coherence properties and paves the way to optimize coherent properties
of polariton laser for practical low threshold coherent light sources. We also observed
the signature of interacting polaritons through phase coherence very different from
photon lasers where Schawlow-Townes linewidth is expected. To this end, I’ll present
the effort to optimize coherence of polariton lasers by engineering polariton-polariton
4
interaction strength.
Using a coherent single-mode condensate, we investigate a way to couple conden-
sate sites and realize coupled polariton [55]. Individual sites and coupling strength are
made by spatial detuning change taking advantage of the bending of HCGs. Coupled
condensates have shown interesting physics such as Josephson oscillations [33] and
periodic squeezing [56]. Recently, frequency comb generations from limit-cycle oscil-
lations in coupled condensates are theoretically investigated [57]. We experimentally
observed appearance of multi-frequency components from coupled condensates due
to the existence of on-site interaction and complex coupling coefficients. I’ll present
experimental and theoretical analysis of this new type of frequency comb sources.
In the last part, I’ll present experimental evidence for polariton optomechanics
as well as orbital angular momentum (OAM) and vector beam generation. For op-
tomechanics, we observed intensity oscillation which the frequency is well matched
to the simulated mechanical mode of the HCG mirror. We also observed short pulse
emission, much shorter than period of mechanical mode. This pulse shows high peak
intensity which could have similar origin to Q-switching and could be useful since
the polariton lasing is quite weak since it only happens below Mott density. OAM
polariton laser is realized through defect engineering on monolithic HCG mirrors. It
is well known that quantized vortices can be formed around defects on microcavities
[30, 58]. With HCG mirrors, it is easy to implant defects and form vortices around
those defects. Finally, a vector beam having spatially dependent polarization state is
realized by making circular grating structures.
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CHAPTER II
Subwavelength High-Contrast Grating based
Microcavity
Vertical microcavity lasers consist of a vertical cavity formed by two highly re-
flective mirrors and a gain medium inside the cavity structure. The most well known
and used method is distributed Bragg reflectors (DBRs), which is made of alternating
layers of high and low refractive indices with λ/4 optical path length. The optical
path length results in constructive interference between reflected light and destruc-
tive interference between transmitted light. Theoretically, by stacking a number of
layers, it is possible to make DBRs with almost 100 % reflectivity. In reality, however,
it is very challenging to grow multiple layers of different refractive indices without
any structural defects, which requires very careful and slow growth process through
molecular beam epitaxy.
High-contrast gratings (HCGs) are recent addition to the methods of realizing
highly reflective mirrors. Remarkably, this method only requires a single layer or
two layers to achieve near perfect reflectivity [59, 60]. The main challenge was that
HCGs have to be subwavelength. This means the grating parameters such as pe-
riod and thickness need to be less than the wavelength of a target wavelength we
want to achieve high reflectance for, typically in a few nanometers range. Recent
advances in semiconductor nanofabrication process now enable us to fabricate these
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subwavelength structure in a very robust way. The first demonstration of this new
type of mirror incorporated in vertical cavity surface emitting lasers (VCSELs) was
published in 2007 [48]. Now, HCGs are successfully employed in strongly coupled
exciton polaritons [51].
In this chapter, I will discuss two main approaches that are used to create high-
reflectance HCGs for exciton-polariton microcavities. The first one is air-suspended
gratings, used in almost all of vertical cavity applications since the invention in 2007.
The other approach is fully monolithic HCGs (MHCGs), often called zero-contrast
gratings, which was theoretically proposed but never realized in vertical cavity lasers.
2.1 Air-suspended HCG-based microcavities
In this section, I will discuss optical properties of microcavities incorporating
air-suspended HCGs by Rigorous coupled wave analysis (RCWA) simulation and
experimental measurements. I’ll refer air-suspended HCGs to HCGs as they are
more commonly used. Figure 2.1 shows the schematic view of the HCGs. There
are mainly four grating parameters: period (Λ), duty cycle (η), thickness (d) and
refractive index (nl) of the grating layer. General steps to realize HCGs are following.
First, we need to determine materials which in turn determine refractive index of
the grating layer. The materials for the grating and the sacrificial layer should be
chosen so that the etching selectivity between two layers is large enough to make
air-suspended structure. Then, we can fix one parameter, for example a duty cycle of
0.5, and sweep a two-dimensional parameter space (d/Λ, λ/Λ) to find wide parameter
region that supports high reflectance, where λ is the wavelength of an incident light.
This three-dimensional reflectance map gives insight on how thick the grating layer
should be. Once the material and thickness are set, wafer for this HCG can be grown.
For cavity applications, the thickness for the sacrificial layer should be determined to
ensure the cavity round trip of 2pi at the target resonance wavelength of the cavity.
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Figure 2.1: Schematic of air-suspended HCG. period Λ is grating peiriod, η is duty
cycle, d is thickness and nl is refractive index of the grating layer. TE
and TM denotes the direction of polarization of incident light.
2.1.1 RCWA Simulation of HCG Microcavities
Different from DBRs, HCGs are one-dimensional photonic crystal, which have
design parameters to control properties such as polarization and energy-momentum
dispersion relation [52], though it is desirable to replace both DBRs with HCGs for
dispersion engineering. Here, we realized HCGs that work only in transverse-electric
(TE) polarization and not in transverse-magnetic (TM) polarization. The directions
of two polarizations are denoted in Fig. 2.1. The simulated reflectance for TE-
polarized light in d/Λ − λ/Λ parameter space is shown in Fig. 2.2(a) for nl = 3.58
(Al0.15Ga0.85As). Figure 2.2(b) shows an example of broadband high-reflectance of
the HCG mirror with parameters for Γ = 500 nm, d = 90 nm, and η = 0.4. These
values are very close to actual device parameters and show high reflectance centered
around the target wavelength of about 800 nm.
The working principle of HCG can be explained by the two-mode canceling theory
[50]. In the near sub-wavelength regime, the field in the grating layer can be decom-
posed into two waveguide-array (WGA) modes, the 0th and 2nd order modes for
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normal incidence, as odd modes are forbidden by symmetry and higher-order modes
are cut off. We write Em(x), the lateral profile of the WGA mode as:
E(x, z) =
∑
m=0,2
Em(x)[ame−jβm(z−tg) + bme+jβm(z−tg)]. (2.1)
Here the exponential parts represent the forward and backward propagations in the
z-direction with coefficients of am and bm, respectively. βm is the propagation con-
stant for mth mode and tg is the thickness of grating. The two modes are mutually
orthogonal in the grating layer, but can couple at the grating boundaries, b = Ra,
where R is a 2 × 2 reflection matrix. It has large off-diagonal elements due to the
abrupt change of refractive index profile at the grating-air boundary. The coupling
of the two modes helps equalize their amplitudes. The relative phase between the
two modes can be controlled precisely by tuning the thickness of grating. Hence
destructive interfere between the two modes can be achieved at the output plane
where the zeroth order diffraction mode is coupled out of the grating, leading to zero
transmission and therefore 100% reflection.
Figure 2.2: RCWA simulation of HCG. (a) is reflectance map of d − λ parameter
space. (b) is the reflectance spectrum at d = 90 nm from (a).
The entire microcavity structure is shown in Fig. 2.3(a). The wafer is epitaxially
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grown on GaAs substrate with 30 pairs of bottom DBRs, 12 GaAs quantum wells in
an AlAs λ/2 cavity layer, 2.5 pairs of top DBRs, an Al0.85Ga0.15As sacrificial layer,
and an Al0.15Ga0.85As grating layer. The grating layer is chosen to be about 80 nm
thick for high-reflectance and the sacrificial layer (to be an air gap after undercut
through selective wet etching process) is about 500 nm thick for cavity resonance
wavelength at around 800 nm. Note that the 2.5 pairs of top DBRs are not neces-
sary for high-reflectance but rather acting as protection layers for the cavity layer
from wet etching process. To confirm whether the layer thicknesses of the epitaxial
sample is consistent with the design values, we measured reflectance spectrum of the
wafer at room temperature. Comparing the measurement with the transfer-matrix
simulation (Fig. 2.3(b), actual thicknesses of layers can be accurately identified. This
is an important step as the layer thicknesses play an important role in cavity reso-
nance wavelength. The simulated reflectance of the microcavity, without considering
absorption of quantum wells, clearly shows high quality factor shown by a narrow
cavity dip around the target wavelength (Fig. 2.3(c) with the HCG parameters used
in Fig. 2.2(b)). However, TM-polarized light does not show any significant cavity dip
(Fig. 2.3(d)) since the HCG is designed to work in TE polarization. For this specific
HCG, the cavity resonance is sensitive to the thickness of the first two layers (grating
and sacrificial/air gap) and less to the period and duty cycle.
2.1.2 Fabrication Process of HCG Microcavities
The fabrication process involves electron beam lithography (EBL), plasma etching,
wet etching, and critical point drying. The schematic flow is shown in Fig. 2.4. Details
on each process will be discussed in the following.
For EBL process, we used ZEP520a from ZEON as a e-beam resist mainly because
it has very good dry etch resistance compared to widely used PMMA. One another
important consideration in EBL is proximity effect. The proximity effect is caused by
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Figure 2.3: Schematic of HCG microcavity and simulated reflectance of the cavity.
(a) Schematic view of HCG microcavity. (b) Simulated reflectance spec-
trum of the wafer before HCG fabrication. (c), (d) Simulated reflectance
spectrum of the fabricated cavity in TE and TM, respectively.
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Figure 2.4: HCG fabrication flow.
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a scattering of electrons when they interact with the resist and substrate. One can
model this effect considering a point spread function (PSF) of electrons [61]. This
effect can be minimized by proximity effect correction (PEC) in commercial software
BEAMER when preparing exposure files for EBL. Figure 2.5(a) shows an example
electron dose distribution as a result of PEC by taking into account a type of resist,
substrate, and acceleration voltage. It is clear that the central region requires less
electrons because of scattering from adjacent structures. The apparent improvement
can be seen by comparing two SEM images of HCGs after development process as
shown in Fig. 2.5(b), (c). It is clearly shown that without PEC the center of the
grating is overexposed and collapsed resulting in buckling.
Figure 2.5: Proximity effect correction. (a) Three device examples of electron dose
distribution after PEC. (b), (c) SEM top view of the fabricated device
without PEC and with PEC, respectively.
Plasma etching process is developed in two different plasma etchers, Oxford plasma
lab system 100 and LAM 9400. The main focus in this process is to achieve vertical
etching profile of the grating layer. Etching depth is less of a concern as long as the
first layer is completely etched through becuase the sacrificial layer will be removed in
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later fabrication steps. The sidewall profile can be controlled by etching parameters
such as compositions of etching gas, RF bias voltage, etc.
After plasma etching process, the resist is removed and the sample goes through
wet etching process followed by critical point drying process. We chose Al0.15Ga0.85As
as the grating layer and Al0.85Ga0.15As as the sacrificial layer so that the two layers
have large difference in Aluminum (Al) concentration. This leads to very good se-
lectivity between the two layers when concentrated HCl (37%) is used. During 40
seconds of etching process, the sacrificial layer is completely removed while the grat-
ing layer is mostly unaffected as shown in Fig. 2.6(a). The top view is shown in
Fig. 2.6(b). Since the grating is air-suspended and very fragile, usual evaporative
drying process under ambient condition can collapse the HCG due to surface tension
between the grating and solvents (e.g. IPA). Therefore, it is important to use critical
point drying process, which get rid of abrupt liquid-gas phase transition. For this, we
used tousimis automegasamdri-915 which is a CO2-based critical point dryer.
Figure 2.6: SEM side view and top view of HCG. (a) SEM side view of the fabricated
HCG. The grating layer is approximately 80 nm and the sacrificial layer
of about 600 nm is completely etched. (b) SEM top view of the HCG.
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2.1.3 Optical Characterization of HCG Microcavities
For optical measurements, the sample is kept in a cryostat at 5K. We use off-
resonant continuous wave (CW) laser for sample excitation. We use electro-optic
modulator (EOM) to chop the laser to reduce the sample heating when needed. The
first task is to find a signature of strong coupling between excitons and cavity photons.
This can be done using momentum (K) space spectroscopy as shown in Fig. 2.7 for
TE and TM polarizations. Due to low cavity quality factor, weakly coupled exciton
emission is observed in TM. In TE, LP and UP dispersions are observed. This shows
the expected polarization-selectivity of the designed HCG. The Rabi splitting and
cavity resonance can be determined from these measured LP, UP, and exciton energies.
The estimated Rabi splitting of the HCG microcavities is typically around 12 meV
which is comparable to GaAs-based DBR microcavities. Discrete LP states appear
because of the confinement of photonic modes, resulting from the finite size of the
HCG (7.5 µm). This zero dimensional (0D) polariton device provides an opportunity
to engineer nonlinear polariton-polariton interaction strength and couple multiple
0D devices for applications such as Josephson physics [33, 32], quantum simulators
[43, 62], nonlinear photonic lattices [40, 41], and so on.
Figure 2.8 shows a excitation power dependent spectrum images, integrated in-
tensity, linewidth, and blueshift of the lowest energy state. These sets of data show a
nonlinear lasing action of the polariton state. Nonlinear increase of the ground state
population accompanied by narrowing of the linewidth indicates coherence buildup
which is expected for a laser. The steady blueshift of the lasing state is observed
due to the polariton-polariotn interaction. It is important to note that the lasing
state in this device is a single-mode in terms of energy as well as polarization unlike
DBR based microcavities where two-spin polariton states inherently exist due to spin
degeneracy of QW excitons. For laser applications, degenerate spin states introduce
shot-to-shot and temporal variations of polarization state of emission [63] and can be
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Figure 2.7: K-space spectrum (a) in TE and (b) TM polarizations. TE polarization
shows discrete LP states while TM polarization shows uncoupled exciton
states.
detrimental. Therefore, HCG microcavities are very promising for practical polariton
lasers, which are important for low threshold coherent light sources.
2.2 Monolithic HCG-based microcavities
In this section, I will discuss monolithic HCG (MHCG)-based microcavities. The
main difference between MHCG and HCG is that MHCG does not require any un-
dercut process to remove the layer underneath the grating. In principle, we don’t
even need a second layer at all, which is why it is sometimes referred as zero-contrast
grating. This method has a few advantages over conventional air-suspended HCGs.
First, the fabrication process can be drastically simplified because we don’t need wet
etching and drying processes. This also leads to more robust and repeatable fabri-
cation results since the most failure of HCGs occurs during wet etching and drying
steps. It also supports arbitrarily large devices without any risk of device damage
(mainly due to grating collapse in HCG mirrors) and can be used for making non-
linear photonic lattices. For practical VCSEL application, it might be possible to
directly deposit metal layers for current injection on top of the gratings [64]. Finally,
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Figure 2.8: Power dependent spectrum, integrated intensity, linewidth, and blueshift
of the polariton ground state. Spectrum (a) below, (b) at, (c) above the
lasing threshold. (d) Integrated intensity, (e) linewdith, and (f) energy
blueshift of the ground state as a function of pump power.
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the cavity resonance can be controlled by grating parameters (Λ, η) which may be
important for polariton applications such as periodic lateral chains [65].
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Figure 2.9: Schematic of monolithic HCG. period Λ is grating peiriod, η is duty cycle,
d is thickness and nl is refractive index of the grating layer, and n2 is
refractive index of the second layer. TE and TM denotes the direction of
polarization of incident light. Red arrows indicate high-order diffraction
orders that may be possible when refractive index difference between nl
and n2 is small.
2.2.1 RCWA Simulation of MHCG Microcavities
The working principle of MHCG can be explained by the two-mode canceling
theory same as HCG. However, compared to conventional HCGs, MHCGs have a
higher index material on one side, which may support non-evanescent higher-order
diffraction modes (red arrows in Fig. 2.9). In most applications, especially vertical
cavities, only the zeroth order reflection is desirable. Therefore, the grating needs
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to be carefully engineered to minimize the energy carried away by the higher-order
diffractions. Through RCWA simulation, we were able to find the parameters to
ensure high reflectance of the MHCGs for TM polarization, with the electric field
vector perpendicular to the grating grooves. The MHCG remains low reflectance for
TE-polarized light. The simulated reflectance for TM-polarized light in d/Λ − λ/Λ
parameter space is shown in Fig. 2.10(a) for nl = 3.58 (Al0.15Ga0.85As) and n2 = 3.09
(Al0.85Ga0.15As). Figure 2.10(b) shows an example broadband high-reflectance of the
HCG mirror.
600 800 1000 1200
Wavelength (nm)
100
200
300
400
500
d 
(nm
)
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
600 800 1000 1200
Wavelength (nm)
0
0.2
0.4
0.6
0.8
1
R
ef
le
ct
an
ce
(a) (b)
Figure 2.10: RCWA simulation of MHCG. (a) is reflectance map of d− λ parameter
space. (b) is the reflectance spectrum at d = 200 nm from (a).
The entire microcavity structure is shown in Fig. 2.11(a). The wafer is epitaxially
grown on GaAs substrate with 30 pairs of bottom DBRs, 12 GaAs quantum wells
in an AlAs λ/2 cavity layer, 2.5 pairs of top DBRs, an Al0.85Ga0.15As second layer,
and an Al0.15Ga0.85As grating layer. The thickness of the grating layer is about
220 nm and the second layer is about 590 nm. The reflectance measurement of the
unprocessed wafer and transfer matrix simulation is shown in Fig. 2.11(b). The
simulated reflectance of the MHCG microcavity, without considering absorption of
quantum wells is shown in Fig. 2.11(c),(d) for TM, TE polarization respectively.
For this MHCG design, one can control the cavity resonance wavelength through
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periods and duty cycles. The RCWA simulation on this tuning capability is shown
in Fig. 2.12. In theory, it is possible to tune the resonance by 25 nm while keeping
the quality factor higher than 1,000.
Figure 2.11: Schematic of MHCG microcavity and simulated reflectance of the cavity.
(a) Schematic view of MHCG microcavity. (b) Simulated reflectance
spectrum of the wafer before MHCG fabrication. (c), (d) Simulated
reflectance spectrum of the fabricated cavity in TE and TM, respectively.
2.2.2 Fabrication Process of MHCG Microcavities
The fabrication process involves electron beam lithography (EBL), plasma etching.
The schematic flow is shown in Fig. 2.13. Details on each process will be discussed
in the following.
EBL process is exactly the same as HCG fabrication. However, fabrication chal-
lenge for MHCG is in plasma etching process. To get the perfect rectangular grating
profile with well-defined grating height, the etch stop layer is desirable. Otherwise,
different etching depth for different grating parameters and non-flat etched surface
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Figure 2.12: MHCG microcavity resonance tuning. (a) Spectrum near resonance for
(a) three different periods and (b) three different duty cycle.
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Figure 2.13: MHCG fabrication flow
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may shift / degrade the cavity resonance. Fortunately, we have slightly different
layers for the grating and the second layers. We can take advantage of different Al
compositions and make a layer with high Al concentration (second layer) an etch stop
layer. It is well-known that reacting Al with Flouride (F) results in AlFx which is
difficult to etch, giving high selectivity between layers with different Al concentra-
tions. One thing to consider is that the grating layer also has 15% Al and reacts
to F. When etching, AlFx passivates the side-wall and make the side-wall profile an-
gled (Fig. 2.14(a). To overcome this, we use two-step etching process, non-selective
etching followed by selective etching. The result of this two-step etching is shown
in 2.14(b). With this technique, nearly perfect gratings with vertical side-wall and
well-defined grating height were possible.
2.2.3 Optical Characterization of MHCG Microcavities
Strong coupling is evident from the angle-resolved PL at low pump powers that
shows dispersions of the lower polariton (LP) branch and upper polariton (UP) branch
in TM polarization, centered in k-space at k=0 at 799.7 nm and 794.3 nm, respectively
(Fig. 2.15(a), (b)). The TE-polarized PL shows emission from excitons at around
797.5 nm, which are not strongly coupled to the cavity modes as the reflectance of
MHCG is low for TE. The existence of two exciton lines could be caused by interlayer
variations of QWs [66]. The exciton mode around 796 nm shown in TM polarization is
possibly from QWs that are not overlapped with electric field maxima inside the cavity
and therefore are not coupled to the cavity. This is consistent with the simulated
electric field distribution inside the cavity, where the field maxima is slightly off-
centered from QWs. From the measured LP, UP, and TE exciton energies at k =
0, we obtain the normal mode splitting of 10.2 meV and exciton-photon detuning of
2.4 meV. Here, we use the exciton energy from the exciton emission appearing only
at TE polarization. The calculated cavity resonance and exciton resonance from TE
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Figure 2.14: Selective dry etching development. (a) SEM side view after selective
dry etching. The etching profile is slanted because of the passivation
effect. (b) SEM side view after nonselective etching followed by selective
etching. The results show vertical side wall profile and clean etched
surface.
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are indicated by red and white lines respectively in Fig. 2.15(a).
Figure 2.15: K-space spectrum (a) in TM and (b) TE polarizations. TM polarization
shows dispersion of LP states while TE polarization shows uncoupled
exciton states.
The power-dependent input-output relationship is shown in Fig. 2.16. We ob-
serve a nonlinear increase in the emission intensity at the threshold pump intensity of
2,000 W/cm2, accompanied by the linewidth narrowing of the lasing mode at k = 0
(2.16(d)). The spectrum at the threshold is shown in Fig. 2.16(b), where the po-
laritons mostly relaxed into k = 0. The linewidth above the threshold approaches
quickly to the resolution limit of about 0.03 nm, as shown in Fig. 2.16(e). The
lasing mode blueshifts smoothly as the pump power increases (see Fig. 2.16(f)) due
to the polariton-polariton interactions, while remaining well below both the exciton
and cavity energies. These results clearly show polariton lasing characteristics of the
microcavity. The threshold intensity is comparable to other polariton devices [67].
We observed similar lasing phenomena from MHCG devices with different cavity res-
onances which confirms the robustness of high quality MHCGs of varying parameters.
Finally, we demonstrate the tuning of the cavity resonances and polariton laser
energy with respect to the grating period (Fig. 2.17). Unlike with DBRs, it is
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Figure 2.16: Power dependent spectrum, integrated intensity, linewidth, and blueshift
of the polariton ground state. Spectrum (a) below, (b) at, (c) above the
lasing threshold. (d) Integrated intensity, (e) linewdith, and (f) energy
blueshift of the ground state as a function of pump power.
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possible to engineer the reflection phase of the HCG by tuning grating parameters.
The reflection phase of the mirror determines the phase matching condition for the
cavity modes and therefore directly influences the cavity resonance. Here, we tune
the reflection phase by changing the grating periods. As shown in Figure 2.17(a)-
(b), the LP and UP resonances redshift as the grating period increases from 328 nm
to 344 nm. Using the measured LP, UP and TE exciton energies, we calculate the
corresponding cavity resonance energy, which changes approximately linearly with
the period. A linear fit yields 1 nm of resonance shift per 10.12 nm of change in
the grating period. This result is in excellent agreement with the RCWA simulation
indicated by the cross marks in Fig. 2.17(a). Here we fixed the duty cycle at 0.7 as
measured by SEM.
Polariton lasing is achieved in all the gratings across the tuning range. The lasing
wavelength for different periods are shown in Fig 4(c). We use the same pump inten-
sities for different devices to make sure that the lasing wavelengths are not affected
by the blueshift caused by the exciton reservoir. Above the threshold, the linewidths
become narrower and emission from the different MHCGs become well separated
spectrally. This would be important for applications such as on-chip multiwavelength
laser arrays for wavelength division multiplexing [68].
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Figure 2.17: Tuning of the emission wavelength by the grating period. (a) Measured
LP and UP resonances (open diamonds and squares, respectively) at low
pump powers and the corresponding cavity resonances as a function of
the grating period. The cavity resonances obtained from the measured
LP, UP, and exciton resonances are marked by the open circles, while
the cavity resonances calculated by the RCWA are marked by the red
crosses. The solid line is a linear fit to the experimental cavity resonance
vs period, showing tuning of the cavity resonance with the grating period
at 1 nm/10.12 nm. (b) Emission spectrum at low pump powers as the
grating period of the MHCG is varied from 328 to 344 nm with 4 nm
increment. The LP resonance shifts toward longer wavelengths as the
period increases. The exciton resonance remains the same in all the
spectra. (c) Emission spectra of the lasing state at high pump powers
for the corresponding MHCGs as in (b).
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CHAPTER III
Coherent Polariton Lasing
Quantum coherence is one of the most defining features of lasers. It is usually
characterized by field correlation functions for distinct space coordinates or time co-
ordinate. For lasers, it is critical to have narrow linewidth and small intensity noise,
which are defined by temporal first and second-order coherence functions. Naturally,
as a coherent light emitted from a coherent condensate, polariton lasers have been the
subject of detailed investigation of their quantum coherence properties [25, 69, 26].
However, the measured coherence properties of early experiments indicate a distinct
deviation from the usual photon lasers. These experiments have led to detailed the-
oretical works taking into account the key feature that polaritons are interacting
unlike photons [70, 71, 72, 73]. Due to repulsive polariton-polariton interactions,
much larger intensity noise than shot-noise limit has bean measured in 2D polariton
systems where the condensed polaritons can scatter into non-condensed state medi-
ated by polariton-polariton interactions. Also, degenerate spin states lead to poorly
defined polarization state of polariton lasers due to intensity and phase fluctuations
between two spin states [63]. The intensity fluctuation in 2D systems, in turn, lead
to phase decoherence of the lasing state [69]. This can be understood in spectral
domain or time domain. In time domain, one can think of quantum scattering pro-
cess between two particles with repulsive potential. As one particle scatters with
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the other, the change of its phase is determined by the path integral of repulsive
potential. This scattering process randomized phase relationship between particles
(in this case polaritons) and induces phase decoherence. In spectral domain, one can
look at the energy of the lasing state. Because of the repulsive interactions, when the
polariton population is large the polariton energy goes up and vice versa. Therefore,
population fluctuation leads to energy fluctuation of the lasing state, equivalent to
the broadened linewidth or phase decoherence.
HCG-based microcavities are good candidate to overcome all the aforementioned
problems that degrade quantum coherence of polariton lasing. First, the ground
state can be well separated energetically from the next excited state due to spatial
confinement which suppresses the scattering to the non-condensed state from con-
densed state. Second, the polarization is well defined in either TE or TM by HCG
design which get rid of scattering between different spin states. In this chapter, I’ll
present detailed experimental and theoretical studies of HCG-microcavity polariton
lasers. I’ll present the single-mode lasing scenario as well as multi-mode lasing sce-
nario which shows the importance of single-mode state lasing in coherence properties.
Then, I’ll discuss about optimization of the coherence properties of polariton lasers
via modifying interaction strengths and our efforts toward developing highly coherent
polariton lasers with 300-fold increase of coherence time compared to the lifetime.
3.1 Theory of Quantum Coherence
The quantum theory of optical coherence is formulated on quantum correlation
between electric field operators [74]. For convenience, we can define the field operator
by Fourier integral with positive and negative frequency components.
E(r, t) =
∞∫
0
(e(r, ω) + e†(r, ω))e−iωtdω = E(+)(r, t) +E(−)(r, t) (3.1)
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It is shown that E(+) and E(−) are photon annihilation and creation operators,
respectively. If we consider a single polarization state, we can define the a field
correlation function and a second-order correlation functions as,
G(1)(r1t1, r2t2) = Tr{ρE(−)(r1, t1)E(+)(r2, t2)} (3.2a)
G(2)(r1t1, r2t2, r3t3, r4t4) = Tr{ρE(−)(r1, t)E(−)(r2, t2)E(+)(r3, t3)E(+)(r4, t4)}.
(3.2b)
An nth-order correlation function may be constructed in a straightforward way.
Now, let me discuss how an nth-order field correlation function helps understand
coherence of light. I’ll focus on first- and second-order coherence functions which
characterize phase and intensity coherence of the light source. For example, let’s
assume we have N number of random emitters with Gaussian distribution of emission
frequency centered at ω0. This can be written as, E(t) = E0
∑N
i=1 exp(−ωit+ iφi).
Then, the first-order correlation function for this light source becomes,
〈E∗(t)E(t+ τ)〉 = E20
N∑
i,j=1
〈exp(iωit− iφi − iωj(t+ τ) + iφj)〉 (3.3)
If we convert the sum into an integral and ignore i 6= j,
〈E∗(t)E(t+τ)〉 = NE20(2pi∆ω2)−1/2
∞∫
0
dω{exp(−iωiτ)exp(−(ω0−ω)2/2∆ω2)} (3.4)
Therefore, the normalized first-order correlation function is
g(1)(τ) = exp(−iω0τ − 1
2
∆ω2τ 2) = exp(−iω0τ − pi
2
(τ/τc)
2) (3.5)
The decay time of the first-order correlation function is directly related to the
width of the spectrum. This also means the phase of the light source at time t+ τc is
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no longer significantly correlated with the phase at time t. The relationship between
spectrum and first-order correlation function for arbitrary stationary light is called
Wiener-Khinchin theorem,
F (ω) =
1
pi
Re
∞∫
0
dτ{g(1)(τ)eiωτ} (3.6)
The second-order correlation function characterizes intensity coherence of mea-
sured light sources. For classical light, the normalized second-order correlation func-
tion at τ = 0 can be written as,
g(2)(τ = 0) = 1 +
〈∆I(t)2〉
〈I(t)〉2 (3.7)
where ∆I(t) = I(t) − 〈I(t)〉. The minimum possible value of g(2)(0) for any
classical light source is 1 which can be found from a coherent light with Poisson
photon statistics. A single-mode thermal light, on the other hand, shows g(2)(0) = 2
which means the intensity fluctuation can be as large as its average intensity.
3.2 Optical coherence of 0D microcavity
In this section, experimental measurements and theoretical analysis of coherence
properties in a 0D HCG microcavity with discrete polariton energies are presented.
First- and second-order temporal correlation functions, phase and intensity coherence,
are measured to quantify the degree of coherence in polariton lasing states. Fully
coherent, up to second-order, was measured from single-mode lasing state in stark
contrast to earlier investigations in 2D polariton lasing. This is an important progress
toward developing practical polariton lasers as HCG has no strict material restriction
and can be incorporated into other polariton material systems operating at room
temperature [21, 22].
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3.2.1 Experimental Details and Setup
The schematic of experimental setup is shown in Fig. 3.1. The sample was kept at
5K in an optical cryostat. We used an objective lens with NA 0.5 for both excitation
and collection of light. For excitation, we either use an intensity-stabilized Ti:Sapphire
CW laser (Msquared SolsTiS) or a mode-locked Ti:Sapphire laser (Spectra-Physics
Tsunami) with a 100 fs pulse width. For CW excitation, we used electro-optic mod-
ulator to reduce the sample heating. The presence of sample heating was mainly
identified through energy shift of the polariton mode as the heating redshifts the
polariton energies. The excitation light was off-resonant and orthogonally polarized
compared to the emitted light. This excitation scheme makes sure that the coherence
of polariton states is not inherited from the coherence of excitation lasers and also no
reflected light from excitation lasers contaminates the coherence measurements as it
is very easy to suppress the reflected light by means of spectral filters and polarizers.
The emission from the sample is then sent to Michelson interferometer for first-order
coherence, Hanbury Brown and Twiss (HBT) interferometer for second-order coher-
ence, and grating-based spectrometer.
Time-delay between two arms of Michelson interferometer was given by the mo-
torized linear stage with the resolution less than 10 fs. The thermoelectric-cooled
camera was used for good signal-to-noise ratio. The g(1)(τ) measurement was fully
automized with LabVIEW for fast measurements, especially important for 0D device
as it is sensitive to any drift of the pump position (mainly due to sample drift in a
cryostat, but could be caused by any drift in control stages for the sample or optics).
Second-order correlation functions are measured by HBT interferometer. The sig-
nal was first sent to the grating-based spectrometer and split into two interferometer
arms. Each arm has a mechanical slit and a monitoring CMOS camera to separate
different lasing states when applicable. Therefore, auto-correlation as well as cross-
correlation fuctions between polariton states were conveniently measured. Avalanche
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photo diodes (APDs) have a time resolution of about 40 ps and a time interval ana-
lyzer (TIA, PicoQuant HydraHarp 400) was used to collect photon correlation data.
Figure 3.1: Schematic of the experimental setup. OL: Objective lens, BS: Beam split-
ter, P: Polarizer, M: Mirror, MC: Monochromator, and APD: Avalanche
photodetector. For the g(2) measurements, a monochromator followed by
two mechanical slits was used to spectrally filter the discrete polariton
states. Examples are shown for the spectrally-resolved real space images
of the lowest two LP states right after the monochromator (bottom), the
spectrally filtered ground state (top left) and the spectrally filtered first
excited state (top right). The resolution of the spectral filter was about
0.08 nm, determined by the monochrometer resolution.
3.2.2 Single-mode Polariton Lasing
For single-mode polariton lasing, we positioned an excitation laser at the center
of the 0D device to maximize the spatial overlap between the pump spot and the
ground state wavefunction and ensure ground-state lasing only as shown in Fig. 3.2.
The excitation power-dependent input-ouput relation is shown in Fig. 3.3 for
both pulsed ((a),(b),(c)) and CW ((d),(e),(f)) excitations. For pulsed excitation, we
observed a second threshold, one of many evidences of strong-coupling regime be-
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Figure 3.2: Pump position for single-mode lasing. (a) Pump spot is focused at the
center of the device. (b) Spectrum above the lasing threshold.
fore this threshold. The presence of the second threshold only in pulsed excitation
may be due to the peak exciton density can be much higher for pulsed than for CW
excitation. Also, it is important to point out that the linewidth of polariton lasing
state measured by grating-based spectrometer increases above the lasing threshold as
the pump power increases for pulsed excitation. This effect should be distinguished
from the intrinsic linewidth of the polariton lasing as this is absent in CW excitation
and should be understood as transient effect due to transient change in population
affecting the instantaneous energy and the linewidth looks broad when integrated in
time. The intrinsic linewidth should be measured with CW excitation and was resolu-
tion limited in grating-based spectrometer. For higher spectral resolution, Michelson
interferometer was used in this experiment.
We characterized the intensity noise of the polariton laser by measurements of
g(2)(τ) using HBT setup, under both pulsed and continuous-wave (CW) excitations.
The measured auto-correlation function, g(2)(0), is an average of the actual g(2)(τ)
over the time resolution of the measurement. Hence when the time resolution is much
longer than the intensity correlation time, the measured g(2)(0) approaches 1 due to
averaging. When the time resolution is shorter than the intensity correlation time,
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Figure 3.3: Intensity and spectral properties of the single-mode polariton laser. (a)
The occupation number vs. P/Pth for pulsed excitation. Pth indicates the
threshold for polariton lasing and Pth,2 indicates the threshold for photon
lasing. n¯ is estimated from the independently measured PL intensity from
the ground state, collection and detection efficiencies of the setup, and the
polariton lifetime [1, 2]. (b) Energy and blueshift of the polariton ground
state (dots) and lasing photon mode (squares) vs. the normalized pump
powers P/Pth for pulsed excitation. Here Pth is the pump power at the po-
lariton lasing threshold. The solid vertical line marks the polariton lasing
threshold and the dashed vertical line marks the photon lasing threshold.
(c) The linewidth (full-width at half-maximum) of the polariton ground
state vs. P/Pth for pulsed excitation. (d), (e), (f) The occupation num-
ber, blueshift, and linewidth of the polariton ground state vs. P/Pth for
CW excitation. The dashed line in (F) represents the spectral resolution
of the monochromator of about 0.08 nm.
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g(2)(0) approaches the actual g(2)(0). In CW measurements, the time resolution is
determined by the response time of the photon counters, which was measured to be
∼40 ps for both of our counters. In pulsed measurements, often g(2)(0) is obtained
by integration over the whole pulse and thus the time resolution is determined by
the duration of the measured pulses, ∆T . In our experiments, the polariton emission
pulse shortened rapidly from  40 ps below threshold to <4 ps above threshold due
to the stimulated scattering (Fig. 3.4). Correspondingly, an increase of g(2)(0) near
the threshold was observed (Fig. 3.5(a),(c)).
Figure 3.4: (a) The pulse duration of the ground state polariton emission ∆T vs.
the normalized pump power P/Pth. ∆T are obtained by fitting g
(2)(τ)
measured for two uncorrelated pulses, taking into account the measured
IRFs of the photon counters. ∆T was well fitted at P/Pth < 1.5 (dots)
and unresolvable at P/Pth > 1.5 (circles). The solid line is the intensity
correlation time of 3.1 ps estimated from g(2)(0) below the threshold.
(b), (c) Two examples of the least square fitting of g(2)(τ) vs. τ of two
uncorrelated pulses, at P/Pth = 0.67 and 1, respectively. The dots are
data; the solid lines are the fits using the measured IRF; the dashed lines
are the convolution of two IRFs of the photon counter.
To evaluate the actual g(2)(0) from g(2)(0), we need to know the functional form
of g(2)(τ) and the time resolution. Note that, for pulsed experiment, since g(2)(0)
depends on the convolution of the pulse, it is also largely determined by time reso-
lution, or the pulse duration ∆T , and is insensitive to the actual shape of the pulse.
Below we will approximate the emission pulse by an exponentially decaying pulse.
In this way, a single parameter, the 1/e decay time, capture the time duration ∆T ,
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and an analytical relation between g(2)(0) and g(2)(0) can be obtained. We have also
checked that assuming a Gaussian (rather than exponential) pulse shape would alter
our estimates of ∆T and |g(2)(0)− 1| by only a few percents below or near threshold
and no difference for P > 1.16Pth.
For a single-mode polariton lasers, the functional form of g(2)(τ) is the same as
that of a standard laser [75, 73]:
g(2)(τ) = 1 +
ns
n¯2
exp (− n¯
ns + n¯
γτ).
For an exponential pulse with 1/e decay time of ∆T , we have [76]:
g(2)(0) = 1 + (g(2)(0)− 1) 1
∆T 2
∞∫
0
∞∫
0
exp (
x+ y
∆T
) exp (
−|x− y|
∆T
)dxdy
= 1 + (g(2)(0)− 1)( τc
∆T + τc
). (3.8)
Here τc = 1/γ below threshold and τc = (ns + n¯)/(n¯γ) above threshold. Hence for
our single-mode polariton laser, g(2)(0) can be obtained from g(2)(0) given ∆T , γ and
ns.
To obtain ∆T , we note that:
g(2)(τ + nT ) ∝
T/2∫
−T/2
I(t)I(τ + t+ nT )dt, (3.9)
where n is an integer, T is the laser repetition period and I(t) is the convolu-
tion of the emission pulse with the instrument response function, IRF(t): I(t) =∫∞
−∞ exp (−t1/∆T )IRF(t− t1)dt1. We measured the IRF using a pulsed Ti:S laser
with a 100 fs pulse duration. Then ∆T was obtained by a least-square fit of the data
with Eq. 3.9 for ∆T > 4 ps. The results are shown in Fig. S1(a) and examples of
the fit are shown in Fig. S1(b) and (c). At P > 1.16Pth, ∆T < 4 ps, and g(2)(τ)
38
becomes indistinguishable from the convolution of the IRFs. In this regime, we take
the conservative limit of ∆T = 4.2 ps. It gives the upper bound of |g(2)(0) − 1|, the
deviation from the shot-noise limit.
To obtain γ, we use the known value of g(2)(0) = 2 at well below threshold and
compare it with g(2)(0). Assuming g(2)(0) = 2 at P = 0.67Pth and using ∆T =
74.21 ps (Fig. S1B), we find γ = 0.31 ps−1 using Eq. 3.8. This value is consistent
with γ = 0.29± 0.04 ps−1 from the g(1) fitting as will be discussed later.
Examples of the measured g(2)(τ) vs. τ are shown in Fig. 3.5(a) and (b). For both
pulsed and CW excitations, bunching was evident below threshold but absent above
threshold, showing the transition to a coherent state above threshold. The variation
of g(2)(0) with the normalized excitation power P/Pth was shown in Fig. 3.5(c). Using
Eq. 3.8 with τc = 3.23 ps and ∆T obtained above, we obtain the corrected g
(2)(0)
values as shown in the inset of 3.5(c). At P > 1.16Pth, with τc = 3.23 ps and the
conservative estimate of ∆T ≤ 4.2 ps, we obtain the upper bound of g(2)(0) − 1 ≤
2(g(2)(0)− 1).
A rapid transition from a thermal to coherent state was evident. Near Pth, where
the ground-state occupation number n¯ was small, bunching was measured with g(2)(0)
as high as 1.248± 0.007 under pulsed excitations, corresponding to g(2)(0) ∼ 2 after
correcting for the time average. With the onset of quantum degeneracy and sharp
increase of n¯ with P , the intensity noise rapidly decreased toward the coherent limit.
Between 2Pth and 6Pth, with condensate occupation number n¯ = 10
2 − 103, the
measured and corrected values of intensity noise remained around unity, with 0.994±
0.006 ≤ g(2)(0) ≤ 1.009 ± 0.005 (0.988 ± 0.012 ≤ g(2)(0) ≤ 1.020 ± 0.011), and the
average intensity noise in this range was g(2)(0) = 1.002 ± 0.002 (g(2)(0) = 1.004 ±
0.004). These results demonstrate the rapid formation of a coherent state with Poisson
intensity noise in a polariton laser.
The experimental data were very well described by an analytical model for single-
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Figure 3.5: Second-order coherence properties of the single-mode polariton laser. (a)
g(2)(τ) vs. τ below and above the threshold for pulsed excitation. (b)
g(2)(τ) vs. τ below and above the threshold for CW excitation. (c)
g(2)(0) vs. P/Pth for pulsed (dots) and CW (rectangles) excitations. The
error bars indicate statistical error of one standard deviation. The grey-
shaded area shows where the polariton and photon lasing coexist. Inset:
g(2)(0) vs. n¯ of pulsed excitation corrected for the relaxation time of the
ground state. The solid line shows a theoretical fit by Eq. (3.8), yielding
ns = 37.3± 0.9.
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mode matter-wave lasers [77, 78, 69, 73]. The model includes the interaction within
the lasing mode, or in our system the self interaction among the condensed polaritons.
It also includes other essential mechanisms of a laser: gain, gain saturation, and decay
of the lasing mode. In the Bose-degenerate limit of n¯  1, g(2)(0) can be obtained
as: [77, 73]:
g(2)(0) = 1 +
ns
n¯2
= 1 +
σ2n − n¯
n¯2
, (3.10)
where ns is the gain saturation number. Eq. (3.10) shows that the total number
fluctuations in the condensate is σ2n = ns + n¯; ns represents fluctuations induced by
the reservoir and other non-condensed modes, while n¯ represents the intrinsic shot-
noise of the condensate. The coherent limit is reached when n¯  √ns. Fitting our
data with Eq. (3.10) gives ns = 37.3 ± 0.9, with g(2)(0) − 1 < 10−3 at P > 2.5Pth
(inset of Fig. 3.5(c)).
Our result is in sharp contrast to previous 2D polariton lasers. Previously, slow
decrease of g(2)(0) with P toward a value above unity was commonly observed, sug-
gesting large ns. For example, in a 2D system featuring multiple localized lasing
modes with long coherence times, g(2)(0) = 1.1 was obtained for the selected lasing
mode with n¯ ∼ 500. Correspondingly, ns = 25, 000  n¯ dominates the intensity
noise [69]. In other experiments, g(2)(0) was typically higher or could not be obtained
accurately. Since a condensate population of 102− 104 was commonly reported when
the transition to the weak-coupling regime takes place, a relatively small ns as shown
here is crucial for establishing intensity stability in a polariton laser.
The temporal phase coherence of a polariton laser is described by the first-order
correlation function, g(1)(τ). It is related to the power spectrum of the polariton emis-
sion by a Fourier transform. Using an intensity-stabilized CW laser for excitation, we
measured g(1)(τ) of the single-mode polariton laser using a Michelson interferometer.
The visibility of the interference fringes gives g(1)(τ) as the following. The intensity
41
distribution in Fig. 3.6(b) can be described by
ICCD(x, τ) =I1(x) + I2(x) + 2|g(1)(τ)|
×
√
I1(x)I2(x)cos(
2piθ
λ0
x+ φ), (3.11)
where λ0 is the wavelength of the lasing mode, φ, θ and τ are the phase differ-
ence, angle and time delay between the two interfering beams at given τ . I1(x) and
I2(x) are the Gaussian intensity profile of the two beams, respectively, and are equal
with < 1% difference in amplitude. Fitting the measured interference patterns with
Eq. (3.11), we obtained g(1)(τ) for each τ . Varying the excitation power, we obtained
the power dependence of g(1)(τ) vs. τ . g(1)(0) ≥ 0.9 was maintained throughout the
experiments.
Examples of the interference fringes are shown in Fig. 3.6(a) and (b). We then
obtain g(1)(τ) vs. τ at different excitation powers by varying the delay time τ between
the two arms of the interferometer.
Very different τ dependence of g(1)(τ) was observed for the polariton laser as the
condensate occupancy was increased. As show in Fig. 3.6(c), just above threshold, at a
low condensate occupancy of n¯ ∼ 2.7, g(1)(τ) decays exponentially with τ (Fig. 3.6(c)),
corresponding to a Lorentzian line shape. This confirms single-mode lasing and shows
clearly that the intrinsic dephasing of the condensate dominates over external effects.
As n¯ increases, g(1)(τ) changed to Gaussian decay, as is apparent in Fig. 3.6(d) for
n¯ = 968. The coherence time also decreased. This can not be explained by multi-
mode lasing or extrinsic effects, which were excluded by the exponential decay at
small n¯. It is also distinct from photon lasers, where exponential decay of g(1)(τ) and
Lorentzian spectrum persists in single-mode lasers.
The transition to a Gaussian decay of g(1)(τ) can be described using the same
single-mode matter-wave laser theory as used to describe the g(2) measurements. The
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g(1)(τ) of a matter-wave laser is given by [78, 73]:
|g(1)(τ)| = exp
(
− 4(ns + n¯)u
2
γ¯2
(
exp (−γ¯τ) + γ¯τ − 1))
× exp
(ns + n¯
4n¯2
(
exp (−γ¯τ)− γ¯τ − 1)), (3.12)
γ¯ =
n¯
ns + n¯
γ.
Here u is the polariton-polariton interaction constant and γ is the decay rate
of the polariton ground state. This equation can be simplified in two limits corre-
sponding to the weak and strong interaction regimes. To separate the two regimes,
we define a total interaction strength U = 4u
√
n¯. In the weak-interaction regime,
U  γ, equation (3.12) is reduced to the Schawlow–Townes formula for a photon
laser, exp (−γτ/2n¯), featuring an exponential decay (Fig. 3.6(c)). Correspondingly,
the 1/e coherence time increases linearly with the occupation number of the lasing
mode, τc = 2n¯/γ. In the strong-interaction regime, U  γ, equation (3.12) is approx-
imated by exp (−2n¯u2τ 2), featuring a Gaussian decay, as we observed (Fig. 3.6(d)).
Correspondingly, τc ∝ 1/U ∝ 1/
√
n¯. Therefore polariton-polariton interactions and
the shot noise of the condensate lead to a Gaussian broadening or dephasing of the
polariton laser.
Using Eq. (3.12) to fit the g(1)(τ) data at different n¯, we can obtain the main
parameters governing the dynamics of the polariton laser, ns, γ and u. The best
fit yields ns = 61 ± 13, γ = 0.29 ± 0.04 ps−1 and u = (2.2 ± 0.2) × 10−3 ps−1.
ns is similar to the estimate obtained from pulsed g
(2) measurements, 37.3. The
difference may be due to different excitation conditions, CW vs. pulsed, which may
lead to different densities and effective temperatures of the reservoir. γ is within
a reasonable range. From u we estimated the system size-independent interaction
constant uAcond = 4 µeV · µm2, which is in excellent agreement with the previously
reported theoretical and experimental values [36]. Here Acond ∼ 2.5 µm2 is the size
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of the condensate measured from spatial PL imaging (see the inset of Fig. 3.1 for an
example). It was independent of the pump power as expected, since it was determined
by the effective confinement potential in 0D systems. This confirms that strong
polariton-polariton interaction u could be achieved in our system due to the tight
lateral confinement or small Acond.
Figure 3.6(e) compares τc from the fit with experimental values with respect to
n¯. For small n¯, τc increases sharply with n¯, as expected from the Schawlow-Townes
formula. However, τc starts to decrease because polariton-polariton scattering leads
to the phase decoherence of the lasing mode. The crossover between the weak and
strong interaction regimes corresponds to where U ∼ γ, as illustrated in the inset of
Fig. 3.6(e).
We note that, although linewidth broadening has been observed in polariton lasers
before, contribution by the condensate nonlinearity was negligible. Typically the
linewidth broadening was accompanied by an increase in the intensity noise [79, 80],
and thus could be understood as the effect of mode competition. When a single,
localized mode was selected, the coherence time saturated above threshold and be-
came independent of the ground state occupancy [69]; the coherence time was mainly
limited by energy shift resulting from reservoir-induced thermal fluctuations repre-
sented by ns  n¯. Here, however, the intensity noise remained at the shot-noise
limit and thus multi-mode lasing or reservoir induced fluctuations were both negli-
gible. g(1)(τ) showed strong dependence on the condensate population. Therefore,
the Gaussian dephasing we observed directly resulted from interactions within the
condensed polaritons.
We also note that dephasing in the condensate may also be induced by thermal
fluctuations of the reservoir population [69, 81]. However, this effect would not explain
the fast decrease of the coherence time above 2Pth, and thus was expected to be much
weaker compared to the condensates contribution. As shown in Fig. 2(e), the energy
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shift vs. excitation density, d∆E/dP , between 2− 12Pth was slowed down to 1/10 of
that below threshold. Therefore the energy fluctuation due to reservoir population
fluctuation would change by √6 between 2−12Pth, which is in direct contradiction
to the observed 6-fold decrease of the coherence time in this range.
The reason the reservoir-induced fluctuation was weak could be many-fold. First
of all, while the energy shift is proportional to the population N , the energy fluctu-
ation is proportional to
√
N/A, where A is the system area. In our system, there
was no lateral confinement in the QWs and the excitons can freely diffuse. A typ-
ical diffusion length [44] gives a spatial extend of about 100 µm2. In contrast, the
polaritons were tightly confined; their spatial extend was determined by the ground-
state wavefunction and measured to be 2.5 µm2 for all excitation densities. Hence,
the energy fluctuation introduced by an unconfined exciton population is attenuated
by 1600 times compared to a confined one. At an exciton density of 0.1nsat, for a
saturation density nsat = 4× 1010 cm−2 per QW [82], the exciton has a total popula-
tion of about 4.8× 104, which introduces an energy fluctuation equivalent to that by
about 30 condensate polaritons near zero detuning, while the condensate population
quickly built up to 102 − 103 above threshold. Moreover, it would be interesting to
investigate if the coherent condensate interacts within itself more strongly than with
the thermal reservoir, and if the reservoir fluctuation induced dephasing may become
suppressed when the coherent condensate is formed [83]. These issues could be clar-
ified in future investigations with more careful calibration of the exciton density or
exciton interaction strength.
3.2.3 Multi-mode Polariton Lasing
For multi-mode polariton lasing, we positioned an excitation laser at the side of
the 0D device to maximize the spatial overlap between the pump spot and the excited-
state wavefunction until we find coexistence of ground-state and excited-state lasing
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as shown in Fig. 3.7.
Multi-mode polariton lasing is common in 2D microcavities. The purpose of this
experiment is to show the effect of mode competition on g(2)(0) in a multi-mode po-
lariton laser. We established two-mode lasing in the same system under the same
experimental conditions except for moving the excitation laser spot from the cen-
ter of the device to slightly off-center, to increase its overlap with the first excited
state of the polariton modes [2] as shown in Fig. 3.7. The input-output relation-
ships of both lasing modes are shown in Fig. 3.8(a). Contrary to a single-mode laser,
clear deviations of g(2)(0) from the unity were observed for both the ground and first-
excited state, with g
(2)
00 (0) (g
(2)
00 (0)) = 1.023±0.009 (1.048±0.019) and g(2)11 (0) (g(2)11 (0))
= 1.027±0.009 (1.057±0.019), respectively (Fig. 3.8(b)). The increased intensity fluc-
tuations can be explained by the stochastic relaxation of polaritons from a common
reservoir into the lasing modes [84]. Consistent with this explanation, we measured
strong anti-correlation between the two modes as shown by a cross-correlation func-
tion g
(2)
12 (0) < 1. Again, I’d like to emphasize that such mode competition is difficult
to eliminate in 2D or quasi-2D systems, because the linewidth of the lasing mode is
typically larger or comparable to the energy separation between LP modes of differ-
ent polarizations, of different momenta, or in different localization potentials. Our
results show that single-mode lasing, achieved by both tight lateral confinement and
polarization selectivity in our system, is crucial for intensity stability of a polariton
laser.
To further analyze the experimental results, Langevin equations in the presence
of the ground state, first-excited state, and exciton reservoir were solved numerically.
The equations for the numerical analysis are shown as below.
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dψ1
dt
=
1
2
(−Γ1 − γ1(|ψg|2 + 1) + γNR) + θ1(t)
dψg
dt
=
1
2
(−Γg + γ1|ψ1|2 + γNR) + θg,R(t) + θg,1(t)
dNR
dt
= P − ΓRNR − γNR(|ψg|2 + 1)− γNR(|ψ1|2 + 1)
Here ψ1, ψg are the order parameters of the condensate of first-excited state and
ground state, respectively. NR is the reservoir population. Γ describes decay rate of
each state and γ describes stimulated scattering process. P is the pump strength. θ
is Langevin noise during relaxation dynamics, reservoir to ground state, reservoir to
first-excited state, and first-excited state to ground state.
Figure 3.9 shows simulation results for multi-mode lasing. Dashed lines in Fig.
3.9(b) indicate auto- and cross-correlation for single mode lasing for comparison with
multi-mode case. It is clear that the intensity fluctuation of lasing modes increases
compared to that of single-mode lasing and mode-competition is shown from cross-
correlation.
3.3 Optimizing Coherence of Polariton Laser
Lastly, let me discuss how one can optimize coherence properties of polariton
lasers. For g(2)(0), as we approach to the 2D limit, it would start degrading at a
point where the energy difference between ground and first-excited states becomes
small enough or multiple condensates coexists due to defects. For phase coherence,
the coherence time, or linewidth, should increase initially as the device size increases
because the polariton-polariton interaction strength decreases, which is determined
by the material dependent interaction strength divided by the spatial size of polari-
ton lasing mode. Upon approaching 2D limit, the coherence time should then start
decreasing as the intensity noise increases. Therefore, there must be a polariton laser
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with optimal coherence properties, which maintains high degree of intensity coher-
ence and phase coherence time, as we vary the device size, or spatial size of the lasing
mode. Not surprisingly, size-dependent g(2)(0) has recently been shown [85].
To realize this, one might simply think it will be very straightforward to make
such devices with varying size. However, as it turned out, it is difficult to achieve
in HCG based microcavities. This is because air-suspended HCG bends when the
sacrificial layer is removed due to strain release which will be discussed later in details.
This bending highly depends on the the length of the grating bars and significantly
alter exciton-photon detunings for different sizes. To overcome this, we developed
MHCGs, which are very robust and fully monolithic but at the same time keeps
the same properties as HCGs such as single-polarization lasing. Therefore, MHCG
microcavities were used for the experiment.
Figure 3.10 shows a few of the fabricated devices with different sizes taken by
SEM. The PL measurements were performed in these devices. I used 30 um diameter
pump spot size to cover all the different devices. Figure 3.11 shows the PL images
of emission spectra of devices with different sizes near the lasing threshold. As the
size increases, the discretization of the polariton states diminishes, which in theory
would increase intensity fluctuation when the energy difference between ground and
first-excited states becomes close to their linewidths.
We investigated device-size dependent g(1)(τ) and g(2)(0) using the same technique
used for 0D HCG microcavities. As the device sizes get larger, it was difficult to fully
achieve spatially homogeneous lasing state and multi-mode lasing states sometimes
occurred. I repeated multiple experiments and found the best results (based on the
coherence time) for different device sizes. The results on the coherence time is shown
in Fig. 3.12(a). For device size of 8 µm, close to 300-fold increase in the coherence
time compared to its lifetime (estimated from the linewidth using low pump power).
Fig. 3.12(b) shows size and power dependent g(2)(0). The values for different devices
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were taken from the highest power used for g(2)(0) measurements. The measured
g(2)(0) stays relatively close to a coherent limit for most of the devices. However, one
can see a trend of increase of g(2)(0) as the device size increases.
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Figure 3.6: First-order coherence properties of the single-mode polariton laser. (a) A
spatial interference image of the polariton laser at zero time delay. (b) The
interference fringe along x-axis obtained from (a) by integration along the
y-axis. The dots are data and the solid line is a fit by equation (3.11) with
g(1)(0) = 0.94. (c), (d) The measured g(1)(τ) vs. τ (dots), exponential
fits (red solid lines), and Gaussian fits (black dashed lines), for n¯ = 2.66
and 968, respectively. (e) The phase coherence time τc of the polariton
laser vs. n¯. The dots are taken from the measured g(1)(τ) for each value
of n¯. The line is calculated from Eq. (3.12) using the fitted parameters.
Inset: Comparison between the interaction energy U (dots) and decay
rate γ (yellow shaded region) of the condensate vs. n¯. The error bars
and thickness of the shaded area are determined by fitting errors with
a 95% confidence interval. The rectangle and diamond marks respresent
n¯ = 2.66 and n¯ = 968, respectively.
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Figure 3.7: Pump position for multi-mode lasing. (a) Pump spot is focused at the
side of the device. (b) Spectrum above the lasing threshold.
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Figure 3.8: Second-order correlations of the two-mode polariton laser. (a) The oc-
cupation numbers of the ground state (dots) the excited state (squares)
vs. P/Pth. GS: Ground state, ES: First excited state. (b) g(2)(0) vs.
P/Pth. g
(2)
00 (0): auto-correlation of GS, g
(2)
11 (0): auto-correlation of ES,
and g
(2)
01 (0): cross-correlation between GS and ES.
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Figure 3.9: Numerical simulation of second-order correlations of the two-mode po-
lariton laser. Dashed line is simulated second-order correlation of the
single-mode laser which shows much faster decrease of g(2)(0).
Figure 3.10: SEM top view of fabricated devices with different size
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Figure 3.11: PL spectrum of fabricated devices near the lasing threshold. (a), (d)
6 µm. (b), (e) 10 µm. (c), (f) 40 µm
54
Figure 3.12: Size dependent coherence time and g(2)(0). (a) Measured maximum
coherence time for different size of devices. (b) Measured g(2)(0) for
different size of devices. The value for each device is taken at the highest
laser intensity.
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CHAPTER IV
Optical Frequency Comb Generation in Coupled
Microcavities
Coupled nonlinear oscillators have been used to model a variety of systems ranging
from biology to laser physics. They show rich dynamics of fixed state, stable limit-
cycle oscillations, and chaos through bifurcations. When the uncoupled oscillator
has frequency f , limit cycles with frequency ∆f can lead to equidistant frequencies
of f + N∆f , where N is an integer. This new possible mechanism for frequency
comb generation has been discussed in exciton-polariton systems and lumped-element
circuit QED systems [57, 86].
In this chapter, I’ll present matter-wave frequency comb generation in coupled
exciton-polariton condensates [57]. The interplay between the nonlinear polariton
interaction and complex inter-cavity coupling leads to time-periodic modulation of the
amplitudes and phases of the polariton condensates, forming a polariton frequency
comb. Equidistant spectral lines are observed in photoluminescence and the first-
order temporal coherence. The line spacing is determined by the interaction and
coupling strengths, not by the cavity’s free spectral range unlike toroidal microcavities
or quantum cascade lasers. This new mechanism of comb generation allows non-
resonant excitation with a power input much below the conventional semiconductor
laser threshold. The comb line spacing is adjustable up to multi-terahertz frequency
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for a chip-scale low power terahertz source. The work may open a door to new
phenomena and device applications of strongly nonlinear, coupled cavities.
4.1 Driven-Dissipative Coupled Polariton Equation
Figure 4.1: Two-coupled polariton condensates. (a) Two condensates with the same
energy (ω) and decay rate (γ) coupled through coherent (J) and dissipa-
tive couplings (Γ). (b) Coupled states with energies splitted by coherent
coupling strength and decay rates of Γ− γ/2 and Γ + γ/2.
In this section, I will discuss a system of coupled polariton condensates and param-
eter space which the stable limit cycles appear theoretically. Two-coupled condensate
centers are considered as shown in Fig. 4.1.
When two polariton condensates are trapped close to each other, photon tunneling
between them leads to Josephson coupling, resulting in the formation of bonding
(B) and anti-bonding (A) states with split energies. Correspondingly, the radiation
loss of the system is also modified, which can be described as dissipative coupling
between the condensates, leading to different dissipation rates of the coupled states.
The dissipation rate is higher (lower) when the two condensates are in-phase (out
of phase) and emission from the condensates interfere constructively (destructively).
Consequently, the total coupling becomes non-Hermitian.
The dynamics of such a coupled polariton system can be described by the driven-
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dissipative coupled polariton equation [57, 87]:
dψL,R
dt
=
1
2
(pL,RψL,R− γψR,L−µ|ψL,R|2ψL,R)− i
2
(2ωL,RψL,R−JψR,L +α|ψL,R|2ψL,R).
(4.1)
Here ψL,R is the order parameter of the condensate in each site, ωL,R are the frequen-
cies of the uncoupled cavity modes, pL,R = PL,R − Γ where PL,R is the incoherent
pump strength acting on site L,R and Γ is the cavity decay rate, γ is the dissipative
coupling strength, µ is the gain saturation parameter, J is the Josephson coupling
strength, and α is the on-site interaction strength. With a relatively strong on-site
interaction and weak Josephson coupling (Fig. 4.2(a)), as P is varied, stable fixed-
point and limit-cycle solutions, or a comb state, can exist between weak lasing in the
anti-symmetrically coupled state and lasing in the symmetrically coupled state.
Figure 4.2: Bifurcation diagram for coupled polariton equation. (a), (b) Bifrucation
diagram in P−γ parameter space for J/Γ = 0.07, 2.5, respectively. Other
parameters are α/Γ = 0.25, µ/Γ = 0.05 for both diagrams. A standard
lasing threshold is when P = Γ in the absence of dissipative coupling.
For certain values of γ > 0, thresholds for stable and unstable fixed-point
solutions emerge as P increases, indicated by arrows for γ/Γ = 0.1.
Bifurcation diagrams for two parameter spaces are illustrated in Fig. 4.2(a),(b).
The steady lasing states become unstable in the vicinity of condensation threshold and
a limit-cycle solution emerges by critical Hopf bifurcation from the unstable single-
mode lasing states [57], manifested as a polariton frequency comb with equidistantly
spaced spectral lines. For large J/Γ (Fig. 4.2(b)), the unstable fixed-point domain
in the parameter space becomes small and requires large γ which may be difficult to
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realize. To realize the polariton comb, therefore, it is not always desirable to have a
very high cavity quality factor, which increases J/Γ.
To identify bifurcation thresholds, it is convenient to express the equation 4.1
based on a pseudospin vector defined as S = 1
2
(Ψ† ·σ ·Ψ), where Ψ = (ψ1, ψ2)T and
σ is the Pauli vector.
dSx
dt
= (p− µS)Sx − γS − αSzSy
dSy
dt
= (p− µS)Sy + JSz + αSzSx
dSz
dt
= (p− 2µS)Sz − JSy
dS
dt
= (p− µS)S − µS2z − γSx
where Sx =
1
2
(ψ∗2ψ1 + ψ
∗
1ψ2), Sy =
i
2
(ψ∗2ψ1 − ψ∗1ψ2), Sz = 12(|ψ1|2 − |ψ2|2), S =
1
2
(|ψ1|2 + |ψ2|2). Then the nontrivial fixed point A state becomes stable when p = −γ
and Sx = −S, Sy = Sz = 0, S = (γ + p)/µ. This becomes unstable by pitchfork
bifurcation when p = −γ + η(γ2+J2)
αJ−ηγ . From this threshold until the stable bonding
threshold, stable limit-cycle solutions exist and both B and A states are unstable.
The threshold for the stable fixed point B state is when p = 3γ and Sx = S by the
Hopf bifurcation.
4.2 Realization of two-coupled condensates in HCG micro-
cavities
In this section, an experimental realization of coupled condensates is presented.
Polariton energy is determined by the exciton-photon detuning. If one can modulate
spatial detuning landscape through either exciton energy or photon energy, it would
be possible to manipulate, trap polariton through a potential created by detuning
change. Air-suspended HCG bends, this directly changes the length of the microcavity
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and thus photon energy.
The reason for this bending is because of built-in strain release when the sec-
ond layer is removed. The initial strain is from the lattice mismatch between the
grating layer and the sacrificial layer. By placing strain-release patterns surround-
ing the HCG structure, we were able to engineer the level of bending spatially by
strain-release pattern design. This is confirmed by both experiment using atomic
force microscopy (AFM), 3D optical microscopy and finite element simulation using
COMSOL Multiphysics.
4.2.1 Experimental Measurements of HCG Bending
Experimental measurements of HCG bending were performed by AFM and laser
scanning confocal microscopy (LSCM). Both methods have advantages and disad-
vantages. AFM has a very good resolution in every dimension. However, due to the
fragile nature of our samples, limited AFM tips and modes were used and resolutions
were limited as a result. AFM was measured with the 0D HCG devices in non-contact
tapping mode (Fig. 4.3).
The bending was measured as large as about 100 nm which may result in a cavity
resonance shift of about 10 nm. Another feature is that the bending is highest at the
center of the device. Notice that the edge of the device, there are L-shaped strain-
release patterns. It is also clear that in the tapping-mode the grating bars are not
well resolved and also height measurements are quite noisy. Also, the measurements
took too long to investigate many number of devices with different types of release
patterns and study in a systematic way.
The optical technique using LSCM is fast and high-resolution. The problem was
the grating is in deep subwavelength regime so the optical beam may not resolve the
grating bars individually (which is the case under common lamp-based microscope).
This is illustrated in Fig. 4.4 showing the discontinuity in height measurements. For
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Figure 4.3: AFM images of square HCG. (a), (b) Side views of AFM images of the
HCG showing upward bends of the suspended structure. (c) Top view
of the HCG bending image. Line cut indicates that a grating bar bends
more than 100 nm.
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this reason, we designed and fabricated test samples with larger periods (1.4 µm,
about three times larger than HCG for microcavities) for them to be easily resolved
by LSCM. A few examples of the test devices are shown in Fig. 4.5(a). The main tests
are (1) the bending with and without release patterns (2) the bending with release
patterns on both sides and one side of the grating (3) the bending as the distance of
the release pattern from the grating structure (4) the grating bar length dependent
bending.
Figure 4.4: Discontinuity of LCSM measurements for sub-wavelength gratings.
The measured bending is shown in Fig. 4.5. Let me first compare the devices with
and without release patterns (Fig. 4.5(b)). Without release patterns, the grating bar
bends more toward the center. This makes sense since the strain can’t be released to
the bulk side but rather to the other side toward the bar center. When the release
patters are present, the strain releases more regularly throughout the grating bar and
the grating bar is measured to be more straight. When only single release pattern
is used, the strain releases toward the bar with release pattern making it more bend
and the bar height converges to the bulk height to the side where no release pattern
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Figure 4.5: LCSM measurement results. (a) Test grating designs. (b) Test designs
and results for the grating with and without strain release patterns on
both sides. (c) Test design and result for the grating with strain release
pattern on one side. (d) Bending measurements for one dimensional grat-
ing structure.
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is (Fig. 4.5(c)). Also, bending with long lateral size is shown in Fig. 4.5(d) which
shows less effect in the device dimension across the grating bar. It is shown that the
lateral dimension (across the grating bar) has very small effect in grating bending.
4.2.2 HCG Bending Simulation
To understand the experiment with the test designs, the mechanical bending sim-
ulation was performed by COMSOL Multiphysics. 3D device structure is constructed
by AutoCAD (Fig. 4.6) and imported to the COMSOL.
Figure 4.6: Drawing of HCG devices by AutoCAD. (a) Gratings with a single-side
release pattern. (b) Square grating. (c) Two-coupled grating.
The initial strain is set considering the lattice mismatch between the grating and
the sacrificial layers. The simulation results are in good agreement with the optical
measurements of HCG test devices (Fig. 4.7).
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Figure 4.7: Comparison between COMSOL simulation and LCSM measurements.
(a), (b) Simulated and measured results for single-side release pattern.
(c), (d) Simulated and measured results for square grating structure.
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4.2.3 Realization of two-coupled HCG microcavities
We now fabricated two-coupled microcavities via bending engineering. The design
is shown in Fig. 4.8(a). Confinement and coupling of sites are controlled by both the
lateral size and placements of the grating bars and the tethering pattern surrounding
the HCG. The simulation results are shown in Fig. 4.8(a). Controlling the location
and shape of the tethering patterns, as discussed earlier, controls both the height
and width of the potential barrier between two sites. This tunability allows us to
tune the three key cavity parameters that govern the many-body states of the system
– the Josephson coupling strength J , dissipative coupling strength γ, and on-site
interaction strength α.
Figure 4.8(b) and (c) show the R-space and K-space PL spectra of the polaritons
at low pump powers. The states are discretized due to tight confinement, which also
enhances the on-site interaction to on the order of 10 µeV due to increased polariton
density [37]. Bonding (B) and anti-bonding (A) states are formed due to Josephson
coupling. Their separation gives the coupling strength J = 0.5 meV. The Josephson
coupling decreases as the pump power increases because the pump spot is located at
the center of the device where the potential barrier is. The distance between the two
minima of the effective potential is 6.4 µm, corresponding to the separation of the
two cavity sites. The next lowest energy state, labeled as state E in Figure 4.8, is
formed from the first excited state of each uncoupled site at 1.4 meV above state A.
4.3 Excitation power-dependent spectrum
The transitions through the limit-cycle regime, as expected from equation 4.1, are
clearly observed in the power dependence of the real-space spectra (Fig. 4.9). The PL
spectrum at the low power (Fig. 4.8(b),(c) shows that the bonding state B initially
has a larger population than the state A, because the pump spot is placed at the
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Figure 4.8: Sample properties at low excitation powers. (a) A schematic of the sam-
ple structure with a bent SWG mirror. Bending of the SWG is simulated
by COMSOL and shown both by the color map in the schematic view and
in the side view. The bending is less where there are open slots in the
tethering pattern and vice versa. (b) The real-space photoluminescence
(PL) spectrum of the coupled polariton system showing the discrete po-
lariton states at low excitation powers. The ground state is formed by the
bonding state (B state), while the first excited state is the anti-bonding
state (A state). The white dashed line illustrates the potential due to the
bending of the SWG shown in (a). (c) The corresponding Fourier space
spectrum showing the B state at k = 0 and the A state at k = ±pi/a,
where a is the distance between the two coupled sites.
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center of the device and prefers the B state.
As the pump power increases, the anti-bonding state A becomes more populated
than state B (Fig. 4.9a, b, f). This corresponds to the onset of a weak lasing state
at P = Γ− γ, where the system favors the state with the lowest decay rate[88]. The
apparent asymmetry between the two sites is due to the symmetry breaking in the
weak lasing regime [88]. Increasing power, bifurcation takes place and limit-cycle
oscillations appear, leading to the appearance of new frequency components (Fig.
4.9(b)-(e)). We fit the spectrum of each site to equidistant Lorentzian lines. Above the
bifurcation threshold, the right site R (red) consists of up to four equidistant lines, and
the left site L (blue) up to three. At high pump powers, the PL eventually switches
back to state B and other frequency components become insignificant, showing the
system is transitionary toward the single-mode B state lasing (Fig. 4.9(e), (i)). This
second transition takes place at P = Γ + 3γ. This sequence of transitions confirms
dissipative coupling modeled by equation 4.1 and allows us to estimate the dissipative
coupling rate as following. The nontrivial fixed point A state becomes stable when
p = −γ. This happened at the pump power of about 2 mW in the experiment (Fig
4.9(b)). The threshold for the stable fixed point B state is when p = 3γ. This
corresponds to the pump power of about 3 mW when the system stabilized to the
B state with weak satellite peaks (Fig 4.9(e)). Assuming Γ = 0.5 ps−1 and P is a
linear function of pump power, the estimated dissipative coupling strength is about
0.055 ps−1.
The power-dependent K-space spectra are shown in Fig. 4.10. K-space spectra
also show peculiar features of the polariton comb states. As the pump power increases
(from Fig. 4.10(a) to (g)), B and A states shifts from their original peak positions
at k = 0 and k = ±pi/a respectively, where a is the distance between two sites. E
state remains symmetric around k = 0, which confirms that observed shifts in B and
A states are not mere artifacts. This indicates the nontrivial phase relation, neither
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in-phase nor out-of-phase, between two sites as will be discussed in detail later. The
nontrivial relative phase should put the k-space peak between 0 and ±pi/a as shown
in Fig. 4.10. For the highest two pump powers, the transition to the single-mode
lasing at B state is observed and k-space intensity peak is gradually returning back
to k = 0 (Fig. 4.10(f),(g)).
Another important feature is the energy gap between B and A states decreases as
the pump power increases. This is because the location of the pump spot is at the
center of the device, in-between the two sites, and therefore increases the potential
barrier between the two due to the reservoir-induced blueshift. For numerical simula-
tion, we used Josephson coupling strength considering this effect that J values should
be much lower than the value measured at low pump power.
4.4 Beating measurement of multi-frequency components
To verify the uniformity of the mode spacing, we measure the temporal first-
order coherence g(1)(τ), where multiple equidistant frequency lines would manifest as
strong beating signals. On the R site, where four frequency components are present,
more beating peaks are observed in g(1)(τ) compared to the L site. At low power,
the beating signal is not well resolved due to the low coherence time (Fig. 4.11a).
However, there exists a strong revival peak at 40 ps for both sites, which confirms
there are multiple and equidistant frequency lines. As the populations in the two
sites grow, the coherence time becomes longer, and the beating signal becomes more
apparent (Fig. 4.11(b)). At higher power (Fig. 4.11(c)), the number of beating
peaks and the complexity in g(1)(τ) decrease, suggesting the reduction of frequency
components.
We numerically solved equation 4.1 using a fourth-order Adams-Bashforth-Moulton
predictor-corrector method with small initial populations in both sites. Note that the
initial condition does not affect the final state which converges to the limit-cycle solu-
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Figure 4.9: Excitation power dependence of the intensity and real-space spectra of
the polariton PL near the A and B states. (a) Bottom: Mean polariton
number of the A and B states vs. the excitation power for the L site (blue
square), R site (red circle) and the sum of the L and R sites (black dia-
mond). It shows clearly a threshold behavior and degenerate occupation
at each site. Top: Relative fraction of the B state (blue plus) and A state
(red cross) population vs. the excitation power, showing switching of the
dominant state upon transitions to the A-state weak lasing and stable
B-state lasing. (b)-(e), The real-space spectra at four different excitation
powers, showing the transition from A state weak lasing, to limited cycles,
toward B state lasing. The white dashed line marks the E state – the low-
est energy state after B and A states. f-i, Spectrum of each site obtained
from b-e respectively. The solid lines are fits by equidistant Lorentzians.
More than two frequency components are apparent in (c), (d), (g) & (h).
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Figure 4.10: Excitation power dependent K-space spectrum. Power increases from
(a) to (g). Three powers used in real-space spectra correspond to (e)-
(g). White dashed line indicates k = 0. B and A state shift in K-space
whereas the first exited states remain symmetric around k = 0 from a-d.
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tion. To account for the effect of noise, we multiplied exponential decay functions to
the simulated g(1)(τ). The parameters used for Fig. 4.11(d),(e),(f) were Γ = 0.5 ps−1,
γ = 0.077 ps−1, ω = 0, J = 0.077 ps−1, α = 1.15 ps−1, and µ = 0.015 ps−1. It is
important to note that α in the simulation is the polariton interaction strength mul-
tiplied by the polariton population. Considering the polariton population obtained
experimentally, one requires polariton interaction strength to be an order of 10 µeV
which is in agreement with previous reports in GaAs polariton systems. We change
the pumping strength P to account for the strength of the excitation power assuming
other parameters do not change significantly above the lasing threshold. We used
P = 0.524, 0.548, 0.627 ps−1 respectively. We also gave 1% difference in pumping
strength between two sites to account for the asymmetry in experiments.
We compare the experimental g(1)(τ) with computed results based on equation
4.1, as shown in Fig. 4.11(d),(e),(f). The simulation qualitatively captures the main
features in experiment and shows similar beating peaks as in the experiment.
4.5 Nontrivial phase coupling between two sites
Finally, a hallmark of the limit-cycle states is a nontrivial relative phase φ between
the two sites. The reason for this nontrivial phase relation is the following. The
dissipative coupling alone favors an out-of-phase relationship between the two sites
with φ = pi. At the same time, on-site interaction changes the instantaneous frequency
of each site. Interplay between these two interactions results in a nontrivial phase
φ 6= 0 or pi between the two sites when stable limit-cycle oscillations are formed.
We measure the relative phase φ by interfering both sites simultaneously with a
reference beam and fit the interference fringes to obtain their phases [89], illustrated
in Fig. 4.12. We use the emission from one of the sites as a phase reference to
determine the relative phase between the two sites, as the absolute phase of the
polariton condensate is different for every experimental realization. We use a Mach-
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Figure 4.11: Experimental (a)-(c) and theoretical (d)-(f) g(1)(τ) for three different
excitation powers, corresponding to Fig. 4.9(c)-(e), respectively. Red
dots are shifted vertically by 0.1 for better visibility. The inset shows a
zoom in of the beating peaks in a (The lines are guides to the eye). The
site with more frequency lines has more beating peaks and narrower
g(1)(τ) linewidths at t=0. The simulated g(1)(τ) is multiplied by an
exponential decay with decay times of 20, 25, 30 ps respectively.
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Zehnder interferometer and magnify the image from one arm by a factor of 6 compared
to the other arm. For two spatial modes of 2 µm in diameter separated by 7 µm,
magnification of about 4.5 is needed in order for the single-site to interfere with the
entire system. Our magnification ensures that the two sites overlap with the center
of the single-site where the phase is uniform. We fit interference pattern in each site
to IL,R(x) = IL,R(x)(1 + |g(1)L,R|cos(kxx+ φL,R)), where I(x) is the Gaussian intensity
profile, kx is the spatial frequency of the fringe pattern due to the angle between two
interfering beams. The relative phase is then calculated as |φL − φR|.
As shown in figure 4.13, we obtain φ = 0.51± 0.08 pi when the multiple frequency
lines appear (Fig. 4.13a,d). When the B state brightens up at high powers, the
relative phase changes to φ = 0.21± 0.06 pi (Fig. 4.13(b),(e)) and 0.15± 0.04 pi (Fig.
4.13(c),(f)), converging toward an in-phase relation for single-mode B state lasing.
The above nontrivial phase relationship was also evidenced by the the shift of the
k = 0 peak in the power-dependence of the k-space PL spectra as discussed earlier.
Figure 4.12: Magnified Mach-Zehnder interferometer. Magnified image provides
phase reference for relative phase measurements between two sites.
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Figure 4.13: Relative phase measurement between L and R sites at excitation powers
of 2 mW (a,d), 2.3 mW (b,e) and 2.5 mW (c,f). a-c, Interference images
from interfering both sites to a magnified single site. d-f, Interference
fringes for each site obtained from a-c along x = ±3 µm (dots). The
solid lines are fits as described in Methods. From the fit, we obtain the
relative phase difference of 0.51 pi, 0.21 pi, and 0.15 pi respectively.
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4.6 Conclusion
In this chapter, we have demonstrated a new mechanism of frequency comb gener-
ation, resulting from dissipative coupling and nonlinear interactions in a coupled pair
of polariton condensates. The equidistant frequency lines are measured spectrally and
leads to coherence revivals in g(1)(τ). The relative phase between the condensates is
extracted from g(1)(τ) measurements; it decreases from pi toward zero as the system
transitions from unstable asymmetric lasing to limit-cycle to stable single-state las-
ing, which agrees very well with the theoretical prediction based on a model system
of driven-dissipative equations for coupled polariton condensates (equation 4.1). This
excitation dependence of the polariton frequency comb confirms dissipative coupling
between the condensates and provides an estimate of the dissipative coupling rate
of about one tenth of the decay rate. A polariton-based frequency comb may allow
very low input power, as it takes place near the polariton lasing threshold without
electronic population inversion. It is also compatible with on-chip electrical excita-
tion [62]. Future work to modify the quality factor and interaction strength of the
microcavities may result in narrower linewidth of individual comb lines and greater
line spacing up to terahertz frequencies.
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CHAPTER V
SWG-Microcavity Optomechanics
In this chapter, I’ll present the experimental observation of optomechanical ef-
fect in HCG microcavities. Optomechanical coupling between mechanical modes and
photon modes provides wide range of research interests such as radiation-pressure
cooling of mechanical mode [90], optomechanical squeezing of light [91], and sens-
ing applications [92, 54]. Recently, coupling mechanical mode with active cavity was
realized in HCG-VCSEL structure [54]. Here, optical and mechanical modes are dis-
persively coupled since the mechanical motion of HCG directly modulates the cavity
resonance. Unique to polariton systems, mechanical motion of cavity mirrors (in this
case, HCG mirrors) is not only coupled to the optical resonance (LP resonance) but
also to the dissipation rate of the LP resonance. This is because the position of the
mirror changes the exciton-photon detuning, which in turn changes the decay rate of
the polariton mode determined by exciton and photon fractions. Simply, exciton-like
polairtons decay slower like excitons and photon-like polaritons decay faster following
the cavity decay rate. The presence of both dispersive and dissipative couplings could
lead to the unconventional bistability and Q-switching behavior of polariton lasers
[93].
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5.1 Mechanical mode of HCG mirrors
The mechanical resonance of the HCG structure was simulated by COMSOL (Fig.
5.1). The grating parameters are L = 7.5µm,W = 200nm, T = 80nm,Γ = 500nm.
The fundamental mechanical mode is 2.8 MHz.
Figure 5.1: Simulated mechanical modes of HCG. (a) A drawing of HCG membrane.
(b) Simulated fundamental mechanical mode of 2.8 MHz.
5.2 Experimental observation of polariton optomechanics
The evidence of optomechanical oscillations is first identified by the spectrum.
Above a certain threshold, multiple spectrally discrete modes appeared as shown in
Fig. 5.2(a). This discreteness seemed very different from what was observed in HCG-
VCSEL. If we only consider dispersive coupling, the oscillation of mirrors should not
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affect the lasing threshold for different mirror positions. In other words, the laser
gain, which is determined by the pump strength and dissipation rate of the lasing
mode, does not depend on the resonance of the lasing mode. Indeed, wavelength mea-
surements in HCG-VCSEL shows continuously broad spectrum [54]. For polariton,
the lasing threshold depends sensitively on the exciton-photon detuning, therefore
when the mirrors move to the position where the lasing threshold is high, the emis-
sion can switch off. The simple harmonic oscillation of the HCG mirror accompanied
by increase of oscillation amplitude is illustrated in Fig. 5.2(b). The bright emission
only happens when the detuning is right, normally with negative detuning.
Figure 5.2: (a) Discrete spectral peaks above the mirror oscillation threshold. (b)
Simple harmonic motion of the HCG mirror with a growing amplitude.
We further investigated in time-domain to see the optomechanical effect. We used
quasi-CW laser modulated by EOM and the same RF signal provided a sync signal
for the time interval analyzer (TIA) (Hydraharp 400). The PL emission was sent
to the avalanche photodiode and then to the other input of TIA. We first analyze
the emission timing of different wavelengths by spectral filtering (Fig. 5.3(a)). The
longer wavelength components appear later than the shorter wavelength components,
indicating that the oscillation amplitude keeps growing. To avoid damaging the HCG
microcavity, we couldn’t let the oscillation amplitude grow and had to limit the
excitation pulse widths. The oscillation frequency of 2.86 MHz shown in Fig. 5.3(a)
is consistent with the fundamental mechanical mode from COMSOL simulation.
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Remarkably, repetitive short pulses were measured from some of the experiments
(Fig. 5.3(c)). The measured pulse width is about 30 nsec which is much shorter than
the mechanical frequency. Moreover, the peak intensity of this short pulse is much
higher than that of the other wavelength components (Fig. 5.3(d)). This bright puls-
ing with asymmetric pulse shape might be explained by Q-switching behavior [93].
However, further analysis and systematic studies are required to support the claim.
A simple model with dispersive and dissipative coupling can produce intensity oscil-
lations depending on amplitudes of mechanical oscillations and excitation powers as
shown in Fig. 5.4. This model includes a polariton mode, a mechanical mode, and an
exciton reservoir. Below the lasing threshold where there’s no lasing without mechan-
ical oscillations (Fig. 5.4(a)), the lasing mode can reach threshold with the support
of mechanical oscillations due to the modulation of the decay rate (Fig. 5.4(b)). In
this case, the pulse width is much narrower than the mechanical oscillation period.
Above the threshold, although mechanical ocillations still modulate the polariton las-
ing intensity, the pulse width becomes larger compared to the below threshold case.
More realistic model would require multiple polariton modes which would turn on
and off as the mirror oscillates. Another important thing to verify is what causes
this ocillations since the radiation pressure is unlikely to cause the oscillations. More
likely scenario would be heating of the HCG mirror due to optical excitation. It will
be also interesting to incorporate metal contacts to modulate HCG electrically [53]
and study the polariton output field.
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Figure 5.3: Time-domain measurements. (a) Time-resolved intensity showing a pe-
riodic oscillation at 2.86 MHz. (b) Spectrum- and time-resolved mea-
surements. Different spectral components appear at different time. (c)
Pulsing with much shorter width than the mechanical oscillation. (d) Rel-
ative amplitude of pulsing compared to other oscillating intensities with
different spectral components.
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Figure 5.4: Simulation results. Below lasing threshold (a) without mirror oscillations
and (b) with mirror oscillations. Above lasing threshold (c) without mir-
ror oscillations and (d) with mirror oscillations
82
CHAPTER VI
Orbital Angular Momentum and Vector Beam
Generation
Orbital angular momentum (OAM) of light offers an additional degree of free-
dom for carrying information in orthogonal basis. Entangling and superposition of
OAM states can also be used for quantum information protocols [94, 95]. Quantized
vortices in Bose-Einstein condensates have been investigated in many platforms in
atomic [8] and polariton condensates [30, 96, 31]. Quantized vortices in polariton
condensates in particular transfer into optical vortices when the condensates decay
into photons. These optical vortices can be described by OAM states. Understanding
and manipulating quantized vortices in polariton condensates, therefore, are of great
interest to study vortex dynamics in driven-dissipative condensates as well as gener-
ating OAM microlasers. Many efforts to create polariton vortices have been made
using natural defects in the microcavities [96] and optical means [31, 97, 98]. For
systematic study of vortex-vortex interactions, resonant excitation with OAM states
has been used [99]. With many techniques to manipulate microcavities, we can now
create quantized vortices and OAM states at the region defined by nanofabrication,
making defects by etching [100].
Here we create defect patterns on MHCG structures and show the formation of
quantized vortices around the etched defects. By modifying the structure of the de-
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fect, we were also able to obtain not only vortex-antivortex pairs, but also single
vortex which can be used as OAM microlasers. Controllable polarization through
HCG design also allows us to realize vector beams where the polarization states vary
spatially. Furthermore, this method can be used to position quantized vortices de-
terministically and study vortex-vortex interactions by varying the distance between
vortices.
6.1 Detection of quantized vortices in polariton condensates
Quantized vortices manifest themselves by phase singularity, 2piN phase change
surrounding the singularity where N is an integer. Interfering optical vortices with
the Gaussian reference beam yield unique interference patterns (fork patterns) at
the phase singularity as shown in Fig. 6.1. For nonresonantly excited polariton
condensates, the choice of reference beams is not obvious because the absolute phase
of the condensate is unknown. What we can do is that we can magnify a small
portion of a condensate and assume that the phase is uniform which should be a
good assumption as long as a condensate is formed (due to long-rage order). Then we
can use this as a reference and interfere with the part of a condensate where defects
are located.
Figure 6.1: Simulated fork patterns from interfering OAM with flat phase reference
with a finite angle. (a) 2pi phase winding, l = 1 (b) 4pi phase winding,
l = 2.
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To find out whether the vortices are present or not, we can inspect the interference
images by eye and find fork patterns. However, this method becomes difficult when
there are many vortices or high-order vortices (N > 1). Based on Fourier transform,
it is possible to directly extract phase from the interference images (Fig. 6.2). We can
describe signal and reference fields as Es = Ase
−i(ωt−ks·r+φ(r)) and Er = Are−i(ωt−kr·r)
respectively, assuming the reference has a uniform phase distribution. ks and kr
describe incident angles of signal and reference beams into the camera. Then the
interference intensity is given by,
I(r) = |As|2 + |Ar|2 + (AsA∗re−i(∆k·r+φ(r)) + c.c.) (6.1)
where ∆k = kr−ks. Fourier transfrom of this equation will result in three different
k components, one centered at k = 0, one centered at k = ∆k, and one centered at
k = −∆k. We can filter out the one at either ±∆k and get F [AsAre±iφ(r)]. Taking
the argument of inverse Fourier transform produces ±iφ(r) which is the phase profile
of the signal beam.
6.2 Experimental observation of quantized vortices
To study defect-induced vortices, we fabricated many devices with different shapes,
sizes, and number of defects. A few examples of fabricated devices are shown in Fig.
6.3 and Fig. 6.5. We used nonresonant CW excitation and expanded the beam to fully
cover the devices. The emission was sent to the spectrometer and interferometer. For
defects with circular symmetry, we observed vortex-antivortex pair that is formed
around the defect location 6.4(a),(b). Other patterns without this symmetry tend
to form a single vortex 6.4(c),(d). Obtaining pure orbital angular momentum state
from polariton laser was challenging and required complex optical beam engineering
[97, 98] or defect cavity with polarized excitation [100]. This simple method of defect
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Figure 6.2: Fourier transform-based phase extraction technique. (a) Raw interference
data. (b) Fourier transform image. Two side peaks are due to fringe
pattern. (c) Filtering one of two side peaks. (d) Phase map after inverse
Fourier transform of (c) showing a vortex-antivortex pair.
86
patterning does not require a specific excitation scheme and may enable electrical ex-
citation. Further defect engineering through numerical simulation of Gross-Pitaevskii
equation may result in controlled generation of OAM light from polariton lasers.
We also implanted multiple defects and measured quantized vortices. A few ex-
ample of measured phase are shown in 6.6. As expected, there are multiple quantized
vortices around defects. To further study their interactions, it may be necessary to
employ time-resolved interferometry using a streak camera [99].
Figure 6.3: SEM images of single defect devices. (a) Rectangular devices with differ-
ent shape and size of defects. (b) Circular device with circular defect. (c)
Device without circular symmetry. (d) Photonic benzene.
6.3 OAM-carrying radially polarized vector beam generation
Vector beams, beams with spatially varying polarization, have drawn attention
for their applications such as super-resolution imaging [101]. It has been shown theo-
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Figure 6.4: Retrieved phase of single-defect devices. (a), (d), (e) Device structures.
(b), (e), (h) phase maps of (a), (d), (e). (c), (f), (i) interference fringe of
(a), (d), (e).
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Figure 6.5: SEM images of multiple defect devices. (a) Devices with two defects. (b)
Three defects. (c) Four defects.
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Figure 6.6: Retrieved phase of multiple defect devices. (a), (d), (e) Device structures.
(b), (e), (h) phase maps of (a), (d), (e).
retically and experimentally that radially polarized vector beams can achieve tighter
focus spots [102]. Moreover, additional control over polarization may provide more
degrees of freedom for optical communications. Here, we realized radially polarized
vector beams with OAM from MHCG-based polariton lasers. The polariton emission
from MHCG microcavities is polarized perpendicular to the grating bar. Therefore,
patterning circular gratings (Fig. 6.7) allows us to have radially polarized polari-
ton emission. Azimuthally polarized emission should also be possible if we design
MHCG polarization to be parallel to the grating bar. To experimentally confirm the
emission polarization and existence of OAM, we put the analyzer at the emission
path and measured the spatial profile of the polarization filtered emission as shown
in Fig. 6.8(b), (c). The orientation of bright emission lobes are aligned with the
axis of the linear polarizer as expected from radial polarization states. Without the
polarizer, the emission pattern is circular (Fig. 6.8(a)). The detected OAM is shown
in Fig. 6.8(d). Figure 6.8(e), (f) show spectrally resolved r- and k-space images of the
polariton lasing states, respectively. OAM-carrying vector beams have been recently
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reported in microring lasers utilizing non-Hermitian photonics at an exceptional point
[103]. This approach requires complex patterning of metal layer to modulate gain/loss
properties of the system for non-Hermitian photonics. Our approach utilized intrinsic
polariton selectivity of HCG and patterning simple circular gratings is sufficient to
achieve OAM-carrying radially polarized vector beams.
Figure 6.7: SEM image of circular gratings for a vector beam device.
The method presented in this chapter for vortex generation is very simple but
yet shows some significant results. For conventional DBR microcavities, it would
require deep etching to introduce substantial defect potential and may require very
careful etching process. With MHCG, since the top mirror is only a single layer, it is
enough to create defect potential by etching only a top layer of about 200 nm, taking
about 1 min to etch. Also we can pattern small features to break defect symmetry
and show a formation of a single vortex, which also may be difficult to implement
in conventional DBR microcavities. Further simulation based on GrossPitaevskii
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Figure 6.8: Experimental results of a vector beam generation. (a) Polarization depen-
dent spatial emission pattern. (b) OAM detection (c), (d) r- and k-space
spectrum of the polariton laser
equation would provide further insights on the observed phenomena and lead the
future development of polariton OAM lasers. Lastly, straight forward control over
polarization taking advantage of polarization selectivity of HCG is possible to create
vector beams and provide additional degrees of freedom.
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CHAPTER VII
Conclusions and Outlook
In this thesis, I have presented detailed process to realize HCG-based microcav-
ities and their device applications. The main difference of HCG-based microcavities
compared to the conventional DBR-based microcavities is its polarization selectivity
making it possbile to realize a single-mode polariton condensate or laser. We achieved
fully coherent polariton lasers, which the coherence properties were explained by the
theory developed for atom lasers. By controlling polariton-polariton interactions,
we showed 300-fold increase of the phase coherence from the decay time. This sig-
nificant improvement and understanding of coherence properties would guide future
developments toward practical low threshold coherent sources. Upon coupling two
condensates by strain engineering, we realized coupled nonlinear polariton devices,
which produced equidistant frequency components. The phenomenon was explained
by considering strong on-site interaction strength and complex inter-site coupling co-
efficients. This novel way to create a optical frequency comb requires very low thresh-
old and has potential to be electrically driven. The comb spacing can be adjusted
up to THz frequencies, possible for applications such as low threshold THz sources.
Finally, we presented the possibility for polariton optomechanics, controlled vortices
and OAM generation, and vector beam generation from HCG-based microcavities.
Now we have a good understanding on polariton condensates in HCG-based micro-
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cavities. Coupling condensate sites is possible through strain engineering and other
grating parameters such as periods or duty cycles. Therefore, it would be interesting
to study HCG-based polariton lattices and periodic chain which are mostly studied
in etched micropillar structures. Understanding polariton optomechanics and vortex
generation through numerical simulation would be another important direction to
pursue.
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