Abstract--In this paper, we shall consider the nonlinear delay differential equation
INTRODUCTION
The nonlinear delay differential equation Typeset by ,4MS-TEX PII: S0898-1221 (02) has been proposed by Mackey and Glass [1] for a 'dynamic disease' involving respiratory disorders. Here x(t) denotes the arterial CO2 concentration of a mammal, A is the CO2 production rate, Vm denotes the maximum ventilation rate, and r is the time between oxygenation of blood in lungs and stimulation of chemoreceptors in the brainstem. For more details of (1.1), see [2] [3] [4] .
Together with (1.1), we shall consider the initial condition x(t) = ¢(t), for -r < t < O,
(1.3)
CeC( [-r,O] , [O, co) ) and ¢(0)>0.
The initial value problem (1.1),(1.3) has a unique positive solution for all t >_ 0. This follows rather easily by the method of steps.
Recently, Kubiaczyk and Saker [5] have shown that every positive solution of (1.1) oscillates about the unique equilibrium point • if (ql(~) n + 1) 2 exp r > -'e (1.4)
where Pl --aVrn/O '~ and ql = l~ On. They have also proved that every nonoscillatory positive solution of (1.1) tends to ~ as t --* co.
The variation of the environment plays an important role in many biological and ecological dynamical systems. In particular, the effects of a periodically varying environment are important for evolutionary theory as the selective forces on systems in a fluctuating environment differ from those in a stable environment. Thus, the assumption of periodicity of the parameters in the system (in a way) incorporates the periodicity of the environment (e.g., seasonal effects of weather, food supplies, mating habits, etc.). In fact, it has been suggested by Nicholson [6] that any periodic change of climate tends to impose its period upon oscillations of internal origin or to cause such oscillations to have a harmonic relation to periodic climatic changes. In view of this, it is realistic to assume that the parameters in the models are periodic functions of period w. Thus, the modification of (1.1) according to the environmental variation is the nonautonomous delay differential equation aV(t)x(t)xn(t -row) = A(t), (1.5) 
z'(t)+ en+zn(t_~)
where m and n are positive integers and " V(t) and A(t) are positive periodic functions of period w.
(1.6)
We will consider (1.5) together with the initial condition
Again, by the method of steps, it is clear that the initial value problem (1.5),(1.7) has a unique positive solution x(t) which exists for all t > 0.
The plan of this paper is as follows. In Section 2, for the nondelay case, first we shall show that there exists a unique positive periodic solution ~(t) of (1.5), and then provide sufficient conditions for the global attractivity of ~(t). In the delay case, first we shall present sufficient conditions for the oscillation of all positive solutions of (1.5) about its unique periodic positive solution ~(t), and then establish sufficient conditions for the global attractivity of ~(t). Our oscillation criteria extends as well as improves the recent results of Kubiaczyk and Saker [5] .
Finally, we remark that in recent years, periodic population dynamics has become a very popular subject. In fact, several different models have been studied in [7] [8] [9] [10] [11] [12] [13] [14] [15] In what follows for a periodic function f of period w, we shall denote by f*= max f(t) and f. = min f(t). o<t<w 0<t<w
Further, each functional inequality we will write holds for all sufficiently large t.
MAIN RESULTS
In this section, we shall study the oscillatory and asymptotic behavior of all positive solutions of (1.5). We shall begin with the nondelay case of (1.5) with x(0) > 0 and first prove that there exists a unique positive periodic solution ~(t), and then show that all such solutions converge to ~(t) as t --* ~. Clearly, in the delay case also, ~(t) is a periodic positive solution of (1.5). Then, in the delay case, we shall obtain sufficient conditions for all positive solutions of (1.5) to oscillate about ~(t). Finally, we shall derive sufficient conditions for 2(t) to be a global attractor of all other positive solutions of (1.5) . This convergence to ~(t) implies the absence of any respiratory disorder or dynamical disease of the respiratory system.
Our first observation is that the invariant transformation x(t) = 1/y(t) transforms (1.5) to the nonlinear delay differential equation 
Clearly, if ~(t) is a periodic solution of (2.1), then ~(t) is a periodic solution of (1.5), and every positive solution of (1.5) oscillates about the periodic positive solution Z(t), if and only if every positive solution of (2.1) oscillates about the periodic positive solution ~(t). Now, we shall consider the nondelay case, i.e.,
[ p(t) (2.3) y'(t) = y(t) q + yn(t)
where p(t) and )~(t) are periodic functions of period w. The following result proves that (2.3) has a unique positive periodic solution ~(t) and shows that ~(t) is in fact a global attractor of all other positive solutions. 
Now we shall prove (b). Assume that y(t) > y(t) for t sufficiently large (the proof when y(t) < y(t) is similar and will be omitted). Set y(t) = g(t)e z(t).
(2.5) Then, z(t) > 0 for t sufficiently large, and
p(t)gn(t) (e ~z(t) -1) z'(t) + A(t)~(t) [(e z(t) -1) '~ + (q + gn(t) ) (q + gn(t)enZ(t) ) = O.
(2.6) However, since 0 < (e ~(t) -1) for t sufficiently large, it follows that (2.7) and hence,
p(t)gln(t) (e n~(t) -1) z'(t) + (q + gn(t) ) (q--~-~-(t~-~n~t)) <_ O,

p(t)#n(t) (e nz(t) -1) z'(t) <_ (q + gn(t) ) (q + gn(t)enz(t) )
Thus, z(t) is decreasing, and therefore, limt-~ z(t) = a E [0, co). Now we shall prove that a = 0. Ifa > 0, then there existE > 0andT~ >0suchthat for t >T~,0 < a-e < z(t) < a+e.
However, then from (2.8), we find
But, now an integration of (2.9) from TE to co immediately gives a contradiction. Hence, a = 0, and therefore, z(t) tends to zero as t --* co. Thus, we have This completes the proof. | REMARK 1. It is clear that in the proof of Theorem 2.1b instead of (2.7), the inequality
z'(t) + A(t)~(t) (e z(t) -
can be used to get the same conclusion that z(t) ~ 0 as t ~ oa.
REMARK 2. From the proof of Theorem 2.1, it follows that the unique w-periodic positive solution ~2(t) of (2.3) satisfies Yl < if(t) < Y2. Thus, an interval for the location of ~(t) is readily available.
It is clear that the unique w-periodic positive solution ~7(t) of (2.3) is also an w-periodic positive solution of (2.1). Conversely, if (1.5),(1.7) has an w-periodic positive solution ~(t), then ~2(t) = 1/~(t) is an w-periodic solution of (2.3). Hence, equation (1.5) has a unique w-periodic positive solution 2(t). We state this observation in the following result. In the nondelay case, we have seen in Theorem 2.1b that every positive solution of (1.5) converges to the unique positive w-periodic solution ~(t). In our final result Theorem 2.7, we shall show that the same behavior holds in the case of small delays. To show this, first we shall prove that every positive solution of (1.5) which does not oscillate about 2(t) converges to 2(t). 
1) which does not oscillate about ~3(t). Assume that y(t) > ~3(t) for t sufficiently large (the proof for the case y(t) < fj(t) is similar and hence omitted). Using the transformation (2.5), we again have z(t) > 0 for t sufficiently large, and z(t) satisfies the equation z'(t) q-~(t)O(t ) (e z(t) --1) qp(t)~n(t) (e nz(t-m~) --1) (q + ~n(t)) (q + ~n(t)enz(t-mw)) = O. (2.12) Again, since 0 < (e z(t) -1), for t sufficiently large, equation (2.12) gives p(t)~n(t) (e nz(t-m~) -1) z'(t) + (q + ~n(t)) (q + ~n(t)enz(t_m~) ) < O, (2.13) and hence, p(t)zjn(t) (e nz(t-m~) -1) z'(t) <_ (q + ~n(t)) (q + ~(t)enZ/t-m~)) < 0. (2.14)
Thus, z(t) is decreasing, and therefore, limt--.oo z(t) = a E [0, oe). We need to show that a = 0. If a > 0, then there exist e > 0 and T~ > 0 such that for t > T~, 0 < a-e < z(t) < z(t-mw) < a+e. Then, from (2.14), again we obtain (2.9). The rest of the proof is the same as that of Theorem 2.1b and hence omitted. II REMARK 3. As in Remark 1, in the proof of Theorem 2.3 instead of (2.13), inequality (2.10) can be used to get the same conclusion that z(t) ~ 0 as t ~ c~. Now, we shall prove the following oscillation result for equation (2.1).
THEOREM 2.4. Assume that (1.6) holds, and every solution of the delay differential equation
( ft t_ )(1-e)np(t)~n(t)w¢. 
W'(t)+exp (l-e)
A(s)~(s)ds
'(t) + A(t)~(t)fa(z(t)) 4 np(t)fln(t) f2(z(t -mw))
z'(t) + A(t)0(t)(1 -e)z(t) + (1 -e)np(t)ff~(t) (q + fin(t))2 z(t -mw) < O. (2.19)
Now, the transformation
z(t) = exp (-(1-e) fotA(s)fl(s)ds) Z(t) in (2.19) implies that Z(t) is also an eventually positive solution of the differential inequality (ft[ ) (1-e)np(t)fln(t)y'¢l
Z'(t)+exp (l-e)
A(s)~3(s)ds
---~ -,r-raw)<0. For the oscillation of (1.5), it is clear that between conditions (2.20) and (2.21), there is a gap when the limit We also note that on following the work of Chao [19] , condition (2.25) can be improved by
~ (q + ~(t)) -
whereas a result of Yu et al. [20, 21] gives an improvement over (2.26) to
Finally, we remark that condition (2.27) can be improved further by employing recent results presented in [22] . To show that ~(t) is a global attractor of (1.5), we also need to find some upper and lower bounds for solutions of (2.1) which oscillate about #(t). Thus, if y(t) attends its maximum at ~t, then it follows (cf., the proof of Theorem 2.1) that y(~t -row) < y~. Now, since Y(¢t) > y2 and y(~t -row) < y2, we can let ~t be the first zero of y(t) -y2 in (~t -row, Q), i.e., y(~t) = Y2. Integrating (1.5) from 5 to Q, we get 
y(,,) ~;' ( p(t) -A(t)y(t)) dt
In ~ = q + (y(t -mw)) ~ < dt < P-~ dt < --,
p(t)~n(t) z'(t) + A(t)ft(t)fl(z(t)) + (q + g~(t))f2(z(t
Gl(t,U) = )~(t)ft(t)fl(U)
and Then, we have
G2(t,u) = p(t)ff(t) f2(u).
(q + ~"(t))
OG1 (t, u) = A(t)~(t)eU and OG2 (t, u_______~) = np(t)72n(t)e nu Ou Ou (q + ~n(t)enu)2"
Equation (2.33) is the same as 
z'(t) + al(t, z(t)) -al(t, O) + a2(t, z(t -row)) -G2(t,
0
Fy(t) = OGl(__tt, u) = ~(t)~(t)e el(t) = )~(t)rll(t) Ou
I~=¢1(t) and
Fz(t) = OG2(t,u) = np(t)~n(t)e n¢2(t) = np(t)(rlz(t)) n (9U u=~2(t)
(q + ~3n(t)en¢2(t)) 2 (q + (r/z(t))n) 2'
where ~l(t) lies between ~3(t) and y(t), and r/2(t) lies between ~2(t) and y(t -row). But, now by a known result in [23] , every solution of (2.36) satisfies limt-..~ X(t) = 0, which implies that limt--,~ z(t) = 0, and hence, limt--,~[y(t) -~(t)] = 0.
Let z(t) = X(t)exp (-fotFl(s)ds) .
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