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Abstract
One of the key approaches to save samples in reinforcement learning (RL) is to use
knowledge from an approximate model such as its simulator. However, how much does
an approximate model help to learn a near-optimal policy of the true unknown model?
Despite numerous empirical studies of transfer reinforcement learning, an answer to
this question is still elusive. In this paper, we study the sample complexity of RL
while an approximate model of the environment is provided. For an unknown Markov
decision process (MDP), we show that the approximate model can effectively reduce
the complexity by eliminating sub-optimal actions from the policy searching space. In
particular, we provide an algorithm that uses O˜(N/(1− γ)3/ε2) samples in a generative
model to learn an ε-optimal policy, where γ is the discount factor and N is the number
of near-optimal actions in the approximate model. This can be much smaller than the
learning-from-scratch complexity Θ˜(SA/(1− γ)3/ε2), where S and A are the sizes of
state and action spaces respectively. We also provide a lower bound showing that the
above upper bound is nearly-tight if the value gap between near-optimal actions and
sub-optimal actions in the approximate model is sufficiently large. Our results provide a
very precise characterization of how an approximate model helps reinforcement learning
when no additional assumption on the model is posed.
Keywords— Transfer Reinforcement Learning, Value Gap, Sample Complexity, TV-distance
1 Introduction
Reinforcement learning (RL) is the framework of learning to control an unknown system through
trial and error. Recently, RL achieves phenomenal empirical successes, e.g, AlphaGo (Silver et al.,
∗fei.feng@math.ucla.edu
†wotaoyin@math.ucla.edu
‡linyang@ee.ucla.edu, corresponding author.
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2016) defeated the best human player in Go, and OpenAI used RL to precisely and robustly control
a robotic arm (Andrychowicz et al., 2017). The RL framework is general enough such that it can
capture a broad spectrum of topics, including health care, traffic control, and experimental design
(Sutton et al., 1992; Esteva et al., 2019; Si and Wang, 2001; Wiering, 2000). However, successful
applications of RL in these domains are still rare. The major obstacle that prevents RL being widely
used is its high sample complexity: both the AlphaGo and OpenAI arm took nearly a thousand
years of human-equivalent experiences to achieve good performances.
One way to reduce the number of training samples is to mimic how human beings learn – borrow
knowledge from previous experiences. In robotics research, a robot may need to accomplish different
tasks at different times. Instead of learning every task from scratch, a more ideal situation is that
the robot can utilize the similarities between the underlying models of these tasks and adapt them to
future new jobs quickly. Another example is that RL agents are often trained in simulators and then
applied to the real world (Ng et al., 2006; Itsuki, 1995; Dosovitskiy et al., 2017). It is still desirable
to have their performance improved after seeing samples collected from the real world. One might
hope that agents from simulators (approximate models) can adapt to the real world (true model)
faster than knowing nothing. Both examples lead to a natural question:
How does an approximate model help in RL?
This paper focuses on answering the above question. Suppose the true unknown model is a Markov
Decision Process (MDP)M and the RL agent is provided with a prior modelM0 with the same
state and action spaces asM but different transition and reward functions. In particular, we have
dist(M0,M) ≤ β,
where dist(·, ·) is a statistical distance and β is a small scalar. We would like to study the sample
complexity of learning a policy pi forM such that its error1 is at most ε.
In this paper, we consider one of the most natural choices for dist(·, ·), the total-variation (TV)
distance between the transition kernels ofM0 andM (see the formal definition in Equation (2)).
Under such a distance, we establish both upper and lower sample complexity bounds. Specifically,
we utilize the fact that if two models are close under TV-distance, their optimal value functions are
close under ‖ · ‖∞. Based on this, given the prior knowledge, for every state inM we can split its
available actions into two sets: one contains all potential-optimal actions and the other contains all
sub-optimal actions. An action is potential-optimal if it has a chance to be optimal inM; otherwise,
it is sub-optimal. We develop a transfer RL algorithm that first identifies potential-optimal actions
using the prior knowledge, then focuses exploration only on them. To obtain an ε-optimal policy, our
algorithm enjoys a sample bound O˜( N
(1−γ)3ε2 log(1/δ)
)
, where N equals the total number of potential-
optimal actions over all states. N depends on the distance parameter β, the accuracy requirement ε,
and the optimal value function ofM0. When N is smaller than the total number of state-action
pairs inM, transfer learning achieves a smaller sample complexity than learning-from-scratch.
To complement our result, we further develop a sample lower bound Ω
( N
(1−γ)3ε2 log(1/δ)
)
, where
N characterizes the number of actions we must explore or we fail to learn a near-optimal policy with
high probability for someM∈ BTV(M0, β). Roughly speaking, the more near-optimal actions there
are inM0, the more we shall consider and the larger N is. In particular, we have N ≈ N when there
exists a large value gap inM0. The reader is referred to Section 5.2 for more discussion. This lower
1The error of a policy is the difference between the values of the policy and the optimal policy.
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bound essentially shows that our lower upper bound is nearly tight. To achieve the lower bound, we
leverage techniques for proving hardness in the bandit literature (e.g. Mannor and Tsitsiklis 2004)
and reinforcement learning (e.g. Azar et al. 2013).
Our results do not rely on additional structure assumptions but only the intrinsic value property
of MDPs. To the best of our knowledge, this is the first systematic theoretical answer to the
aforementioned question in this setting.
1.1 Related Work
Transfer learning is an important strategy to reduce sample complexity in RL. There are many
different learning regimes, e.g, multi-task RL (Wilson et al., 2007; Lazaric and Ghavamzadeh,
2010; Brunskill and Li, 2013; Ammar et al., 2014; Calandriello et al., 2014), lifelong RL (Tanaka
and Yamamura, 1997; Brunskill and Li, 2014; Abel et al., 2018; Zhan et al., 2017), and meta-RL
(Schweighofer and Doya, 2003; Al-Shedivat et al., 2018; Gupta et al., 2018; Sæmundsson et al., 2018;
Rakelly et al., 2019). Please also see surveys in Taylor and Stone 2009; Lazaric 2012 and Yang et al.
2020.
In the above settings, often more than one prior model (task) is considered. These models are
assumed to share structural similarity with the to-be-learned model, or they are all generated from a
common distribution. For instance, in Brunskill and Li 2013, all models are assumed to be drawn
from a finite set of MDPs; in Abel et al. 2018, all models share the same transition dynamics but
reward functions change with a hidden distribution; in Modi et al. 2019 and Ayoub et al. 2020, every
model’s transition kernel and reward function lie in the linear span of several known base models.
In terms of how one approximate model can help, there are several theoretical works. In Jiang
2018, the authors use the number of incorrect state-action pairs to characterize the difference between
two models, which is another interesting direction to look at besides the TV-distance as we adopt.
However, the statistical distance from such a model to the true model can be arbitrarily large.
As the authors show, even if the difference is only one state-action pair, the approximate model
could still be information-theoretically useless. Additional conditions are needed to achieve positive
transfer. In Mann and Choe 2012, the authors analyzed action-value transfer via inter-task mappings
to guide exploration. They do not measure the difference between models but show that as long
as the optimal action function of the source task is (almost) larger than that of the target task
component-wisely, one can use the former as an initialization for value-based RL on the true model
and achieve a smaller sample complexity compared compared with learning-from-scratch. Their
working mechanism is similar to ours: eliminate sub-optimal state-action pairs from later exploration.
The difference is we directly identify and remove sub-optimal actions and they achieve this implicitly
through value functions. No lower bound is established there.
Compared with the aforementioned works, our results do not rely on additional assumptions and
are more complete with both upper and lower bounds. In particular, our upper and lower bounds
enjoy a unifying structure that is explicitly characterized by the value function, the TV-distance
parameter, and the learning precision parameters.
Outline This paper is organized as follows. In Section 2 we introduce the necessary background
and the formal setting. In Section 3, we formalize the problem and state the main results. In
Section 4, we provide analysis to establish the main results. We have more graphical illustration in
Section 5 and we conclude in Section 6.
3
2 Preliminary
Given an integer K, we use [K] to represent the set {1, 2, . . . ,K}. We use | · | to denote the cardinality
of a set. We denote by O,Ω and Θ to denote leading orders in upper, lower, and minimax lower
bounds, respectively; and we use O˜, Ω˜ and Θ˜ to hide the polylog factors.
Markov Decision Process We consider an infinite-horizon discounted Markov Decision Process
(MDP),M := (S, {As}s∈S , p, r, γ), where S is a finite state space, As is the set of available actions
for state s, p(s′|s, a) is the transition function, r(s, a, s′) ∈ [0, 1] is the reward function, and γ ∈ (0, 1)
is a discount factor. We denote by S ′ the set of states with more than one available action.
At step t, the controller observes a state st and selects an action at ∈ Ast according to a policy
pi, which maps a state to one of its available action. The environment then transitions to a new state
st+1 with probability p(st+1|st, at) and the controller receives an instant reward r(st, at, st+1). Given
a policy pi, we define its value function as: V pi(s) := Epi
[∑∞
t=0 γ
tr(st, at, st+1) | s0 = s
]
, where the
expectation is taken over the trajectory following pi. The objective of RL is to learn a policy pi∗ that
can maximize the value function, i.e., ∀ pi, s ∈ S : V ∗ := V pi∗(s) ≥ V pi(s). A policy pi is said to be
ε-optimal if V pi(s) ≥ V ∗(s)− ε for all s ∈ S. The action-value function (or Q-function) of a policy
pi is defined as
Qpi(s, a) :=
∑
s′∈S
p(s′|s, a) · (r(s, a, s′) + γV pi(s′)).
The optimal Q-function is denoted by Q∗ := Qpi∗ . By Bellman Optimality Equation, we have
V ∗(s) = max
a∈As
Q∗(s, a) = max
a∈As
∑
s′∈S
p(s′|s, a) · (r(s, a, s′) + γV ∗(s′)).
Given an MDPM and a constant c, for each state s, we define the following set
AsM(c) :=
{
{a | V ∗M(s)−Q∗M(s, a) < c}, c > 0;
argmaxaQ
∗
M(s, a), c ≤ 0,
(1)
where V ∗M and Q
∗
M denote the optimal value function and Q-function ofM, respectively. For any
value of c, AsM(c) is well-defined and always contains all optimal actions for state s inM. If C > c,
then AsM(C) ⊇ AsM(c). If c > 1/(1− γ), AsM(c) = AsM, i.e., all available actions for state s inM.
TV-distance for MDPs Given M0 := (S, {As}s∈S , p0, r0, γ) and M := (S, {As}s∈S , p, r, γ),
we define
dTV(M0,M) = max
{
max
s∈S,a∈As
‖p0(·|s, a)− p(·|s, a)‖1, ‖r0 − r‖∞
}
. (2)
dTV(·, ·) is a metric between MDPs with the same state/action space and the discount factor. The
name TV comes from that ‖p0(·|s, a)− p(·|s, a)‖1 is equal to the total variation distance between
distributions p0(·|s, a) and p(·|s, a). We denote byM∈ BTV(M0, β) if dTV(M0,M) ≤ β.
Generative Model Generative model is a special sample oracle. It allows any state-action pair
(s, a) as input, where s ∈ S and a ∈ As, and outputs (s′, r(s, a, s′)) with probability p(s′|s, a).
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Algorithm 1 Transfer RL from an Approximate Model
1: Input: full knowledge ofM0; a generative model ofM; a near-optimal RL algorithm
Aopt;
2: Parameters: C > 0, ε > 0, δ ∈ (0, 1).
3: Apply any planning algorithm onM0 to get Q∗0;
4: Construct AsM0(C) with Q∗0 (see Equation (1));
5: Form a new MDPMc := (S, {AsM0(C)}s∈S , pc, rc, γ);
6: Apply Aopt to learn an ε/2-optimal policy pi ofMc with probability at least 1− δ.
7: Output: pi.
Near-Optimal RL Algorithm An RL algorithm is near-optimal if without any prior knowl-
edge, it returns an ε-optimal policy for an MDPM := (S, {As}s∈S , p, r, γ) with probability at least
1− δ using O˜
(∑
s∈S |As|
(1−γ)3ε2 log(1/δ)
)
samples. Near-optimal RL algorithms often require a generative
model. Examples can be found in Azar et al. 2013 and Sidford et al. 2018.
3 Main Results
We formalize our problem of knowledge transferring as below.
Problem 1. Suppose the target unknown model is M := (S, {As}s∈S , p, r, γ) and an agent is
provided with the full knowledge of an approximate model M0 := (S, {As}s∈S , p0, r0, γ) satisfying
M ∈ BTV(M0, β), where β > 0 is a known constant. How many samples does it take to learn an
ε-optimal policy forM with probability at least 1− δ?
Without additional structure assumption, we answer Problem 1 by exploiting value functions.
Our idea is based on the fact that if dTV(M,M0) ≤ β, then their optimal Q-functions are apart
for at most β/(1− γ)2 (see Lemma 1). Given full knowledge ofM0, we can then obtain upper and
lower bounds on every entry of the optimal Q-function ofM. The upper and lower bounds depict
how optimal and sub-optimal an action could be at some state inM. Based on this information,
for every state we can split its available actions into two sets: one contains all potential-optimal
actions and the other are all sub-optimal actions. An action is potential-optimal if it has a chance to
be optimal inM; otherwise, it is sub-optimal. For the learning stage, we remove all sub-optimal
actions and apply an RL algorithm only on potential-optimal ones. A rigorous definition will be
given in Section 4. This learning process is described in Algorithm 1.
In Algorithm 1, we first use a planning algorithm to get the optimal Q-function of M0, Q∗0.
Then, for each state s ∈ S, we construct a set AsM0(C) (recall the definition in Equation (1)). Later
we will show that AsM0(C) consists of all potential-optimal actions. By replacing the original action
space {As}s∈S by {AsM0(C)}s∈S , we form a new MDPMc (Line 5), where pc(s′|s, a) = p(s′|s, a)
and rc(s, a, s′) = r(s, a, s) for every s ∈ S, a ∈ AsM0(C) and s′ ∈ S. Note thatMc is simplyM with
a contracted action space. Finally, we apply a near-optimal RL algorithm to learn a policy ofMc.
In Theorem 1, we show that the output policy is ε-optimal forM with probability at least 1− δ
and the sample complexity therein is our upper bound result to Problem 1.
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Theorem 1 (Main Result – Upper Bound). Given ε > 0 and δ ∈ (0, 1), with probability at least
1− δ, Algorithm 1 returns an ε-optimal policy forM using samples
O˜
(∑
s∈S′ |AsM0(C)|
(1− γ)3ε2 log
(1
δ
))
,
where C := min{2/(1− γ), 2β/(1− γ)2} − ε(1− γ)/2.
In Theorem 1, the complexity is summed over S ′ since no action exploration is needed for
single-action states. Further, we have the lower bound result to Problem 1 in Theorem 2.
Theorem 2 (Main Result – Lower Bound). Let ε ∈ (0, ε0) and δ ∈ (0, δ0). The sample complexity
for Problem 1 is
Ω
(∑
s∈S′ |AsM0(Cs)|
(1− γ)3ε2 log
(1
δ
))
,
where ε0 =
βγmins∈S′ V ∗(s)2
16 min(β/2,
1−γ
3γ ), δ0 = 1/40 and
Cs =
{
V ∗(s)− 9
12(1−γ)−64(1−γ)2ε+4.5βγ , if β/2 +
4γ−1
3γ ≥ 1;
V ∗(s)− V ∗(s)2
V ∗(s)+βγV ∗(s)2+4ε(1+γβV ∗(s)/2)2 , otherwise.
The lower bound shares a similar structure as the upper bound except that Cs ≤ C. In
Section 5.2, we have more discussion about Cs and C. For each state s ∈ S ′, exploring the set of
actions AsM0(C) is sufficient to obtain a near-optimal action inM, likewise, exploring the actions
in AsM0(Cs) is necessary to find a near-optimal action in M. Note that the sample complexity
of learning-from-scratch is Θ˜
(∑
s∈S′ |As|
ε2(1−γ)3 log
(
1
δ
))
(see Azar et al. 2013). For the upper bound, if
|AsM0(C)|  |As|, knowledge transferring achieves a significantly smaller sample complexity than
learning-from-scratch. The best case, as in Corollary 1, is when |AsM0(C)| = 1, ∀s ∈ S and the policy
is transferable. For the lower bound, if |AsM0(Cs)| is close to |As|, the prior knowledge does not
offer much help. The worst case, as in Corollary 2, is when |AsM0(Cs)| = |As|, then with or without
the prior knowledge, it has the same order of complexity. In particular, if |AsM0(C)| ≈ |AsM0(Cs)|,
the upper bound is tight up to a log factor.
Corollary 1 (The Best Scenario). Suppose for every state s ∈ S ′, | argmaxaQ∗M0(s, a)| = 1 and∣∣V ∗M(s)−max{Q∗M(s, a) | Q∗M(s, a) < V ∗M(s), a ∈ As}∣∣ ≥ 2β/(1− γ)2 − ε/(1− γ).
Then |AsM0(C)| = 1, ∀s ∈ S and the optimal policy forM0 is also optimal forM.
Corollary 2 (The Worst Scenario). Let ε ∈ (0, ε0) and δ ∈ (0, δ0), where ε0 and δ0 are as defined
in Theorem 2. Suppose for every state s ∈ S ′, argmaxaQ∗M0(s, a) = As. Then the sample complexity
for Problem 1 has the same order as that of learning-from-scratch.
4 Analysis
In this section, we prove the main results. We defer all proofs to Appendix A.
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4.1 Proofs of the Upper Bound
We follow the notations used in Problem 1 and always use Q∗0 and Q∗ for the optimal Q-functions of
M0 andM, respectively. Our first result is
Lemma 1. ‖Q∗0 −Q∗‖∞ ≤ min{1/(1− γ), β/(1− γ)2}.
As explained before, we use Lemma 1 to estimate Q∗ and then identify potential-optimal actions.
Next, we give a rigorous definition of these actions. Before that, we introduce the following lemma.
Lemma 2. Given  > 0, for every state s ∈ S, we denote by as an action in As such that
Q∗(s, as) ≥ maxaQ∗(s, a)− (1− γ). Then pi(s) = as is an -optimal policy forM.
Therefore, to construct an -optimal policy, we only need to find actions satisfying the condition
in Lemma 2. Instead of searching over the whole action space, we use Lemma 1 to shrink the
searching range. Specifically, we have the next lemma.
Lemma 3. Given β > 0 and  > 0, let C(β, ) := 2 ·min{1/(1 − γ), β/(1 − γ)2} − (1 − γ). For
every state s ∈ S, we can definitely find an action satisfying the condition in Lemma 2 from the set
AsM0(C(β, )).
Actions in the set AsM0(C(β, )) are the potential-optimal actions. Next, we form a new MDPMc := (S, {AsM0(C(β, ))}s∈S , pc, rc, γ), where pc(s′|s, a) = p(s′|s, a) and rc(s, a, s′) = r(s, a, s) for
every s ∈ S, a ∈ AsM0(C) and s′ ∈ S. By Lemma 3, an optimal policy ofMc is at least -optimal
forM. Then we use a near-optimal RL algorithm to learn an ε/2-optimal policy ofMc. Thus, the
output policy of Algorithm 1 is  + ε/2-optimal forM. By the definition of an near-optimal RL
algorithm and letting  = ε/2, we obtain Theorem 1.
4.2 Proofs of the Lower Bound
Next, we prove Theorem 2. We first give a definition about the correctness of RL algorithms.
Definition 1. ((M0, β, ε, δ)-correctness) Given β > 0 and a prior modelM0, we say that an RL
algorithm A is (M0, β, ε, δ)-correct if for everyM∈ BTV(M0, β), A can output an ε-optimal policy
with probability at least 1− δ.
Next, we construct a class of hard MDPs. We will then select one modelM0 from the class as prior
and show that if an RL algorithm A learns with samples significantly fewer than the lower bound,
there would always exist an MDPM∈ BTV(M0, β) such that A cannot be (M0, β, ε, δ)-correct.
Construction of the Hard Case We define a family of MDPs M with a structure as in
Figure 1. The state space S consists of three disjoint subsets X (gray nodes), Y1 (green nodes), and
Y2 (blue nodes). The set X includes K states {x1, x2, . . . , xK} and each of them has L available
actions {a1, a2, . . . , aL} =: A. States in Y1 and Y2 are all of single-action. For state x ∈ X , by
taking action a ∈ A, it transitions to a state y1(x, a) ∈ Y1 with probability 1. Note that such
a mapping is one-to-one from X × A to Y1. For state y1(x, a) ∈ Y1, it transitions to itself with
probability pM(x, a) ∈ (0, 1) and to a corresponding state y2(y1) ∈ Y2 with probability 1− pM(x, a).
pM(x, a) can be different for different models. All states in Y2 are absorbing. The reward function
R(s, a, s′) = 1 if s′ ∈ Y1; otherwise 0.
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Figure 1: The class of MDPs considered to prove the lower bound in Theorem 2.
M is a generalization of a multi-armed bandit problem used in Mannor and Tsitsiklis 2004 to
prove a lower bound on bandit learning. A similar example is also shown in Azar et al. 2013. For an
MDPM ∈ M, it is fully determined by the parameter set {pM(xk, al), k ∈ [K], l ∈ [L]}. And its
Q-function is QM(x, a) = 1/(1− γpM(x, a)),∀ (x, a) ∈ X ×A.
In the sequel, we restrict β ∈ (0, 2) (by definition in Equation 2, dTV(·, ·) ≤ 2). Fixing β, we
further restrict the discount factor γ ∈ (max{0.4, 1− 10β}, 1).
Prior Model M0 and Hypotheses of M ForM0, we simplify the notation pM0(xk, al) as
p0(xk, al). Without loss of generality, we assume 1 > p0(xk, a1) ≥ p0(xk, a2) ≥ · · · ≥ p0(xk, aL) ≥
0, for every xk ∈ X . Thus, in M0, the Q-values from a1 to aL are monotonically non-increasing.
Given β and γ, we require p0(xk, a1) ∈
(4γ−1
3γ , 1
)
for every xk ∈ X .
After selecting a prior modelM0 satisfying the above conditions, we define pk0 := max{p0(xk, a1)−
β/2, 4γ−13γ } for every k ∈ [K]. Then let ε0 := mink∈[K]
{
βγ(1−pk0)/(16(1−γpk0)2)
}
. Fixing ε ∈ (0, ε0),
we define two numbers αk1 and αk2 := 4(1− γpk0)2ε/γ such that
1
1− γ(pk0 + αk1)
− 1
1− γpk0
= 2ε and
1
1− γ(pk0 + αk2)
− 1
1− γ(pk0 + αk1)
≥ 2ε. (3)
Now, we are ready to define possibilities ofM. Given K integers {Lk ∈ [L]}k∈[K], let
M1 : for every k ∈ [K],

pM1(xk, a1) = pk0 + αk1 ,
pM1(xk, al) = pk0, 2 ≤ l ≤ Lk,
pM1(xk, al) = p0(xk, al), l > Lk;
(4)
for every k ∈ [K], 1 < l ≤ Lk, Mk,l :
{
pMk,l(xk, al) = p
k
0 + α
k
2
pMk,l(xk′ , al′) = pM1(xk′ , al′), ∀ (k′, l′) 6= (k, l).
Due to our specific selection of pk0, αk1 and αk2 , we have the following lemma.
Lemma 4. Let Lk :=
∣∣∣{l ∈ [L] ∣∣ | pk0 + αk2 − p0(xk, al) | ≤ β/2}∣∣∣ for every k ∈ [K]. All possibilities
defined in (4) lie in BTV(M0, β).
We refer to the models in Equation (4) as hypotheses ofM. There are in total 1+∑k∈[K](Lk−1)
of them. InM1, for every xk ∈ X , a1 is the optimal action and a2 to aLk are the second-best actions
with a value only 2ε less than the optimal (Equation (3)). {Mk,l} are built on top ofM1 by raising
up the value of the action al at state xk by at least 4ε (Equation (3)). Thus, in Mk,l, the best
action for xk is al and the best action for xk′ (k′ 6= k) is still a1. See Figure 2 for illustration. Every
hypothesis gives a probability measure over the same sample space. We denote by E1, P1 and Ek,l,
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Figure 2: The optimal Q-values of M0, M1, Mk,2, and Mk,3 at state xk with 6 actions. The
dashed lines indicate the values: 1
1−γpk0
, 1
1−γ(pk0+αk1)
, and 1
1−γ(pk0+αk2)
, respectively. Actions above the
grey line inM0 are in the set for the definition of Lk in Lemma 4. Note that for states xk′ (k′ 6= k),
Mk,2 andMk,3 have the same shape asM1.
Pk,l the expectation and probability under hypothesisM1 andMk,l, respectively. These probability
measures capture both randomness in the MDP and the randomization in an RL algorithm like its
sampling strategy.
We fix ε ∈ (0, ε0) and δ ∈ (0, 1/40). Let A be an (M0, β, ε, δ)-correct RL algorithm. We
denote by Tk,l the number of samples that algorithm A calls from the generative model with
input state y1(xk, al) till A stops (these sample calls are not necessarily consecutive). For every
k ∈ [K], 1 < l ≤ Lk, we define an event Ek,l = {A outputs a policy pi with pi(xk) = a1}. Then we
have the following key lemma.
Lemma 5. For any k ∈ [K], 1 < l ≤ Lk, if E1[Tk,l] < c1(1−γ)3ε2 log
(
1
4δ
)
, Pk,l(Ek,l) > δ, where
c1 > 0 is some large constant.
Based on Lemma 5, we can prove Theorem 2. The main idea is that if A is (M0, β, ε, δ)-correct,
it should return a policy pi such that pi(xk) = al with probability ≥ 1− δ under hypothesisMk,l, i.e.,
Pk,l(Ek,l) < δ. By Lemma 5, this requires E1[Tk,l] > t∗ for all k ∈ [K], 1 < l ≤ Lk. Thus, in total we
need Ω
(∑
k∈[K] Lk
(1−γ)3ε2 log(1/δ)
)
samples. Following the definition of Lk, we can get Theorem 2. More
technical details can be found in Appendix A. Note that as any online algorithm can be realized in
the generative model setting, the lower bound automatically adapts to the online setting.
5 Further Discussion
In this section, we explain our results in a graphical way. We depict parameter relations in 5.1,
compare C and Cs in 5.2, illustrate when an approximate model does not help in 5.3.
5.1 Parameter Relations
In our hard case in Section 4.2, given β ∈ (0, 2), we restrict γ ∈ (max{0.4, 1 − 10β}, 1) and then
select pk0 based on whether p0(xk, a1) ≤ β/2+ 4γ−13γ . We depict the relation between these parameters
in the left graph in Figure 3. One can see that when β < 1, with a small γ (below the blue line),
we can find a p0(xk, a1) such that pk0 = p0(xk, a1)− β/2; otherwise, pk0 will always be 4γ−13γ . For the
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lower bound, we require ε < ε0. In the right graph of Figure 3, we plot ε0 in terms of β and γ with
pk0 =
4γ−1
3γ . We can see that for a fixed γ, ε0 ≈ cβ and the larger γ is, the larger c is.
Figure 3: Relations between parameters. The blue area represents γ ∈ (max{0.4, 1− 10β}, 1).
5.2 C and Cs
We plot the values of C and Cs in our hard case in Figure 4. We can see that Cs matches C up
to a constant factor when β is away from 0. When β is small, the upper bound provides useful
information on how much an approximate model can help. As β increases, the upper bound becomes
trivial and the lower bound is informative on the limitation of an approximate model. This change is
not surprising: the larger the distance between two models is, the less helpful an approximate model
would be. The value of β when the upper bound reduces trivial also depends on γ: the greater γ is,
the smaller this value is since the more sensitive the value function becomes in terms of the variation
in transition. To have the upper bound meets the lower bound, we need |AsM0(C)| = |AsM0(Cs)|,
which is achievable if the value gap inM0 is big enough. We illustrate this situation in Figure 5.
Figure 4: C (solid lines) and Cs (dashed lines) in the hard case with pk0 = (4γ − 1)/(3γ).
Figure 5: The left two figures depict two types of M0. Actions with values above the yellow
lines form AsM0(Cs); actions with values above the blue lines form AsM0(C). In the left model,
AsM0(Cs) ⊂ AsM0(C); In the right model, due to a large value gap, AsM0(Cs) = AsM0(C). The right
figure is an empirical verification of the worst case.
10
5.3 Empirical Verification of the Worst Case
We further do a numerical demonstration to show when an approximate model does not help. We
test on a sailing problem (Vanderbei, 1996). In Figure 5, we generate two MDPsM0 andM with
M∈ BTV(M0, 0.3). We compare the performances of two algorithms: 1. direct Q-learning (Watkins
and Dayan, 1992) onM (blue line); 2. use the full knowledge ofM0 to compute Q∗M0 , then use
Q∗M0 as an initialization for Q-learning onM (red line). One can observe a jump-start improvement.
However, to reach higher rewards, it takes the same number of samples with or without the prior
knowledge. This verifies our worst case result in Corollary 2: when the accuracy requirement is high,
i.e., ε is small, the help of an approximate model can be very limited.
6 Conclusion and Future Work
In this paper, we provide sample complexity results of RL when a prior model that is close under
TV-distance is provided. We show that the approximate model can help eliminate sub-optimal
actions and reduce the sample complexity of learning a near-optimal policy for the true unknown
model. We also show that the help can be rather limited if the value gap in the prior model is small
and the precision requirement of the policy is high. For future work, we intend to exploit more
structural information in transfer RL and consider other measures of closeness for MDPs.
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A Proofs of the Main Results
A.1 Proofs of the Upper Bound
We first prove the upper bound result in Theorem 1.
Proof of Lemma 1. Since R(s, a, s′) ∈ [0, 1], the bound 1/(1− γ) is a direct result. For any policy pi,
denote by Qpi0 and Qpi the action-value functions and V pi0 and V pi the state-value functions of running
pi inM0 andM, respectively. Then, by definition, for every (s, a) ∈ S ×A,∣∣Qpi0 (s, a)−Qpi(s, a)∣∣ = ∣∣r0(s, a) + γp0(·|s, a)>V pi0 − r(s, a)− γp(·|s, a)>V pi∣∣
≤ ∣∣r0(s, a)− r(s, a)∣∣+ γ∣∣p0(·|s, a)>V pi0 − p(·|s, a)>V pi0 ∣∣
+ γ · ∣∣p(·|s, a)>V pi0 − p(·|s, a)>V pi∣∣
≤ β + γ · ∥∥p0(·|s, a)− p(·|s, a)∥∥1 · ∥∥V pi0 ∥∥∞ + γ · ∥∥V pi0 − V pi∥∥∞
≤ β + γβ/(1− γ) + γ∥∥Qpi0 −Qpi∥∥∞.
Thus,
∥∥Qpi0 −Qpi∥∥∞ ≤ β/(1− γ) + γ · ∥∥Qpi0 −Qpi∥∥∞ and ∥∥Qpi0 −Qpi∥∥∞ ≤ β/(1− γ)2. Denote by pi∗0
an optimal policy ofM0 and pi∗ an optimal policy ofM. Then
Qpi
∗
0 −Qpi
∗ ≤ Q∗0 −Q∗ ≤ Qpi
∗
0
0 −Qpi
∗
0 .
Thus,
∥∥Q∗0 −Q∗∥∥∞ ≤ max{ ∥∥Qpi∗0 −Qpi∗∥∥∞, ∥∥Qpi∗00 −Qpi∗0∥∥∞ } ≤ min{ 11−γ , β(1−γ)2}.
Proof of Lemma 2. Since pi(s) = as for all s ∈ S, we have
V ∗(s)− V pi(s) = max
a∈As
Q∗(s, a)−Qpi(s, as)
= max
a∈As
Q∗(s, a)−Q∗(s, as) +Q∗(s, as)−Qpi(s, as)
≤ (1− γ) + γ
∑
s′∈S
p(s′|s, as)(V ∗(s′)− V pi(s′))
≤ (1− γ) + γ · (1− γ) + · · · ≤
∞∑
n=0
(1− γ)γn = ,
where the last line is an induction step. Note that the above inequality holds for all states. Thus, pi
is an -optimal policy forM.
Proof of Lemma 3. Following Lemma 2, for every state s we need to find an action as ∈ As such
that
Q∗(s, as) ≥ max
a
Q∗(s, a)− (1− γ). (5)
Denote by c0 := min{1/(1− γ), β/(1− γ)2}. If
max
a∈As
Q∗(s, a)− (1− γ) ≤ max
a′∈As
Q∗0(s, a
′)− c0,
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then by Lemma 1, any optimal action for state s inM0 satisfies Equation (5). Since AsM0(C(β, ))
contains all these optimal actions, it is a valid searching set. If
max
a∈As
Q∗(s, a)− (1− γ) > max
a′∈As
Q∗0(s, a
′)− c0,
then denoting by a∗ an action such that Q∗(s, a∗) = maxaQ∗(s, a), we have
Q∗0(s, a
∗) ≥ Q∗(s, a∗)− c0 > max
a′
Q∗0(s, a
′)− 2c0 + (1− γ),
i.e., a∗ ∈ AsM0(C(β, )). Combining the above results, there exists an (1− γ)-optimal action for
state s inM in the set AsM0(C(β, )).
Combining the above Lemmas, we can easily obtain Theorem 1.
A.2 Proofs of the Lower Bound
Next, we prove the lower bound result. We first introduce the following lemma.
Lemma 6. Following the notation in Lemma 4, we have{
l ∈ [L] ∣∣ | pk0 + αk2 − p0(xk, al) | ≤ β/2} = [Lk], ∀k ∈ [K].
Proof of Lemma 6. Since p0(xk, a1) ≥ p0(xk, a2) ≥ · · · ≥ p0(xk, al), the set
{
l ∈ [L] ∣∣ | pk0 + αk2 −
p0(xk, al) | ≤ β/2
}
contains consecutive integers. Now we only need to show that l = 1 is contained
in the set. By definition of pk0, it holds that p0(xk, a1)− β/2 ≤ pk0 < p0(xk, a1). When ε ∈ (0, ε0),
we have 0 < αk2 < β/2. Thus, l = 1 is in the set.
Based on Lemma 6, we can prove Lemma 4.
Proof of Lemma 4. We first verify M1 ∈ BTV(M0, β). When ε ∈ (0, ε0), by definition, we have
0 < αk1 < α
k
2 < β/2 and p0(xk, a1)− β/2 ≤ pk0 < p0(xk, a1). Then it holds that
p0(xk, a1)− β/2 < pk0 + αk1 < p0(xk, a1) + αk1 < p0(xk, a1) + β/2.
Thus, |pk0 + αk1 − p0(xk, a1)| ≤ β/2. For 2 ≤ l ≤ Lk, if p0(xk, al) ≥ pk0, then p0(xk, al) − pk0 ≤
p0(xk, a1)−pk0 ≤ β/2; otherwise, pk0−p0(xk, al) ≤ pk0+αk2−p0(xk, al) ≤ β/2 (Lemma 6). Hence,M1 ∈
BTV(M0, β). For eachMk,l, the validity directly follows Lemma 6 andM1 ∈ BTV(M0, β).
Now we prove Lemma 5. Before that, we need to give some definitions. Let
t∗ =
c1
(1− γ)3ε2 log
( 1
4δ
)
,
where c1 > 0 is to be determined later. We denote by Tk,l the number of samples that algorithm A
calls from the generative model with input state y1(xk, al) till A stops (these sample calls are not
necessarily consecutive). For every k ∈ [K], 1 < l ≤ Lk, we define the following events:
Ak,l = {Tk,l ≤ 4t∗}, Ek,l = {A outputs a policy pi with pi(xk) = a1},
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Ck,l =
{
max
1≤Tk,l≤4t∗
∣∣pk0 · Tk,l − Sk,l(Tk,l)∣∣ ≤√16t∗ · pk0 · (1− pk0) log(1/4δ)},
where Sk,l(Tk,l) is the sum of rewards (non-discounted) by calling the generative model Tk,l times
with input state y1(xk, al). For these events, we have the following lemmas.
Lemma 7. For any k ∈ [K], 1 < l ≤ Lk, if E1[Tk,l] ≤ t∗, P1(Ak,l) > 3/4.
Proof.
t∗ ≥ E1[Tk,l] > 4t∗P1(Tk,l > 4t∗) = 4t∗(1− P1(Tk,l ≤ 4t∗)).
Thus, P1(Ak,l) > 3/4.
Lemma 8. For any k ∈ [K], 1 < l ≤ Lk, P1(Ck,l) > 3/4.
Proof. Let  :=
√
16t∗ · pk0 · (1− pk0) log(1/4δ). When 1 < l ≤ Lk, under hypothesisM1, pM1(xk, al) =
pk0. By definition, the instant rewards from state y1(xk, al) are i.i.d. Bernoulli(pk0) random variables
and pk0 · Tk,l − Sk,l(Tk,l) is a martingale. Using Doob’s inequality ((Durrett, 2019, Theorem 4.4.2)),
we have the following bound:
P1
(
max
1≤Tk,l≤4t∗
∣∣pk0Tk,l − Sk,l(Tk,l)∣∣ ≥√16t∗pk0(1− pk0) log 14δ) ≤ E1
[(
4t∗ · pk0 − Sk,l(4t∗)
)2]
16t∗ · pk0(1− pk0) log(1/4δ)
.
Since E1[(4t∗ · pk0 − Sk,l(4t∗))2] = 4t∗pk0(1− pk0) and δ < 1/40, we obtain that
P1(Ck,l) ≥ 1− 1/(4 log(1/4δ)) > 3/4.
Since A is (M0, β, ε, δ)-correct, it should return a policy pi such that whenM =M1, pi(xk) = a1
for every k ∈ [K] with probability at least 1− δ, i.e. P1
(
Ek,l, for all k ∈ [K], 1 < l ≤ Lk
) ≥ 1− δ >
3/4. We define the event Ek,l := Ak,l ∩ Ek,l ∩ Ck,l. Combining the results above, it holds that
P1(Ek,l) > 1− 3/4 = 1/4, ∀ k ∈ [K], 1 < l ≤ Lk.
Based on the above results, we show the correctness of Lemma 5.
Proof of Lemma 5. Given k ∈ [K] and 1 < l ≤ Lk, we denote by W the length-Tk,l random sequence
of the instant rewards by calling the generative model Tk,l times with the input state y1(xk, al). If
M =M1, this is an i.i.d. Bernoulli(pk0) sequence; ifM =Mk,l, this is an i.i.d Bernoulli(pk0 + αk2)
sequence. We define the likelihood function Lk,l as
Lk,l(w) = Pk,l(W = w)
for every possible realization w. We simplify the previous notation Sk,l(Tk,l) as Sk,l. Then we
compute the following likelihood ratio
Lk,l(W )
L1(W )
=
(pk0 + α
k
2)
Sk,l(1− pk0 − αk2)Tk,l−Sk,l
(pk0)
Sk,l(1− pk0)Tk,l−Sk,l
=
(
1 +
αk2
pk0
)Sk,l (
1− α
k
2
1− pk0
)Tk,l−Sk,l
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=(
1 +
αk2
pk0
)Sk,l (
1− α
k
2
1− pk0
)Sk,l 1−pk0
pk0
(
1− α
k
2
1− pk0
)Tk,l−Sk,l/pk0
.
Since γ > 0.4 and pk0 ≥ 4γ−13γ , we have pk0 > 1/2. By our choice of αk2 and ε, it holds that
αk2/(1 − pk0) ≤ β/4 ∈ (0, 1/2] and αk2/pk0 ≤ β(1 − pk0)/(4pk0) ∈ (0, 1/2). With the fact that
log(1− u) ≥ −u− u2 for u ∈ [0, 1/2] and exp(−u) ≥ 1− u for u ∈ [0, 1], we have that
(
1− α
k
2
1− pk0
) 1−pk0
pk0 ≥ exp
(
1− pk0
pk0
(
− α
k
2
1− pk0
−
( αk2
1− pk0
)2))
≥
(
1− α
k
2
pk0
)(
1− (α
k
2)
2
pk0(1− pk0)
)
.
Thus,
Lk,l(W )
L1(W )
≥
(
1− (α
k
2)
2
(pk0)
2
)Sk,l (
1− (α
k
2)
2
pk0 · (1− pk0)
)Sk,l (
1− α
k
2
1− pk0
)Tk,l−Sk,l/pk0
≥
(
1− (α
k
2)
2
(pk0)
2
)Tk,l (
1− (α
k
2)
2
pk0 · (1− pk0)
)Tk,l (
1− α
k
2
1− pk0
)Tk,l−Sk,l/pk0
due to Sk,l ≤ Tk,l. Next, we proceed on the event Ek,l. By definition, if Ek,l occurs, Ak,l also occurs.
Using log(1− u) ≥ −2u for u ∈ [0, 1/2], it follows that(
1− (α
k
2)
2
(pk0)
2
)Tk,l
≥
(
1− (α
k
2)
2
(pk0)
2
)4t∗
≥ exp
(
−8t∗ (α
k
2)
2
(pk0)
2
)
= exp
(−8c1 log(1/4δ)
(1− γ)3ε2 ·
16(1− γpk0)4ε2
γ2(pk0)
2
)
≥ exp
(
− 128c1 log(1/4δ)
(1− 4γ−13 )4
(1− γ)3γ2(4γ−13γ )2
)
= exp
(
− 128c1 log(1/4δ)256(1− γ)
9(4γ − 1)2
)
≥ exp
(
− 128c1 log(1/4δ) 256
9 ∗ 0.6
)
≥ (4δ)6100c1 ,
where the second line follows pk0 ≥ 4γ−13γ . Using log(1− u) ≥ −2u for u ∈ [0, 1/2], we also obtain(
1− (α
k
2)
2
pk0 · (1− pk0)
)Tk,l
≥
(
1− (α
k
2)
2
pk0 · (1− pk0)
)4t∗
≥ exp
(
−8t∗ (α
k
2)
2
pk0(1− pk0)
)
= exp
(
−8 c1
(1− γ)3ε2 log(1/4δ)
16(1− γpk0)4ε2
γ2pk0(1− pk0)
)
≥ exp
(
− 128c1 log(1/4δ)
(1− 4γ−13 )4
(1− γ)3γ2(4γ−13γ ) min{1−γ3γ , β/2}
)
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= exp
(
− 128c1 log(1/4δ) 256
27γ(4γ − 1) ·
1− γ
min{1−γ3γ , β/2}
)
≥ exp
(
− 128c1 log(1/4δ) 256 · 20
27γ(4γ − 1)
)
≥ exp
(
− 128c1 log(1/4δ) 5120
27 ∗ 0.4 ∗ 0.6
)
≥ (4δ)102000c1 ,
where the third line follows 1− pk0 ≥ min{1− 4γ−13γ , 1− p0(xk, a1) + β/2} ≥ min{1−γ3γ , β/2} and the
fifth line is due to 1−γ
min{ 1−γ
3γ
,β/2} ≤ max{3γ, 20} = 20 (since γ > 1− 2β). Further, when Ek,l occurs,
Ak,l and Ck,l both occur. Therefore, following similar steps, we have(
1− α
k
2
1− pk0
)Tk,l−Sk,l/pk0
≥
(
1− α
k
2
1− pk0
)max1≤Tk,l≤4t∗ |Tk,l−Sk,l/pk0 |
≥
(
1− α
k
2
1− pk0
)√16t∗ 1−pk0
pk0
log(1/4δ)
≥ exp
(
−
√
64
(αk2)
2
pk0(1− pk0)
t∗ log(1/4δ)
)
≥ (4δ)
√
810000c1 .
In total, we have Lk,l(W )/L1(W ) ≥ (4δ)108100c1+
√
810000c1 . By taking c1 small enough, e.g. c1 = 5e−7,
we have Lk,l(W )/L1(W ) > 4δ. By a change of measure,
Pk,l(Ek,l) ≥ Pk,l(Ek,l) = Ek,l[1Ek,l ] = E1
[
Lk,l(W )
L1(W )
1Ek,l
]
> 4δ ∗ 1/4 = δ.
Finally, we can show Theorem 2.
Proof of the Lower Bound in Theorem 2. Since A is (M0, β, ε, δ)-correct, under hypothesisMk,l,
A should produce a policy pi such that pi(xk) = al with probability ≥ 1 − δ. Thus, we should
have Pk,l(Ek,l) < δ for all k ∈ [K], 1 < l ≤ Lk. From Lemma 5, it requires E1[Tk,l] > t∗ for all
k ∈ [K], 1 < l ≤ Lk. In total, we need Ω
(∑
k∈[K] Lk
(1−γ)3ε2 log(1/δ)
)
samples. By definition of Lk, for every
k ∈ [K], we have
{al, l ≤ Lk} = AxkM0
( 1
1− γp0(xk, a1) −
1
1− γ(pk0 + αk2 − β/2)
)
= AxkM0
(
V ∗(xk)− 1
1− γpk0 − 4(1− γpk0)2ε+ βγ/2
)
.
If pk0 =
4γ−1
3γ , i.e. p0(xk, a1)− β/2 ≤ 4γ−13γ , then
Lk =
∣∣∣AxkM0(V ∗(xk)− 912(1− γ)− 64(1− γ)2ε+ 4.5βγ)∣∣∣. (6)
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If pk0 = p0(xk, a1)− β/2, i.e. p0(xk, a1)− β/2 > 4γ−13γ , then
Lk =
∣∣∣AxkM0(V ∗(xk)− 11− γp0(xk, a1) + γβ − 4ε(1− γp0(xk, a1) + γβ/2)2
)∣∣∣ (7)
=
∣∣∣AxkM0(V ∗(xk)− V ∗(xk)2V ∗(xk) + γβ(V ∗(xk))2 − 4ε(1 + γβV ∗(xk)/2)2
)∣∣∣
Combining Equation (6) and (7), we have
Ω
(∑
k∈[K] Lk
(1− γ)3ε2 log(1/δ)
)
= Ω
(∑
s∈S′ |AsM0(Cs)|
(1− γ)3ε2 log(1/δ)
)
,
which concludes our proof of the lower bound result in Theorem 2.
In Corollary 2, we have the worst scenario, where Lk = |A|. This is possible if there is no gap
between the values inM0. Then, for any c > 0, |AxkM0(c)| = |A|.
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