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1. INTRODUCTION 
In this paper we are concerned, among other things, with conditions 
under which contractions and isometries defined on certain subsets of 
a normed space are extendable to the whole space as the same type of 
mapping. (By a contraction and isometry we understand a mapping 
under which distances are not increased or are preserved respectively.) 
Our main interest is in possibly weak hypotheses which force the space 
to be an inner-product one. In Section 3 the notion of an isometric sequence 
is introduced. The definition of this concept is in terms of an isometry 
and, in real Hilbert space, a specific construction is exhibited extending 
this isometry to the whole space. Using this extension several properties 
of isometric sequences are described. 
2. EXTENSION OF CONTRACTIONS AND ISOMETRIES 
Let E and F be normed spaces and ~ a nonempty family of nonempty 
subsets of E. The pair (E, F) is said to have the contraction (isometry) 
extension property with respect to ~. if for every DE~ and any con-
traction (isometry) T: D -+ F there is a contraction (isometry) 1': E -+ F 
which is an extension ofT. 
When~. in the above definition, is the family of all nonempty subsets 
of E, (E, F) is simply said to have the contraction (isometry) extension 
property. 
This last notion is due to S. 0. ScHoNBECK [9]. Answering a question 
of R. A. HIRSCHFELD [ 4] he also stated that whenever E and F are 
Banach spaces, F strictly convex, and (E, F) has the contraction extension 
property then both E and F are Hilbert spaces. 
In the following theorem we deal with the case when E =F. In this 
case we speak of E having the contraction (isometry) extension property. 
Theorem 2.1. Let E be a strictly convex normed linear space and let 
~c and ~<1 be, respectively, the family of all convex sets spanning E and 
that of all sets {0, x, y}with llxll =IIYII =I. Then (a) E has the isometry extension 
property with respect to ~ c ; (b) if E is a Hilbert space it has both the con-
327 
traction and isometry extension properties; (c) if E has either the isometry 
extension property or the contraction extension property with respect to !!) ~ 
it is an inner-product space. 
For the proof of part (c) we need the following criterion due to E. R. 
LoRCH [6]. 
Theorem A (Lorch). A necessary and sufficient condition for a 
normed space X to be an inner-product one is that, given x and y in X 
with llxll =IIYII = 1 then ll2x-yll =ll2y-xll· 
We will also have to make use of the following result, the proof of which 
is straightforward and omitted (cf. also [2, p. 441] and [3, p. 692]). 
Proposition B. If E is strictly convex, T: E ~ E is a contraction 
and TID, the restriction of T to a subset D of E, is an isometry, then 
T(coD) C co(TD) and TlcoD, the restriction of T to the convex hull of D, 
satisfies the condition: x = Ax1 + ( 1 -A )x2; x1, x2 E D; 0 .;;;;; A.;;;;; 1 implies 
Tx=Tx1 + (1-A)Tx2. If, in addition, E is a Hilbert space then TlcoD is 
an isometry. 
Proof of Theorem 2.1. For (a) cf. [2, p. 443]. The contraction 
extension property of Hilbert space was established by several writers 
([1], [5], [7], [8] and [10]). Let now T: D ~ E be an isometry and suppose 
T: E~E is a contraction extending T. Now TlcoD is, by Proposition B, 
an (affine) isometry. By (a) this isometry has an extension to an isometry 
T: L(D) ~ L(D) where L(D) is the linear variety spanned by D. T can 
now be extended to all of E in an obvious manner by leaving the orthogonal 
complement of L(D) fixed. 
To prove (c) suppose E is not an inner-product space. Then, by Theorem 
A, there exist b, c EE, with llbll =llcll =1 and llb-c/211 >llc-b/211· Now, the 
isometry defined by TO= 0, Tb = c, Tc = b has no extension to a contraction 
T: E ~ E.Forsuchanextensionmust, byPropositionB,satisfyT b/2 =c/2 
whence IITc-T b/211 =llb-c/211 >llc-b/211 contradicting both the isometry 
and contraction extension properties. This shows that E is an inner-
product space completing the proof of the theorem. 
2.2. Corollary. A strictly convex Banach space is a Hilbert space 
if, and only if, each isometry (contraction) defined on the vertices of an 
isosceles triangle, with range in the same space is extendable as an isometry 
(contraction) to the whole space. 
2.3. Remarks. Part (a) of the theorem is readily seen to carry 
over to pairs (E, F) such that F is strictly convex. Part (b) also generalizes 
to pairs (E, F) such that F is a Hilbert space and E is isomorphic to a 
subspace of F. However for (c) to generalize it is necessary that dim E;;. 2 
as will be seen from the following proposition. 
Proposition 2.4. Let E, F be normed spaces with dim E.;;;;; 1 and 
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F strictly convex. Then (E, F) has the contraction extension property; also 
(E, F) has the isometry extension property if and only if dim F:>dim E. 
Proof. Let D be any subset of E and letT: D-+ F be a contraction. 
We may clearly assume D closed and dimE= I. If x belongs to an un-
bounded component of E-D we set Tx = Ty where y is the nearest point 
of D to x. If x is in a bounded component of E-D i.e. in an interval with 
endpoints a, b, say, then for a suitable A., O<A.< 1, x=A.a+ (1-A.)b. We 
then define Tx = A.Ta + (1- A.)Tb. It is a straightforward matter to check 
that, with F strictly convex, T is an extension as desired. The isometry 
extension property, on the other hand, is quite obvious. 
The following generalization of part (c) is the best we were able to 
achieve thus far. 
Proposition 2.5. (1).Jf dim E:>2, F is strictly convex and (E, F) has 
the isometry extension property with respect to !!) A then both E and F are inner 
product spaces. (2). If E and F are strictly convex, both of dimension > 2 
and both (E, F) and (F, E) have the contraction extension property with 
respect to !!)A then, again, both are inner-product spaces. 
Proof. (1) Suppose b, CEF are such that JlbiiF=IIciiF=l. Since 
dim E > 2 we can always find b', c' E E such that lib' II E =II c' II E = 1 and 
lie' -b'IIE=llc-bJIF· LetT1 andT2 be defined on {0, b, c} sothatT10=T20=0 
and T1b' =T2c' =b, T1c' =T2b' =c. Both are extendable to isometries 1't, 
i= 1, 2, on the whole of E. On the range of '1'1 we have the isometry 
1'21'c1. It follows that llb-cf2IIF=llc-bf2llF and Theorem A applies to 
the effect that F is an inner-product space. Since E is isometric to a 
subspace ofF it must obviously be an inner-product space itself. (2) With 
T2 as in (1), we define T1 on {0, b, c} by T10=0, T1b=b', T1c=c'. Then 
both are extendable to contractions T.,: i = 1, 2, defined on F and E 
respectively. Hence 1'2'1\ is a contraction on F and, using Proposition 
B, we conclude as before that F is an inner-product space. Since the 
hypotheses are symmetric in E and F the same is true for E. This com-
pletes the proof of the proposition. 
3. IsoMETRIC SEQUENCES 
The notion of an isometric sequence was defined in [3] as follows. 
A sequence S={x.,Ji=O, 1,2, ... }of points in a metric space (X, d) 
is called an isometric sequence if 
(3.1) d(xm, Xn) = d(Xm+k, Xn+k) 
for all m, n, k=O, 1, 2, .... 
In E 2 the sequence {cos ncp, sin ncpJn=O, 1, 2, ... } is a simple example 
of such a sequence. When n-1cp is rational the range of S is the set of 
vertices of a regular polygon, otherwise it is a dense subset of the unit 
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circle. We may, then, think of an isometric sequence as a generalization 
of a regular polygon. The defining property (3.1) can be restated by 
saying that any (constant) shift in the indices determines an isometry 
of S into itself. We already know from Theorem 2.1 that in Hilbert space 
this isometry is extendable. 
Assuming, then, S to be an isometric sequence in the real Hilbert 
space E we exhibit here an actual isometry T of a subspace of E into 
itself under which S is the orbit of xo i.e. S = {Tnx0}. In the sequel we will 
need the following two propositions. 
Proposition 3.1. Let E be a real Hilbert space and supposeS is an 
isometric sequence in E. Then the following equalities hold: 
(3.2) (Xt-Xo,Xj-Xo)=(Xi+1-X1,Xj+1-X1) (i,j=O, 1, 2, ... ). 
n n n n 
(3.3) L AiXi = L P,iXi, L Ai = L P,i = 1 
k~O i~O i~O i~O 
together imply 
n n 
L AiXi+l = L P,iXi+l· 
i~O i~O 
Proof of (3.2). We have 
[[xt-Xi[[ 2= [[(xi -xo)- (xi- xo)[[ 2= [[xi- xo[[ 2- 2(xt- xo, Xj- xo) +[[xi- xo[[ 2. 
This, together with a similar identity for [[xi+1 -Xj+1[[2 and the defining 
property (3.1) yield (3.2). 
Proof of (3.3). We have 
n n n n 
0= [[ L AiXi- L P,iXi[[ 2= [[ L Ai(Xt-Xo)- L p,j(Xj-Xo)[[ 2 
i~O i~O i~O i~O 
n n n n 
= [[ L At(Xt-Xo)[[ 2-2 ( L Ai(Xi-xo), L P,i(Xj-Xo))+ [[ L p,j(Xj-Xo)[[2 
i~O i~O i~O i~O 
n n n n 
=( L At(Xi-xo), L Aj(Xj-Xo))-2( L At(Xt-Xo), L p,j(Xj-Xo)) 
•~o i ~o i~o i~o 
n n 
+ ( Lfl-i(Xt-Xo), Ll'-i(Xj-Xo)). 
i~o i~o 
n n 
This together with a similar identity for [[ L Ai+l Xi- L /-{j+1Xi[[ 2 and 
i~O i~O 
(3.2) yield (3.3). 
Theorem 3.1. Let S be an isometric sequence in the Hilbert space 
E. Let V denote the real linear variety spanned by S, i.e. 
n n 
V = {x: X= L At Xi, L Ai= 1, n=O, 1, 2, ... }. 
i-0 i=O 
Then there exists a unique isometry T: V -> V such that T(x1) = Xt+l· 
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Proof. Suppose x= z AtXt is in V. Then define Tx= z AtXt+I· It 
i=O i=O 
follows from (3.3) that Tis a well defined mapping and, clearly, Txt=Xt+I· 
m 
Now if y= ZfttXi then we have 
i=O 
n m n m 
IITx-Tyll=ll ZAiXi+I- ZftiXJ+d=ll z.lli(Xi+I-Xl)- Z#J(XJ+l-Xl)ll 
i=O i=O i=O i =0 
n m n m 
llx-yll =II z AiXi- ! ftiXtll =II z Ai(Xt-xo)- z ftt(Xt-xo)ll 
i =0 i=O i=O i=O 
and, as in the proof of (3.3) we get that IITx-Tyll =llx-yll as asserted. 
Clearly, if T' Xi =Xi +I then T' x = Tx for all x in V since an isometry is 
affine in Hilbert space. 
Remark. Certainly the converse is true, i.e. the orbit of any point 
under an isometry forms an isometric sequence. 
The.orem 3.2. Let S = {xo, X1, xz, ... } be an isometric sequence in the 
Hilbert space E. Then the real linear variety V spanned by Sis finite dimen-
sional if and only if the vectors {(xn-Xo): n=1, 2, 3, ... } are linearly 
dependent. In this case the dimension of V is the smallest positive integer 
k such that {(xn-Xo): n=1, 2, ... k} is linearly dependent. 
Proof. All we have to show is that if the above vectors are linearly 
dependent then V is finite dimensional. Let k be as defined in the theorem, 
i.e. there exists a set of scalars {./1.1, ./lz, ... , .Ilk} not all zero such that 
k z At(Xi -xo) = 0. 
i=1 
Clearly, since k is the smallest such integer, Ak # 0 and we may assume 
that Ak= -1. Thus 
k-1 
Xk= z .ilt(Xi-xo) +xo 
i-1 
k-1 k-1 
= z AtXt+(1- z .ilt)Xo. 
i=1 i=1 
Applying the mapping T of Theorem 3.1, to both sides, we get 
k-1 k-1 
Xk+I = ! AiXHl + (1- ! At) X! 
i=1 i=1 
and 
k-1 k-1 
Xk+I-Xo= z .lli(XHl -xo) + (1- z At) (x1-xo) 
i=1 i=1 
which shows that Xk+l- xo is a linear combination of {(xi- xo): i = 1, 2, ... , k }. 
It follows recursively that any other vector xz- xo with l;;;;. k + 1 possesses 
the same property. 
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Theorem 3.3. If S is a bounded isometric sequence in a Hilbert space 
E then there exists a sphere 0 = {xJJix-aJI =r} such that S C 0. 
Proof. Let K be the closed convex hull of S, which is contained in 
the linear variety V spanned by S. The isometry T, defined in Theorem 
3.1 can be extended by continuity to the closure of V. Theorem 7.1 of 
[2] applies to the effect that T has a fixed point a inK. Hence the distance 
of each Xt, i = 0, 1, 2, . . . from a is fixed and the theorem follows. 
Theorem 3.4. If S is an isometric sequence in En then there exists 
an orthonormal basis such that the projection of S onto certain lines and 
planes spanned by that basis form isometric sequences in these subspaces. 
Proof. Let T be the isometry defined in the proof of Theorem 3.1 
and T its extension to the whole of En. As a rigid motion T is the com-
position of an orthogonal transformation and a translation. The argument 
used in [3, p. 694) can readily be modified to yield our theorem. 
This phenomen might be termed "splitting" an isometric sequence. 
In an infinite dimensional Hilbert space there are isometric sequences 
which cannot be split in this way. For example, the iterates of some vector 
under the "shift" operator. 
REFERENCES 
Dalhousie Univeraity, 
Halifax, Nova Scotia, 
Oanada. 
1. BROWDER, F. E., The solvability of non-linear functional equations. Duke Math. 
J., 30, 557-566 (1963). 
2. EDELSTEIN, M., On non-expansive mappings of Banach spaces. Proc. Camb. 
Phil. Soc., 60, 439-447 (1964). 
3. , On non-expansive mappings. Proc. Am. Math. Soc., 15, 689-695 
(1964). 
4. HIRSCHFELD, R. A., Research Problem. Bull. Am. Math. Soc., 71, 495 (1965). 
5. KIRSZBRAUN, M. D., Uber die zusammenziehende und Lipschitzsche Trans-
formationen. Fund. Math., 22, 77-108 (1934). 
6. LoRCH, E. R., On certain implications which characterize Hilbert space. Ann. 
of Math., 49, 523-532 (1948). 
7. MICKLE, E. J., On the extension of a transformation. Bull. Am. Math. Soc., 
55, 160-164 (1949). 
8. SCHOENBERG, I. J., On a theorem of Kirszbraun and Valentine. Am. Math. 
Monthly, 60, 620-622 (1953). 
9. SCHONBECK, S. 0., Extensions of nonlinear contractions. Bull. Am. Math. Soc., 
72, 99-101 (1966). 
10. VALENTINE, F. A., A Lipschitz condition preserving extension for a vector 
function. Am. J. of Math., 67, 83-93 (1945). 
