The code benchmarking for hadron linac using the 3D Particle-In-Cell (PIC) code is an important task in the European framework "High Intensity Pulsed Proton Injector" (HIPPI). PARMILA and HALODYN are two of the codes involved in this work. Both of these codes have been developed and used for linac design and beam dynamics studies. In this paper, the simulation results of the beam dynamics were compared and analyzed. As predicted by two codes, the simulation results show some agreements. The physical design strategy which was adopted in two codes was also discussed.
Introduction
One main task of the HIPPI beam dynamics work group is to compare the validation of the 3D linac codes in the high current regime. It demands to find how much agreement the tracking simulations have with each other and to analyze the code validation based on these results. Some codes are available and currently run for such simulations. Some comparison works have been performed [1] . In the overview paper [2] , it describes the comparison step and tracking simulation based on the lattice of UNILAC Alvarez DTL at GSI.
As one knows, various approaches were used to describe the space charge effects and different lattice modeling may pose severe problems to understand the source of discrepancies when the tracking simulations are run at high current status. For this reason the code benchmarking has been divided in three steps. The first two steps are the static comparison of space charge calculation and tracking simulation with a zero-current beam current. In the second step, a common Gaussian distribution as the initial conditions was input for comparison among codes.
The third step is the tracking simulation with high current. It also uses a common Gaussian distribution.
However in this step, two cases are considered [3] . In the case1, the bunch beam is spherical 6D Gaussian distribution (truncated at 3σ) in three dimensions. It means that the transverse and longitudinal planes have the same RMS values. The case2 is an ellipsoidal 6D Gaussian distribution (also truncated at 3σ), but the longitudinal emittance is one order of magnitude larger than that of transverse ones. In this paper, we mainly study focusing on the second case. In this study, the 3D PIC tracking simulations have been performed with HALODYN and PARMILA. As the predictions of two codes, these simulation results show some agreement compared with each other. The reasons of emittance growth are also explained in details. And the different physical models of two linac codes are discussed based on these simulation results.
Codes
The code PARMILA (Version 2.35) [4] was originally written only for DTLs. Over the last several years, it has been extensively modified to include coupled cavity and superconducting structures [5] . Over the same period, several other linac codes have been developed independently. The Department of Physics at the University of Bologna has written a code HALODYN [6] . The main feature of this code is the space-charge field can be computed on a 3D spatial grid and interpolated to be obtained at each point occupied by the particles.
PARMILA is a scalar code developed in Los Alamos (LANL) [7] . The user can choose either a 2D r-z (SCHEFF) or a 3D (PICNIC) PIC Poisson solver with open boundary conditions. The DTL structure has been defined by using the "DTL" command line. With this option, once the entrance energy and the number of cells are defined, the code builds automatically the DTL tank. In the DTL, PARMILA gives the space-charge kick at the center of each cell. The RF is modelled making use of either the Transit-Time-Factor (TTF) table generated by SUPERFISH or a nonlinear thin kick. PARMILA uses the gap impulses applied at the electrical center of the DTL cell; off axis fields are derived using Bessel function expansions. It uses the expansion of the longitudinal electric field in terms of the transit-time factor integrals computed by the SUPERFISH postprocessor SFO. In the calculation of space-charge effect, PARMILA also applies the PIC method. This code computes the spacecharge forces by assuming an elliptical cylindrical symmetry of the beam bunch. The bunch is approximated by a number of concentric and parallel triodes, each carrying a uniformly distributed charge. Each particle behaves as a ring of charge that contributes to the electric field on a two-dimensional (r, z) mesh. Thus the space is mapped with a 2D mesh in the beam. The number of intervals in each dimension of the space-charge mesh is fixed at a user-defined setting for an entire beam-dynamics run. In our calculation, the initial mesh intervals in the radial ∆R SC and longitudinal directions ∆Z SC are both 0.05 cm, and the number of mesh intervals in these directions N R , N Z are 20 and 40 respectively. Thus the maximum extent of the space charge mesh is (initially) N R ∆R SC in the radial direction and N Z ∆Z SC in the longitudinal direction. The numbers of beam bunch both ahead and behind of the interest bunch is one.
HALODYN is also a Particle-In-Cell code. In the DTL sections, the transport elements are described by a sequence of drift, quadrupole and thin-lens RF cavities, whose accelerating voltage is calculated from the mean value of the accelerating electric fields. The RF cavities are modelled by using the thin lens approximation and the off-axis fields are derived with the modified Bessel functions. The space charge field is computed based on a 3D PIC spectral Poisson solver with closed boundary conditions defined on a rectangular pipe [8] . In the particles tracking simulation, HALODYN adopts a micromap approach that take into account the space charge effects at each time step by using the Vlasov model. It treats the space-charge force as an impulsive force and tracks particles through a linac by using z as independent variable and the Cartesian coordinate (x, y, z) relative to the synchronous particle. The Poisson solver is based on a 3D FFT. In our calculation, the grid resolution of HALODYN codes is 32 × 2048.
Additional HALODYN code has been developed under the UNIX environments system, but PARMILA runs in the Windows platform. More details of the individual codes can be found in the references cited above. Both of these codes treat the space-charge distribution as a round ellipsoid. Both codes use z as the independent variable to transport the beam particles through the linac described as a sequence of elements. All the codes use hard-edged quads. None of the codes included fringe-field effects.
Tracking Simulation
As part of our effort to compare the beam simulation results from two different codes, we choose to start with the UNILAC Alvarez DTL tanks ( 0.055 -0.155 β = ). The beam from the RFQ-IH Linac and a gas stripper section was transported to Alvarez DTL post stripper at the energy of 1.4 MeV/u and 108.408 MHz. The five DTL tanks have 178 cells delivering beam at 11.4 MeV/u.
Based on the previous simulations, the initial particle distribution was spherical and the energy spread was one order of magnitude lower than the measured one. The following simulations track a particle distribution with longitudinal emittance one order of magnitude larger than the transverse ones, resulting in a much lower longitudinal tune depression (case2). The latter choice is motivated by the fact that the space-charge routine SCHEFF implemented in PARMILA is a 2D r-z solver, and its interest is to test how robust is this approximation for an asymmetric bunched beam. The input distribution is as usual a 6D-Gaussian (truncated in each phase space at 3σ), representing a 238 U +28 beam of 37 mA with kinetic energy W = 1.4 MeV/u. Other Twiss parameters and lattice parameters are listed in Table 1 . Using the obtained distribution as an input for HALODYN and PARMILA, the simulations should be compatible.
The phase advances are computed over the first focusing period. The depressed phase advance is computed assuming a 6D uniform space-charge distribution. No coupling exists between the planes. Figure 1 shows the evolution of the transverse RMS emittance as a function of distance along the DTL Tanks. Basically both codes get agreement in terms of the transverse RMS emittances. In the horizontal plane (left plot) the codes begin to diverge already inside the first tank (≈10 m). The emittance growth ratios are 1.24 and 1.33 in horizontal, 1.26 and 1.25 in vertical for HALODYN and PARMILA simulations at the first tank exit, respectively. The final horizontal emittance presents a large spread of about ±4.7%, whereas in the vertical plane the discrepancies remains confined to ±1%. This demonstrates that codes with the 2D Poisson solver SCHEFF are well within these values, confirming the robustness of the r-z approximations for the beam parameters under consideration. By further studying we can find that the main contribution of the emittance growth comes from the first DTL tank. For example, the emittance growths ratios at the first tank exit are 1.24 and 1.33 for HALODYN and PARMILA code simulation in the horizontal plane, respectively. They are the 39.2% and 41.7% of the total growth ratio. It may be explained by the focusing structure of the DTL. The focusing lattice is designed as the DFFD in the first DTL. The emittance growth occurs at the period structure in which the focusing strength is not smooth. For instance in the seventh period, the focusing strengths of the first two quadrupole were 1709.4 G/cm, but the rest two in the same period were 1681.3 G/cm. Thus the evolutions of the phase advance along the DTL tanks are not enough smooth.
To further compare the calculate results of space-charge effects between two codes, we also plot the distribution in phase space as shown in Figure 2 . Table 2 presents the final RMS values calculated by two codes. As can be found in Table 2 , the simulations results of both codes are basically agreement with each other both in vertical and longitudinal planes. Furthermore, we can observe that a little discrepancy occurs in horizontal plane between two codes. A more reasonable conclusion is that there is some idealized assumption common to the two codes, which leads to disagreement with data. One of the reasons may be the coupling between x-y or x-z in the initial particle distribution with space charge effect. Another guess would be inaccurate treatment of the rf cavity fields. It depends on the numerical algorithms which were applied in both codes.
For a quantitative comparison, we also show the output radial distribution of the particles in Figure 3 . We can find that there are almost no difference up to ~0.65 cm, which essentially represents the main core of the beam, both codes predicts virtually identical distributions. The largest divergence occurs around the edges (r > 0.8 cm) i.e. halo region of the bunch. The difference around the extreme outer edges of the beam is at the level of <0.04 µA.
More peculiar behaviour is the evolution of the longitudinal emittance as shown in Figure 4 (down curve). In the longitudinal plane, there are no obvious discrepancies in both codes before tank 4. But from the entrance of tank4, the discrepancies become clearly. And the longitudinal emittance blow up in tank 4 predicted by both codes starting. A large dilution of the longitudinal phase space is accompanied to the emittance increase. It is believed that the peculiar and code-dependent behaviour after the first half of tank 4 is mainly driven by few particles close to the edge 180 ϕ ∆ ≈ . By comparing the evolution of the longitudinal phase space predicted by both codes, it was possible to conclude that they describe the same longitudinal beam dynamics. It was thought that the reason of the large discrepancies in the emittance curves, as well as of the different predictions in term of beam loss, might be in the different definition of particle loss in the longitudinal plane. After the code adjustments carried out as in the previous case, it has been observed that results are highly sensitive to the definition of particle loss in the longitudinal plane. Few particles far from the RF bucket area, if included in the computation of the RMS quantities, might drive to an unrealistic overestimation. While this definition in the transverse coordinates is rather straightforward.
There are some reasons to explain it. One reason is the longitudinal mismatch from the entrance of UNILAC.
This initial mismatch drives a beam dilution through the space-charge. Another is the fact that the synchronous phase jumps from −30˚ to −25˚ when particles transport from tank3 to tank4. The bucket area shrinks at the same time. The longitudinal emittance experiences a weak growth due to the large bucket area in the first three thanks. When entering in tank 4, the phase jump accompanying the bucket area shrinks makes the bunch tails cross the separatrix, leading eventually to a even larger phase space dilution.
In Figure 4 it also shows how much degree the longitudinal RMS emittances can be depending on the particle loss definition (up curve). HALODYN will cut-off particle whose phase comparing to the synchronous phase is 180 ϕ ∆ >  in longitudinal plane. But PARMILA cut-off particle whose energy spread relative to the reference energy is larger than 3% at each end of tank [3] . As we can observe form Figure 4 , in the middle of tank4, for HALODYN, the particle loss is much higher than that of PARMILA, corresponding the emittance of HALO-DYN is smaller than that of PARMILA. In the final, the beam losses are 2.2% and 1.9% for HALODYN and PARMILA respectively. The calculated RMS emittance and growth ratios were summarized in Table 3 . Basically the simulation results of both codes get excellent agreement not only in terms of the transverse RMS emittances but also in that of longitudinal plane. This demonstrates that codes with the 3D FFT in HALODYN and 2D Poisson solver SCHEFF in PARMILA are well within these values, confirming the robustness of the r-z approximations for the beam parameters under consideration. Both of the horizontal emittance values are larger than those of vertical planes at the DTL exit, which should be carefully checked with the experiment results in the future.
Conclusions
These study results presented here show remarkable agreement between the predictions from 3D PIC code HALODYN and PARMILA. Generally the simulation results performed by two codes get agreement both in the transverse and longitudinal plane. The reason of the emittance growth was also analyzed in details.
These results demonstrate that the codes with the 3D FFT in HALODYN and 2D Poisson solver SCHEFF in PARMILA have the robustness of the r-z approximations for the beam parameters under consideration. It leads to conclusion that no gross errors have been made in the physics or methods of the codes. Of course, these studies should be investigated further with other codes. 
