Neuronal activity-induced gene transcription is an important cellular mechanism for long-term plasticity. In this issue of Neuron, Tyssowski et al. (2018) provide new genome-wide features of the activity-transcription coupling mechanism that have deepened our molecular understanding of activity pattern-dependent synaptic plasticity.
Adaptation is the fundamental property of cells underlying a wide range of biological processes such as cell survival, immune responses, and metabolism. Neuronal plasticity induced by sensory experience-evoked neuronal activity represents one of the most remarkable cellular adaptive capacities occurring at the levels of synapses, neurons, and circuits. Longterm neuronal plasticity involves rapid alterations of the structure and function of correlatively firing synapses through non-transcriptional pathways such as post-translational modifications of channels and scaffolding proteins, protein trafficking, and local translation. Neuronal activity also induces transcription by calcium-mediated signaling to generate protein substrates necessary for cell-wide adaptation and long-lasting changes of synaptic efficacy (West and Greenberg, 2011) . Activity-induced calcium influx through L-type voltage-gated calcium channels and/or NMDA receptors initiates various calcium-dependent signaling pathways that ultimately lead to the activation of specific transcription programs. Evidence suggests that the mode of synaptic activity and calcium entry could dictate downstream signaling routes and transcription factor activation. Despite the vast knowledge about activityinduced nuclear signaling and gene expression acquired over decades, we are still far from having a comprehensive picture of the complex regulatory network. Specifically, it is not well understood whether and how neurons' gene responses are fine-tuned based on their activity history and inputs from different types of activity patterns.
In the current issue of Neuron, Tyssowski, DeStefino, et al. describe their genome-scale analyses investigating the functional relationship between activity patterns and transcriptional responses (Tyssowski et al., 2018) . Although earlier studies provided evidence that the transcriptional response might be differentially elicited depending on the activity patterns and durations (Adams and Dudek, 2005) , they were limited to a small number of representative genes and thus insufficient for deriving general principles for their functional relationship. The current study focused on a single parameter-activity duration-and systematically examined how transcriptional responses are altered by different durations of activity. Cortical neurons were membrane depolarized by KCl for a brief (1 min) or a sustained (up to 6 hr) period, and activity-regulated genes (ARGs) were systematically classified based on their temporal induction kinetics and requirement for de novo protein synthesis. Earlier studies in various cell types divided signal response genes into two groups (Fowler et al., 2011) . Primary response genes (PRGs; also known as immediate early genes [IEGs] ) are the group of genes that are rapidly induced (begin to transcribe within minutes) upon signaling without requiring de novo protein synthesis, which means that their transcription is sufficiently mediated by pre-existing transcription factors (TFs) and RNA polymerase II (Pol2) machinery. Most of the PRGs encode TFs (e.g., FOS and EGR1) that, once translated, work together with pre-existing TFs to induce secondary response genes (SRGs), many of which are effector proteins to mediate signal-dependent adaptive responses. Although such a sequential induction scheme is commonly employed, its biological outcome is highly variable depending on the cellular context. Tyssowski et al. (2018) observed that the activity-induced PRGs in cortical neurons could be further divided into two kinetically distinct groups-a relatively small number of PRGs that are rapidly induced and the remaining PRGs with delayed kinetics (rPRGs and dPRGs, respectively). Most of the rPRGs encode TFs, reinforcing the idea that rapid induction of rPRGs needs to be ensured for successive induction of effector proteins. As SRGs become slowly expressed following dPRGs, activity-dependent induction of ARGs occurs in three temporally distinct transcriptional waves. These findings from a reduced system appear to be physiologically relevant as similar temporal patterns of ARG induction were observed in neurons stimulated by bicuculline-induced synaptic bursts and even in intact visual cortex stimulated by light pulse.
Such a systematic refinement of ARG induction profiles turned out to be quite useful for elucidating additional molecular insight into the activity-transcription coupling in the brain. Rapid PRGs are the only gene group that is also responsive to a brief KCl stimulation, suggesting that temporally distinct induction of rPRGs and dPRGs might have a biological meaning. The Arc gene was notable in the neuronal rPRG group in that it functions as an effector protein directly acting at synapses to regulate AMPA receptor (AMPAR) trafficking to modulate synaptic transmission and plasticity (Bramham et al., 2008) . While the majority of rPRGs are involved in successive waves of effector protein expression, the biochemical function of ARC protein could be uniquely suited to fulfill the first responder's role that rapidly alters synaptic efficacy in response to a broad range of activity patterns. Individual ARGs appear to have different minimum activity-duration thresholds for induction, as an intermediate duration of visual stimulation (7 min) only induced a portion of dPRGs in the visual cortex. This implies that induction of individual ARGs could occur in a graded fashion and potentially exhibit heterogeneous induction profiles depending on the activity levels of neurons. In this regard, Tyssowski et al. (2018) tested whether neurons' activity history could be inferred solely based on their PRG expression profiles. They used a set of rPRGs and dPRGs commonly induced both in vitro and in vivo and performed a nearest-neighbor classification with recently published single-cell RNA sequencing data obtained from the visual cortices that have been stimulated for 1 hr (Hrvatin et al., 2018) . Thousands of neurons displayed differential induction patterns of PRGs-unresponsive, brief, and sustained activity-induced groups. Interestingly, brief or sustained activityinduced neurons co-segregated with layer-specific markers. Specifically, brief activity-induced neurons were in the deep layer (layer 5/6), whereas sustain activity-induced neurons were in the upper layer (2/3 and 4). This intriguing result could indicate that differential transcriptional responsiveness might be genetically encoded in layer-specific neurons. Alternatively, individual layer-specific neurons share the same activity-dependent transcription program, but different neuronal activity levels or patterns are generated in each cortical layer during the flow of visual information.
What could be the underlying molecular mechanism for differential coupling between activity duration and transcription? To address this, Tyssowski et al. (2018) first compared the genomic architecture surrounding the promoter regions of three transcriptional wave groups and found that rPRG promoters in unstimulated neurons were more enriched with the features of open chromatin, as well as pre-bound TFs and Pol2, compared to the promoters of dPRGs and SRGs (Figure 1 ). This type of pre-configured setting at promoters would enable rPRGs to bypass the requirement for additional signaling pathways and remodeling necessary for full promoter activation before transcription. Tyssowski et al. (2018) subsequently showed that the MAPK/ERK pathway is primarily responsible for rapid gene induction. Chemical inhibitions of the MAPK/ERK pathway blunted induction of most of rPRGs but only had a minor impact on dPRG expression in KCl-membrane-depolarized neurons as well as in light-stimulated visual cortex. Mechanistically, the MAPK/ERK pathway was shown to promote rapid recruitment of newly initiating Pol2 to the rPRG promoters without affecting the level of pre-bound but paused Pol2. However, Pol2 recruitment does not appear to be the ratelimiting step in differentiating induction kinetics, as a similar rate (10 min) of Pol2 recruitment was also observed at dPRG promoters although the process was insensitive to MEK inhibition. These findings collectively suggest that a slower induction of dPRGs than rPRGs most likely reflect their requirement for additional steps of promoter activation before initiating transcription. For instance, nuclear translocation of some TFs (e.g., NFAT, NF-kB) from the cytoplasm and/or chromatin remodeling at the regulatory regions might have to occur prior to dPRG induction (West and Greenberg, 2011) .
Since enhancers play key roles in signaldependent gene expression, Tyssowski et al. (2018) also investigated the activities of enhancers located near ARGs by examining two canonical features of active enhancers. Developmentally established enhancers are either in a poised state or actively engaged with target genes to promote transcription. Many epigenome studies in higher eukaryotes have invariably identified that functionally active enhancers transcribe a class of noncoding RNAs (eRNAs) and also have a high level of lysine 27 acetylation at histone H3 tail (H3K27ac) (Kim and Shiekhattar, 2015) . Tyssowski et al. (2018) found that sustained activity dynamically increased the levels of both markers at enhancers near rPRGs and dPRGs (putative rapid and delayed enhancers, respectively) but with different kinetics. The H3K27ac levels at enhancers were rapidly (within 10 min) increased by activity regardless of the enhancer types, whereas induction patterns of eRNAs mostly paralleled those of nearby genes. Like rPRG induction, brief activity induced eRNA transcription only at rapid enhancers. Inhibition of the MAPK/ERK pathway selectively attenuated induction of eRNAs from rapid enhancers without affecting eRNA induction at delayed enhancers. On the other hand, H3K27ac modifications, which occurred at a similar rate as rapid eRNAs, were largely insensitive to MEK inhibition, suggesting that eRNA transcription might not be absolutely necessary for H3K27ac modifications at enhancers. Taken together, these results highlight a functional link in transcriptional induction of eRNAs and nearby ARGs and also that eRNA is a more reliable marker than H3K27ac for informing dynamically altered states of enhancer activity.
By systematically investigating the activity-regulated genes by genome-wide approaches instead of relying on selected genes or gene activation markers, such as CREB phosphorylation, Tyssowski, DeStefino, and colleagues were able to draw general principles of the activitytranscription coupling mechanisms (Tyssowski et al., 2018) . This study has provided a global picture of how neurons elicit rapid transcriptional induction in response to different activity patterns. The open chromatin state with preloaded TFs and Pol2 at the regulatory regions is a unique feature of the rapid response genes, predisposing them to initiate transcription through the fast-acting MAPK/ ERK pathway. The impact of calcium signaling on newly discovered epigenomic features of active enhancers has deepened our molecular understanding of the activity-transcription coupling mechanism. These findings also present new directions for future studies, including investigation of the calcium signaling pathways and chromatin remodeling necessary for delayed gene induction. Examining transcriptional diversity with additional activity parameters (e.g., frequency) and the experience-relevant action potential patterns will also be an important next step to firmly establish the principles of the activity-transcription coupling. As illustrated by a recent study showing that activity-dependent synaptic silencing and elimination are induced by different durations of burst firing and rely on distinct transcription factor pathways (Chang et al., 2017) , it is likely that differential transcription coupling induced by different activity durations has biological consequences. Evidence has begun to show a diversity of activity-dependent transcriptional responses across the cell types and neural circuits (Hrvatin et al., Transcriptional responses induced by sustained neuronal activity exhibit three temporally distinct waves: rapid and delayed primary response genes (rPRGs and dPRGs, respectively) followed by secondary response genes (SRGs). Brief activity only induces the first wave (rPRGs), suggesting that transcriptional induction profiles can be diverse depending on the activity levels of neurons. The promoters and enhancers of rPRGs in unstimulated neurons tend to show open chromatin state with high levels of pre-bound transcription factors and RNA polymerase II, predisposing them to rapidly initiate transcription through the fast-acting MAPK/ ERK pathway upon activity. dPRGs and SRGs do not have such genomic architecture and would need additional signaling pathways to remodel their regulatory regions prior to transcription. 2018). With the deeper understanding of ARGs provided by Tyssowski, DeStefino, and colleagues, perhaps future studies may use ARG profiling at single-cell levels in combination with electrophysiological recordings to define neural circuits based on the activity-transcription coupling map of intact neural circuits undergoing sensory experience.
Taste bud cells for sweet, umami, and bitter transmit sensory signals without a synapse. A study by Ma et al. (2018) finds a key ATP-permeable pore-forming subunit required for rapid neurotransmission from the tongue to secondary taste neurons.
Peripheral sensory neurons generally transmit sensory information to higher-order neurons via synaptic vesicle release. By contrast, some types of mature taste bud cells (TBCs) are known to lack synaptic structures, yet they can transmit taste signals. For more than two decades, sensory biologists have struggled to unveil how synapse-less TBCs communicate with downstream neurons. On the mammalian tongue, each taste bud contains several dozens of TBCs that are classified into receptor cells and support cells (sometimes referred to as type I cells). Individual taste receptor cells are uniquely tuned to mediate one of five basic tastes (Yarmolinsky et al., 2009) . Notably, TBCs lack axons and are innervated by the afferent nerve fibers of secondary taste neurons (Figure 1, top) .
Interestingly, acid-sensing TBCs (type III cells) have neuronal properties with visible synaptic structures (Kataoka et al., 2008) , whereas sweet-, umami-, and bitter-sensing cells (type II cells) do not possess the synaptic machinery (Clapp et al., 2004) . How are sweet, umami, and bitter signals transmitted from taste buds? An important clue came from a study on neurotransmitter molecules. Finger et al. (2005) found that TBCs use ATP as a critical transmitter to communicate with gustatory nerve fibers. Knocking out purinergic receptors P2X2 and P2X3 completely eliminated physiological responses to all tastants. Since P2X2 and P2X3 are the major purinergic receptors in secondary taste neurons, this study implicated that sweet, umami, and bitter TBCs somehow secrete ATP without synaptic vesicles.
ATP can be released from cells via vesicular as well as non-vesicular routes, including certain types of ATP-permeable channels (Kinnamon, 2013) . If such channels are responsible for neurotransmission in TBCs, they need to meet at least three criteria. First, the channels obviously have to be expressed in TBCs. Second, knocking out the gene should eliminate ATP release from TBCs without affecting cell excitability and viability. Third, such genetic manipulation should abolish physiological and behavioral responses to sweet, umami, and bitter taste stimuli. In the past 10 years, multiple channels have been proposed as ATPconducting molecules, including pannexin 1 (Huang et al., 2007) and connexins (Romanov et al., 2007) . However, their roles in neurotransmission are still elusive.
In 2013, Taruno et al. (2013) discovered that calcium homeostasis modulator 1 (CALHM1 or FAM26C), the pore-forming subunit of a voltage-gated, non-selective cation channel, is selectively expressed in type II TBCs. This large-pore channel seems to meet all the criteria mentioned
