Density Parity Check (QC-LDPC) code with girth g = 10 and g = 12. The originality of the proposed method is to impose constraint on the exponent matrix P to reduce the search space drastically. For a targeted expansion factor of N , the first step of the method is to sieve the integer ring Z N to make a particular sub-group with specific properties to construct the second column of P (the first column being filled with zeros). The remaining columns of P are determined recursively as multiples of the second column thanks to an adaptation of the sequentially multiplied column (SMC) method where a controlled greedy search is applied at each step. The codes constructed with the proposed semi-algebraic method have lengths that can be significantly shorter than the best counterparts in the literature. To illustrate the great potential of the SMC method, we give the explicit construction of a rate 0.75 irregular LDPC code of size 65, 220 that allows a gain of 0.15 dB compared to the code of same rate and size 64,800 of the DVB-S2.
I. INTRODUCTION
It has been more than two decades since the rediscovery of low-density parity-check (LDPC) codes as a class of modern channel coding [1] . LDPC codes can work close to the Shannon capacity with a low complexity message passing decoding algorithm. Moreover, Quasi-cyclic (QC) arXiv:2003.08707v1 [cs.IT] 19 Mar 2020 LDPC code, a special class of LDPC codes, allows for efficient parallel hardware implementation and has been adopted in many communication standards. A few examples are WIFI standard [2] , digital video broadcasting (DVB) standard [3] , CCSDS standards [4] , and more recently the 5G standard [5] . The promising coding techniques for communication systems beyond 5G are turbo codes, binary/nonbinary QC-LDPC codes [6] , spatially coupled (SC) QC-LDPC codes [7] , and polar codes. Assuming any scenario or application, constructing QC-LDPC codes with the smallest possible Tanner graph [8] of optimal cycle distribution free of short cycles has been a challenging issue within the past two decades. It has been shown that QC-LDPC code with a Tanner graph free of short cycles and free of some harmful combination of small cycles (known as "trapping sets") has better performance under iterative decoding algorithms. Many research works have been dedicated to study and construct such code [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , [23] . One of the common methods to prevent harmful structures in Tanner graph of the code is increasing girth of the code's graph. In contrast with removing special trapping sets, which results in local improvement of performance of the code within specific SNR ranges, increasing the girth leads to a general improvement of the performance given any SNR regime. One of the main constraints of constructing a QC-LDPC code is keeping the length of the code as small as possible while preserving other good properties of that code. Considering some fixed conditions such as specific girth of the code and degree distribution of the exponent matrix, the QC-LDPC code with the shortest length can be more desirable in some cases due to easy encoding/decoding implementation, less required storage memory and low communication latency. In addition, it has recently been shown that by using some spreading techniques, a class of SC-QC-LDPC convolutional (C) codes with very low syndrome memory could be constructed based on QC-LDPC codes [21] , [24] , [25] , [26] , [27] .
Specifically, [25] asserts that given fixed girth and degree distribution, the smaller the lifting degree of QC-LDPC code, the smaller the size of the syndrome memory of SC-QC-LDPCC code and thus the better performance of such code under windowed decoding. In this work we avoid the issue of SC-QC-LDPCC code and will concentrate fully on constructing short length QC-LDPC codes with girth g = 10, 12. However, we keep in mind SC-QC-LDPCC code is a potential candidate for beyond 5G applications, and good QC-LDPC code is the basis of good SC-QC-LDPC code.
QC-LDPC codes can be divided into two major classes: 1) random-like codes constructed by means of computer search under efficient algorithms and 2) structured codes constructed based on algebraic tools [28] . These constructing methods all have deficiencies when considered individually. Search-based methods (even heuristic or exhaustive ones) require high search complexity but may find codes with shorter length than the ones obtained with algebraic methods.
Algebraic based methods, on the other hand, will explicitly determine the code (like array code [28] of girth 6); however, so far algebraic methods are only known for the construction of small girth code, not high girth code. In fact, defining algebraic properties that are perfectly matched with high girth condition resulting in explicit construction of short length code is one of the main shortcomings of algebraic methods. In this paper we try to combine these two methods in order to construct large girth QC-LDPC code with short length in considerably lower search complexity.
We take the search-based sequentially multiplied column (SMC) construction method [26] as our search algorithm and modifiy it by introducing an algebraic property for the second column of the exponent matrix of the code. The second column with the asserted algebraic property is found by an integer field sieve (IRS) method in a way that leads to search space reduction eventually. As a result, a semi algebraic fast search-based method of constructing high girth QC-LDPC code is proposed and many constructed codes of girth g = 10, 12 with different rates and degrees are reported. To the best of the authors' knowledge, all the constructed codes have lengths shorter (by up to 35%) or equal (for a small prototype matrix with d v = 3 and d c ≤ 8)
to their counterparts in the literature. For d v = 3 and g = 10, the constructed codes have lengths equal, or very close, to the lower bound [29] . The paper also proposes matrices for values of d v and d c not yet reported in the literature. Moreover, an irregular QC-LDPC code of rate 0.75 and length 65220 bits (whose exponent matrix is locally optimized with the help of the presented SMC-structured codes) is constructed in Appdendix B. This is a counterpart code to DVB-S2
[30] code of rate 0.75 and length 64800 bits. Simulation results show the SMC-structured code outperforms by a few tenths dBs compared with rate 0.75, length 64800 DVB-S2 code. This further illustrates the usefulness of the presented high girth SMC-structured codes.
The rest of the paper is organized as follows: Section II presents the definitions and some earlier results on SMC construction based QC-LDPC codes as well as some group and number theory concepts, which will be used in later sections. Section III presents the building blocks of our proposed IRS technique. Necessary mathematical arguments, relevant greedy search algorithm, its extension for constructing the exponent matrices and the pertinent complexity analysis of the algorithm are provided in this section. Numerical results as well as simulation results are provided in Section IV. Finally, Section V concludes this paper.
II. PRELIMINARIES
In this section, we review the construction of a family of LDPC matrices well suited for hardware implementation called Quasi-Cyclic LDPC matrices. Then we discuss the conditions that result in QC-LDPC codes with good topological properties. Finally, we will give some notations and relations of group and number theories.
A. QC-LDPC block codes
Let us consider a fully-connected QC-LDPC block code in which the parity-check matrix is an m × n array of N × N circulant permutation matrices (CPMs), I(p ij ), 0 ≤ i ≤ m − 1, 0 ≤ j ≤ n − 1, where N is the lifting degree of the code. I(p ij ) is obtained from the identity matrix through a cyclic shift of its rows by p ij positions, with 0 ≤ p ij ≤ N − 1. The code length is L = nN , the column degree (i.e., the number of non-zero elements in each column) of the parity-check matrix is presented by m and the row degree (i.e., the number of non-zero elements in each row) of the parity-check matrix is presented by n 1 . The m × n matrix P having the integer values p ij as its entries is referred to as the exponent matrix of the code. For such a QC-LDPC block code, a necessary and sufficient condition for the existence of a cycle of length 2k in its Tanner graph is
where n k = n 0 , m i = m i+1 , n i = n i+1 [9] .
To achieve a certain girth g, for given values of m and n, and for a fixed value of N , one has to find a matrix P whose entries do not satisfy (1) for any value of k < g/2, and any possible choice of the row and column indexes m i and n i . Starting from P, the Tanner graph of the code can be easily obtained as it is unambiguously related to the values of p ij .
We define a structural cycle in the Tanner graph of a CPM-based QC-LDPC block code as a cycle for which k−1 i=0 p m i n i − p m i n i+1 = βN , β ∈ Z. Indeed, this sum could be unequal to βN via altering p ij s. In the face of a structural cycle, an inevitable cycle is defined as a cycle for which k−1 i=0 p m i n i − p m i n i+1 = 0, regardless of what the values of p ij s are. In [9] it is shown that fully-connected CPM-based QC-LDPC codes always contain inevitable cycles of length 12, and thus their girth cannot be larger than 12. 1 In the case that QC-LDPC code is not fully-connected, m and n are often noted by dv and dc in the literature, respectively
B. Code design via sequentially multiplied columns (SMC)
It is shown in [18] that the complexity of exhaustively checking equations of the type (1) goes high by increasing each one of the parameters m and n. Solutions with reduced complexity were proposed in [17] and [19] , but the corresponding design methods result in girth g = 8. For constructing short codes with higher girths (i.e., g = 10, 12), many methods are developed. To the best of the authors' knowledge, the results in [26] for QC-LDPC codes with girth g = 10, 12 found by applying SMC construction technique are the shortest ones in the literature. Let us recall the basic assumptions of the design method proposed in [26] . The design of the paritycheck matrix of a QC-LDPC block code with lifting degree N starts from an exponent matrix having the following form (SMC assumption)
with m, n, ∈ N, m < n, and 0 and P 1 being column vectors with m entries in {0, · · · , N − 1}.
The vector 0 is filled with all zero entries, while the entries of the vector P 1 are chosen as follows:
the first entry is zero, the second entry is one and the other entries are chosen in {2, · · · , N − 1} in an increasing order. Then, the subsequent vectors have the form γ j ⊗ P 1 (j = 2, · · · , n − 1),
where ⊗ denotes multiplication modulo N of each term of P 1 with γ j , and are computed from P 1 through sequential multiplications by the coefficients γ j ∈ {2, · · · , N − 1} such that γ j < γ j+1 .
We now restate Proposition 1 of [26] .
Proposition 2.1: Let P SMC m×n be the exponent matrix of a QC-LDPC block code C as defined in (2) . Suppose that the Tanner graph associated with the sub-matrix 0 P1 contains no inevitable cycles of lengths up to 10. Then, the Tanner graph of C has no inevitable cycle of length up to 10 for sufficiently large N and a proper choice of γ j s.
Proof: See Proposition 1 in [26] . Example 2.2: Let m = 3 and n = 6. Suppose that P SMC 3×6 is the exponent matrix of a QC-LDPC block code C, as defined in (2) , such that P 1 = (0, 1, 29) T . Considering (1), it is easy to check that the Tanner graph associated to 0 P1 contains no inevitable cycles of length up to 10.
Then, according to Proposition 2.1, the Tanner graph of C has no inevitable cycle of length up to 10 for sufficiently large N and a proper choice of γ j s. Choosing γ 2 = 3, γ 3 = 7, γ 4 = 67, and γ 5 = 144 and N = 271, it is easily verified that C has girth g = 12. The code length is
Indeed, proposition 2.1 guarantees that exponent matrices of type P SMC m×n can be avoided from having inevitable cycles of length up to 10. In order to do that, the authors of [26] established a recursive and greedy search algorithm (see algorithm 1 in [26] ) to find a sufficiently large N with a proper ordered set of non-zero γ j s (j = 2, · · · , n − 1) named p 1,j s as well as a proper ordered set of non-zero p i,1 s (i = 1, · · · , m − 1) that do not comply with the constraint (1) . It means that, with a given N , this search algorithm is supposed to find n − 2 (resp., m − 1) non-zero and distinct elements to be placed in the second row (resp., column) of P SMC m×n . These elements vary from 1 to N − 1, so in the worst case the overall possibilities are equal to N −1
For high rate and high girth codes, the lifting degree is much bigger than m and n (i.e., m, n N ), so the whole search space is of O (N − 1) m+n−3 . It has to be notified that if g ∈ {10, 12} is our desired girth of the code, so, for each realization of the matrix P SMC m×n , all the constraints of type (1) with k < g/2 have to be checked.
C. Some relations in Group and Number theory Definition 2.3 (Prime factorization):
Factorizing an integer composite number into a product of smaller integers is called integer factorization. If these integers are further restricted to prime powers, the process is called prime factorization. Definition 2.4 (Co-prime integers): Two integers a and b are said to be relatively prime or co-prime if the only positive integer (factor) that divides both of them is 1. Consequently, no prime number can concurrently divide both of them. This is also equivalent to saying the Greatest Common Divisor (GCD) of a and b is 1. Standard notations for relatively prime integers a and b are GCD (a, b) = 1 or (a, b) = 1.
If c ≥ 1 divides a and b, we write c | a and c | b. While c does not divide a (b) we write c | a (c | b).
Definition 2.5 (Euler's totient function):
Let N be a positive integer with prime factorization N = p 1 e 1 * · · · * p N e N (e i ≥ 0, i = 1, · · · , N ). Euler's totient function counts the positive integers up to N that are relatively prime to N , and it is written as ϕ(N ) where, ϕ(N ) = Proof: See [31] .
Definition 2.7 (Ring of integers modulo N ): Ring of integers modulo N , which is written as Z N (even as Z/N Z) is a set of numbers {0, 1, · · · , N − 1} closed under two binary operations "+" and " * ". Since any pair of elements in Z N are commutative under operation "+" (resp., " * "), the group (Z N , +) (resp., (Z N \ {0}, * )) is said to be Abelian.
It has to be understood that (Z N \ {0}, * ) is not a group evermore, as it has to satisfy invertibility condition. This condition, which certifies that every non-zero element of a group has to be invertible, is a necessary condition of the group. Furthermore, if a, b ∈ Z N , then we conventionally might use the notation ab to show a * b when there is no ambiguity later. Another name for this group is group of units, and it is written as Z × N (even as (Z/N Z) × ). Since ϕ (N ) counts the number of positive co-prime integers (less than N ), |Z × N | = ϕ (N ). Definition 2.9 (Cyclic group): A cyclic group G is a group that is generated by a single non identity element of this group a under group operation. Every element of this group is constructed by repeatedly applying the group operation to a or its inverse. If this group is finite with r elements, it is displayed as a = {a i |i = 1, 2, · · · , r}. For each N i (i = 1, 2, 3, 4) we construct the corresponding multiplicative group Z × N i , and from Definition 2.8 we know that |Z × N 1 | = 10, |Z × N 2 | = 4, |Z × N 3 | = 6 and |Z × N 4 | = 16. One can easily check that it is possible to generate all the elements in Z × N i (i = 1, 3, 4) just by taking a 1 = 2 (resp., a 3 = 2 and a 4 = 3 are to be the generator element) and its repetitive multiplications modulo N . However, for the case N 2 = 12, there is no solo generator element for Z × N 2 thus, it is not cyclic. Theorem 2.12: For any prime number p, Z × p is always cyclic and there is a so-called generator a ∈ Z × p (named as primitive element of Z × p ) so that Z × p = {a i |i = 1, 2, · · · , p − 1}. Proof: See [31] .
Note that Theorem 2.12 is not valid for an arbitrary integer value N . As we can see from Example 2.11, Z × 12 is not cyclic but Z × 14 is cyclic; however none of the integers 12 and 14 are prime numbers. Definition 2.13 (Subgroup): Given a group G under a binary operation " * ", a subset S of G is called a subgroup of G if S also forms a group under the operation " * ". This is usually denoted by S ≤ G and read as "S is a subgroup of G". for which a r = e is called the order of a (or simply O (a)) where r times a r = a * a * · · · * a . In the next section, our method of sieving integer ring as well as a controlled greedy search algorithm for implementing this method is fully explained.
III. INTEGER RING SIEVE TO FIND PERMISSIBLE ELEMENTS FOR THE VECTOR P 1
This section is divided into four parts. In Part A, we propose our definition of equivalent relations of type (1) (i.e., equivalent cycles) in an exponent matrix (Tanner graph) of a fullyconnected QC-LDPC code as well as give a theorem for counting all classes of cycles under this equivalent relation, i.e., the number of nonequivalent cycles of length 2k (k = 2, 3, 4, 5) in this matrix (graph). In Part B, several properties for selecting the second column of matrix P SMC m×n (i.e., P 1 ) are suggested. Indeed, depending on the size of d v , we propose a specific property for the elements in P 1 in a way that we can reduce the number of "potential but nonequivalent" cycles by a factor of 3 when d v = 3 and a factor of d v − 1 if d v > 3. In Part C, some arguments and statistics in existence of proper sieve occurrences that can meet properties suggested in Part B are provided. Our greedy search algorithm is explained in Part D with pseudo code. Complexity analyses for highlighting the important role of our sieving method in reducing the search space are also provided in this final part.
A. Counting nonequivalent relations of type (1) corresponding to nonequivalent potential cycles of Tanner graph of a fully-connected QC-LDPC code Definition 3.1 (Potential cycle): Let P, N , k and p m i n i , p m i n i+1 ∈ P (0 ≤ i ≤ k − 1) be the parameters in relation (1) . To address any set of 2k elements p m i n i that meets the conditions n 0 = n k , m i = m i+1 , and n i = n i+1 , we consider its corresponding summation, name it as potential cycle C 2k of P, and display it as
In fact, as long as the elements p ij s are considered as symbolic within this summation and are not assigned with some integers, we call this cycle potential. When all the elements within this summation are assigned with integers and the summation is equal to zero modulo N , then C 2k
is an activated cycle.
Simply, any activated cycle is considered a realization of a potential cycle. In other words, a potential cycle C 2k is a symbolic presentation of its corresponding activated cycle. So, if girth of QC-LDPC code C is g it means 1) none of its potential cycles of length 2k (k < g/2) are 
In other words, C 2k is derived by specifically reordering the terms of summation k−1 i=0 (p m i n i − p m i n i+1 ) or by the additive inverse of it.
Note that with our definition of equivalent cycles C 2k and C 2k , one can imagine that C 2k is an activated cycle if and only if C 2k is. Moreover, equivalent cycles are involved in the same rows, 2 Note that in this context an inevitable cycle could be considered both as potential and activated. In fact, before assigning values to the elements of P an inevitable cycle is called Inevitable Potential Cycle (IPC) while it is called Inevitable Activated Cycle (IAC) afterward. the same columns, and even in the same elements of P.
To further address the nexus of our various categorizing of cycles, we consider a formal cycle C 2k in P with two scenarios: 1) P contains several nonequivalent classes of potential cycles of length 2k where some of them are inevitable cycles and 2) P contains several nonequivalent classes of potential cycles of length 2k with no inevitable cycle. (a1) and (b1) in Fig.1 depict a diagram with 16 nonequivalent classes of potential cycles of length 2k respectively for scenario 1 and 2. In scenario 1, we see two classes of Equivalent Inevitable Potential Cycles (EIPC's).
(a2) and (a3) in Fig.1 are two different realizations of (a1) related to two different assignments of p ij s. As can be seen, there are three types of equivalent classes in (a2) and (a3). The first one is Equivalent Not-Activated Cycles (ENAC's), second one is Equivalent Structurally Activated
Cycles (ESAC's), and the last one is Equivalent Inevitably Activated Cycles (EIAC's). (b2) and
(b3) in Fig.1 are also two different realizations of (b1) related to two different assignments of p ij s. As can be seen, there are no EIACs in these diagrams because there were no EIPCs in (b1). In this work we follow scenario 2 and will try to find the optimal assignment in order to keep all the potential cycles of length 2k (k = 2, 3, 4, 5) inactivated, as there is no inevitable cycle of length 2k (k = 2, 3, 4, 5) in the exponent matrix of a fully-connected QC-LDPC code.
The following example also further illustrates the perception of equivalent potential cycles. The definition of equivalent classes of cycles reduces the number of equations to be verified in constructing QC-LDPC code of given girth, so it accelerates the search process. We will argue this method further in the following sections when we try to explain our search algorithm.
However, before that we provide a definition and a theorem here to count nonequivalent potential cycles of length less than or equal to 10 in an exponent matrix P of size m × n where m, n ≥ 2. It has to be noted that T C 2k is symmetrical (i.e., T C 2k = T C 2k T ) as the number of potential cycles involved in a i × j matrix is equal to the number of such cycles involved in matrix of size j × i. Theorem 3.5: Let P m×n be an exponent matrix of a fully-connected QC-LDPC code with m ≥ 2 and n ≥ 2 and #C m,n 2k be the number of nonequivalent potential cycles of length 2k
where t C 2k ij is the (i-j) th component of cycle's tracking matrix T C 2k (k = 2, 3, 4, 5) below 
and n r is equal to n! r!(n−r)! when r ≤ n and 0 otherwise. Proof: First we notice that based on relation (1) a potential cycle C 2k of length 2k (k ≥ 2) is involved in at most k rows as well as k columns of matrix P m×n . Secondly, for constitution of a cycle of length 2k, the minimum required number of columns (rows) of P m×n is 2 when k is an even number and 3 otherwise. So the term m i n j in relation (5) enumerates all the sub-matrices of size i × j of a matrix of size m × n where 2 ≤ i ≤ min{k, m} and 2 ≤ j ≤ min{k, n}. For each one of such sub-matrices, t C 2k ij counts the number of nonequivalent potential cycles that are involved in a sub-matrix of size i × j. By computer programming it is possible to enumerate all such cycles of length 2k (k = 2, 3, 4, 5) which occupy i rows and j columns. Given that g is our desired girth of a code with exponent matrix P of size m × n, one quick impression of Theorem 3.5 is the verification algorithm 3 has to make sure that none of the nonequivalent cycles of length 2k (k < g/2) is activated. Table I contains In addition, with some modifications we are still able to further reduce the number of these 3 We recall that greedy search algorithm in [26] consists of two main parts: 1) picking proper elements from the set {1, · · · , N − 1} to be placed as components of sequential rows (columns) of P 2) verifying if every cycle of length less than g remains potential for the assigned P or not. A proper selection (part (1)) along with a valid verification (part (2)) will terminate this algorithm successfully. nonequivalent cycles. To this end, a special class of exponent matrices with SMC assumption and a predetermined column is considered in the following part.
B. Designing P 1 using cyclic subgroups of multiplicative group Z × N Let P 1 be the second column of exponent matrix P SMC m×n that is introduced in relation (2). In this part we try to pick the non-zero elements of P 1 from a specific cyclic subgroup of Z × N . Depending on the value of d v (i.e., value of m), we consider a specific cyclic subgroup and then propose allocating some or all of the elements in this subgroup to p 1j (1 ≤ j ≤ m − 1). The main reason behind such allocation is reducing the number of nonequivalent potential cycles to some extent, and thus accelerating our verification algorithm. We select our candidate subgroup in a way that it can impose equivalent potential cycles to P SMC m×n , as much as possible. These extra equivalent cycles are some of those nonequivalent cycles that are enumerated in Theorem 3.5 in general, but here they could be considered as equivalent due to the property of our selected subgroup. Furthermore, by following this approach we have two other important properties. Firstly, by forcing some counted nonequivalent cycles in Theorem 3.5 to be in pre-known equivalent classes, we not only can reduce the search space, but also increase the chance of finding codes with an assumed girth. Secondly, since our designation of P 1 is done a priori and definite, the elements in P 1 would not be variables anymore. The search complexity is reduced to determining elements γ j (j = 2, 3, · · · , n − 1), only.
We pass further discussions to the next sections and will focus on two specific lemmas. These lemmas elucidate both the selecting of cyclic subgroups and the role of these subgroups in reducing nonequivalent potential cycles. Lemma 3.6: Suppose that P SMC 3×n is an exponent matrix of form (2) with lifting degree N and
where a is a non-identity element in multiplicative group Z × N with property a * (1 − a) = 1 and superscript "T " stands for vector transpose. Thus, O ( a ) = 6 and
where #C 3,n 2k,a is the number of nonequivalent potential cycles of length 2k (k = 2, 3, 4, 5) pertaining to P SMC 3×n with the second column P 1 , and #C 3,n 2k is introduced in Theorem 3.5 for the general case of an exponent matrix P 3×n with three rows.
Proof: To show that O ( a ) is 6 we need to show that O (a) = 6. To this end, we consider the assumption a * (1 − a) = a − a 2 = 1 and repeatedly apply the group operation to a as follows:
a 5 = a * a 4 = 1 − a, a 6 = a * a 5 = a − a 2 = 1.
To prove #C 3,n 2k,a ≤ #C 3,n 2k 3 , we show that for any potential cycle C 2k :
there are at least two corresponding and avoidable cycles aC 2k :
in this matrix that have the same length as C 2k but are located in different positions (with partly different elements) of P SMC 3×n compared with C 2k . Note that in Definition 3.2 it was emphasized that equivalent potential cycles will occupy exactly the same elements, rows and columns of matrix P, so in the context of Definition 3.2, potential cycles C 2k , aC 2k and (1 − a)C 2k are nonequivalent. However, as it will be shown later, C 2k is an activated cycle if and only if aC 2k ((1 − a) C 2k ) is activated. Thus, we consider them as equivalent cycles. In other words, by verifying one, the other two will be verified. Before continuing, we need to establish a fact regarding isomorphic exponent matrices. Let N ∈ N, a ∈ Z × N , and P 1 (resp., P 2 ) be an exponent matrix of code C 1 (resp., C 2 ) with lifting degree N . It is shown [18] that P 2 (or the equivalent Tanner graph of C 2 ) is isomorphic to P 1 (Tanner graph of C 1 ) if it is constructed by row (column) permutation of P 1 and/or by adding a constant to each row (column) of P 1 and/or by multiplying a to P 1 . Given this fact and considering GCD (a, N ) = GCD (1 − a, N ) = 1, we have P SMC
where " ∼ =" stands for isomorphic relation. C 2k is also an activated cycle (i.e., its summation is equal to zero modulo N ) if and only if aC 2k ((1−a)C 2k ) is activated. Now consider the cycle-path C 2k (k = 2, 3, 4, 5) in matrix P SMC 3×n (see Fig. 3 (a1) or Fig. 4 (a1) for a sample cycle of length six). Additionally, consider the cycle-paths of aC 2k and (1 − a)C 2k , respectively, in aP SMC 3×n and (1 − a)P SMC 3×n (see Fig. 3 (a2) or Fig. 4 (a2) for the cycle of length six). In the sequel, we attempt to illustrate the cycle-path aC 2k (resp., (1 − a)C 2k ) in matrix aP SMC 3×n (resp., (1 − a)P SMC 3×n ) has an isomorphic form in matrix P SMC 3×n . Assume that matrices R 2 , R 3 , RP 1 and RP 2 are defined as follows: 
where R i (i = 2, 3) is constructed from the i th row of matrix P SMC 3×n and RP i (i = 1, 2) is a row permutation matrix to be applied on P SMC 3×n . So, matrix RP 1 − aP SMC 3×n − R 3 , which is constructed by applying linear transformations as well as row permutation matrix RP 1 on aP SMC 3×n (see Fig. 3 parts (a3) to (a5)), has a form exactly like matrix P SMC 3×n . Furthermore, the cycle aC 2k has a new path in the resulting matrix and, at the same time, is isomorphic to the cycle in matrix aP SMC 3×n ( Fig.3 part (a2) ). Similarly, matrix RP 2 − (1 − a) P SMC 3×n − R 2 is constructed by applying linear transformations as well as row permutation RP 2 on (1 − a)P SMC 3×n (see Fig. 4 parts (a3) to (a5)), and it has a form exactly like matrix P SMC 3×n , too. Also, the cycle (1 − a)C 2k has a new path in the resulting matrix and, at the same time, is isomorphic to the cycle in matrix (1 − a)P SMC 3×n ( Fig.4 part (a2) ). As the permutation matrices RP 1 and RP 2 will entirely permute the rows of a matrix and, at the same time, are different from each other, so the new path of cycle aC 2k (resp., (1 − a)C 2k ) in the resulting matrix (i.e., matrix in part (a5)) would be different from the path of cycle C 2k (in matrix part (a1)) and different from (1 − a)C 2k (resp., aC 2k ). To summarize, for an arbitrary potential cycle C 2k , there are two other different potential cycles aC 2k and (1 − a)C 2k with the same length as C 2k , and the verification algorithm needs to check only one of them. Since aC 2k and (1 − a)C 2k have cycle-paths in P SMC 3×n different from C 2k , #C 3,n 2k,a ≤ #C 3,n 2k 3 . Fig. 5 . Samples of isomorphic paths of cycles with different length in P SMC 3×9 : a) primary underlined paths for cycles C4, C6 and C8. a1) isomorphic paths for the considered primary paths in part (a) derived from transformation t1. a2) isomorphic paths for the considered primary paths in part (a) derived from transformation t2. Example 3.7: Suppose that P SMC 3×9 is the exponent matrix in Fig. 5 (a) , and cycles C 2k (k = 2, 3, 4) are the potential cycles with the path depicted in Fig. 5 (a) . Following the procedure described in the proof of Lemma 3.6, we can find at least two other isomorphic paths to the cycle C 2k named aC 2k (Fig. 5 (a1) ) and (1 − a)C 2k (Fig. 5 (a2) ). To this end, we consider the transformations t 1 (X) = RP 1 (− (aX − R 3 )) and t 2 (X) = RP 2 (− ((1 − a) X − R 2 )) where parameter a, matrix RP i (i = 1, 2), and matrix R i (i = 2, 3) were introduced in the proof of Lemma 3.6. As it was explained in this lemma, t 1 P SMC 3×9 = t 2 P SMC 3×9 = P SMC 3×9 . However, the path of cycle aC 2k (resp., (1 − a) C 2k ) in matrix aP SMC 3×9 (resp., (1 − a) P SMC 3×9 ) is transformed to a path in matrix P SMC 3×9 which is different from the path of cycle C 2k in this matrix. where #C 4,n 2k,a is the number of nonequivalent potential cycles of P SMC 4×n of length 2k (k = 2, 3, 4, 5) and #C 4,n 2k is introduced in Theorem 3.5 for the general case of an exponent matrix P 4×n with four rows.
Proof: Before starting the proof, note that a is a cyclic subgroup of Z × N of order 3 as a is not an identity element and a 3 = 1.
As pointed out in the proof of Lemma 3.6, we ought to show that for any potential cycle
there are at least two corresponding and ignorable cycles aC 2k : k−1 i=0 ap m i n i − ap m i n i+1 and a 2 C 2k : k−1 i=0 a 2 p m i n i − a 2 p m i n i+1 in this matrix which have the same length as C 2k but are located in different positions (with partly different elements) of P SMC 4×n compared with C 2k . Similar to the proof of Lemma 3.6, we recall that since a (resp., a 2 ) is invertible, C 2k is an activated cycle if and only if aC 2k (a 2 C 2k ) is activated. Thus, we consider C 2k , aC 2k , and a 2 C 2k to be equivalent cycles even though this characteristic is not compatible with the Definition 3.2. Now let N ∈ N, a ∈ Z × N and P 1 (resp., P 2 ) be exponent matrix of code C 1 (resp., C 2 ) with lifting degree N . It is shown [18] that P 2 (or the equivalent Tanner graph of C 2 ) is isomorphic to P 1 (Tanner graph of in aP SMC 4×n and a 2 P SMC 4×n (see Fig. 6 (a2) or Fig. 7 (a2) for the cycle of length six), respectively. In the sequel, we attempt to illustrate the cycle-path aC 2k (resp., a 2 C 2k ) in matrix aP SMC 4×n (resp., a 2 P SMC 4×n ) has an isomorphic form in matrix P SMC 4×n . Assume that matrices RP 1 and RP 2 are defined as follows:
where RP i (i = 1, 2) is a row permutation matrix to be applied on P SMC 4×n . So matrix RP 1 aP SMC 4×n , which is constructed by applying row permutation matrix RP 1 on aP SMC 4×n (see Fig. 6 parts (a2) to (a3)), has a form exactly like matrix P SMC 4×n . Furthermore, the cycle aC 2k has a new path in the resulting matrix, and at the same time it is isomorphic to the cycle in matrix aP SMC 4×n ( Fig.6 part  (a2) ). Similarly, matrix RP 2 a 2 P SMC 4×n ) is constructed by applying row permutation matrix RP 2 on a 2 P SMC 4×n (see Fig. 7 parts (a2) to (a3)), and it has a form exactly like matrix P SMC 4×n , too. Also, the cycle a 2 C 2k has a new path in the resulting matrix, and at the same time it is isomorphic to the cycle in matrix a 2 P SMC 4×n ( Fig.7 part (a2) ). Permutation matrices RP 1 and RP 2 will entirely permute the rows of matrices except the first row, which is intact. Since these permutations are different from each other, the new path of cycle aC 2k (resp., a 2 C 2k ) in the resulting matrix (i.e., matrix in part (a3)) would be different from the path of cycle C 2k (in matrix part (a1)) and different from a 2 C 2k (resp., aC 2k ). To summarize, for an arbitrary potential cycle C 2k there are two other different potential cycles aC 2k and a 2 C 2k with the same length as C 2k , and the verification algorithm needs to check only one of them. Since aC 2k and a 2 C 2k have cycle-paths in P SMC 4×n different from C 2k , #C 4,n 2k,a ≤ #C 4,n 2k 3 . Fig. 8 . Samples of isomorphic paths of cycles with different length in P SMC 4×9 : a) primary underlined paths for cycles C8 and C10. a1) isomorphic paths for the considered primary paths in part (a) derived from transformation t1. a2) isomorphic paths for the considered primary paths in part (a) derived from transformation t2. Example 3.9: Suppose that P SMC 4×9 is the exponent matrix in Fig. 8 (a) , and cycles C 2k (k = 4, 5) are the potential cycles with the path depicted in Fig. 8 (a) . Following the procedure described in the proof of Lemma 3.8, we can find at least two other isomorphic paths to the cycle C 2k named aC 2k (Fig. 8 (a1) ) and a 2 C 2k (Fig. 8 (a2) ). To this end, we consider the transformations t 1 (X) = RP 1 (aX) and t 2 (X) = RP 2 (a 2 X) where parameter a and matrix RP i (i = 1, 2)
were introduced in the proof of Lemma 3.8. As was explained in this lemma, t 1 P SMC 4×9 = t 2 P SMC 4×9 = P SMC 4×9 . However, path of cycle aC 2k (resp., a 2 C 2k ) in matrix aP SMC 4×9 (resp., a 2 P SMC 4×9 ) is transformed to a path in matrix P SMC 4×9 , which is different from the path of cycle C 2k in this matrix.
Note that we have tried to intuitively reason lemmas 3.6 and 3.8 to make them easier to understand. However, an algebraic proof method to these lemmas is presented in Appendix A.
In addition, a general formulation of these lemmas is presented in the following theorem. Theorem 3.10: Suppose that P SMC m×n is an exponent matrix of form (2) with lifting degree N and [0, 1, a, a 2 , · · · a m−2 ] T is the second column of P SMC m×n (m, n ≥ 3) where a is a non-identity element in multiplicative group Z × N with property a * (1 − a) = 1 (resp., O (a) = m − 1) when m = 3 (resp., m ≥ 4). Thus (i = 1, · · · , m − 2) that all have the same length as the cycle C 2k but with different paths in matrix P SMC m×n of form (2) that has [0, 1, a, a 2 , · · · a m−2 ] T as its second column. To show this fact, we consider below a row permutation matrix of size m
and apply it on the left side of matrix a i P SMC m×n . Following the steps of the presented argument in Lemma 3.8, this action will translate the potential cycle C 2k to m − 2 other isomorphic cycles a i C 2k that all have the same size as C 2k but with completely different paths in P SMC m×n . Here it should be noted that using the constraint a (1 − a) = 1 for the case m = 3 is more efficient than using a 2 = 1. This is because the former constraint will reduce the equivalent cycles by a factor of 3 while the later constraint will reduce it by a factor of 2.
C. IRS technique as an A priori step of greedy search algorithm
In Theorem 3.10 it was shown that by tailoring to the column degree d v = m of exponent matrix P SMC m×n , there might exist a proper cyclic subgroup a of multiplicative group Z × N from which we can pick non-zero components of P 1 . Specifically, this theorem asserts that P 1 = [0, 1, a, a 2 , · · · a m−2 ]
T . The essence of Theorem 3.10 is determining P 1 a priori in a way that 1) the number of nonequivalent potential cycles is reduced by a certain factor and 2) the greedy search algorithm does not need to search components of P 1 anymore. Then, after determining a suitable P 1 that meets the condition of Theorem 3.10, the search algorithm will take the submatrix 0 P1 as a base and try to find proper values of γ j s in order for P SMC m×n to meet the girth condition. Nevertheless, it has to be noted that Theorem 3.10 does not guarantee that submatrix 0 P1 meets the girth condition itself. So given the desired girth g = 2k (k = 5, 6), the Proof: Based on Theorem 3.5, we recognize that 0 P1 has no potential cycle of length 6 and 10, as it has only two columns. Furthermore, based on the results of Lemma 3.6, the number of nonequivalent potential cycles of length 4 (resp., 8) that we need to check is #C 3,2 4,a = 1 (resp., #C 3,2 8,a = 2). The paths of nonequivalent potential cycles of length 4 and 8, which are involved in the first two columns of exponent matrix P are depicted in parts (b), (e), and (f) of Fig. 2 , respectively. Given that p 00 = p 10 = p 20 = p 01 = 0, p 11 = 1, and p 21 = a, we have: Note that since a * (1 − a) = a − a 2 = 1, a 2 = a − 1. Considering that GCD (a, N ) = 1, if mod N . But there is a contradiction as a = −1 mod N and at the same time a = 2 mod N .
In the following we bring a counterexample that shows every a value that meets the condition a dv−1 = 1 (d v ≥ 4) would not necessarily be a proper candidate for constructing the sub-matrix 0 P1 with girth 12. Although Example 3.12 highlights there probably is not a general and explicit way for finding cyclic subgroups that are suitable for launching a greedy search algorithm, there still is a reliable trend to ensure that suitable candidates of cyclic subgroups are available even with a large size.
To address this issue we bring some statistics in Table II and Fig. 9 . The first row of Table   II indicates the property of each cyclic subgroup. The second row of this table contains the proportion (or ratio) of those integer number N s, which for that Z × N possesses at least one suitable cyclic subgroup of indicated order. The variation range of N is between 37 and 7400, which is high enough for our investigation and inference. As can be seen in Table II this ratio is always greater than 10%. The third row of Table II accommodates the average number of suitable candidates of value a that exist in each suitable multiplicative group Z × N . For instance, if the ultimate goal is using SMC technique for constructing a fully-connected QC-LDPC code with d v = 4 and girth at least 10, one can consider a fixed N ∈ N as a lifting degree and hope that they have a 60% chance (for this specific N ) to find a proper cyclic subgroup of order 3 to make P 1 . In addition, for each N , Z × N possesses more than three a values (on average) that we can make use to form vector P 1 = [0, 1, a, a 2 ] T . Fig. 9 helps us to have a conception of piecewise trends of existence cyclic subgroups while N is gradually increased. This figure consists of four parts; each one displays a screenshot of size 10 of a 3-dimensional histogram.
These small histograms show the multiplicities of suitable a values (as z axis) of Z × N considering N (as x axis). The notable thing is these screenshots are selected from different parts of the general histogram. The results of this figure ensure that we have a chance to find a suitable cyclic subgroup of Z × N even when N belongs to the small intervals who are picked from different parts of the integer ring 4 .
Before concluding this part, there are three important relevant facts. First, Lagrange's theorem 2.16 is a primary criterion to verify if Z × N has at least one cyclic subgroup of our desired order or not. However, this theorem proposes a necessary but not sufficient condition. For example, |Z × 240 | = ϕ (240) = 64 and GCD (8, 64) = 8, but Z × 240 has no element of order greater than 4. So it is impossible to construct P 1 = [0, 1, a, · · · , a m−1 ] T when N = 240 and m = 8. 4 The authors seize this opportunity to highlight another capability of IRS method which is beyond the scope of this paper but could be considered as future work. Indeed, if N is a prime number and non-zero components of P1 constitute a cyclic subgroup of Z × N , then the set of non-zero elements of Pj (j = 2, · · · , n − 1) is a co-set of this subgroup. In other words, exponent matrix P SMC m×n is made of a specific cyclic subgroup of multiplicative group Z × N and some of its co-sets. Investigation of the relation between these co-sets and the girth of SMC constructing based QC-LDPC codes could be considered as future studies. Second, checking for the existence of a proper N and, accordingly, the existence of a suitable cyclic subgroup that results in P 1 is not time-consuming. Given a fixed m, it will take few milliseconds for MATLAB software to check if Z × N is a proper candidate or not. Third, the following proposition, "the search algorithm will need to investigate only one permissible a per each permissible cyclic subgroup of Z × N that meets the girth condition." In other words, if there is more than one generator for permissible cyclic subgroup S (S ≤ Z × N ), then it is sufficient to check only one of them. it is easy to see that a and b = a 5 are the only generators of S. If P SMC 3×n has [0, 1, a] T as its second column, then a 5 P SMC 3×n preserves SMC property, and it has [0, a 5 , 1] T as its second column. Swapping the second and the third rows of a 5 P SMC 3×n also does not affect the girth but gives 2) and GCD (y, m − 1) = 1. If P SMC m×n has [0, 1, a, · · · , a m−1−y , a m−1−y+1 , · · · , a m−2 ] T as its second column, then a y P SMC m×n has [0, a y , a y+1 , · · · , 1, a, · · · , a y−1 ] T as its second column while preserving the SMC constraint. Permuting the rows of a y P SMC m×n does not affect the girth but gives 0, 1, a y , a 2y , · · · , a (m−2)y T = [0, 1, b, b 2 , · · · , b m−2 ] T as the second column of a y P SMC m×n . In Summary, the search algorithm will test one permissible generator per each permissible cyclic subgroup S to find exponent matrix P SMC m×n of code with girth g (g = 10, 12). The final point is there might be more than one permissible cyclic subgroup of Z × N that meet the conditions in Theorem 3.10; however, not all of them would necessarily result in matrix P SMC m×n with girth g (g = 10, 12) for the given N . For example Z × 301 has two distinct permissible cyclic subgroups S 1 = 80 and S 2 = 136 of order 6 where their generators satisfy the property a (1 − a) = 1 as well as the girth conditions. We will see in Section IV that search algorithm is able to find exponent matrix P SMC 3×10 with second column [0, 1, 80] T for code with girth 10 while it is impossible to find girth 10 code with exponent matrix P SMC 3×10 and second column [0, 1, 136] T .
D. Controlled greedy search algorithm
In this section, we present a new controlled greedy search algorithm that uses the SMC technique [26] . In the proposed algorithm, the complexity of the "verification" phase is considerably reduced thanks to the considered IRS technique. Moreover, the behavior of the "assigning" phase is optimized and controlled based on the available information at each step. In the following, the proposed version of this algorithm along with a complementary explanation are presented.
Algorithm 1 Controlled greedy search algorithm for m ≥ 3 Input: Parameters n, m, N of the code, targeted girth g, vector G of size n to control the greedy search effort.
Output: Eventually, set of coefficients Γ n of size n if success, empty set otherwise. Extract an element a of A. for i = 1 to |S| do 15: s(i) = |S ∩ Φ g (Γ ∪ S(i), P 1 , N )| (note: s is a vector). 16 : I = sort index (s) (note: s(I(1)) ≥ s(I(2)) ≥ . . . ≥ s(I(|S|))).
17:
for j = 1 to min (|S|, G(|Γ|)) do 18: if |Γ n | = n then Return Γ n 19: S k = S ∩ Φ g (Γ k , P 1 , N )
23:
if |Γ k | + |S k | ≥ n then 24: Γ n = search (Γ k , S k , N, n, P 1 , G)
25:
else 26: Return ∅ Let Γ k = {0, 1, γ 2 , . . . , γ k−1 } be a set of size k of elements of Z × N . The property ρ g (Γ k , P 1 , N ) is true if and only if the exponent matrix 0 P 1 γ 2 ⊗ P 1 . . . γ k−1 ⊗ P 1 gives a matrix with a girth greater than or equal to g when expanded by a factor of N . We call Φ g (Γ k , P 1 , N ) the ordered set of coefficients of Z N so that a vector Γ k+1 of size k + 1 constructed by the concatenation of Γ k and any coefficient of Φ g (Γ k , P 1 , N ) also gives an exponent matrix of girth g. In a more formal way
The search of a solution of degree (m, n) for a given expansion factor N is done in two steps.
The the size of Γ k is greater than or equal to n, or, if there is still the possibility to generate a Γ vector of length n, then the search function is called again with a Γ set of size 2. The process is recursively reiterated until a length n Γ vector is found or until no more possibility remains to be explored. The complexity of the search is controlled by a vector G of size n. The k th value G(k) of G indicates that only the most "promising" G(k) branches will be explored inside each depth k recursive call of the search function. Note that when all the values of G are equal to N the search algorithm is exhaustive. It can be done in a limited time (less than a few days) only for low values of n. For large n, the first values of G are set to 1 or 2 for reducing the search space to a reasonable size. Note that |X| represents the cardinal of the set X. 
At the end of this discussion, we compare the complexity of our proposed search method that uses IRS technique with an exhaustive search in terms of: 1) mitigating the verification phase by reducing nonequivalent potential cycles and 2) mitigating the assigning phase by reducing the number of undetermined components of exponent matrix P. These two types of simplification are logically accurate even for g = 10 or 12. Table III summarizes these results. The first column of this table shows the column degree d v = m of our constructed QC-LDPC codes. Without loss of generality we assume n >> m due to the fact that studying the complexity of our search method would be important when the rate of the codes is high. In other words, if one intends to find fully-connected QC-LDPC code of different rates, the dominant variable is row weight d c = n.
The second column of the table presents the necessary search space for the verification phase.
As was shown in Theorems 3.5 and 3.10, this space is equal to min{k,m} ij m i n j )/ (m − 1) respectively for an exhaustive search and our IRS method combined with the SMC technique. Considering that girth of the code is less than or equal to 2k = 12 (i.e., k ≤ 6), m n and the parameter t C 2k ij is always less than or equal to 1440 (see tracking matrix T C 10 in Theorem 3.5), it can be concluded that the dominant term in any of previous summations is n k . Since in the worst case the complexity of n k is of O n k and the summation is finite, the overall complexity of the verification phase is of polynomial order and equal to O n k . This means that even with or without applying the IRS approach the complexity of verification phase is polynomial. However, by applying the IRS approach the complexity is reduced as a factor of m − 1, which is slightly lower. The third column of the table counts the number of candidate values among Z N that can be assigned to each non-zero component of the exponent matrix. Given that the exponent matrix P is of size m × n with all zero first row and all zero first column, in an exhaustive search case, (m − 1) (n − 1) remaining components of P have to be assigned. None of these remaining components has to be zero, otherwise the girth is 4. So the number of such possibilities is equal to (N − 1) (m−1)(n−1) . On the other hand, when the IRS method is considered, the second column is assigned a priori. So the remaining components of P are those in column 3 to n. When SMC technique is considered concurrently with IRS, we need to assign one component γ j per j th column. So n − 2 components need to be assigned. Knowing the fact that "when P has all zero first row and all zero first column and its girth is greater than 6, all the non-zero elements of P have to be distinct ( [18] )", so each one of the n − 2 components has to be different from the elements in the second column, i.e., γ j ∈ Z N \{0, 1, a, · · · , a m−2 }. So the number of such possibilities is (N − m) n−2 . Finally, the fourth column proposes the overall complexity of the search method. Given the fact that for high girth code, N >> n, and the verification search has polynomial complexity, one can easily conclude that the overall complexity of both phases is dominated by the assigning phase equal to O (N − 1) (m−1)(n−1) and O (N − m) (n−2) , respectively, for exhaustive search and our proposed search method.
In general cases, by considering the number of nonequivalent cycles in relation (5) as the verification search space and noticing that (N − 1) (m−1)(n−1) is the general assigning search space, one can figure out that the complexity of both verification and assigning phases of an exhaustive search are instinctively exponential. Information in the last column of Table III shows that even when combining SMC approach with IRS technique the complexity remains exponential. However, privileges of the aforementioned combination are that not only does it considerably reduce both of the search spaces, but by this synchronous combination, we are also still able to find lifting degrees very close to the lower bound even for large values of d c s. In the next section we will investigate the outcomes of our greedy search algorithm. These results demonstrate that combining SMC with IRS for finding QC-LDPC code with large girth and short length is a practical tool.
IV. NUMERICAL RESULTS
To present our results in comparison with the state-of-the-art, we have performed the following experiment: Given a fixed girth g (g = 10, 12), for each size m × n of the exponent matrix, we start by the smallest value of N reported in the literature as providing for a QC-LDPC code obtained from a cyclic lifting of degree N of the fully-connected m × n exponent matrix. For this value of N , we apply the proposed search algorithm to see if we can find an exponent matrix of the form (2) for a QC-LDPC code of girth g. If we succeed, we then reduce the value of N into the nearest smaller integer value for which Z × N contains at least one eligible cyclic subgroup to form P 1 , and repeat the same experiment. We continue until the proposed algorithm fails to provide an answer. At that point, we report the previous value of N along with the corresponding exponent matrix found by the algorithm. These results are presented in Tables IV-VII for values of (m, g) = (3, 10), (3, 12) , (4, 10) , and (4, 12), respectively. To present the exponent matrices, we have only provided the second row along with the generator element a of the corresponding cyclic subgroup. In the tables, we have also reported the d c = n, rate and the minimum found lifting degree N . Although our proposed algorithm has the capability to find very high rate codes with girth g = 10, 12, Tables IV-VII contain the codes with lengths below 100K bits. This is because most of the implemented LDPC code in the literature have lengths below 100K bits. In the tables, we have additionally provided the best available results (in terms of minimum N ) in the literature even for the search-based results or the explicit (i.e., deterministic) constructions for comparison. Note that, due to the lack of published results for exponent matrices with a large row degree d c , we apply search algorithm 1 either by considering some proposed lower bounds (of lifting degree N ) in the literature or with our conjecture of lifting degree N as a primary input of this algorithm. If input parameter N is considered as a lower bound then algorithm 1 has to test N every time and moves upward up to the point that it achieves the first success. Otherwise (i.e., if there is no lower bound or upper bound), we need to guess the starting point of N . This conjecture of N comes from studying the general trend of the lifting degree growth rate of previous N s of smaller exponent matrices with the same girth. Here we used nonlinear regression to predict the new input values of N where "cubic polynomial" is considered as to be the regressions model (RM). As an example of former situation with a lower bound, we can look at girth g = 10 exponent matrices. When g = 10 and the exponent matrix is of size m × n, there is a lower bound equal to (m 2 −m)(n 2 −n) 2 + 1 for the lifting degree [34] . So for the code with d c = n > 21 (see Table IV ) where there is no reported value, we use this lower bound as the input value of N within algorithm 1. The lower bound of N for the case (m, n) = (3, 22) is 1387, and algorithm 1 takes this as an input and increases N up to the point that it encounters first success. We limited the running time of our search program to 72 hours, and the smallest successful lifting degree was N = 2689 using a core i7 desktop computer with a 3.5 GHz CPU and 8 GB RAM running in parallel. As an example of the later situation where there is no bound for N we can look at girth g = 12 exponent matrices. We performed cubic regression for both of the cases d v = m = 3, 4. Regression models RM g=12 m=3 and RM g=12 m=4 presented below are respectively derived for the cases m = 3 (4 ≤ n ≤ 13) and m = 4 (5 ≤ n ≤ 9). 11, 17, 1158, 2049, 3754 So, if our underlined exponent matrix is of size 3 × n (resp., 4 × n) and there is no bound for the size of N , we estimate it with N RM g=12 m=3 (n) (resp., N RM g=12 m=4 (n) ). As we are not sure if this approximated value of N is a lower bound or upper bound, our search program would be run for two cases in parallel: 1) upward check and 2) downward check. During this process and at a time when the program sees a success by decreasing N , it will terminate the upward manner and will focus only on downward movement. This process is continued until the processing time is over. As a result, for a girth 12 exponent matrix of size (m, n) = (3, 14), we could not find an accurate bound for its lifting degree (see Table V ); however, we estimated it as N RM g=12 m=3 (14) = 5040. We ran our search program for it, and after 24 hours of running, the smallest successful N was 4953. The point-to-point growth rate curves to all the values of N found by our search program, by proposed bounds, and by estimations are included in Fig.   10 for further comparison and investigation.
RM
As pointed out in the introduction, the exponent matrices of fully-connected codes reported in Tables IV to VII can be used to construct other practical LDPC codes (regular or irregular). As an example of such construction methods, we considered the (64800, 48600) DVB-S2 standard code
[30] as a reference code and tried to design a similar code in length and rate using the proposed SMC-structured QC-LDPC codes. To this end, we started from a base-matrix of dimension 15×60 and lifting degree N = 1087 to define a rate 3/4 (65220, 48915) fully-connected QC-LDPC code C full with Tanner graph T full . The overall girth is 6 but the Tanner graph contains several distinct and large sub-graphs of girth 12. To mimic the edge distribution of the DVB-S2 code, parts of the exponent matrix are suppressed from C full to generate an irregular QC-LDPC code C masked .
The details on the construction of C masked are given in Appendix B. Finally, performances of both C masked and DVB-S2 codes were evaluated under Additive White Gaussian Noise (AWGN) channel with Sum-Product (SP) algorithm by AFF3CT software [35] . Fig. 11 depicts the Frame Error Rate (FER) as well as the Bit Error Rate (BER) performances of these codes. As it can be seen from this figure, C masked has better performance in waterfall region and it gains 0.15 dB at FER= 10 −5 under SP decoder with 50 decoding iterations.
V. CONCLUSION
We have proposed a search-based method for the construction of fully-connected QC-LDPC block codes capable of achieving girths g = 10, 12 with lengths close to the lower bounds.
To ease the search, we sieved through the multiplicative ring of integers. We showed that by smartly selecting elements of exponent matrix's second column of the code from this ring, it is possible to further reduce the search space and still find high girth QC-LDPC codes with lengths very close to the lower bound. Pseudo code of our proposed search algorithm was presented and as a result of our method, a variety of fully-connected QC-LDPC codes with different rates and small lengths were provided in tables. Furthermore, small length counterpart codes were addressed within the tables for comparison, and in most of the cases the new codes have lengths smaller than the available state of the art. In the end, capability of the proposed method in constructing practical irregular QC-LDPC codes was illustrated, and their good performances were compared with the standard codes.
APPENDIX
A. An algebraic proof to lemmas 3.6 and 3.8.
Let C m,n 2k be a potential cycle of length 2k in P SMC m×n with summation k−1 i=0 p m i n i − p m i n i+1 where n k = n 0 , m i = m i+1 and n i = n i+1 . Without loss of generality we can rewrite this summation as k−1 i=0 p m i n i − p m i+1 n i where m k = m 0 , m i = m i+1 and n i = n i+1 . Since the second column of P SMC m×n is P 1 = [0, 1, a, a 2 , · · · , a m−2 ] T , the later summation could be written as k−1 i=0 γ n i (δ (m i ) − δ (m i+1 )) where m i ∈ {0, 1, 2, · · · , m − 1}, n i ∈ {0, 1, 2, · · · , n − 1}, δ (m i ) = P 1 (m i ), γ 0 = 0, γ 1 = 1, and γ n i (2 ≤ n i ) is the coefficient of column P n i = γ n i P 1 . Assuming ∆ (m i ) = δ (m i )−δ (m i+1 ), the summation of C m,n 2k could be written as k−1 i=0 γ n i ∆ (m i ). Table VIII ). In fact for every index m i , each of the differences ∆ (m i ) , a∆ (m i ), and (1 − a)∆ (m i ) is calculated by considering elements in the same column but different pairs of rows of P SMC 3×n . As a result, potential cycles C m,n 2k , aC m,n 2k , and (1 − a)C m,n 2k have the same length but different paths in P SMC 3×n and they concurrently are either activated or not-activated. So #C 3,n 2k,a ≤ #C 3,n 2k 3 . For the case m = 4 and a 3 = 1, where a ∈ Z × N , one can also follow the same argument by considering the values in Table IX ∆ (mi) 1 a a 2 1 − a 1 − a 2 a − a 2 −1 −a −a 2 −1 + a −1 + a 2 −a + a 2 a∆ (mi) a a 2 1 a − a 2 −1 + a −1 + a 2 −a −a 2 −1 −a + a 2 1 − a 1 − a 2 a 2 ∆ (mi)a 2 1 a −1 + a 2 −a + a 2 1 − a −a 2 −1 −a 1 − a 2 a − a 2 −1 + a
B. DVB-S2 like code construction
The array displayed in (13) is a vertical display of an exponent matrix P SMC 15×60 with lifting degree 1087, which is masked 5 in a way that its row (resp., column) degree distribution is ρ (x) = 0.8666x 15 + 0.1334x 16 (resp., λ (x) = 0.25x + 0.55x 2 + 0.0666x 3 + 0.0834x 10 + 0.05x 13 ).
Thus, the resulting code of (13) would be an irregular QC-LDPC code that we call C masked .
Before the masking operation, P SMC 15×60 is an exponent matrix of a girth g = 6 fully-connected QC-LDPC code C full of length 60 * 1087 = 65220 and rate 60−15 60 = 0.75 that preserves SMC property. Although the Tanner graph T full of code C full is of girth 6, it is locally optimized so that it has several distinct and large sub-graphs each of girth 12. To impose this property to T full , P SMC 15×60 is constructed as follows: 
where matrix A is the matrix of dimension 4×6 defined in Table VII for A 1 is the matrix of dimension 5 × 4 generated with the 5 last rows of A T multiplied by the factor 139, i.e., A 1 (i, j) = 139 * A T (i + 1, j) (mod 1087) (i = 1, . . . , 5; j = 1, . . . , 4). Matrix A 2 is the matrix of dimension 4 × 4 generated with the rows 2 to 5 of A T multiplied by the factor 719, i.e., A 2 (i, j) = 719 * A T (i + 1, j) (mod 1087) (i = 1, . . . , 4; j = 1, . . . , 4). Since 1087 is a prime number, GCD (139, 1087) = GCD (719, 1087) = 1, and thus A 1 and A 2 are also of girth 12 (lemma 3 of [18] ). As shown in (12) , the first four columns of P SMC 15×60 are made of the vertical concatenation of A T , A 1 , and A 2 . This left part of matrix P SMC 15×60 is intentionally constructed with high girth sub-matrices as it will be only lightly masked. The rest of the columns of P SMC 15×60 still apply to SMC property, where p j,2 's (j = 3, · · · , 15) are components of the second column of P SMC 15×60 , coefficients γ i 's (4 ≤ i ≤ 59) are selected in a way that P SMC 15×60 respects girth-6 constraint, and p j,2 γ i is calculated modulo 1087. 
