A successful Case-Based Reasoning (CBR) system highly depends on how to design an accurate and efficient case retrieval mechanism. In this research we propose a Weighted Feature C-means clustering algorithm (WF-Cmeans) to group all prior cases in the case base into several clusters. In WF-Cmeans, the weight of each feature is automatically adjusted based on the importance of the feature to clustering quality. After executing WF-C-means, the dissimilarity definition adopted by K-Nearest Neighbor (KNN) search method to retrieve similar prior cases for a new case becomes refined and objective because the weights of all features adjusted by WF-C-means can be involved in the dissimilarity definition. On the other hand, based on the clustering result of WF-C-means, this research proposes a cluster-based case indexing scheme and its corresponding case retrieval strategy to help KNN retrieving the similar prior cases efficiently. Through our experiments, the efforts of this research are useful for real world CBR systems.
Introduction
Case-based reasoning (CBR) is a problem-solving methodology commonly seen in artificial intelligence [1] . It has been successfully applied to various industrial applications such as sales operation, quality management, product development, health diagnosis, and so on [2] , [3] , [4] , [5] , [6] . Similar to human reasoning, a CBR system uses prior cases to find out suitable solutions for a new case. A CBR system stores prior cases in a data repository called a case-base. Each prior case in the casebase consists of the problem description part and solution part. For a new case, its problem description part is inputted into a CBR system. Prior cases similar to the new case are retrieved by evaluating the dissimilarity between the new case and each prior case in terms of their problem description parts. Then, the solution part of the new case is reasoned from the solution parts of these similar past cases. A successful CBR system highly depends on how to design an effective and efficient case retrieval mechanism. K-Nearest Neighbor (KNN) search method has been extensively used in the case retrieval phase of CBR [7] . Traditional KNN method adopts an exhaustive search strategy to scan the overall case-base, and then select K prior cases which have the minimum dissimilarities with the new case from the case-base. However, most previous studies related to the KNN method simply assumed all features in the problem description part of a case are equally important when evaluating the dissimilarity between two cases in terms of their problem description parts [7] , [8] . This makes the case retrieval result tend to be biased and undesired, especially when the number of features is large. In addition, the number of prior cases stored in the case-base increases progressively as time goes by. How to incorporate a case indexing scheme to improve search efficiency, therefore, becomes a great challenge for the KNN method [9] , [10] , [11] , [12] .
The basic prerequisite of performing a CBR system is that two cases with similar problem description parts should reveal similar solution parts. Thus, it is meaningful and reasonable to use the solution parts of similar prior cases to reason the solution part of a new case. It implies that all prior cases in the case-base can be partitioned into several clusters based on their problem description parts. The prior cases in the same cluster are similar to each other and are different from cases in other clusters.
Based on this concept, this research proposes a Weighted Feature C-means clustering algorithm (WF-C-means) and a cluster-based case indexing scheme to conquer ineffective and inefficient problems occurred in KNN. In WF-C-means, the weight of each feature is automatically adjusted based on the importance of the feature to the clustering quality. Then, a clustering procedure similar to C-means [13] , a classical clustering algorithm, is conducted using weighted features to partition all prior cases into several clusters. After executing WF-C-means, the dissimilarity definition adopted by KNN to retrieve similar prior cases for a new case becomes refined and objective because the weights of all features adjusted by WF-C-means can be involved in the dissimilarity definition. On the other hand, based on the clustering result of WF-C-means, this research proposes a cluster-based case indexing scheme and its corresponding case retrieval strategy to help KNN retrieving the similar prior cases efficiently.
2
A Weighted Feature C-means clustering algorithm
The development of the proposed Weighted Feature C-means clustering algorithm (WF-C-means) is derived from the C-means clustering algorithm [13] . WF-C-means adopts three main procedures to partition all objects into C clusters based on the objective of minimizing the sum of dissimilarities between all objects and their corresponding cluster centers. The number of clusters, C, is generally pre-assigned by users. The first procedure is to assign each object to one of the C clusters properly. The second procedure is to update the C cluster centers based on the assignments in the first procedure. In the third procedure, the features that are important for the clustering result are given high weights by dimming the weights of trivial features. The three procedures are iterated until all C cluster centers remain the same without being changed. 
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is the set of the N feature weights, 1 , the higher the probability that m x belongs to cluster i C . The objective of the WF-C-means algorithm, equivalent to C-means, is to minimize the sum of the dissimilarities between all prior cases to their corresponding cluster centers, which can be expressed as follows:
subject to
where U is a matrix of size C M × that records the case-cluster memberships and
is an element in U that represents the membership of m x with the ith
, by contrast, m x does not belong to i C . The WF-C-means algorithm solves the described optimization problem by iteratively solving the following three reduced problems: The purpose of solving 1 P is to assign a prior case to a cluster whose cluster center is closest to the prior case, defined as Equation (4):
Accordingly, the procedure for solving 2 P is considered as a cluster-center updating procedure. Equation (5) can be used to calculate the solution of 2 P .
The difference between WF-C-Means and C-means is that WF-C-Means needs further solving the weight adjusting problem 3 P but C-means does not. The weight of a feature can be evaluated based on how the feature affects the quality of clustering result. In this research, the clustering quality is defined as the degree of minimizing the separations within clusters and maximizing the separations between clusters. Therefore, the problem 3 P is redefined as:
represent the sum of the separations within clusters and the sum of the separations between clusters, respectively. In addition,
is the global center of all M prior cases in the case-base X, and n g is the feature value of g in terms of n f which can be obtained using be the sum of separations within clusters in terms of n f and
be the sum of separations between clusters in terms of n f . Accordingly, Equation (6) can be simplified as:
This research proposes a feature weight adjusting rule to derive w from Equation
be the set of the new weights for original N feature weights in w after the adjustment. For each feature n f , its new weight new n w can be evaluated by adding an adjustment margin n w ∆ to its origin weight n w . By applying a common decision optimization method in linear programming theory [14] , n w ∆ can be derived as:
. Therefore, the new weight new n w of n f can be calculated using Equation (9) . . Therefore, Equation (9) is further modified as Equation (10) (10) In WF-C-means, the procedures of prior case assignment, cluster center update, and feature weight adjustment are executed iteratively until all C cluster centers remain the same without being changed. The pseudo-code of the WF-C-means algorithm is summarized in Fig. 1 . After executing WF-C-means, the dissimilarity definition adopted by KNN for case retrieval, defined as Equation (1), becomes refined and objective because the weights of all features can be involved in the dissimilarity definition. Therefore, it prevents KNN from obtaining the unbiased and undesired retrieval results. 
Case indexing and retrieval based on WF-C-means
As stated, prior cases in the same cluster have similar problem description part. In other words, in a certain cluster if one prior case is similar to the new case, other prior cases in the same cluster might be similar to the new case under certain degree. Based on this concept, this research proposes a cluster-based case indexing scheme from the clustering result generated by WF-C-means. With this proposed case indexing scheme, KNN can adopt a novel case retrieval strategy to search similar prior cases for a new case instead of its original exhaustive search strategy. Not only the efficiency of KNN can be improved, but also the final retrieval result is the same with the one using the exhaustive search strategy. The proposed cluster-based case indexing scheme is introduced as follows: Based on the proposed cluster-based case indexing scheme, the corresponding case retrieval strategy adopted by KNN is introduced as follows, and its pseudo-code is illustrated in Fig. 2. 1. Let Sim Q be the set stores the prior cases similar to the new case Q in terms of their problem description part. At the beginning of case retrieval, Sim Q is an empty set. During the processing of case retrieval, if the dissimilarity between a prior case and Q is less than a user-defined dissimilarity threshold, termed as r, the prior case is added into Sim Q . 
For each cluster
can be considered as a candidate for Sim Q . The candidates can be found easily using a binary search since all prior cases in i C have been indexed based on their dissimilarities from their cluster center i a in ascending order in the proposed case indexing scheme. 5. For each candidate case in i C , we calculate its dissimilarity with Q. If the dissimilarity is less than r, it becomes a formal member of Sim Q . 6. After adding similar prior cases of all C clusters into Sim Q , if the number of cases in Sim Q is larger than or equal to K, the first K prior cases with the minimum dissimilarities with Q are outputted as the retrieval result. By contrary, if the number of cases in Sim Q is less than K, the dissimilarity threshold r is widened by adding a increasing margin r ∆ , i.e., r r r ∆ + = . With the new threshold, the retrieval proceeding goes back to execute step 3 until all K similar prior cases has been retrieved.
Instead of starting from scratch, the dissimilarity threshold r can be initialized using Equation (11) . Equation (11) is formulated based on the following concept. For each cluster i C , if i y K ≥ , we can easily identify the Kth prior case i K c based on its index number. Therefore, the dissimilarity ) , (
can be considered as a candidate dissimilarity threshold for i C . However, if K y i < , the radius i r of i C is considered as the candidate dissimilarity threshold for i C . The maximum among these specific dissimilarity thresholds, defined as Equation (11), is therefore suggested as a reasonable value of r. In addition, the increasing margin r ∆ , as stated in step 6 of the case retrieval strategy, is also suggested as the value of r for convenient reason. 
Experiments

Clustering performance of WF-C-means
A series of experiments on three popular datasets [15] are made to demonstrate the performance of the proposed WF-C-means algorithm. The properties of the three datasets are shown in Table 1 . Because the scales of all features in the wine dataset are different, all features in the wine dataset are standardized. This research adopts the Sum of Square within-cluster Error (SSE), defined as Equation (2), as the measure to judge the clustering accuracy for the traditional C-means and proposed WF-C-means algorithms. The less the SSE value, the more the clustering accuracy is. The experiments for the same dataset are conducted 100 replicates. In each replicate, the two algorithms use equivalent initial cluster centers that are generated randomly, while the weight values for all N features are initially assigned as 1/N. The number of clusters, C, is specified as the default class number of each dataset. The clustering performances of the two algorithms using the three datasets are shown in Table 2 . Notes that the results are generated through averaging the experimental results of the 100 replicates.
As shown in Table 2 , the clustering accuracy of the proposed WF-C-means algorithm is obviously superior to the accuracy of C-means in terms of SSE measures. For the iris and wine datasets, the number of iterations in WF-C-means is nearly the same with the ones in C-means. When the number of cases increases such as the yeast dataset, WF-C-means needs more iterations to converge the optimal solution. The computational efficiency of WF-C-means, therefore, is slightly inferior to C-means. However, the tradeoff between them is worth based on our study. The important features identified by WF-C-means are almost the same as the result discovered in the paper of [16] . This also verifies that the dissimilarity definition with weighted features is reliable and can contribute accurate case retrieval result.
Performance of case retrieval based on our case indexing scheme
The traditional KNN method adopts an exhaustive search strategy to evaluate the dissimilarity between each prior case in the case-base and the new case. It requires huge computation time on dissimilarity calculations, especially the number of prior cases in the case-base is considerable. The computational complexity of the exhaustive search strategy is O(M) if the dissimilarity calculation time between two cases is constant. In opposition, when KNN adopts the proposed case retrieval strategy with the proposed case indexing scheme, its computational complexity equals to O(C+pM) where p is the probability of the event that diss(a i ,Q) < r i + r in the case retrieval strategy and 1 0 ≤ ≤ p . If C is close to 1 (all cases are located within a cluster), the radius of the cluster is large enough to cover all cases. As a result, p tends to be 1 for the cluster. It makes the computational complexity close to O(M). If C is close to M (each case is considered as an individual cluster), p tends to be 0 since the radius of each cluster is close to 0, so the computational complexity is also close to O(M). However, in practice, C<<M so that the computational complexity of the proposed case retrieval strategy can be simplified as O(pM). It is much less than the computational complexity using the exhaustive search strategy. Let us take the yeast dataset as an example to show the search efficiency using the proposed case retrieval strategy with the proposed case indexing scheme. In this experiment, the leave-one-out validation approach is adopted. That is, each case in the dataset sequentially serves as a new case, while other 1483 cases are considered as the prior cases in the case-base. For each new case, we count the number of dissimilarity calculations required to retrieve K similar prior cases where K is set as 5 in all experiments. Fig. 3 depicts the search efficiency of KNN using the proposed case retrieval strategy. In the figure, the number of required dissimilarity calculations through our method is significantly less than the number using the exhaustive search strategy. The calculation numbers form a concave quadratic shape. When C is between 8 and 128, our method can decrease at least 70% similarity calculations compared to the exhaustive search strategy. From the experiments, we can know that the search efficiency of KNN becomes obviously increased when using the proposed cluster-based case indexing scheme and corresponding case retrieval strategy instead of the exhaustive search strategy. 
Conclusions
