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Abstract
We present a construction of a measure-zero Kakeya-type set in a
finite-dimensional space Kd over a local field with finite residue field. The
construction is an adaptation of the ideas appearing in [12] and [13]. The
existence of measure-zero Kakeya-type sets over discrete valuation rings
is also discussed, giving an alternative construction to the one presented
in [4] over Fq[[t]].
1 Introduction and Background
A subset T of Euclidean n-dimensional space is called a Kakeya set if it contains
a line segment of unit length in every direction. The existence of Kakeya sets
with Lebesgue measure zero is shown by Besicovitch in [2]. Since the publication
of Besicovitch’s paper, Kakeya sets and their properties have been important
in the study of harmonic analysis. For example, the existence of measure-zero
Kakeya sets is central in Fefferman’s celebrated result [7] that the ball multiplier
is not bounded on Lp(Rn) for any n ≥ 2 and any p 6= 2. It is conjectured that
a Kakeya set in Rn must have Hausdorff dimension n. The conjecture is proven
for n = 2 by Davies in [3], but remains open for n ≥ 3. Wolff shows in [14] that
a Kakeya set in Rn must have Hausdorff dimension at least n+22 . This has been
improved upon in the paper [9] by Katz and Tao, and better bounds for the
Minkowski dimension of Kakeya sets in Rn for various n are obtained by Katz
and Tao in [9],  Laba and Tao in [10], and Katz,  Laba and Tao in [8].
In [2], Besicovitch constructs a measure-zero Kakeya set T in the plane R2
using an explicit geometric construction. This construction implies the existence
of measure zero Kakeya sets in Rn because the product space T × [0, 1]n−2 will
be a measure-zero Kakeya set in Rn. This construction relies on translating a
family of triangles in order to make the measure of the resulting set small.
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A somewhat different measure-zero Kakeya set construction, which makes
little direct reference to the geometry of Kakeya sets, is given by Sawyer in
[12]. Sawyer observes that it is sufficient to construct a function φ with the
property that the range of φ(a) − ax as a function of a has measure zero for
every real number x; this shows that the cross-sections of the set {(x, y) :
y = φ(a) − ax for some a ∈ R} have measure zero. In the main body of the
paper, Sawyer constructs a universal function φ such that for any continu-
ously differentiable function f : R → R, the range of φ − f has measure
zero. In particular, the function φ does not depend on f . This function
φ can be used to construct Kakeya-like sets: for any measurable function
f(a, x) that is continuously differentiable in the indexing variable a, the set
{(x, y) : y = f(a, x)− φ(a) for some a ∈ R} has measure zero.
A natural question that can be asked is whether Sawyer’s result can be gen-
eralized to include transformations other than translations. Consider a family
of surfaces fx,y : R
d → Rn−d, where x ∈ Rp and y ∈ Rq. It is reasonable to ask
if we can construct a measure zero set T such that for every x, there is a y such
that T contains the surface fx,y. Wisewell answers this question for sufficiently
smooth families of curves in [13], given some conditions on n, p, q, and d.
The study of non-Euclidean Kakeya sets, by comparison, is much newer. In
[15], Wolff poses a finite-field version of the Kakeya problem. Over the finite
field Fℓ containing ℓ elements, a Kakeya set in the n-dimensional vector space
Fnℓ is a set that contains a line in every direction. Wolff asks whether such a set
must have & ℓn elements, where the implied constant depends on n but not on
ℓ.
This question is answered affirmatively by Dvir in his influential paper [5].
This result is extended to a family of maximal function results in the paper [6]
by Ellenberg, Oberlin, and Tao.
In [6], the authors ask whether there are measure-zero Kakeya sets in the
module Fℓ[[t]]
n where Fℓ[[t]] is the ring of formal power series. The construc-
tion of a measure-zero Kakeya set in this setting is described by Dummit and
Hablicsek in [4].
Dummit and Hablicsek’s solution to this problem involves finding a function
φ for which the set {(x, y) : y = ax − φ(a) for some a ∈ Fℓ[[t]]} has Lebesgue
measure zero, and using a symmetry argument to take care of the lines that are
not of this form. Dummit and Habliscek construct their function φ using linear
algebra.
Specifically, Dummit and Hablicsek define their function φ(a) in the following
manner: Suppose that
a = a0 + a1t+ a2t
2 + . . . .
Dummit and Hablicsek define
φ(a) = a∗0 + a
∗
1t+ a
∗
2t
2 + . . .
where a∗j = 0 if j = 2
n−2 for some n and a∗j = aj+1 otherwise. For a fixed x and
y, the equation y = ax − φ(a) gives rise to a linear system in the aj variables.
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Dummit and Hablicsek show that the set of pairs (x, y) for which this system
has a solution in the aj variables has measure zero. Unfortunately, this method
will not work in, say, the p-adic integers Zp because the carry terms destroy the
linearity of the problem.
We will extend the results of [4] by constructing Kakeya-like sets using a
different function φ based on the constructions in [12] and [13] that can be used
in place of the function φ in [4]. Furthermore, this construction is valid over any
discrete valuation ring with finite residue field, such as Fq[[t]], or its correspond-
ing local field. The adaptation of Sawyer’s function to this setting is similar in
spirit to the construction of subgroups of arbitrary Hausdorff dimension in the
p-adic integers by Abercrombie in [1].
The statement of the main theorem will concern a class of functions I call
“very strongly differentiable” functions; the definition is given in Section 2,
Definition 2.2. We need this notion of differentiability in order to get quantita-
tive estimates on the error of a linear approximation that are, at least locally,
independent of the choice of where the linear approximation was taken.
Theorem 1.1. Let R be a discrete valuation ring with residue field Fℓ, the finite
field with ℓ elements. Let K be the field of fractions of R. There is a continuous
function φ : Kp → Kq with the following property:
Let f(x, y) : Kp × Kq → Kn−d, where p ≤ n − d ≤ q, be a measurable
function that is very strongly differentiable in the x and y variables on every
compact subset of Kp×Kq, and such that the Jacobian ∂f∂y has full rank a.e. in
x and y. Then the set
{f(x, φ(x)) : x ∈ Kp}
has measure zero.
As in [12] and [13], we will use this function φ to construct measure-zero
Kakeya-like sets containing certain transformations of d-dimensional surfaces.
Specifically, for this function φ, we have the following result:
Theorem 1.2. Let f(x, y, w) : Kp×Kq ×Kd → Kn−d be a function such that
f(x, y, ·) is measurable for every x and y and satisfies the same differentiability
properties in the x and y variables as in Theorem 1.1. Then the set
T = {f(x, φ(x), w) : x ∈ Kq, w ∈ Kd}
has measure zero.
2 Preliminaries
We will discuss some of the basic properties of the algebraic structures that will
be used in the proof of Theorem 1.1.
A principal ideal domain R is called a discrete valuation ring if it has a
unique prime ideal p. This prime ideal is always maximal, so the quotient R/p
is a field, called the residue field of R. In this paper, we will consider only
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local fields where the residue field is finite. Two important examples of discrete
valuation rings are the ring Fℓ[[t]] of formal power series over Fℓ, where the
prime ideal is the ideal generated by the element t, and the p-adic integers Zp,
where the prime ideal is generated by the element p.
Given a discrete valuation ring R and its prime ideal p, select a set S con-
sisting of one representative from each coset of R/p satisfying the condition that
0 is in S. Let t be a generator of the ideal p. Then each element of R can be
expressed uniquely in the form
x = x0 + x1t+ x2t
2 + x3t
3 + . . . (1)
where xj ∈ S for every j. This representation is not canonical as it depends on
a choice of set S.
We can define a function v on R called the valuation as follows. Given x ∈ R,
if x /∈ p, define v(x) = 0. For x ∈ p such that x /∈ p2, define v(x) = 1. Similarly,
define v(x) to be the largest k for which x is in pk (taking v(0) = ∞). It is
clear from this definition that, given a and b in R, the valuation of a− b is the
number of consecutive identical terms of a and b in the power series expansions
of a and b with respect to any set S of representatives of R/p containing 0.
We can use the valuation to define a norm on R. For x ∈ R with residue
field Fℓ, we define a norm on R by |x| = ℓ
−v(x). This norm is an ultrametric
norm in that, for any x and y we have the inequality |x+ y| ≤ max(|x|, |y|).
With respect to this norm, the space R is compact. So R is a compact
abelian group, and we can put a finite Haar measure | · | on the space R. We
can normalize the measure so that |R| = 1. By translation invariance, it follows
that p and its cosets have measure 1ℓ , where ℓ is the number of elements in the
residue field Fℓ. Similarly, the cosets of p
k can be seen to have measure 1ℓk ; this
defines the Haar measure | · | on the cylinder σ-algebra generated by cosets of
these ideals.
Given any integral domain R, its field of fractions K is the smallest field
containing R. The field of fractions K of a discrete valuation ring R is known
as a local field. Because discrete valuation rings are integrally closed, we can
recover R as the ring of integers of K. Two examples of local fields with finite
residue field are given by the field of formal Laurent series Fℓ((t)) over a finite
field, and the p-adic numbers Qp, with residue field Fp.
Every element in a local field is either an element of its ring of integers R
or is an inverse of an element of R. Consider a set S of representatives of the
cosets of R containing 0, and let p be the prime ideal of R. Let t be a generator
of the ideal p. Every element x of K can be expressed uniquely in the form
x =
∑
j≥M
xjt
j (2)
where M is an integer depending on x, xM 6= 0, and the xj are elements of
S. We extend the valuation on R to all of K by defining the valuation of the
above element to be M , and extend the absolute value on R to all of K by
taking |x| = ℓ−v(x) for any x ∈ K. With this norm, the ring of integers R is
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the closed unit ball centered at the origin in K, and the prime ideal p of R
is the open unit ball centered at the origin in K. With respect to the metric
induced by the norm, K is complete, but unbounded, and therefore K is not
compact. However, K is locally compact, and we can define a Haar measure on
K as well, although it won’t be finite. We can obtain the Haar measure on K
by extending the Haar measure on R to all of K. The closed ball of radius ℓ
around the origin, consisting of all elements of K with valuation at least −1, is
a disjoint union of ℓ translated copies of R, so it has measure ℓ. Similarly, the
closed unit ball around the origin with radius ℓj has measure ℓj for any j.
In this paper, we will be working over the finite-dimensional space Kn. We
give this vector space the norm
||(x1, . . . , xn)|| = max(|x1|, |x2|, . . . , |xn|).
Similarly, any matrix norms in this paper will refer to the maximum of the
absolute values of the entries.
Remark 2.1. With respect to this norm, a series converges if and only if the
norms of the terms go to zero. This property holds in any ultrametric abelian
group. See [11], Chapter 2, Section 1.2 for details.
We will need a notion of differentiability over Kn. As in R
n, we define a
function f on Kn to be differentiable if there exists a linear map f ′(x) so that
‖f(x+ h)− f(x)− f ′(x)h‖ = ox(||h||).
We call f continuously differentiable if the function f ′ is continuous in the norm
topology on Kn. However, when dealing with functions on vector spaces over
non-archimedean local fields, continuous differentiability doesn’t have the same
implications as it does over Rn. Often, we need the stronger notion of “strict”
differentiability. Let Ω be a compact subset of Kn. We say that f is strictly
differentiable on Ω if
‖f(x+ h)− f(x)− f ′(x)h‖ = o(||h||),
where the bound on the differentiability does not depend on x. On Rn, this
condition is equivalent to continuous differentiability.
For the proof of theorem 1.2, we will need a better quantitative bound on the
error in the linear approximation than the one given by strict differentiability.
Definition 2.2. I will call a function f : Rn → Rm very strongly differentiable
on a compact set Ω if
‖f(x+ h)− f(x)− f ′(x)h‖ = o(||h||1+α) (3)
for some positive number α, and any x, x+ h ∈ Ω.
This quantitative version of strict differentiability is going to be used to deal
with the case of functions with large derivatives. Actually, for the purposes of
our proof, essentially any quantitative bound on the error in the linear approx-
imation could be used in place of the o(||h||1+α), but the choice of φ would
depend on the specific quantitative bound being used.
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Example 2.3. An example of a function that is strictly differentiable but not
very strongly differentiable on the space R = Zp is given by
f(zpj) = pj+g(j)
for a suitable function g, and any z not divisible by p.
Proof. If we first suppose that |h| < |x| = p−j, This function satisfies
|f(x+ h)− f(x)| = |pj+g(j) − pj+g(j)| = 0.
If instead we have p−j = |x| < |h| = p−k, where g(k) > g(j), then
|f(x+ h)− f(x)| = |pk+g(k) − pj+g(j)|
= |pk+g(k)|
= p−k−g(k)
= |h||h|g(k)/k.
We can guarantee that this is o(h) by picking g(k)/k appropriately. In par-
ticular, we can select g(k)/k to make |h|g(k)/k ≈
∣∣∣ 1log(|h|) ∣∣∣ by selecting g(k) ≈
log k+log log p
log p . For such x and h, this is o(|h|) but not o(|h|
1+α) for any posi-
tive number α. Since the same estimate as above holds, but with inequality,
for |x| = |h|, it follows that f is strictly differentiable but not very strongly
differentiable. 
It is easily seen that very strong differentiability implies a Ho¨lder condition
on f ′: Compare (3) to
‖f(x)− f(x+ h)− f ′(x+ h)(−h)‖ = o(||h||1+α).
This guarantees that both f ′(x)h and f ′(x + h)h are within c||h||1+α of f(x+
h) − f(x) for some constant c. This, in turn, implies that f ′(x) and f ′(x + h)
are within c||h||α. Therefore, we can conclude
Remark 2.4. The derivative of a very strongly differentiable function is Ho¨lder
continuous to order α for some value α.
3 Definition of φ
Although the function φ described in Theorem 1.1 is to be defined on all of K,
it is sufficient to construct such a function φ̂ with domain R, and extend φ̂ to
all of K. More specifically, fix a set S of representatives of the cosets of p in R
containing zero, and a generator t of p. Then when we write a componentwise
Laurent series expansion in the spirit of (2) of our input x, if the lowest-degree
term in the expansion of x has degree M < 0, we can define φ as follows:
φ
 ∞∑
j=M
tjxj
 = φ̂
 ∞∑
j=0
tjxj

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(Here, each xj is in the set S
p). We will refer to the term tjxj in the above
expansion as the degree j term of x. The lowest-degree term is then tMxM . If
the expansion is finite, i.e. all of the xj for j > J are equal to zero, then I will
refer to tJxJ has the highest-degree term of x.
It is then clear that if {f(x, φ̂(x)) : x ∈ Rp} has measure zero for every very
strongly differentiable function f : Rp ×Kq → Kn−d, then we’re done because
we can apply the property of φ̂ to the translates of f as well. From now on, I
will abuse notation and not distinguish between φ and φ̂.
To construct φ, I will first need to construct a sequence of matrices rn with
entries in the space C(R) of continuous functions on R so that rn is dense in
the space Mq×p(C(R)) of q-by-p matrices with elements in C(R).
Define the set Sk ⊂ K to be the set of elements of the field K such that the
degree of the lowest-degree term is at least − log k and the degree of the highest
degree term is at most k.
Let Ωk be the set of functions f : R → Sk such that f(x) depends only on
the coefficient vectors x0, . . . xk of x. In other words, Ωk is the space of functions
from R to Sk that are constant on open balls of radius at most ℓ
−k. Because
Sk is a finite set and R is covered by finitely many open balls of radius ℓ
−k, it
follows that Ωk is a finite set.
The Ωk satisfy the inclusions Ωk ⊂ Ωk+1 for every k. Let rj be an enumer-
ation of all the q-by-p matrices whose entries are elements of Ω1, followed by
an enumeration of matrices whose entries are elements of Ω2, and so on. Then
every q-by-p matrix that occurs in the sequence {rj} in fact occurs infinitely
many times in the sequence rj because of the nesting of the sets Ωk.
In addition to the sequence of q-by-pmatrices rj , we will also need a sequence
of “projections” pn. For any x ∈ R, we can expand x as a power series with
respect to the set S of representatives as in (1).
Define
p0(x) = x0
p1(x) = x1t+ x2t
2
p2(x) = x3t
3 + x4t
4 + x5t
5
...
...
...
Define α(j) = j(j+1)2 . Then for any j ∈ N and any x ∈ R, we have that
the valuation of pj(x) is at least α(j). By abuse of notation, for a vector
x = (x(1), x(2), . . . , x(p)) ∈ Rp, we will use pj(x) to denote the componentwise
application of pj :
pj(x) := (pj(x
(1)), . . . , pj(x
(p)))T .
We will now define the function φ : Rp → Rq in terms of the projections pk
and the matrices rk. Define φ by
φ(x) =
∞∑
k=0
rk(x)pk(x). (4)
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This sum converges because the valuation of pk(x) is increasing quadratically
and the valuation of rk is decreasing slower than logarithmically- therefore, the
norms of the terms go to zero, and the sum must converge by Remark 2.1.
Furthermore, it can be seen that φ is continuous on Rp (and the extension
of φ is continuous on all of Kp).
Lemma 3.1. The function φ is continuous on Rp.
Proof. Let A > 0. We wish to show that if |x − y| is sufficiently small, then
φ(x) − φ(y) will have valuation larger than A.
Consider the kth summand in (4), where k ≥ 1 (the summand r0(x)p0(x)
depends only on x0). The value of rk(x) depends only on the values of xj as
j goes from 0 to α(k + 1)− 1 because rk is in some Ωj for j ≤ k, so the value
of rk(x) depends only on x0, x1, . . . , xj , where j ≤ k ≤ α(k). The value of
pk(x) depends only on the values of xj from α(k) to α(k + 1)− 1 by definition.
Therefore, the values of the first k summands of φ(x), depend only on the first
α(k + 1) − 1 terms of x. Furthermore, the valuation of rn(x)pn(x) is at least
α(n)− logn for each n. This goes to ∞ as n→∞.
Therefore, we can pick a number N(A) so that for any n > N(A), the
valuation of rn(x)pn(x) will be at least A. If the valuation of x − y is at least
α(N(A)), then x0, . . . , xα(N(A))−1 agree. So rk(x)pk(x) = rk(y)pk(y) for any
k < N(A). This implies that φ(x) − φ(y) has valuation at least A, proving the
lemma. 
The continuity of φ is sufficient to guarantee that φ(Rp) (which is equal
to φ(Kp) by periodicity) is a compact set. In particular, φ(Rp) is bounded.
Actually, we can directly find a quantitative bound on |φ(x)| in a much simpler
way- each summand is in Rq because the valuation of rj(x)pj(x) is always
nonnegative by the selection of the rj and the pj . This tells us that the norm
of φ is bounded above by 1- in other words, the range of φ is contained in Rq.
4 Proof of Theorem 1.1
I will show that, if φ is the function from Section 3, then for any function f(x, y)
that is very strongly differentiable such that ∂f∂y has full rank almost everywhere,
the set
{f(x, φ(x)) : x ∈ R}
has measure zero.
The trick to this proof, as in [12] and [13], is to use the differentiability con-
ditions to approximate f(x, φ(x)) by its value at some finite list of “landmarks”
using a linear approximation. We will then select a very large value of N for
which rN is a good approximation to
∂f
∂y
−1 ∂f
∂x
∣∣∣
(x,φ(x))
for all x. The range of
f(x, φ(x)) will be seen to be contained in small discs around these “landmark”
points, and the dimensionality conditions will guarantee that the volume of the
discs decreases more quickly than the number of landmark points increases.
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Fix a natural number A > 0. I will show that the range of f(x, φ(x)) has
measure less than or equal to ℓ−A. Because the argument works for every A,
this shows that the set has measure zero.
For m > 0, Define x(m) to be
x(m) :=
m−1∑
j=0
pj(x)
and define
φ(m)(x) :=
m−1∑
j=0
rj(x)pj(x).
We will gradually decompose f(x, φ(x)) into 6 pieces I, . . . ,VI. Pieces I
through V will be shown to be small, and piece VI will be shown to take on
only a finite number of possible values.
The first step in the decomposition is to linearly approximate f(x, y) in the
x-coordinate.
f(x, φ(x)) = I + f
(
x(N), φ(x)
)
+
∂f
∂x
∣∣∣∣
(x,φ(x))
(
x− x(N)
)
,
where
I := f(x, φ(x)) − f
(
x(N), φ(x)
)
−
∂f
∂x
∣∣∣∣
(x,φ(x))
(
x− x(N)
)
.
Next, we will approximate f
(
x(N), φ(x)
)
linearly in the y-coordinate. The point
f
(
x(N), φ(N)(x)
)
will serve as our landmark. After this step, we are left with
I + II + VI +
∂f
∂y
∣∣∣∣
(x(N),φ(x))
(
φ(x) − φ(N)(x)
)
+
∂f
∂x
∣∣∣∣
(x,φ(x))
(
x− x(N)
)
,
where
II := f
(
x(N), φ(x)
)
− f
(
x(N), φ(N)(x)
)
−
∂f
∂y
∣∣∣∣
(x(N),φ(x))
(
φ(x) − φ(N)(x)
)
,
and
VI := f
(
x(N), φ(N)(x)
)
.
It’s easier to control ∂f∂y at the point (x, φ(x)) than at (x
(N), φ(x)), so we modify
our expression again:
I + II + III + VI +
∂f
∂y
∣∣∣∣
(x,φ(x))
(
φ(x) − φ(N)(x)
)
+
∂f
∂x
∣∣∣∣
(x,φ(x))
(
x− x(N)
)
,
where
III :=
∂f
∂y
∣∣∣∣
(x(N),φ(x))
(
φ(x) − φ(N)(x)
)
−
∂f
∂y
∣∣∣∣
(x,φ(x))
(
φ(x) − φ(N)(x)
)
.
9
Finally, we will split the Nth summand rNpN (x) off of φ(x) − φ
(N)(x) and the
quantity pN(x) off of x − x
(N). This allows us to write the sum in our desired
form,
I + II + III + IV + V +VI,
where
IV :=
∂f
∂y
∣∣∣∣
(x,φ(x))
(φ(x) − φ(N+1)(x)) +
∂f
∂x
∣∣∣∣
(x,φ(x))
(x− x(N+1)),
and
V :=
∂f
∂y
∣∣∣∣
(x,φ(x))
rN (x)pN (x) +
∂f
∂x
∣∣∣∣
(x,φ(x))
pN (x).
I will now show that for an appropriate choice of N , each of the terms
I, II, III, IV, and V is small.
Lemma 4.1. Given A > 0, there exists NI such that for N ≥ NI, term I has
norm no more than ℓ−α(N)−A.
Proof. Pick NI so that we have, for every x ∈ R
p, y ∈ Rq, and h ∈ Rn : ‖h‖ <
ℓ−NI , that ∥∥∥∥∥f(x+ h, y)− f(x, y)− ∂f∂x
∣∣∣∣
(x,y)
h
∥∥∥∥∥ ≤ ℓ−A ‖h‖ .
We can do this by the strict differentiability assumption on f , and the fact
that Rp × Rq is a compact set. Then if N > NI,
∥∥x− x(N)∥∥ is no more than
ℓ−α(N) ≤ ℓ−α(NI) ≤ ℓ−NI, so the above bound applies and we have that
‖I‖ ≤ ℓ−Aℓ−α(N),
as desired. 
Lemma 4.2. Given A > 0, there exists NII such that for N ≥ NII, term II has
norm no more than ℓ−α(N)−A.
Proof. We will select NII to take advantage of the very strong differentiability
in the y-variable. Specifically, we select an NII so that, α(N)− log(N) > N for
all N ≥ NII, and so that for any h with ‖h‖ = ℓ
−s < ℓ−NII, and any x ∈ Rn,
y ∈ Rn, we have that∥∥∥∥∥f(x, y + h)− f(x, y)− ∂f∂y
∣∣∣∣
(x,y)
h
∥∥∥∥∥ < ℓ−A−log(s) ‖h‖
which is possible because of the very strong differentiability- ‖h‖
1+α
is ℓ−(1+α)s,
which is smaller than ℓ−s−log s−A if s is large enough.
For any N , we have that
∥∥φ(N)(x)− φ(x)∥∥ is smaller than ℓ−α(N)+log(N).
So if N > NII then the error in the linear approximation will be smaller than
ℓ−A−α(N)+log(N)−log(α(N)−log(N)), which is in turn smaller than ℓ−A−α(N) be-
cause α(N)− log(N) is larger than N . This proves the desired bound. 
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Lemma 4.3. Given A > 0, there exists an NIII such that for N ≥ NIII, term
III has norm no more than ℓ−α(N)−A.
Proof. Pick NIII for the Ho¨lder condition on
∂f
∂y discussed in Remark 2.4 to
guarantee that ∥∥∥∥∥ ∂f∂y
∣∣∣∣
(x,φ(x))
−
∂f
∂y
∣∣∣∣
(x+h,φ(x))
∥∥∥∥∥ ≤ ℓ−Aℓ− log(s)
if ‖h‖ = ℓ−s where s ≥ NIII.
Then because we have the bound φ(x) − φ(N)(x) ≤ ℓ−α(N)+log(N), we get
the bound
‖III‖ ≤ ℓ−Aℓ− log(α(N)−log(N))ℓ−α(N)+log(N)
and by the same reasoning as in Lemma 4.2 this is no more than ℓ−α(N)−A. 
Lemma 4.4. There exists an integer NIV such that for N ≥ NIV, term IV has
norm no more than ℓ−α(N)−A.
Proof. Let B be the integer such that
ℓB = max
x∈Rp
y∈Rq
max
(∥∥∥∥∥ ∂f∂x
∣∣∣∣
(x,y)
∥∥∥∥∥ ,
∥∥∥∥∥ ∂f∂y
∣∣∣∣
(x,y)
∥∥∥∥∥
)
.
Notice that α(N + 1) = α(N) + N . Pick NIV for which NIV ≥ log(NIV +
1) + A + B. For any N > NIV, it follows that this same inequality holds
with N in place of NIV. Let N > NIV. Then pN+j has valuation larger than
α(N)+A+B+log(N+j) for every j > 0, and by assumption rN+j has valuation
larger than − log(N + j). Therefore, performing the multiplication gives
‖IV‖ ≤ ℓ−α(N)−A.

Lemma 4.5. There exist arbitrarily large values of N for which the term V has
absolute value no more than ℓ−α(N)−A.
Proof. As in Lemma 4.4, define B so that
ℓB = max
x∈Rp
y∈Rq
max
(∥∥∥∥∥ ∂f∂x
∣∣∣∣
(x,y)
∥∥∥∥∥ ,
∥∥∥∥∥ ∂f∂y
∣∣∣∣
(x,y)
∥∥∥∥∥
)
.
We selected rn to be a dense sequence of q-by-p matrices of continuous functions
from Rn into Kn. Note that ∂f∂y has a right inverse by the assumption that
∂f
∂y
has full rank and the assumption that q ≥ n − d. Therefore, we can pick N
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for which rN (x) +
∂f
∂y
−1
∣∣∣
(x,φ(x))
∂f
∂x
∣∣∣
(x,φ(x))
is uniformly smaller than ℓ−A−B as
a function of x. V can be written as
V =
(
∂f
∂y
∣∣∣∣
(x,φ(x))
rN (x) +
∂f
∂x
∣∣∣∣
(x,φ(x))
)
pN(x).
pN(x) has norm no larger than ℓ
−α(N) by definition of pN , and the choice of N
guarantees that the term multiplying pN (x) has norm no larger than ℓ
−A. 
Therefore, we can pick anN larger than max(NI, NII, NIII, NIV) that satisfies
the condition in Lemma 4.5. For this value of N , the norm of I+II+III+IV+V
is, by the ultrametric inequality, no more than the largest of the norms of I,
II, III, IV, and V, which is no more than ℓ−A−α(N). Therefore, the range
of f(x, φ(x)) is contained in balls of radius ℓ−A−α(N) centered at each point
f
(
x(N), φ(N)(x)
)
. But the values of x(N) and φ(N)(x) depend only on the co-
efficients x0, . . . , xα(N)−1. This means that f(x
(N), φ(N)(x)) can only take on
at most ℓα(N)p values. So the range in of f(x, φ(x)) is contained in at most
ℓα(N)p balls of radius at most ℓα(N)−A in Kn−d. Each such ball has measure
ℓ(α(N)−A)(n−d), so the total measure of the union of the balls is no more than
ℓ(−α(N)−A)(n−d)ℓα(N)p. If n − d ≥ p, then this is no more than ℓ(−A(n−d)).
Since A was arbitrary, this is sufficient to show that the range of f(x, φ(x)) has
measure zero.
5 Construction of Kakeya-Like Sets
We can use the function φ described above to construct Kakeya-like sets of the
type described in Theorem 1.2. Specifically, suppose that f(x, y, w) is a function
such that the cross-sections f(x, y, ·) are measurable, and that is very strongly
differentiable in the x and y variables, and so that the Jacobian ∂f∂y has full
rank almost everywhere. We will think of f as a family of surfaces, where the
x and y index the family of surfaces, and each surface is parameterized by the
w variable. We want to include one surface {(w, z) : z = f(x, y, w) : w ∈ Kd}
for each x ∈ Kp.
We claim that the set
T = {(w, z) : z = f(x, φ(x), w) : x ∈ Kp, w ∈ Kd}
has measure zero. We know from the previous section that, for almost every
w, the “cross-section” {f(x, φ(x), w) : w ∈ Kn} has measure zero. By Fubini’s
theorem, this implies that, if T is measurable, then it must have measure zero.
Therefore, the only thing that remains to be seen is that T is measurable.
Note that it is enough to show that the set
T ′ = {(w, z) : z = f(x, φ(x), w) : x ∈ Rp, w ∈ Kd}
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is measurable, because T can be expressed as the countable union⋃
a
{(w, z) : z = f(x+ a, φ(x + a), w) : x ∈ Rp, w ∈ Kd}
for countably many translations a. This is useful because Rp is a compact set.
We will now write T ′ in a way that makes its Borel measurability clear. The
next thing we use is that T ′ can be thought of as the set of (w, z) for which there
exists a sequence xn in R
p with ‖f(xn, φ(xn), w) − z‖ <
1
n . This is sufficient to
be in T ′ because the compactness of Rp guarantees that a subsequence of the
xn will have a limit x, and the continuity of the functions f and φ guarantees
that ‖f(xn, φ(xn), w) − z‖ will approach zero. Furthermore, we can also impose
the condition that the sequence elements xn lie in a countable dense subset R˜
p
of Rp. Therefore, T ′ can be realized as the set⋂
n∈Z
⋃
x∈R˜p
{
(w, z) : ||f(x, φ(x), w) − z|| <
1
n
}
.
This set is measurable because f(x, φ(x), ·) is measurable for every x. Therefore,
the set T ′ is measurable, and T is measurable and has measure zero.
6 Results for Discrete Valuation Rings
The function φ defined in Section 3 turned out to be an Rn-valued function.
This immediately proves Theorem 1.1 in the setting of discrete valuation rings
with finite residue field:
Corollary 6.1. Let R be a discrete valuation ring with finite residue field. There
is a continuous function φ : Rp → Rq with the following property:
Let f(x, y) : Rp × Rq → Rn−d, where p ≤ n − d ≤ q, be a measurable
function that is very strongly differentiable in the x and y variables and such
that the Jacobian ∂f∂y has full rank a.e. in x and y. Then the set
{f(x, φ(x)) : x ∈ Rp}
has measure zero.
We can similarly prove a version of Theorem 1.2 for discrete valuation rings:
Corollary 6.2. Let f(x, y, w) : Rp × Rq × Rd → Rn−d be a function such
that f(x, y, ·) is measurable for every x and y, with the same differentiability
properties in the x and y variables as in Theorem 1.1. Then the set
T := {f(x, φ(x), w) : x ∈ Rq, w ∈ Rd}
has measure zero.
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7 Examples
Probably the simplest example of Theorem 1.2 and Corollary 6.2 in action is
the existence of measure-zero Kakeya sets in local fields and discrete valuation
rings with finite residue field:
Example 7.1. Given a discrete valuation ring R with finite residue field, or
its field of fractions K, applying Theorem 1.2 with f(x, y, w) = xw − y gives
the existence of a measure-zero set containing a line of the form {(w, z) : z =
xw − φ(x)} for every x ∈ R or x ∈ K.
In the local field setting, the only “direction” that has been excluded is the
vertical direction w = x, and adding an extra line won’t change the measure
of the set. In the discrete valuation ring setting, we can apply the same result,
interchanging the roles of z and w, to get a measure-zero set containing a line
of each direction that was “missed” above.
In particular, this result provides an alternative construction to the one given
in [4] of a measure-zero Kakeya set in the discrete valuation ring R = Fℓ[[t]].
Another important example, the Euclidean version of which is given in [13],
is the existence of measure-zero Nikodym-type sets where the roles of the “di-
rection” and “translation” have been reversed:
Example 7.2. Given a discrete valuation ring R with finite residue field, or
its field of fractions K, applying Theorem 1.2 with f(x, y, w) = yw − x gives
the existence of a measure-zero set containing a line of the form {(w, z) : z =
φ(x)w − x} for every x ∈ R or x ∈ K.
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