Complex demodulation of evolutionary spectra is formulated as a twodimensional kernel smoother in the time-frequency domain. In the first stage, a tapered Fourier transform, y ν (f, t), is calculated. Second, the log-spectral estimate,θ ν (f, t) ≡ ln(|y ν (f, t)| 2 ), is smoothed. As the characteristic widths of the kernel smoother increase, the bias from temporal and frequency averaging increases while the variance decreases. The demodulation parameters, such as the order, length, and bandwidth of spectral taper and the kernel smoother, are determined by minimizing the expected error. For well-resolved evolutionary spectra, the optimal taper length is a small fraction of the optimal kernel halfwidth. The optimal frequency bandwidth, w, for the spectral window scales as w 2 ∼ λ F /τ , where τ is the characteristic time, and λ F is the characteristic frequency scalelength. In contrast, the optimal halfwidths for the second stage kernel smoother scales as h ∼ 1/(τ λ F ) 1 p+2 , where p is the order of the kernel smoother. The ratio of the optimal frequency halfwidth to the optimal time halfwidth satisfies
, where p is the order of the kernel smoother. The ratio of the optimal frequency halfwidth to the optimal time halfwidth satisfies
θ| . Since the expected loss depends on the unknown evolutionary spectra, we initially estimate |∂ p t θ| 2 and |∂ p f θ| 2 using a higher order kernel smoothers, and then substitute the estimated derivatives into the expected loss criteria.
I. Introduction
In this article, we examine nonparametric estimates of evolutionary stochastic processes. We formulate complex demodulation as a two-dimensional kernel smoother in the time-frequency domain. In this and a related article, we consider kernel smoother estimates of time-frequency representations of "slowly" evolving time series. We distinguish three general classes of time-frequency phenomena. First, slowly evolving frequency representations are used when a quasicoherent signal is most simply represented in the frequency domain for intermediate timescales, and the representation evolves temporally. Second, slowly evolving time representations are used when the signal is most simply represented as a sum of a small number of sinusoids with time varying amplitudes. Third, evolutionary spectra are used when the signal is incoherent, and can be modeled as a process which is locally stationary with a slowly evolving spectrum.
Slowly evolving frequency representations have been described in a number of excellent review articles (Cohen (1989) , Boashash (1990) , Hlawatsch & BoudreauxBartels (1992)), and will not be investigated in this article. In a separate article (Riedel (1992b) ), we considered the problem of estimating time dependent, deterministic signals in a stationary stochastic background. In the previous case, only one-dimensional functions of time or frequency needed to be determined. In contrast, the amplitude, A(f, t), of an evolutionary process depends on both time and frequency. Thus the estimation problem is two-dimensional.
Complex demodulation estimates the evolutionary spectral density using a two step procedure (Priestley (1965 (Priestley ( , 1966 , Loynes (1968) , Melard & Herteleer (1989) ). First, |A(f, t)| 2 is estimated on a discrete grid in time-frequency space using a moving Fourier transform . Then a kernel smoother is used to reduce the variance of estimate by averaging over a region in the time-frequency domain. We utilize a two-dimensional kernel smoother while the standard version of complex demodulation smoothes only in time.
Previous studies (Priestley (1965 (Priestley ( , 1966 , Papanicolaou et al. (1990) , Asch et al. (1991) , Zurbenko (1991) ) of complex demodulation emphasized conditions under which the evolutionary spectral estimates were asymptotically consistent, i.e. converged to a consistent estimate as the time scale separation and the sampling size and rate tend to infinity. Our study extends these results by determining the leading order bias and variance of the demodulation. As the characteristic widths of the kernel smoother increase, the bias from temporal and frequency averaging increases while the variance decreases.
In complex demodulation, both the taper free parameters: taper length, taper order, and bandwidth; and the kernel smoother free parameters: the order, length, and characteristic width of the kernel in each of the time and frequency variables; need to be determined. We determine the demodulation parameters by minimizing the expected error. Since the expected loss depends on the unknown evolutionary spectra, the evolutionary spectra are estimated, and then substituted into the expected loss criteria. This substitution is known as a "plug-in" estimate.
In the next section, we estimate evolutionary spectrum on a time-frequency lattice using a moving window Fourier transform and estimate the bias and covariance of these point estimates. In Section III, we review kernel smoothers, and determine the bias and variance of the kernel smoother estimates. In Section IV, we give asymptotic expressions for the integrated expected loss and the optimal values of the kernel smoother bandwidths. In Section V, we describe a class of multiple stage kernel estimators, which estimate the optimal bandwidth with a pilot kernel estimate. In Section VI, we briefly discuss the alternatives to two dimensional kernel smoother estimates of the evolutionary spectrum. In the appendix, we examine smoothing kernel estimates of the coherence and phase of two evolving time series. An abbreviated version of this article appeared in Riedel (1992a)
II. Point Estimates of Evolutionary Processes
We consider evolutionary processes which have the representation:
where dZ(f ) is a weakly stationary stochastic process with independent spectral increments and unit variance. For a given stochastic process, there may be a large family of different amplitude functions, A(f, t), which satisfy the representation of Eq. 2.1. Since x t is real, we require dZ(−f ) = dZ(f ) and A(−f, t) =Ā(f, t). The evolutionary spectrum is defined as S(f, t) = |A(f, t)| 2 . The values of dZ at different frequencies, f and f ′ , are uncorrelated:
.2 implies that the spectral measure is absolutely continuous with no deterministic spectral lines. The unit variance is simply a normalization, i.e. we have absorbed the spectral density, S(f ), into A(f, t). For stationary processes, A(f, t) is independent of t, and S(f ) = |A(f, t)| 2 . The covariance, R(t, s), satisfies
We restrict our consideration to oscillatory, semistationary processes as defined in Priestley (1965) . In this context, oscillatory denotes thatÂ(f,f ) has its maximum atf = 0, whereÂ(f,f ) is the Fourier transform of A(f, t) with respect to t at fixed f . This oscillatory requirement enables us to interpret A(f, t) as the time-dependent amplitude for the frequency f . Semistationary means thatÂ(f,f ) has an uniformly bounded halfwidth, |f ||Â(f,f )|df . Thus the amplitude of a semistationary process evolves on a bounded timescale.
Even with these restrictions, the amplitude and spectrum may not be uniquely defined. We also assume A(f, t) is a smooth function in Cp, wherep ≥ 2. For higher order convergence results, we need to assume A(f, t) is real.
We denote the characteristic time scale of the amplitude evolution by τ , where we normalize the time interval between measurements, τ s , to unity. We make the stronger assumption that A(f, t) evolves slowly in time and frequency relative to the sampling rate. We denote the characteristic frequency scalelength of the evolutionary spectrum by λ f , where λ −2 f ∼∂ 2 f S(f, t)/S(f, t). In our asymptotic analysis, we will rescale time and frequency to the slow scale: t ≡ t/τ and f ≡ f /λ F . 2τ λ F is the number of measurements taken on the timescale of the spectral evolution divided by the number of degrees of freedom which are necessary to adequately represent the spectrum. τ λ F is the fundamental expansion parameter for complex demodulation. Both the optimal spectral window bandwidth and the optimal kernel halfwidth are expressed in terms of τ λ F .
The measured time series is N D discrete measurements, {x 0 , x 1 , . . . , x N D −1 }, of a realization of the stochastic process. The Nyquist frequency is 1/2, and the Raleigh resolution frequency is 1/N D .
Our goal is to estimate the local spectral density, S(f, t) ≡ |A(f, t)| 2 , given the measure time series, {x j }. In complex demodulation, we begin the estimate of |A(f, t)| 2 , by taking a windowed Fourier transform. For a given taper length, N, and taper, ν, 1 we define the windowed transform, y ν (f, t) by
For convenience, we assume that the taper length is an odd integer, and define [
). The point estimate of the evolutionary spectrum
Equation 2.1 implies that y ν (f, t) satisfies the statistical model
Since we assume that A(f, t) is a smooth, slowly varying function, we make a Taylor series expansion of A(f, t + j) about (f, t):
With this expansion, Eq. 2.5 reduces to
To simplify Eq. 2.6, we define the spectral window, V (f ), to be the Fourier transform of ν j :
The uniform taper,
, where D N is the Diriclet kernel. In the frequency domain, Eq.
1 In this article, we denote tapers by ν and kernels by µ. We normalize tapers to j ν 2 j = 1, and normalize kernels of zeroth order to j µ j = 1.
becomes a convolution equation:
Thus the discrete Fourier transform of the measured process is related to the realization of the stochastic process by an integral equation of the first kind. The purpose of the taper is to reduce the bias from the sidelobes of the kernel, V (f − f ′ ), relative to those of the Diriclet kernel. We denote the characteristic bandwidth of the spectral kernel by w. Typically, the taper is chosen with w∼c/Nτ s , where c ≥ 1.
The expectation of the quadratic tapered estimator is
. Thus
, where w is the spectral bandwidth. When f 1 = f 2 and t = t ′ , Eq. 2.9 reduces to
(2.10) The second term in Eq. 2.10 constitutes the bias in the spectral estimate due to the temporal variation in the amplitude A(f, t). This bias is always positive. The bias from the frequency variation in S(f, t) is estimated by making a Taylor series expansion of S(f, t). The total bias of the tapered spectral estimate,
We note that B[θ ν (f, t)] contains a term which is proportional to |∂ t A(f, t)| 2 . We estimate only S(f, t), so |∂ t A(f, t)| 2 is undetermined unless we assume that (Mallows (1967) ). When dZ(f ) are Gaussian variables, we estimate the covariance ofŜ(f, t) by applying Isserlis' fourth moment identity for complex Gaussian variables:
For incremental Gaussian processes, dZ(f ), we have
where
is given by Eq. 2.9. The second term is only important when both f 1 and f 2 are within a bandwidth of zero frequency. Thus the variance of the estimated spectrum is
(2.14) ThusŜ ν (f, t) has a variance almost exactly equal to the square of its expectation away from f = 0.
Although the windowed transform of Eq. 2.4 is defined on all points (f, t), |f | ≤ 1/2, we only evaluate y ν (f, t) on a discrete lattice, t = jδt, f = mδf , where j = 0, . . . N t , m = 0, N f , where
This time-frequency lattice is precisely the Gabor transform of the discrete process.
(1 − p t ) and (1 − p f ) are the grid overlap fractions for time and frequency. Equation 2.7 shows that the lattice point estimates become nearly independent as p t or p f approach one. As the overlap fraction decreases, the additional lattice points contain less new information and more redundant information.
III. Bias and Variance of Smoothed Kernel Estimates
The point estimate for the spectral density,Ŝ(f, t) = |y ν (f, t)| 2 , is inconsistent, i.e.
the variance of the estimate does not tend to zero as the number of datapoints, N D , increases. Statistical consistency is normally achieved by smoothing the point spectral estimate over a region. Smoothing estimators may broadly be distinguished by three main characteristics: dependent variable, smoothing method, and data-based parameter selection technique. Prior to smoothing, it is usually desirable to transform the spectrum to the logarithmic scale:θ(f, t) ≡ ln(Ŝ(f, t)), and then transform back both the smoothed estimate and the confidence interval. The logarithmic transformation is advantageous, becauseθ has approximately a log(χ 2 2 ) distribution, which is closer to a Gaussian than χ 2 2 is. Also the variance ofθ is independent of θ, while the variance ofŜ(f, t) is equal to (E[Ŝ(f, t)])
2 . Whenŷ has a Gaussian distribution, θ(f, t) has expectation and variance:
where ψ is the digamma function. More detailed discussions of variance stabilizing transformations can be found in Thomson and Chave (1990) . We bias correct the tapered log-periodogram prior to smoothing:
The standard smoothing methods are kernel smoothers and smoothing splines. We concentrate on kernel smoothers because both the error analysis and the implementation are easier. In Section VI, we discuss the smoothing spline alternative.
A data-based method to determine the smoothing free parameters needs to be selected. In Wahba (1980) , generalized cross-validation, a statistical resampling technique, is advocated to determine the level of smoothing. However, data-based parameter selection methods which minimize an estimate of the expected loss converge more rapidly than generalized cross-validation. Thus we will estimate the bias and variance of the kernel smoother, and then select the smoother parameters to minimize this estimate of the expected loss.
We consider two-dimensional kernel smoothers which are the crossproduct of a kernel smoother in frequency, µ F , and a kernel smoother in time, µ T . Before examining two-dimensional kernels, we review the basic definitions and properties of one-dimensional kernels. We index the one-dimensional kernel by the index j, where |j| ≤ M. We call M the index bound. We say that a one-dimensional kernel, µ , has halfwidth, H, and is of type (q, p) if ). We assume that the crossproduct kernel smoother has the same order p in time and in frequency. We let H T and H F denote the halfwidths, and M T and M F denote the index bounds of the kernel smoothers, µ T and µ F . We also define the normalized halfwidths, h F and h T , by h T =
.
We also need to estimate time and frequency derivatives of θ(f, t). To estimate the qth time derivative of θ(f, t), we use a crossproduct kernel where µ T is of type (q, p) and µ F is of type (0, p). We denote the estimate of ∂ q t θ(f, t) by ∂ q t θ(f, t). We divide the expectation of the point estimate,θ ν (f, t), into θ(f, t) and the bias,
2 . We order the bias of the point estimate to be smaller than the bias of the kernel smoother. We can then approximate the bias ofθ µ (f, t) to high order accuracy by:
3) The last term is important only when p equals two.
To estimate the qth time derivative of θ(f, t), we use a crossproduct of a kernel smoother in time of type (q, p), and a kernel smoother in frequency of type (0, p). For a kernel smoother of type (q, p), the bias of the estimate of ∂ q t θ(f, t) is
4) which includes Eq. 3.3 as the special case q = 0. Reversing the time and frequency indices yields the corresponding results for frequency derivatives.
We let R θ ν (f 1 , t 1 , f 2 , t 2 ) denote the covariance of the transformed spectral density:
Eqs. 2.9 & 2.13 give the covariance ofŜ ν (f 1 , t 1 ),Ŝ ν (f 2 , t 2 ) in terms of A(f, t). When A(f, t) is unknown, the covariance of θ ν (f 1 , t 1 ) and θ ν (f 2 , t 2 ) may be estimated with the plug-in approximation. We would like to be able to replace Cov[θ ν (f 1 , t 1 ),θ ν (f 2 , t 2 )] by its Taylor series approximation:
(3.6) We choose the constant C in Eq. 3.6 to match known results at (f 2 , t 2 ) = (f 1 , t 1 ). Although Eq. 3.6 is not strictly valid, this simplification is widespread due to the severe complications of calculating Cov[θ ν (f 1 , t 1 ),θ ν (f 2 , t 2 )] exactly. If the multiple taper spectral estimates of Thomson (1982 Thomson ( , 1990 ) are used, the expansion parameter scales as the inverse of the number of tapers.
To further simplify the evaluation of Cov[
, where the subscript ℓ equals one or two. Thus for the log transformation, we have
to the second order in the small parameters, . From Eq. 3.0, we choose C = ψ ′ (1)∼ 1.645. When the grid overlap parameters, p T and p F , are greater than one, Cov[θ ν (f 1 , t 1 ),θ ν (f 2 , t 2 )] is approximately equal to a multiple of the identity matrix. When p T and p F are less than one, the coupling matrix needs to be calculated.
Given the covariance of the point estimate, R θ ν (f 1 , t 1 , f 2 , t 2 ), the variance of the smoothed kernel estimator of Eq. 3.2 is
The righthand side of Eq. 3.6 scales as (τ λ F h F h 2q+1 T ) −1 times the variance ofθ ν (f, t). To simplify later formulas, we denote the righthand side of Eq. 3.8 by
2p+2 is the ratio of the sampling rate to the number of degrees of freedom which are necessary to adequately represent the spectral evolution. As such, τ λ F is the fundamental expansion parameter for complex demodulation.
IV. Optimization of Expected Loss for Complex Demodulation
The local expected loss of the smoothed estimate of the qth derivative is the sum of the squared bias and the variance:
where the bias is given by Eq. (3.4) and ρ(R θ , µ) = O(
. Equation 4.1 shows that as the characteristic widths of the kernel smoother increase, the bias from temporal and frequency averaging increases while the variance decreases. The bias versus variance tradeoff is well known in smoothing kernel estimates of stationary spectra (Grenander and Rosenblatt (1957) , Wahba (1980) ). For evolutionary spectra, a similar expression for kernel smoothing only in time is given by Priestley (1966) .
To simplify the expected loss, we expand Eq. 4.1 in powers of h T and h F . The leading order expected loss is
(4.2) To the leading order, only ∂ p t θ µ (f, t) and ∂ p f θ µ (f, t) appear in the loss criterion, and the mixed partial derivatives are not required. To determine the leading order optimal values of the kernel scale parameters, we minimize Eq. 4.1 with respect to the h T and h F . We begin by changing variables to h ≡ √ h T h F and r ≡ h F h T
. The minimizing value of r is order one, and satisfies:
The optimal value of h, denoted by h o , satisfies
, where 
θ µ < 0, the 'optimal' halfwidth satisfies K(r) = 0, h = ∞! This pathological result occurs because we have neglected the higher order bias terms, and thus K(r) = 0 eliminates our approximate bias. In some, but not all cases, including the next order terms from Eq. 3.4 will remove the singularity and result in aEquation 4.8 is used only heuristically for scalelength adjustment and is not actually applied.
C) Global halfwidth kernels
In this article, we consider variable, locally adaptive halfwidths. If instead the halfwidth is fixed globally, the convergence rate will be suboptimal, and the difference in the expected losses is given by a Holder inequality . The more rapidly ∂ p t θ(f, t) and ∂ p f θ(f, t) vary, the larger the difference will be (Mueller & Stadtmueller (1987) ). D) Selection of the grid overlap parameters, p T and p F Decreasing the grid overlap parameters, p T and p F , will decrease the expected loss because no information is lost and a small amount is gained. However, the decrease in the loss becomes very weak when p T and p F are decreased below one third. Minimizing the loss function with respect to the grid overlap parameters will result in the trivial and unachievable minimum at p T = 0 and p F = 0. Thus the tradeoff in overlap parameter selection is expected loss versus computational effort.
V. Pilot parameter determination for complex demodulation
To optimize the final estimate of θ(f, t), we consider multiple stage estimators. We classify the multiple stage kernel estimators by: A) the kernel order, p, of the final stage estimate; B) the number of stages, where each earlier stage estimates the optimal halfwidths for the next stage; C) the type of initialization.
The combined scheme is constrained to not estimate derivatives of order greater than the number of continuous derivatives,p, of θ(f, t). Higher order kernels can yield poor results when θ(f, t) is less smooth than the order of the kernel. Therefore, we check a posteori that the estimated derivatives have no discontinuities. For each of these multiple stage estimates, we evaluate the expected loss using Eq. 4.2 with the plug-in approximation. We then select the scheme with the smallest expected error. Multiple stage kernel estimators with variable kernel halfwidths are discussed for one dimensional problems in Mueller & Stadtmueller (1987) and Riedel (1992b) .
Given estimates of ∂ 
. Thus the rate of convergence is optimal. However, the constant of proportionality is suboptimal. More precisely,
where h q,p is given by Eqs. 4.3-4 andĥ q,p is the empirical estimate. If c(τ λ F ) → 1 as θ(f, t), and θ(f, t) as in two stage estimates. There are three types of initializations for three stage estimators, scalelength ansatz estimators, goodness of fit/ factor method estimators, and parametric estimators. Each type estimates the optimal halfwidths for the second stage. Scale length ansatz estimators begin by applying (0, p + 4) × (p + 2, p + 4) and (p + 2, p + 4) × (0, p + 4) kernels with the halfwidths specified by Eqs. 4.2-3 and using the scalelength ansatz for the (p + 4)th partial derivatives. In three and four stage estimators, considerable error can be tolerated in the initial stages without noticibly impacting the final estimates.
The goodness of fit/factor method (Mueller & Stadtmueller (1987) ) initializes by estimating the optimal global halfwidth for a (0, p + 2) × (0, p + 2) kernel using the Rice goodness of fit criterion (Hardle et al. (1988) ). The Rice criterion selects the halfwidths to minimize ) corrects for the number of degrees of freedom. The Rice goodness of fit criterion is an asymptotically efficient estimator of the optimal halfwidth, but it has a slow relative rate of convergence (in comparison with the multiple stage kernel estimators).
After the minimum of Eq. 5.3,ĥ 0,p ′ , is found, the factor method selects halfwidths for derivatives, h q ′ ,p ′ , in terms of the optimal halfwidth for a (0, p ′ ) kernel:
The factor method only requires that θ(f, t) have p + 2 continuous derivatives, while the scaling ansatz initialization requires p + 4 derivatives. The disadvantage of the factor method is that the pilot estimator requires repeated evaluations of Eq. 5.4 to determine the minimum, and therefore is more computationally intensive than the scalelength initialization.
A third possibility to initialize the multi-stage estimator is to fit the data to a low order parametric model. If the evolutionary spectrum and its derivatives are well described by the parametric model, this initialization can yield good, stable results. The evolving autoregressive models are of particular interest. Several semiparametric (one dimensional) models for fitting the evolutionary spectrum are described in Sec. VI.
VI. Discussion
The windowed Fourier transform gives estimates of S(f, t) on a grid in timefrequency space. Smoothing the gridpoint values result in a smooth estimate of the evolutionary spectrum. Our work generalizes Priestley's original calculation (1966) of the expected loss in kernel estimation of evolutionary spectra in several ways. First, we smooth in both time and frequency while Priestley smoothes only in time. Second, we explicitly evaluate the optimal kernel halfwidths and filter bandwidths. Third, we give data-based methods which estimate the optimal kernel halfwidths with the optimal relative convergence rates. Finally, we include two effects which do not occur in standard kernel estimation problems. We include the bias of the gridpoint spectral estimates as a second order bias correction. Second, as the gridpoint overlap parameters, p T and p F , decrease, the correlation in the gridpoint estimates is included via ρ(R θ , µ).
In this article, we have assumed that the signal has no coherent part: E[x j ] = 0. If unknown coherent components are present, the resulting model satisfies an evolutionary Cramer's representation:
The coherent components, A ℓ (t) cos(ω ℓ t + φ ℓ ), may be iteratively estimated aand removed using a kernel smoother (Riedel (1992b) ). The error in removing the coherent component should be included in the the expected loss criteria for the evolutionary spectrum. However, these additional terms are so complicated that the residual error from the coherent component removal is neglected in practice. The other popular method for smoothing noisy data is smoothing splines. The simplest smoothing spline approach is to use crossproduct splines with a knot at every gridpoint, and with imposed symmetry at f = 0. Convergence results for crossproduct splines are given in Utreras (1988) and Cox (1984) . In this formulation, the penalty function is applied uniformly, and often tends to penalize the mean spectrum too much and the spectral variation too little. To remedy this situation, Gu and Wahba (1991) propose a nonparametric analysis of variation. In complex demodulation, this corresponds to the model: θ(f, t) = θ T (t) + θ F (f ) +θ(f, t), where θ T (t) and θ F (f ) have smaller penalty functions. A similar, but different expansion is given in Riedel & Imre (1993) , which corresponds to the model: θ(f, t) = L ℓ=1 g ℓ (t)θ ℓ (f ), where the {g ℓ (t)} are a small number of known basis functions such as low order polynomials or complex exponentials. This representation is parametric in time and nonparametric in frequency.
A third alternative is to perform a singular value decomposition on the matrix, whose entries are the point estimates of θ evaluated on the gridpoint locations: Θ k,j ≡θ(f k , t j ).The low order left and right eigenvecto rs are then smoothed to create the representation: θ(f, t) = L ℓ=1 θ T,ℓ (t)θ F,ℓ (f ). θ T,ℓ (t) and θ F,ℓ (f ) are both nonparametric.
When the spline model is chosen, the strength of the smoothness penalty function needs to be selected. The data-based parameter selection method which is traditionally used is generalized cross-validation (Wahba (1990) ). Instead, we recommend that the smoothness parameter be chosen to minimize the expected loss. Expected loss parameter selection for smoothing splines with an arbitrary covariance are discussed in detail in Riedel & Imre (1993) .
The uncertainty principle implies that the time resolution, δt R , and the frequency resolution, δf R , satisfy δt R δf R > 1 4π
. When the time grid spacing, δt, and the frequency grid spacing, δf , are chosen with δtδf < 1 4π
, the point spectral estimates at the grid locations are significantly correlated and the effective time-frequency resolution continues to satisfy δt R δf R > 1 4π
. Lower values of the grid spacing parameter, δtδf , are useful, because the additional estimates of the spectrum contain some small amount of information about the spectrum at (f, t). This additional information does not result in estimates with resolution which exceeds the limit δt R δf R = 1 4π
. In complex demodulation, we fix the time grid spacing, δt, and the frequency grid spacing, δf , and then evaluate the point spectral measurements on an equally spaced grid. By using a single value of (δt, δf ), we do not use the information from other possible combinations of δt and δf . As δt and δf are varied, we receive estimates with high frequency resolution and low time resolution as well as estimates with high time resolution and low frequency resolution. An improvement on the fixed δt and δf approach would be to combine the estimates from various combinations of (δt, δf ) in a multiresolution estimate of the evolutionary spectrum. The Wavelet transform (Daubechies (1990) ) yields high time resolution for low frequencies and poorer time resolution for high frequencies. In a future publication, we plan to examine the wavelet alternative to windowed Fourier transform estimation of evolutionary spectra.
