We apply linear genetic programming to several diagnosis problems in medicine. An e cient algorithm is presented that eliminates intron code in linear genetic programs. This results in a signi cant speedup which is especially interesting when operating with complex datasets as they are occuring in real-world applications like medicine. We compare our results to those obtained with neural networks and argue that genetic programming is able to show similar performance in classi cation and generalization even within a relatively small number of generations.
Introduction
Genetic programming (GP) has been formulated originally as an evolutionary method for breeding programs using expressions from the functional programming language LISP 15] . We employ a variant of GP, linear GP, using sequences of instructions of an imperative programming language. More speci cally, the method operates on genetic programs being represented as linear sequences of C instructions. One strength of our LGP system is that introns, i.e., dispensible instructions that do not a ect program behavior, can be removed before a genetic program is executed during the tness calculation. This does not cause any changes to the individuals in the population during evolution or in behavior but results in an enormous speedup in execution. Introns are also found in biological genomes, where they appear in DNA of eucaryotic cells. It is interesting to realize that these natural introns are removed, too, before proteins are synthesized. While eliminating introns reduces total runtime a demetic population has been employed to decrease the training time additionally on a generational basis.
Genetic programming and arti cial neural networks (NN) in principle can be seen as alternative techniques for the same tasks, including classi cation and approximation problems. Neural networks increasingly become an alternative to classical statistical methods in the analysis of medical data. Ripley and Ripley 22] review several NN techniques in medicine including methods for diagnosis and prognosis tasks, especially survival analysis. Most applications of neural networks in medicine refer to classi cation tasks. Only few deal with approximation problems. A comprehensive list of medical applications of neural networks can be found in 4].
In contrast to neural networks, genetic programming has not been used very extensively for medical applications to date. Gray et al. 11] report from an early application of GP in cancer diagnosis where the results had been found to be better than with a neural network. In 16] a grammar-based GP variant is used for knowledge extraction from medical databases. Rules for the diagnosis have been derived from the program tree that uncover relationships among data attributes. The outcomes of di erent types of classi ers, including neural networks and genetic programs, are combined in 24] which results in an improved prediction of thyroid normal and thyroid carcinoma classes.
In this paper genetic programming is applied to medical data. In particular the linear GP variant is tested on six diagnosis problems that have been taken from the Proben1 benchmark set of real-world problems 20] . The main objective is to show that for the problems discussed genetic programming is able to achieve quite similar classi cation rates and generalization performance in comparison to neural networks. The application further demonstrates the ability of genetic programming in data mining, where general descriptions of information are to be found in large real-world databases. For supervised learning tasks this normally means to create predictive models, i.e., classi ers or approximators, that generalize from a set of learned data to a set of unknown data.
The paper is organized as follows: In Section 2 the genetic programming paradigm in general and linear GP in particular are introduced. We further present an e cient algorithm that removes intron code from linear genetic programs each time before they are executed. A detailed description of the medical data we have used can be found in Section 3. The setup of all experiments is described in Section 4 while Section 5 presents results concerning intron elimination, classi cation ability and training time. Finally we discuss some prospects for future research.
Genetic Programming
Evolutionary algorithms (EA) mimic aspects of natural evolution to optimize a solution towards a de ned goal. Following Darwin's principle of natural selection di erential tness advantages are exploited in a population to lead to better solutions. Di erent research sub elds of evolutionary algorithms have emerged, such as genetic algorithms 12], evolution strategies 23], and evolutionary programming 8]. In recent years these methods have been applied successfully to a wide spectrum of problem domains, especially in optimization.
A general evolutionary algorithm can be summarized as follows:
Algorithm 1 (Evolutionary Algorithm):
5. Stop. The best individual represents the best solution found.
A comparatively young and growing research area in the context of evolutionary algorithms is genetic programming that uses computer programs as individuals. In an early work Friedberg 9, 10] attempted to solve simple problems by teaching a computer to write computer programs. Cramer 7] was the rst who applied an EA for the evolution of computer programs that were represented as variable-length tree structures. Koza further developed this approach and named it \genetic programming " 14, 15] .
In GP the individual programs map given input-output examples, called tness cases, while their tness depends on the mapping error. The inner nodes of the program trees are functions and the leafs are terminals that mean input variables or constants. The operators applied to generate individual variants, i.e., recombination and mutation, must guarantee that no syntactically incorrect programs are allowed to be generated during evolution (syntactic closure). Figure 1 illustrates the recombination operation in tree-based GP. In recent years, the scope of genetic programming has expanded considerably and now includes evolution of linear and graph representations of programs as well, in addition to tree representations 3]. A strong motivation for investigating di erent program representations in GP is that for each representation form as well as for di erent learning methods in general there exist problem domains that are more suitable than others.
Linear Genetic Programming
In the experiments described below we use linear GP, a genetic programming approach with a linear representation of individuals. Its main characteristic in comparison to tree-based GP is that not expressions of a functional programming language (like LISP) but programs of an imperative language (like C) are evolved.
The use of linear bit sequences in GP again goes back to Cramer and his JB language 7]. Cramer later discarded his approach in favor of a tree representation. A more general linear approach was introduced by Banzhaf 2 ]. Nordin's idea of using machine code for evolution was the most radical \down-to-bones" The instruction set (or function set) of the system is composed of arithmetic operations, conditional branches and function calls. The general notation of each instruction type listed in Table 1 The evolutionary algorithm of our GP system applies tournament selection and puts the lowest selection pressure on the individuals by allowing only two individuals to participate in a tournament. The loser of each tournament is replaced by a copy of the winner. In such a steady state EA the population size is always constant and determines the number of individuals created in one generation. Figure 2 illustrates the two-point string crossover used in LGP for recombining two tournament winners.
A segment of random position and random length is selected in each of the two parents and exchanged.
If one of the resulting children would exceed the maximum length crossover is aborted and restarted with exchanging equally sized segments.
The crossover points only occur between instructions. Inside instructions the mutation operation randomly replaces either the instruction identi er, a variable or the constant (if existent) by equivalents from valid ranges. Constants are modi ed through a certain standard deviation (mutation step size) from the current value. Exchanging a variable, however, can have an enormous e ect on the program ow which might be the reason why in linear GP high mutation rates have been experienced to produce better results. In genetic programming the maximum size of program is usually restricted to prevent programs from growing without bound. In our linear GP system the maximum number of instructions allowed per program has been set to 256. For all tested problems this con guration has been experienced to be a su cient maximum length. Notwithstanding, individual programs of maximum length can still vary in size of their e ective code (e ective length, see Section 2.2). Since each instruction is encoded into four bytes of memory only one individual holds at most 1KB of memory. That makes the system quite memory e cient as well.
Removing Introns at Runtime
In nature introns denote DNA segments in genes with information that is not expressed in proteins. The existence of introns in eucaryotic genomes may be explained in di erent ways: (i) Since the information for one gene is often located on di erent exons (gene parts that are expressed) introns may help to reduce the number of destructive recombinations between chromosomes by simply reducing the probability that the recombination points will fall within an exon region 27]. In this way complete protein segments encoded by speci c exons are more frequently mixed than interrupted during evolution.
(ii) Perhaps even more important for understanding the evolution of higher organisms is the realization that new genetic material can be \tested" while retaining a copy of the original information in intron code.
After the DNA is copied the introns are removed from the resulting messenger-RNA that actually is par- Example (3) is a special case in that the operation is not executed at all because the condition of the preceding branch is never ful lled. Since it is much easier for the evolutionary algorithm to implement structural introns the rate of semantical introns in linear genetic programs can be expected to be comparatively low. In the following the term \introns" always denotes structural introns.
The program structure in linear GP allows introns to be detected and eliminated much easier than in treebased GP. In LGP all structural introns are removed from a genetic program before evaluating the tness cases. This is done by copying all e ective instructions, i.e., non-introns, to a temporary program bu er.
It does not a ect the representation of the individuals in the population (see Figure 3) . In this way the important property of the introns to protect the information holding code from being disrupted is preserved.
In analogy to nature, the elimination of intron code allows linear genetic programs to be interpreted more e ciently.
The following algorithm detects all structural introns in a linear genetic program. Note that whether a branch is a structural intron or not only depends on the status of the operation that directly follows. In Linear GP programs can be transformed into functional expressions by a successive replacement of variables starting with the last e ective instruction as well. It is obvious that such a tree grows exponentially with the e ective program length and can become extremely large in size. These trees normally contain many identical subtrees, too, since the more they grow the more instances of a variable are likely to be replaced by the next assignment. This might give an impression of the expressive power of the linear representation.
At least it demonstrates that there is a di erence from evolving functional expressions like in traditional GP.
The Medical Datasets
In contrast to the neural network domain, performance results today are documented for a very selected number of problems in genetic programming. Many of these problems are arti cial benchmarks where the optimal solution is known in advance and su cient data examples are given. Often little or nothing is said about how results will hold in more realistic and noisy domains. Using real-world data instead guarantees results that are relevant for at least the tested problem domain. Once several problems from di erent domains have been tried the con dence is increased that the tested method is not depending on a speci c problem.
In this contribution genetic programming is applied to six medical problems. Table 2 gives a brief description of the diagnosis problems and the diseases that are to be predicted. Medical diagnosis problems always describe classi cation tasks that are much more frequent in medicine than approximation problems.
Problem Diagnosis task cancer benign or malignant breast tumor diabetes diabetes positive or negative gene intron-exon, exon-intron or no boundary in DNA sequence heart diameter of a heart vessel is reduced by more than 50% or not horse horse with a colic will die, survive or must be killed thyroid thyroid hyperfunction, hypofunction or normal function Table 3 gives an overview of the speci c complexity of each problem expressed in the number of problem attributes, continuous and discrete inputs, output classes and examples. Note that some attributes have been encoded into more than one input value.
Problem Attributes
Inputs Classes Examples continuous discrete cancer 9  9  0  2  699  diabetes 8  8  0  2  690  gene  60  0  120  3  3175  heart  13  6  29  2  303  horse  20  14  44  3  364  thyroid 21  6  15  3  7200  Table 3 : Problem complexity of Proben1 medical datasets.
Experimental Setup

Genetic Programming
For each dataset and experiment 30 runs have been performed with LGP, all starting with the same conguration but with a di erent random seed. Table 4 lists the common parameter settings used for all problems.
For benchmarking, the partitioning of the datasets is adopted from Proben1 includes the rst 50% of the examples from a dataset, the next 25% is de ned as the validation set and the last 25% is the test set. In Proben1 three di erent compositions of each dataset are given concerning the order of the examples. This increases the con dence that results are not depending on a certain distribution of the data into training, validation and test set.
The tness of an individual program is always evaluated over the complete training set. After each generation, the error of the best-so-far individual is calculated using the validation set in order to check its generalization ability during training. From these individuals the one with minimum validation error is tested on the test set once after the training is over.
Throughout this paper, tness F of an individual program p is calculated as the mean square error (MSE) between the predicted output o pred ij and the desired output o des ij for all n training examples and m outputs:
Additionally, a classi cation error (CE) is computed as the number of incorrectly classi ed examples. The mean classi cation error (MCE) is added to the tness while its in uence is controlled by a weight parameter w (see Equation 2 and Table 4 ). In this way, the classi cation performance of a program determines selection more directly while the MSE term still allows continuous tness improvements.
To provide a fair comparison, the winner-takes-all classi cation method has been adopted from 20]. Each output class corresponds to exactly one program output. The class with the highest output value designates the response according to the 1-of-m output representation introduced in Section 3.
Since only classi cation problems are dealt with in this contribution the test classi cation error characterizing the generalization performance and the generation in which the individual with the minimum validation error appeared (e ective training time) are of main interests.
Population Structure
In evolutionary algorithms the population of individual solutions may be subdivided into multiple subpopulations. Migration of individuals among the subpopulations causes evolution to occur in the population as a whole. Wright rst described this mechanism as the island model in biology A special form of the island model, the stepping stone model 13] , assumes that migration of individuals is only possible between certain adjacent demes that are organized as graphs with xed connecting links.
Individuals can reach remote populations only after passing through these neighbors. In this way, the possibility that there will be an exchange of individuals between two demes depends on their distance in the graph topology. Common topologies are ring or matrix structures.
In our experiments the population is subdivided into 10 demes each holding 500 individuals. This partitioning has been experienced to be su cient for investigating the e ect of multiple demes. The demes are connected by a directed ring of migration links in that every deme has exactly one successor (see Figure 4) . Table 5 : Percentage of introns, e ective code and branches per run with speedup factors for removing introns before program execution. Notable di erences between problems.
As denoted in Section 2.2 the average intron rate of all individuals in the population has been calculated during each run. Table 5 documents the average share in intron code per run (in percent of the absolute program length) and the resulting speedup factor (using Equation 1) for the medical problems under consideration. In summary an intron rate of about 80% has been observed which corresponds to an average decrease in runtime by the intron elimination of about factor 5. This speedup is signi cant especially when operating with large datasets as they occur in medicine. Another bene t of intron elimination is that the higher processing speed of the genetic programs makes them very e cient in time-critical problem environments. Note again, that removing the introns as described in Section 2.2 can not have any in uence on the tness or classi cation performance of the programs.
It can also be seen from Table 5 that the respective share in the e ective code strongly varies with the problem. In contrast to that, the di erences in results between the three datasets tested for each problem were found to be only very small and are not speci ed here. Beyond that the standard deviation has proven to be amazingly small as well.
For some problems, including diabetes, heart, and horse, the best classi cation results (see below) have emerged without using the conditional branches. This might be due to the fact that if branches are not really necessary for a good solution then they promote rather specialized, i.e., less generalizing, solutions. The other problems, especially gene, have worked considerably better with branches. Except for the branches, all problems have been tried with the same function set and system con guration in general.
Concerning the execution time branches are very cheap instructions compared to operations and function
calls. An additional amount of computation is left out with branches in that usually not all (conditional) operations of a program are executed at each training example. For problems solved with branches the average percentage of branches in a linear genetic program is given in Table 5 . In general, the calculation of the relative speedup factors relies on the assumption that, on average, di erent instructions of the instruction set are homogeneously distributed in the population | including both intron code and e ective code of the programs. Di erence in percent from baseline NN data. Table 6 shows the classi cation error rates obtained with genetic programming (GP) and neural networks Our results demonstrate that in general linear genetic programming is able to reach a quite similar generalization performance as was possible for multi-layer perceptrons using RPROP learning. The relatively small number of runs performed per dataset can, of course, only give an order of magnitude comparison.
Generalization
In addition, the results for GP might not be the absolutely best possible since the parameter settings | including the composition of the function set | have not been adjusted speci cally for each problem. This has been done in order to show that even common adjustments of the GP algorithm can produce quite good results in general. In contrast to that the NN architecture applied in 20] has been adapted for each dataset in particular. Finally, the Proben1 datasets | especially the coding of the input and output values (see Section 3) | are prepared for being advantageous for neural networks but not necessarily for GP as well.
For the gene problem the test classi cation error (on average and standard deviation) has been found to be remarkably better with GP which is another indication that GP can handle very high input dimensions (given in Table 3 ) e ciently. In contrast to that, cancer emerged to be considerable more di cult for GP than for NN if the percentage di erence in average test error is regarded.
The classi cation results for the three di erent datasets of each problem show that the di culty of a problem may already change signi cantly with the distribution of the data into training, validation and test set. This is especially true for the test error that may di er much more with the data distribution than the validation error. For instance, the test error is much smaller for dataset heart2 than for heart1. For some datasets training, validation and test set also di er signi cantly in the representation of the data space. This may result in a strong di erence between the validation error and the test error, as in case of cancer and heart.
Training Time
As stated above the e ective training time speci es the number of (e ective) generations or epochs respectively till the minimum validation error occured. One can see from Table 7 and Table 3 that the more complex a problem is or the more di cult it proves to be for GP or NN the longer is the e ective training time. Even if a comparison between generations and epochs is rather di cult it is interesting to see that the e ective training time for GP shows lower variation with respect to the di erent problems than the training GP NN Problem e ective Generations e ective Epochs  average  stddev  average stddev  cancer1  26  24  95  115  cancer2  26  25  44  28  cancer3  17  11  41  17  diabetes1  23  14  117  83  diabetes2  28  25  70  26  diabetes3  21  15  164  85  gene1  77  21  101  53  gene2  90  20  250  255  gene3  86  14  199  163  heart1  17  14  30  9  heart2  20  14  18  9  heart3  21  18  11  5  horse1  18  16  13  3  horse2  19  16  18  6  horse3  15  14  14  5  thyroid1  55  18  341  280  thyroid2  64  15  388  246  thyroid3  51  14  298  223   Table 7 : E ective training time of GP and NN (rounded).
time for NN. Average and standard deviation have been found to be less variable with GP here.
A more important result is that in our GP experiments the e ective training time could be reduced considerably by using demes (as described in Section 4), without leading to worse results in generalization during validation and testing. A comparable series of runs without demes but with the same population size has been performed for the rst dataset of each problem. The average classi cation rates documented in Table   8 di er only slightly from the results obtained with a demetic population (see Table 6 ). Table 8 : Classi cation error rates of GP without demes. Average results similar to results with demes (see Table 6 ). Table 9 compares the e ective training time using a panmictic (non-demetic) population with the respective results from Table 9 : E ective training time of GP with and without demes. Signi cant speedup with demes. deviation) the number of e ective generations is reduced by using demes of about factor 3. Thus, there is a faster convergence of the evolutionary algorithm to the state of optimal generalization performance. The main reason for this speedup may be in the elitist migration strategy applied here (migration-of-the-best) by which best solutions are reproduced and further developed simultaneously in more than one deme.
GP without Demes
Further Comparison
Of course, reducing the (relative) training time on generation basis a ects the absolute training time as well since runs may be stopped earlier. Comparing the absolute runtime in genetic programming and neural networks the fast learning algorithm applied for the feed-forward multi-layer perceptrons has been superior here. This is especially due to the large population size that has been used with GP in order to guarantee su cient diversity as well as a su cient number of demes. Moreover, since we concentrated on a comparison in optimal classi cation performance the con guration of our LGP system has not been optimized for runtime. If a small population size is used the intron elimination that accelerates LGP runs for several times (as shown above) may help to relax the di erence in runtime between both techniques.
In contrast to neural networks, GP is not only capable of predicting outcomes but may provide insight into and a better understanding of the medical diagnosis by allowing an analysis of the resulting genetic programs 16]. Knowledge extraction from genetic programs is much more possible with programs that are compact in size and free from redundant information as resulting from the intron elimination in our linear GP system.
In general, this property makes genetic programming a less opaque method than neural networks.
A further advantage of genetic programming is that in principle it does not require any form of speci c architecture selection like multi-layer neural networks.
Discussion and Future Work
We have reported on linear genetic programming that has been applied successfully to a number of medical classi cation tasks. All datasets originate from a set of real-world benchmark problems established for neural networks in particular 20]. For genetic programming there is still a lack of a standard set of benchmark problems. Such a set would give the researchers the opportunity for a better comparability of their published methods and results. An appropriate benchmark set should be composed of real-world datasets taken from real problem domains as well as arti cial problem de nitions where the characteristics of the data are in most cases exactly known.
But a set of benchmark problems is not enough to guarantee comparability and reproducibility of results. A single parameter that is not published or an ambiguous description can make an experiment irreproducible and may let the results obtained with a method di er greatly. In many contributions either comparisons with other methods are not given at all or experiments with the methods compared to had to be reimplemented rst. In order to make a direct comparison of published results easier a set of benchmarking conventions has to be de ned, along with the benchmark problems. These conventions would describe standard ways of setting up and documenting an experiment, as well as measuring and documenting the results. A step in this direction has been taken by Prechelt for neural networks 20].
We have presented an e cient algorithm for the detection of introns in linear genetic programs. The elimination of introns before every tness evaluation results in a signi cant decrease in runtime. In addition, the number of relevant generations of the evolutionary algorithm was reduced by using a demetic population together with an elitist migration strategy. Increasing the runtime performance of genetic programming with these techniques is especially important when operating with large datasets from real-world domains like medicine.
By using demes in genetic programming we experienced that the best generalization on the validation set is reached long before the nal generation. Wasted training time can be saved if runs are stopped earlier.
Appropriate stopping rules that monitor the progress in tness and generalization over a period of generations are to be de ned in this context. The information about the e ective size of the genetic programs can be used for parsimony pressure. In contrast to punishing the absolute size over the tness function this does not work against the growth of intron code. Thus, introns may ful ll their function as a protection against destructive crossover operations while programs with short e ective code are favoured by evolution. The basic idea behind parsimony pressure is that short solutions are expected to be more robust, i.e., generalize better on unknown data 15].
