Abstract. In this paper, we propose a functional testing method of media synchronization protocols, which control the synchronization between audio and movie, described in concurrent synchronous timed I/O automata. In order to trace all test sequences (I/O event sequences) with synchronization on the model, we need to execute each I/O event at an adequate timing which satisfies the whole timing constraint for all the given test sequences. However, the outputs are given from the IUT and uncontrollable. Also each output/synchronization timing may affect executable timing for its succeeding I/O events in the test sequences. In this paper, we propose a technique to derive a set of time intervals which make all the given test sequences executable, and propose a method for functional testing using the technique.
Introduction
Recently many multimedia systems, which make use of various information media such as audio, video, images and text, have been developed and utilized. Multimedia systems usually can be modeled as real-time systems and timing constraints on I/O events are imposed upon such systems in order to guarantee their QoS. Especially, multimedia synchronization protocols can be modeled as a concurrent model in which multiple real-time modules work cooperatively [4, 5] . Timed automata or timed Petri nets have been taken into account for specifying such real-time systems [1] and used for specifying multimedia systems [3, 6] . Functional testing [7] , which tests whether a given IUT (Implementation Under Test) possesses the functions designated in its specification, is an effective way for improving the reliability of such multimedia systems.
In this paper, we propose a functional testing method for media synchronization protocols, which control the synchronization among audio and video media. Here, for simplicity of discussion, we assume that each media synchronization protocol consists of three modules, (1) a module receiving and playing out audio data, (2) a module receiving and playing out video data and (3) a module controlling the synchronization between the above two modules. The modules (1) and (2) receive audio and video data through the network. The control module (3) synchronizes audio and video every suitable intervals. As the testing items, we consider the following items, (a) whether the synchronization among audio and video media works properly and (b) whether the IUT can execute an alternative operation when the IUT cannot receive data because of the delay in the network.
We assume that each module of the media synchronization protocol is described as a timed I/O automaton [2] . In the timed I/O automaton model, a clock and registers are available. And each timing constraint on state transitions consists of a logical product of linear inequalities composed of the variables that keep the values of the clock and registers. We generate test sequences that consist of a series of I/O events for each timed I/O automaton. However, the generated sequences may not be always executable because executable timing constraints may be imposed on state transitions. Therefore we need to check the executability of the test sequences, and if they are executable, we also need to find suitable values of the variables (such as I/O event timing) that enable the sequence execute. Generally each input to the IUT can be given at the specified timing. On the other hand, the timing of each output from the IUT is uncontrollable. Accordingly, when we check the traceability of a test sequence, it is desirable not only finding an input timing set that makes the whole test sequence executable but also finding feasible input/output interval set.
In [2] , we proposed a method for checking the traceability of a state transition sequence on a single timed I/O automaton automatically. If the sequence is traceable, we can derive values of such parameters as input timing automatically. In this paper, combining this method and an idea of [4] for scheduling event timing on concurrent EFSMs, we propose a method for (1) checking the traceability of concurrent sequences of state transitions on concurrent timed I/O automata, in which multiple timed I/O automata work cooperatively, and for (2) deriving a series of intervals of I/O event timing that enables the concurrent sequences.
The rest of this paper is organized as follows. In Section 2, we show our concurrent timed I/O automata model. In Section 3, the traceability of concurrent state transition sequences is defined. In Section 4, we propose a method for generating test sequences and deriving a set of executable intervals if the sequences are executable. And in Section 5, application results of our method are shown. Section 6 concludes this paper. For example, Fig.1 is a system which receives audio and video data from senders, synchronizes and plays out these media. The system is described as the concurrent timed I/O automata model whose formal semantics is described in Section 2.2. Modules (a) and (b) receive audio and video data, ask external decoders to decode them and play out them, respectively. They repeat these behavior. In this system, the fourth frame of audio and the second frame of video must be synchronized with module (c).
Intuitively, the semantics of our timed I/O automaton is as follows. At state s 0 in Fig.1(a) , if the initial value of x 0 is zero, input event audio receive? is executable between time 2 and 4 since the transition condition x 0 + 2 ≤ t ≤ x 0 + 4 becomes true. By executing this transition, module (a) moves to state s 1 . In addition, the current value of clock t is assigned to variable x 1 according to the assignment x 1 ← t. If the execution time of the input event is 3.5, then x 1 = 3.5 and output event audio decode request! becomes executable between time 4.5 and 6.5. If the output event is executed, module (a) moves to state s 2 .
Module (a) receives an audio frame, asks a decoder to decode it and plays out it simultaneously with a video frame or independently. If module (a) cannot receive a frame (input event audio receive? cannot be executed) at state s 0 , module (a) assumes that the frame is lost, and it executes output event audio loss! and moves to s 3 .
In general, the behaviour of a timed I/O automaton is formally defined as a transition relation between concrete states. A concrete state is a pair of a control state and an value-assignment for all variable including the clock variable t. The transition relation between concrete states are defined as follows.
Definition 2. A value assignment σ is a mapping from the set of state variables V ∪ {t} into the set of real-numbers R. For any value assignment σ and any non-negative real-value d, let σ + d denote the same value assignment as σ except that the value of the clock variable t is increased by d (i.e. (σ + d)(t) = σ(t) + d). For any value assigment σ and any set of assignment statements D ⊆ De f , let σD denote the same value assignment as σ except that the assigned value of variables x i appeared in the left hand of each assignment statements is the corresponding right hand expression, i.e. if (x
We write σ | = P if the predicate P holds when the value-assignment σ is applied.
Definition 3. The transition relation between concrete states of a timed I/O automaton M is defined as the minimum relation derived by the following rules: -For each transition s a$[P]D

−→ s , • for any value assignment σ and non-negative real-number d such that
(σ+d) | = P, (s, σ) d −→ (s, σ + d)
holds (transition by time passage).
• if $ ? v , i.e. the action a$ is not an input action with a variable, for any σ such
) (transition by an input action with an input value).
Note that our timed I/O automaton can simulate the classical Alur's timed automaton [1] . The details are shown in [2] .
Concurrent Timed I/O Automata
In this paper, each media synchronization protocol is modeled as concurrent timed I/O automata which work cooperatively. Here, we assume that all the automata refer to the same clock variable t and that all the I/O events with the same name must be executed at the same time synchronously.
For example, on the system shown in Fig.1 , when synchronized play! is executed on module (a), synchronized play! is also executed on both modules (b) and (c). The transition condition for the synchronous events are the logical conjunction of the transition conditions corresponding to synchronized play! on modules (a), (b) and (c). So, the synchronous event is executable if and only if the three transition conditions hold. Formally, it is defined as follows. 
time passages). -for any I/O action a$, let I be the set of indices of timed I/O automata such that the
, where s j = s j and σ j = σ j for j I (synchronized execution of the same I/O actions).
Executability of Sequences
In testing of real-time protocols, tester can usually control input timing to IUT. On the other hand, tester cannot control output timing from IUT. Each output timing may affect executable timing for its succeeding I/O events in sequences. Hence, it is desirable that we can find I/O event sequenses which can be executed whenever the IUT produces outputs. In this section, we define executability of sequences on our concurrent I/O timed automata.
Symbolic Trace
Since values of variables may be updated by executing transitions in a timed I/O automaton, we have to consider how to change the values of those variables for deciding executability of sequences. We translate values of variables and transition constraints in given sequences into expressions(symbolic traces) consisting of initial values of variables, execution time of transition or input values [2] .
Formally symbolic traces are defined as follows. Let us construct a symbolic trace for a sequence shown in Fig.2 (i) . First, we express each variable by expressions containing some of the preceding execution time, initial values of variables and input variables. Next, for the obtained sequence(ii), we prepare variables (t a , t b , t c ) for execution time of events and express constraints of transitions by using these variables. As a result we obtain a symbolic trace for the sequence a?
Definition 5. For a path
We say that a symbolic trace w is traceable, if for some output timing there exists some input timing such that the succeeding sequence can be executed. We formalize the traceability as follows. Intuitively, we say that a symbolic trace w is traceable by an I/O timing interval T (w) if the corresponding action sequence of w is executable at any I/O timing which satisfies T (w).
Definition 6. For symbolic trace w
= (a 1 $ 1 , t 1 , P 1 ) · · · (a k $ k , t k , P k ), T (w) denotes
Definition 7. A symbolic trace w
of the condition P 1 ∧ · · · ∧ P k , there exists some concrete trace (s 1 , σ 1 )
Executability of Concurrent Sequences
The concrete trace of concurrent timed I/O automata is generally defined as a concrete trace of its composed automaton, as defined in Definition 4. Intuitively, we say that such a concrete trace can trace the given set of symbolic traces if the projection of the trace to each consisting timed I/O automaton satisfies the corresponding symbolic trace. Moreover, if there exists such a concrete trace for a given set of symbolic traces, we say the set of symbolic traces is traceable. Formally, these notions are defined as follows. ((s 1 , . . . , s k ), (σ 1 , . . . , σ k )) Sequences on three concurrent timed I/O automata are shown in Fig.3 . By definition, actions whose names are the same (output events b! and d! in the figure) are executed synchronously (simultaneously). For deciding the executability of concurrent sequences, we also construct I/O timing intervals from the tail action to the head one of the sequence by similar method described in Section 3.1.
Definition 8. For sequences
Since tail events of each sequence (e?, h? and j?) are input events and they are executed independently, a condition which denotes that they are executable independently is ∃t
Assuming that each timing variable of some action (such as t e ) never appears in the transition conditions of other actions (such as P h or P j ), the expression is equivalent to
Next, for synchronous output event d! that is executed most recently before these three input actions, we consider a condition which expresses that "there exists some timing t d such that these output actions can be executed simultanously and all the succeeding actions can also be executed." The condition can be described as 
. Three sequences shown in Fig.3 are executable simultaneously if and only if T rCond is true.
Functional Testing
In this paper, since we consider systems which communicate through networks, each input timing to IUT may have jitter (receive timing of frames and acknowledgment etc.) It is required that there exists some margin for input timing. Furthermore, the test sequence might not be executable for some output timings, since output timings are uncontrollable. Therefore, we apply a static scheduling proposed in [4] in order to obtain suitable I/O timing intervals. By using the scheduling method, for given concurrent sequences we decide whether there exists some execution timing(intervals) for I/O events such that all the sequences are executable. If there exists such timing intervals for sequences, we obtain them and determine the sequences are executable. Although the sequences may not be executed if the IUT does not produce outputs in the expected intervals, we minimize the influence of output timings on the executability of test sequences by making the output timing intervals as wide as possible. Since we can get information about the output timing corresponding to the executability of sequences by applying the scheduling method, we can quickly detect that we fail to execute the given sequences on testing.
Proposed Testing Method
In the proposed method, we first generate test sequences for checking the correctness of the functions which we intend to test. Then, we derive time intervals that enable the test sequences execute for the I/O events in the generated test sequences.
The problem of deriving time intervals for the I/O events is formally defined as follows. For the timing of input event, we can choose several timing covering the derived interval for the input event, when we carry out functional testing actually. In [7] , a useful method for choosing adequate input timing for testing multimedia systems has been proposed. Ref. [7] recommends that we should test more at timing close to the boundary in the input timing interval than at timing close to the middle of the interval as shown in Fig.4 . On the other hand, it is impossible to control the timings of output events. So, in order to make the output timing earlier or later intentionally, we adopt the following way. In [8] , we have proposed and implemented a method to execute existing program codes in multi-threaded environments where a given program can be converted into a thread and it can be executed with other threads cooperatively. Here, we assume that each IUT is given as a program (object coeds). By using the method in [8] , we can convert a given IUT into a thread as shown in Fig.5 . In Fig.5 , we add the load-control thread (load controller) as the cooperative thread. If we want to make the output timing later, the tester asks the load-controller to use CPU time more. As the result, the IUT cannot use enough CPU time and the output timing from the IUT becomes late. By adjusting CPU time used by the load-controller, we can make the output timing of the IUT earlier or later intentionally. Here, we will apply the following functional testing method to the IUT. First, we generate a set of test sequences for functional testing. Then, we derive time intervals which make the given test sequences executable by using the method described in the next sub-section. We give the inputs to the IUT at some timing in the derived time intervals and observe the outputs from the IUT. If the outputs are observed at an earlier time than the expected time intervals, then we make the load-conroller consume much CPU time so that we can observe the outputs at some timing in the derived time intervals. We repeat this functional testing process and give inputs at different timing as shown in Fig.4 . If we can observe the corresponding outputs at adequate timing for several times by adjusting the CPU load for the load-controller, we conclude that we succeed the functional testing. If we cannot observe the I/O events at adequate timing even if we repeat the above process, then we conclude that there may have some errors for the implementation of the function to be tested.
Method for Deriving I/O Timing Intervals
In the proposed method, first, we generate test sequences corresponding to the functions that we want to test and transform them into symbolic traces, which reflect the changes of the values of variables. Based on the scheduling method in [4] , we derive executable time intervals for the I/O events in the given traces if they exist.
When we test a synchronized output between audio and video for the media synchronization protocol in Fig.1 , we generate test sequences which make the synchronized event "synchronized play!" executable for three modules (a), (b) and (c), and transform them into symbolic traces. Since module (c) in Fig.1 controls only the synchronization by counting the number of repetation and no time constraint is imposed on the events in it, we omit module (c) from the discussion below. Here, we consider two symbolic traces in Fig.6 . These are traces that synchronized play! is executed synchronously in modules (a) and (b) in Fig.1 The condition for each transition a@t a is supposed to be represented as a logical product of linear inequalities consisting of variable t a representing execution time of a and variables used in the preceding events. Therefore, the conditions are represented as logical products of expressions whose forms are α ≤ t a or t a ≤ β. In order to derive the I/O event intervals that make the two traces executable, we give the following constraints.
(1) Each event is never executed ahead of the preceding events. So, the expressions below should be satisfied. We add them as the constraint.
We introduce two new variables t xmin and t xmax that represent the earliest and latest executable time of t x , respectively, and replace the original constraint α ≤ t x ≤ β with α ≤ t xmin ≤ t xmax ≤ β.
As for the timing of the synchronized event (synchronized play! in the sequences in Fig.6 ), we replace the execution time t a0 and t v0 of two synchronized events with the same variable pair (t 0min , t 0max ). Then the constraint on synchronized play! in the audio module is replaced [t a3 + 3 ≤ t 0min ≤ t 0max ≤ t a3 + 5] 
Example
We apply our method to two test sequences for checking the correctness of the functions of synchronized events and timeout handling on the media synchronization protocol shown in Fig.1 .
Functional Test Sequences for Synchronized Events
We apply our method to two symbolic traces and obtain the following solutions 2 .
2.4 ≤ t a1 ≤ 2.8 3.8 ≤ t a2 ≤ 5.4 9.4 ≤ t a3 ≤ 9.8 12. If we give inputs to IUT at adequate timing in obtained intervals and observe outputs in obtained intervals, the sequence is executable. So we can check the behavior of IUT and test whether IUT synchronizes correctly.
Functional Test Sequences for Timeout Handling
We consider that if a synchronized event is executed correctly after executing a timeout event, the timeout event (timeout handling) is also executed correctly. We apply our method to the sequences which are obtained by replacing a part of the sequence on module (a) shown in Fig.6 (third appearance of audio receive?@t a1 , audio decode request!@t a2 , audio decode respond?@t a3 ) with timeout handling (audio loss!@t a3 ). The result is as follows. 
Conclusion
In this paper, we specify a media synchronization protocol as a model in which multiple timed I/O automata work in parallel and cooperatively. Then, we propose a method for functional testing on the model. We also propose a technique for deriving wide executable time intervals of I/O events in a given set of test sequences by using linear programming techniques. As the future work, we are planning to develop an actual environment for functional testing with the multi-threaded programming method in [8] .
