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PREPARED BY THE SYSTEM DEVELOPMENT CORPORATION 
FOR THE AMERICAN INSTITUTE OF CPAs
Copyright 1966 by the
American Institute of Certified Public Accountants, Inc. 
666 Fifth Avenue, New York, New York 10019
This bulletin is published for the information and assistance o f members of 
the American Institute o f Certified Public Accountants and others interested 
in the subject. The section on software trends was prepared by M. Blauer and 
the section on hardware characteristics was prepared by J. J. Connelly of 
System Development Corporation as part o f a research program undertaken 
for the Institute. It does not represent the views or an official position o f the Institute.
Foreword
In June 1965, the American Institute of Certified Public Account­
ants engaged the System Development Corporation, Santa M onica, 
California to undertake a six-month research program on the impact 
of computers on the public accounting profession.
Part of the program included the preparation of research studies. 
This booklet is the fifth and last in this series presenting the results 
of such studies.
The research studies were prepared by, and represent the findings 
and conclusions of, the System Development Corporation. Accord­
ingly, they do not present the views or an official position of the 
American Institute of Certified Public Accountants. They are being 
published only for the information of the Institute membership.
March 1966
J o h n  L. C a r e y  
Executive Director
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Introduction
I.
The purpose of this paper is to describe the trends highlighting 
development in the field of computer software. It w ill stress the 
relevance of these trends to the membership of the American Institute 
of Certified Public Accountants. After a definition of computer soft­
ware, the developmental process of an Electronic Data Processing 
(E D P) system will be described. The system concept, recognition 
of which is in itself an outstanding trend in computer software, is 
described. Other major trends such as real-time systems, system data 
files, high order languages and time sharing are also discussed.
II.
Definition of Computer Software
A  satisfactory definition of computer software does not exist. This is 
inherent in the way the word became popular. It was created to 
describe all those things which make up an EDP system exclusive 
of the computer itself and its associated devices (the hardware). 
Software has come to mean both the process of producing computer
1
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systems and the products resulting from that process. This paper 
will utilize both meanings of the word. As a developmental process, 
computer software includes the analysis leading to a decision to 
acquire an EDP system, as well as the design, production, test and 
installation of that system. The specific products associated with 
computer software development are:
—  studies and analyses
—  specifications of computer program requirements
—  specifications of computer equipment requirements
—  specifications of training requirements
—  specifications of test requirements
—  computer programs and flow diagrams
—  training materials such as handbooks and films
—  test materials and results
To date, software in its developmental role has lagged far behind 
the hardware. The hardware manufacturers have made astonishing 
progress in the advancement of computers. They are designing and 
producing what they call the “third generation” of machines. The 
software builders, on the other hand, can rarely point to the efficient, 
systematic use of even some of the “first generation” machinery pro­
duced a decade ago. Awareness of this disparity and the creation of 
approaches and tools to close this gap characterize the software field 
today.
III.
Electronic Data Processing System 
Development and Production
To properly discuss trends in a process, one must have an under­
standing of that process itself. Figure 1 (page 4 ) illustrates the 
process used in the development and production of an EDP system. 
The Justification, Feasibility, Personnel Impact and Cost/Benefit 
Studies constitute the analytic phase of the process. The operational 
requirements and a resultant set of requirements that relate to data, 
computer programs, test criteria, personnel and equipment are the
2
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products that result from the design phase. Production concerns itself 
with the data organization and conversion, computer programming 
and testing, orientation and training and integration of the foregoing 
to meet the requirements.
Finally, system test and installation complete the process. The task 
of keeping a proper proportion of effort and a meaningful communi­
cation across these differing activities is perhaps the major concern 
of people involved in EDP system production. Another important 
characteristic is the fact that as one proceeds in the process, there 
are necessary revisions to preceding events. Provision must be made 
for this feedback, as it is called.
IV.
The System Concept
In the development of an EDP capability, the user finds that what 
he initially thought to be a simple, readily compartmentalized appli­
cation of the computer’s ability to perform arithmetic work or other 
information processing turns out to be a highly complex and costly 
undertaking which impacts his entire organization. This is mainly 
because electronic data processing usually disrupts or replaces an 
information processing system already functioning in the organiza­
tion. Any system which has evolved out of day-to-day operations 
over a period of time is, of course, a system that has “learned” to 
contain and cope with its shortcomings and adjust to its deficiencies. 
Recognizing that such an information processing system exists and 
dealing with the current system is the most important factor neces­
sary in the effective approach to computer software development. 
This is readily understandable to anyone who has been confronted 
with the bookkeeping practices of an organization; while these prac­
tices all adhere to general principles, each in  its own way is quite 
different.
The overriding nature of the system concept affects both the “little 
man” and the “giants” of any profession. The basic EDP problem  
for these varying groups is one of degree, not of kind. What then are 
the problems of those who become involved with an EDP system
3
whether it be the most simple or the most complex? These problems 
begin with an understanding and acceptance of the concept of the 
system itself.
ELECTRONIC DATA PROCESSING SYSTEM DEVELOPMENT 
AND PRODUCTION
ELECTRONIC DATA PROCESSING DEVELOPMENT AND PRODUCTION
JUSTIFICATION STUDY 
FEASIBILITY STUDY 
PERSONNEL IMPACT STUDY 
COST/BENEFIT STUDY
COMPUTER RESEARCH STUDIES
SELECTION OF ALTERNATIVES
OPERATIONAL REQUIREMENTS
DATA
REQUIREMENTS
COMPUTER
PROGRAM
REQUIREMENTS
TEST
REQUIREMENTS
PERSONNEL
REQUIREMENTS
EQUIPMENT
REQUIREMENTS
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ZATION AND  
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COMPUTER 
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M IN G  AND  
TESTING
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SPECIFICATIONS
ORIENTATION 
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SYSTEM TEST
PURCHASE
AND
INSTALLATION*
INSTALLATION
Figure 1
*N ot a software function; included to  stress its im pact on the balance of the system.
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A. Definition of the System Concept
A  system may be briefly defined as a group of objects with 
attributes and mutual relationships. In the combination of these 
factors, the subtle quality of the system is discovered. It is par­
ticularly true that the interrelationship of objects of an informa­
tion processing system constitutes the basic promise and prob­
lem  of electronic data processing. These interrelationships offer 
promise in that, by centralizing them in a computer, they may 
be readily and rapidly referred to on a timely basis. Consider 
this in terms of the accounting practice. The data generated by 
a sale and entered into a computer can, for example, immedi­
ately have the effect of:
—  adjusting the inventory
—  adjusting the receivables
—  providing billing data
—  providing shipping data
—  providing data on area and item sales
—  providing a basis for many statistical evaluations
—  providing marketing efficiency ratings of sales force
This range of effect indicates that much more than the basic 
accounting information of a client may be impacted by a com­
puter system. Information formerly considered as belonging to 
the areas of management or production now may become read­
ily available to qualified users on a general basis. The CPA’s 
potential sphere of activity w ill inevitably broaden because of 
the new opportunities for securing data that will be the basis of 
far-reaching decisions on the total business operation.
As previously stated, these interrelationships offer problems if 
they are not effectively evaluated and integrated in a computer 
system. In these instances, the disruption of established practice 
will cause grave concern and can result in the hostility that the 
computer industry often faces today. How can this be overcome?
B. Dealing with the System Concept
The system concept, once accepted, can be dealt with. It can be 
dealt with best at the inception of EDP in an organization. 
Understanding the implications of acquiring and producing an 
information processing system has now become a paramount
5
COMPUTER RESEARCH STUDIES
need of the potential user of an EDP system. The initial steps 
that are required in obtaining an EDP system are as follows:
—  Justification Study 
— Feasibility Study
—  Impact on Personnel Study
—  Cost/Benefit Study
—  A  Selection of Alternatives
These steps require the utilization of an analytic technique to 
fully explore the applicability of EDP to the user’s needs. They 
entail a logical, orderly study and evaluation of those complex 
functions that have to be apportioned to machine and to man 
in the potential new system. For it is only by insuring an over­
all balance that there is a chance of real success for an EDP 
system. A  discussion of the steps that constitute the analysis 
function must begin with the Justification Study.
1. Justification Study
A  Justification Study consists primarily of collecting, study­
ing and constructing a logical flow diagram of all the infor­
mation associated with the current system. The study seeks 
to obtain the following type of information:
—  the information needs of the potential user at all levels 
of his organization
—  the volume of information needed
—  the response time needed by the system user
—  all associated computations
—  the trend of all the foregoing in terms of future 
growth of the organization
This information is represented by the construction of a 
logical model that represents the current information process­
ing system. A  set of evaluative comments on the strengths 
and weaknesses of the current system should be included.
2. Feasibility Study
If the Justification Study sustains the validity of the current 
system, it may be used as the basis for a later study. If the 
need for a Feasibility Study is indicated, the following points 
will be ascertained during that study:
—  a survey of the state of the art relative to the specific 
operational and functional problems of the intended
6
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user to avoid the “blind alleys” that have confronted 
others in similar enterprises
—  the adaptability of software technology to the problem
—  the preliminary design of the new system
—  the representation of the new system’s capability to 
fulfill requirements in regard to volume of data and 
response time
—  a demonstration of the feasibility of overcoming the 
deficiencies described in the Justification Study
3. Personnel Impact Study
Many accountants have historically undertaken a similar 
process when considering alteration of existing systems for 
their clients. The problem of justifying bookkeeping ma­
chines some two decades ago entailed similar studies on the 
part of controllers and their auditors. N o less is demanded 
now. Rather, we have an even more demanding reason for 
such detailed analytic study as it relates to personnel. Great 
mischief has been done by not adequately preparing people 
who are to be an integral part of an EDP system. A  Per­
sonnel Impact Study should be made to accomplish the fol­
lowing objectives:
—  the development of a plan for orienting, training, 
counseling and adjusting the work force to electronic 
data processing
—  the preparation of a plan to acquire new skills where 
necessary and to adjust for obsolescent skills by re­
training, reassignment or other action
—  the proper placing of the new EDP function in the 
organization
In most accounting applications it should not go unnoticed 
that many capable bookkeepers would possibly make good 
programmers. The skills of logical thought, painstaking ac­
curacy, neatness and determination to do a perfect job are 
criteria in both endeavors. One immediate derivative of the 
Personnel Impact Study would be the maximum utilization 
of existing in-house strengths to aid in the implementation of 
a new system.
4 . Cost/Benefit Study
The Justification, Feasibility and Personnel Impact Studies
7
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are some of the basic materials out of which a Cost/Benefit 
Study can be constructed. The C ost/Benefit Study is intend­
ed to provide the potential user of EDP with an economic 
ratio of the benefits to be gained from EDP use in relation 
to the costs to be expended. It is vital that an organization 
contemplating EDP be aware of the total economic outlays 
that are entailed in this endeavor. Often, initial costs for 
acquisition of a computer and the attendant software system  
are far higher than contemplated. Often software costs and 
on-going maintenance costs are not even recognized! It is 
sometimes extremely difficult to denote in financial terms the 
benefits to be derived from EDP. However, this must be 
attempted. Some of the obstacles which inhibit effective cost/ 
benefit studies are:
a. Lack of Agreement on Terminology
The existing vocabulary of data processors, economists 
or accountants does not include commonly accepted terms 
to describe the p ro g ra m m in g  process, its products or the 
personnel. Therefore, similarities among programming ef­
forts are difficult to identify. That which cannot be ade­
quately defined obviously cannot be adequately costed. 
This should be an area of prime concern for the cost 
accountant who has for years been attempting to stand­
ardize cost terminology. The value of his thinking in this 
area could be enormous.
b. Poor Understanding of Product Quality
Again, the lack of standard measures of computer pro­
gram performance and quality hampers meaningful com­
parison of development costs for different program 
systems. For example, the common use of cost per in­
struction to compare computer programs does not rec­
ognize that radically different quantities of resources may 
be needed to develop computer programs of the same 
length due to differences in complexity, power of the 
instruction code, the programmer’s ability and experience 
or the clarity of specifications.
c. Poor Quality of Cost Data
Generally, present cost collection and accounting meth­
ods do not accumulate data by product or by function 
to be performed. Therefore, there is no uniformity which 
can constitute a standard cost. There exists no adequate
8
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empiric data. Again, this is a fertile field for the cost 
accounting function.
d. The Nonquantitative Area of the Benefit
It is almost econom ically impossible to define the benefits 
to be derived from, say, pure air in an air pollution sys­
tem without a great deal of effort on the part of ac­
countants, economists and medical personnel. If one is 
unable to represent properly the benefits to be derived 
from EDP, he will not be able to enthuse top manage­
ment for the job. Momentum and encouragement can be 
secured by properly alerting the decision makers to the 
potential as well as the pitfalls of EDP.
These obstacles notwithstanding, one of the software trends 
in this decade has been the attempt to structure cost/benefit 
studies prior to implementing EDP. The potential user of 
EDP has every right to insist upon knowing the benefits that 
will accrue to him for the cost of producing, installing and 
maintaining the new system. The effect of the CPA on C ost/ 
Benefit Studies will be of great value to the field.
5. Selection of Alternatives
The completion of the analytic process will supply the po­
tential EDP user with:
—  a thorough understanding of his existing information 
processing system
—  a basis for accepting or rejecting EDP as a solution 
to problems revealed by the analysis
—  a basis for the implementation of an alternate solu­
tion such as an improved manual or EAM  (E lec­
tronic Accounting M achinery) system.
The careful consideration of the information derived from the 
analysis w ill provide the decision maker with a most im­
portant factor in the determination of the path his organiza­
tion is to follow. However, the final selection of alternatives 
is beset by many non-technical factors. It is the responsi­
bility of the manager to take all factors into account.
C. The CPA and the Analytic Process
What has made the foregoing relevant to this study is that hap-
9
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hazard applications of EDP have characterized previous years, 
and a realization of this has led to the necessity of a systematic 
approach to the acquisition of present EDP systems. It cannot 
truthfully be said that this is the way business is being done 
today in the EDP area. However, there are some very important 
indications that the CPA will be confronted with and inevitably 
drawn into the necessity of dealing with the system concept. This 
is supported by the analysis of the AICPA EDP survey. The 
respondent firms indicate that they are planning to offer such
services as:
—  Feasibility Studies 37%
—  Computer Program Production 28%
—  M odified Computer Programs 27%
—  Computer Selection 30%
—  Advice on Expansion of Present System 31%
The full scale entrance of the CPA in the field of electronic data 
processing may be a fortuitous one. The accountant always has 
been a very knowledgeable and necessary person in the operation 
of his client’s business. With the developing resource of more 
encompassing information, the accountant is in an ideal position 
to expand the managerial services he offers.
The system concept and the analytic process have been discussed 
in some detail since they constitute one of the most significant 
of the emerging trends.
V .
Other Software Trends
The balance of this paper will concern itself with other software 
trends that relate to the EDP development and production process.
10
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A. Real-Time Systems
The technology of computers has advanced in the past decade to 
the point where the measurement of the computer’s operation 
has been reduced to billionths of a second. Nevertheless, the 
process of entering data into the machine and securing data 
from the machine has been restricted by the relatively slow speed 
of input devices— e.g., punched card readers, magnetic tape 
drives and paper tape readers— and output devices— e.g., card 
punches, magnetic and paper tape drives. Newer equipment has 
enabled direct keyed entry via teleprocessing and direct visual 
output via Cathode Ray Tubes (C R T ). The speed of entry and 
retrieval has moved the EDP software technology to consider 
the concept of real-time. There is no easy definition of real-time 
systems. So critical is it, however, to an understanding of today’s 
trends that several outstanding examples of definitions quoted 
directly from leading authorities should be carefully considered.
1. Real-time processing involves updating the master file or 
description of the current situation with every transaction, 
regardless of how frequent.
2. In real-time processing, inputs arrive at random. The com­
puter rapidly responds to each message. This situation is in 
contrast to conventional batch processing, where groups of 
inputs are processed by passes through the computer.
3. Real-Time Operation. A  method of processing data so fast 
that there is almost no passage of time between inquiry and 
result.
4. The computer, by means of direct outputs, informs affected 
parties of information as it is developed. This is real-time 
communication.
5. In a total OLRT (acronym for on-line-real-tim e) system, 
each and every person, machine or point (point of origin) 
in the organization using the system, having a true require­
ment to originate, retrieve or utilize information, is provided 
with a point-of-origin device (P O D ). Each device permits 
two-directional information flows at a point of origin of 
information such that the person or machine using it re­
ceives responses to his requests (when a person is required) 
in the amount of time desired.
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6. Real-tim e is the processing of information or data in a 
sufficiently rapid manner so that the results o f the process­
ing are available in time to influence the process being 
monitored or controlled.
7. A  computer designated as a “real-time machine” is one in 
which the operation rate is sufficiently rapid that it can per­
form the problem solution in the same time that a parallel 
physical process occurs.
8. In solving a problem, real-time computing entails a speed 
fast enough to give answers that can be used to control the 
situation or operation containing the problem.
9. Paralleling data processing with a physical process in such 
a fashion that the results of the data processing are immedi­
ately useful to the physical operation.
10. In a real-time problem the data are from one or more 
sources that are recording current events, and it is desired 
that the computer make computations with sufficient ra­
pidity to be able to provide signals for controlling the 
course of the events in an effective manner.
11. This implies that the machine is embedded in some situa­
tion whose natural time scale must be matched by the 
machine. For example, in a control (or process control) 
situation, a machine may retrieve certain information from  
a manufacturing process and be expected to perform certain 
computations in time to utilize the results.
12. In using a computer as an integral on-line controlling de­
vice, the term “real-time control, communication and infor­
mation system” has evolved as a system design concept. This 
means that the information is transmitted instantaneously, 
without conversion, into a centralized computer, which 
processes it, compares it with predetermined decision cri­
teria and issues instructions to men and/or machines for 
corrective or purposeful action.
These definitions admit of some confusion. They basically indi­
cate, however, the possibility of applying direct input to the 
machine, processing that input and returning the processed data 
in an automatic operation within a given time scale.
They imply that the computer be programmed in such a way that 
a “master control program” residing in the computer receives the 
inputs and operates the processing called for by these inputs.
12
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The entire system of programs is tied to the master control pro­
gram in such a way that they operate by and through its func­
tioning. The master control program adapts the balance of the 
program system to the user and, coupled with teleprocessing, 
allows the user to be remote from the machine.
The considerations for auditing of this capacity are profound. It 
brings into focus such startling and exciting factors as:
—  momentary inventory control
—  momentary warehouse control and routing of goods in­
formation
—  daily profit and loss statements
—  daily hillings by account, area and article
—  daily balance sheets
—  revisions to home office/branch office accountancy re­
lationships
—  capacity for “up to the minute” management reports.
In addition it must be noted again that these can all be visually 
displayed to the user.
An auditor him self may, for instance, have to consider adjusting 
his auditing procedures to a real-time basis. He may want to use 
a tele-processing tie-in to the centralized repository of his client 
or clients and audit their accounts on a real-time basis. Such 
concepts as aging of accounts and apportioning of overhead can 
be done in real time. Forecasts of expenditure for cost control 
can be envisioned as being readily accessible. So profound has 
been the concept of real-time and its application that much of the 
“third generation” of computers has included as an integral part 
of their sales advertising the concept of a real-time operation as 
part of the package that the user will purchase directly from the 
manufacturer.
B. System Data Base
The problems of collecting and converting data and organizing 
the files for maximum utility constitutes a major aspect of EDP 
applications. Often less exciting than other aspects of the work, 
it is most important that a full realization of the problems asso­
ciated with data conversion and the building of a system data 
base be understood and dealt with. The majority o f system  
failures occur as a result of problems and deficiencies in the
13
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input area. With the large amount of new hardware devices that 
have been developed, methods of data conversion must now be 
carefully studied. It therefore is necessary to consider the prob­
lem of data conversion, the efficient organization of the system  
data base file and the use of these files in the light of these new 
developments.
1. Historical Data Conversion
Historical data conversion is that portion of the work con­
cerned with building the data files to the point where it is 
possible for the new system to assume the current operation 
of the user organization. This is generally a huge job, and 
the selection of a method to accomplish such conversion is 
time consuming and difficult.
A  general theory of input method selection does not exist. 
However, there are some steps which can be followed, and 
these are recommended for determination of the most ap­
propriate input method:
—  Establish the general requirements for the functions 
that are to be performed in the input area and their 
precise tolerance so as to minimize the inclusion of 
implausible data.
—  Define the format of the inputs as precisely as pos­
sible.
—  Define any specific system requirements that deal with 
the input area as early in the production process as 
possible and as completely as possible.
—  Determine which input conversion method (punched 
card, paper tape, optical scanner) or perhaps com­
bination of methods is best suited to the input prob­
lem  as a result of the factors listed above.
—  Validity test this input method with samples. Secure 
information from other users of similar input proc­
esses to find out how the method is working.
—  Determine the over-all cost of the method as well as 
the floor space and people necessary to accomplish 
the conversion.
The trend today is to employ business organizations which 
are specifically geared to handle the data conversion func­
tion because they have the necessary equipment (punched 
card, magnetic tape, optical scanners) and personal skills to 
implement the required conversion. This is due to the large
14
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effort entailed in a historical data conversion as against that 
which will be ongoing. The initial or historical data conver­
sion requires special skills and tools on a volume basis, 
whereas the ongoing maintenance does not.
2. System Data Base Files
Conversion of input data from raw source material is only 
part of the data base problem. The design of data files that 
will reside in the computer and constitute its data base has 
undergone much change in recent years. Formerly the pro­
cedure was to define and include data as a part of the com­
puter program that operated on that data. In a system of 
computer programs all referring to the same set of data, 
this process becomes quite cumbersome. Computer time is 
wasted. The present trend is to decouple the data base from 
the computer programs themselves and to reference them 
through a central index or a sort of master inventory of the 
data files. This technique derives from the large military 
systems of the past decade where such methods of handling 
the data base had to be devised. By centrally indexing the 
data base, a consistency was attained. These central indexes 
of data go under differing acronyms but in essence accom­
plish the function of allowing automatic maintenance of the 
computer data base with no degradation to the balance of 
the computer system. In addition they allow for the over-all 
unification and cohesion of the program system.
There is a significant point for audit control in this master 
inventory or central index to the data base. Since differing 
groups within an organization use this data base, the de­
tection of an inconsistency will be more readily apparent.
C. General Purpose Retrieval System
The centralized formatting and establishment of the data base 
allows general purpose programs to prepare reports in the for­
mat desired by the user. These general purpose programs or 
systems are written in a manner that requires minimum learning 
on the part of the user and m in im izes the problem of repro­
gramming for any specific new need. It is in the area of data 
retrieval that the most significant application of general purpose 
programs has achieved some distinction. The general purpose 
computer program portends a significant breakthrough for poten-
15
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tial user groups such as the AICPA. For example, the AICPA  
could develop a set of generalized requirements that satisfy some 
common need of the majority of their membership. These re­
quirements could then be developed into a set of specifications 
and be applicable over a wide variety of installations. This could 
best be accomplished by the formation of a user’s group of 
AICPA members. The earliest of the user groups were formed 
by users of the same computers and have a history of satisfac­
torily sharing programs. Would it not be a significant advance 
to see such user groups emerge from the functional needs of 
their membership? In that case, the resultant computer pro­
grams would derive directly from requirements specified by the 
using organization or association. The formation of such user 
groups appears realistic as a trend in the future of software.
D. High Order Languages
A  compiler is a computer program which aids the programmer 
in translating his written program to the essential binary code 
for the machine. Compilers have undergone vast changes in 
recent years. A  decade ago it was virtually necessary for the 
programmer to prepare his program by expressing his instruc­
tions in binary notation. By slow, evolutionary steps the writing 
of programs had advanced to include more English-language 
and algebraic statements. This has been accomplished by de­
veloping elaborate compilers, which perform a translation of 
these statements to the binary notation. The great benefit of 
these “high level languages” is that they are easily learned. 
Programs that are written in the high level languages are:
—  easily checked out
—  easily modified
—  more readily understood by management and other re­
viewers
—  more easily shared among people and machines
That high level languages w ill evolve toward more English- 
language statements is assured. This will allow for the entry of 
more people into the field of EDP than was previously possible. 
It w ill allow for shorter training periods and m in im iz e  many 
fears regarding computing machinery.
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E. Time Sharing
The combination of real-time processing, the unification and 
decoupling of the data base and the ability to enter programs 
and data in readily comprehensible languages have all contrib­
uted to the building of the new capability known as “time 
sharing.” Like “real-tim e,” this is also a confusing term. It can 
be defined, however, as the simultaneous access to the computer 
by many users who are in effect sharing its use or time. Since 
the machine operates much faster than the human, the delay 
between request and answer of a user is rarely a problem. This 
application is familiar to the airline traveler whose reservation 
information is handled by a time-shared system. A centralized 
data base of all flights can be assessed by any of the airline’s 
reservation offices throughout the airline’s route and information 
readily transmitted to every office. Thus, many users are served 
by the same computer ( “the same data base” ) , in readily un­
derstood terminology, and all in real-time. The application of 
general purpose programs to time-shared computers and the 
associated economic use of EDP is the reason for the prediction 
that all business, large or small, will eventually utilize some 
EDP service.
F. Auditing of Computer Software
One of the most difficult aspects of computer software is its 
relationship to the so-called “audit trail.” The auditor must 
become an integral part of “setting up” his client’s EDP system  
in such a manner as to assure himself of proper control. The 
division of responsibility between designers, coders and machine 
operators is the auditor’s concern. In addition, the auditor may 
well need a special set of tools to help him perform his job. 
These should be specific tools that will function on the com­
puter to aid in the auditing of computer software. A  require­
ment for these tools could derive from the user’s group that has 
been discussed.
G. Certification of Personnel
The problem of certification of personnel in the software busi-
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ness is not unlike that which beset the public accounting field 
some years ago. There are a variety of skills needed to deal 
effectively with the problem of producing software. A  set of 
standards to measure the qualifications of workers in this emerg­
ing profession is needed. The experience of the AICPA can be 
brought to bear effectively on this problem.
VI.
Trends for the Future
Certain conclusions are inevitable regarding software trends:
—  There will be increasing emphasis on automating entire in­
formation processing systems rather than segmented parts.
—  There will be increased realization of the role of analysis and 
design prior to implementation of systems. This analysis will 
concern itself with justifying the expenditure for electronic 
data processing, attesting to the feasibility of the new system, 
recognizing the impact on personnel and yielding a benefit 
in increased effectiveness for costs expended.
—  Real-time techniques will move to the fore.
—  Computers w ill be time shared by many remote users.
—  Unified “data bases” w ill represent a force tending to make 
the functions of any agency, large or small, more cohesive.
—  It will become easier to communicate with the computer 
through high level languages.
18
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—  Auditing of computer software will become effective.
—  User groups will begin to exercise considerable influence.
—  Personnel in the industry will need certification of ability.
It is apparent that the production of computer hardware has out­
paced the growth of computer software. New techniques are being 
developed and will close this gap.
It is also apparent that the AICPA is aware of and taking action to 
deal with these trends. Its membership will be in close contact with 
them over the next decade.
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Introduction
I.
In spite of the phenomenal growth of the computer industry and 
the widespread adoption of modem data processing techniques by 
government and business, many individuals and organizations re­
main unresponsive to the impact that the data processing revolution 
is causing in their fields. Unfortunately, one of the reasons for not 
joining the revolution is fear of the unknown. In 1905 caution pre­
vented many progressive people from entrusting their lives to the 
automobile. Today, the thought of entrusting one’s financial fortune 
to a complex of equipment vastly more complicated and expensive 
causes much the same reluctance.
One aspect of the complexity of data processing is the computer. 
This modern wonder is widely described as immensely complex and 
powerful, and yet for most users except perhaps the engineer and 
the programmer, the functions of a computer are relatively straight­
forward. There is no need for the businessman to understand how 
a computer multiplies any more than he needs to know the opera­
tion of the mechanism that makes the bell ring on a typewriter. 
There are, however, several important concepts concerning com­
puters that are vital to an appreciation of their capabilities.
25
COMPUTER RESEARCH STUDIES
II.
Purpose and Scope
The purpose of this report is to describe the fundamental features 
of basic electronic data processing equipment and some of the 
characteristics which distinguish the equipment of different manu­
facturers. The report is for those who have little firsthand experience 
with electronic data processing and who require a background of in­
formation on the subject. It will provide a basis for the study and 
evaluation of more detailed information about specific pieces of 
equipment.
III.
Clarification of Terminology
Part of the difficulty people have in understanding data processing 
stems from an unfamiliarity with the terms that are used. Unfor­
tunately, the data processing field has been plagued with ambiguous 
words, misconstrued terminology and use of jargon. In this section 
we will attempt to clarify some of the more basic terms. Other terms 
that are used in this paper have been defined in a glossary— see Ap­
pendix A .
Data Processing is the preparation of source media which contain 
data, and the handling of such data according to precise rules of 
procedure to accomplish such operations as classifying, sorting, cal­
culating, summarizing, recording, and communicating. Data process­
ing may be accomplished manually, mechanically, or electronically.
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Manual data processing is always at least partly mental as well. By 
the same token, mechanical and electronic data processing involves 
some mental and manual activity.
There is a very large variety of circumstances under which data 
processing is performed. As a consequence, the field of data proc­
essing encompasses a multitude of methods and machines. This paper 
will be limited to a discussion of some of the basic pieces of elec­
tronic data processing equipment.
Mechanical Data Processing is the processing of data utilizing 
mechanical equipment, such as punched card or EAM  equipment.
Electronic Data Processing is data processing performed largely by 
electronic equipment, such as computers, magnetic tape drives, etc.
Differences Between Mechanical and Electronic Data Processing 
M echanical data processing is accomplished by mechanical handling 
of the media, e.g., punched cards or punched paper tape, through 
mechanical devices. The speed of processing is limited by the ability 
of the mechanical device to handle the media.
In an electronic system, the media is electrical impulses moving 
through electronic circuits. As a result, the speed of handling data 
is far greater.
The second major difference between mechanical and electronic data 
processing is the method of communication between the units of 
equipment in the system. With mechanical equipment, each machine 
services its own independent function, and communication among 
machines is accomplished by physically transporting the media, e.g., 
punched cards, from machine to machine.
In electronic data processing, various pieces of equipment are linked 
together with the objective of making possible a continuous chain 
of processing from the point where data is read into the system to 
the final step of printing out the results.
Electronic Data Processing (EDP) Equipment is a group of inter­
connected machines, consisting of input devices, auxiliary storage 
devices, output devices and computing devices which use electronic 
circuitry. These devices are used to perform data processing.
The various types of equipment are briefly described in this section 
and discussed in greater detail below in Sections IV , V , V I and VII.
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A  summary chart of the ranges of current EDP equipment capacity 
and speed is included in Appendix B.
Input Device is a piece of equipment used for transferring data and 
instructions to the central processor of an electronic data processing 
system. Examples of input devices are: Card reader, paper tape 
reader, character reader, and keyboard inquiry stations. Input de­
vices are discussed in greater detail below— see Section V, page 34.
Computing Device, commonly referred to as the computer or the 
central processor, is the heart of the electronic data processing sys­
tem. It receives instructions and data, stores them in and calls them 
out of its “memory” as needed in the processing routine, performs 
arithmetic operations upon them, and also can make comparisons 
between numbers or other characters and take the action called for 
by the result. It also directs the processing operations within itself 
and controls the flow of input and output information.
One of the major components of the computer is its “memory.” This 
component is called main memory or main storage. It is the high­
speed working storage where the data processing system stores the 
instructions of the problem in process, together with data and inter­
mediate results of calculations. Main memory is discussed in greater 
detail below— see Section IV  A , page 30.
Auxiliary Storage can be thought of as input/output devices that are 
used to store data that w ill be used as input to the computer’s main 
storage either later in this problem run or for subsequent runs. 
Whereas main storage is used to both store and process data, auxili­
ary storage is only used to store data. Auxiliary storage usually 
holds much larger amounts of information than the main storage, 
and the information is accessible less rapidly. Examples of auxiliary 
storage equipment are magnetic tape, disc and drums. Auxiliary stor­
age is discussed in greater detail below— see Section VII, page 38.
Output Device is a piece of equipment used for transferring infor­
mation out of a computer to the user, e.g., printer, card punch and 
paper tape punch. Output devices are discussed in greater detail be­
low— see Section V I, page 37.
Supporting Equipment There are pieces of supporting equipment 
which technically should not be considered as part of the equipment
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complex of an electronic data processing system. These include re­
cording or conversion devices and communication devices.
1. Recording or conversion devices are used to transpose or 
transcribe the information from one type of data processing 
medium (e.g., raw data) to render it acceptable as input to 
another type of processing medium (e.g., punched cards or 
punched paper tape). Examples of conversion devices are: 
keypunch and cash register that can record on paper tape.
2. Communication devices are used to transfer data and informa­
tion from and to outlying stations, e.g., data phone, teletype 
and other telemetric devices.
Types of Computers There are two basic types of computers: ana­
log and digital.
1. Analog computers produce a physical analogy of the problem 
at hand. They reflect data in relative terms such as pressure, 
speed, direction or degrees of change. Analog output generally 
is expressed in the form of a chart or curve. Thus, an analog 
computer measures continuously whereas a digital computer 
counts discretely. Analog computers are most applicable to 
engineering and process control type problems.
2. Digital computers create a numeric analogy of the problem. 
They manipulate data which can be expressed in separate 
units. Digital output is expressed in terms of letters and num­
bers. This paper focuses on digital computers since business 
computers usually are of the digital type.
Hardware and Software Two additional terms relate to EDP systems: 
“hardware” and “software.” The physical machinery and equipment 
which is used in EDP systems is called the hardware. The software 
is composed of all the other (non-human) components of an EDP 
system. One of the essential characteristics of a digital computer is 
that it can accept and store within itself a set of instructions which 
control its own behavior. This set of instructions is called a “pro­
gram.” Software consists of the programs and the management, de­
sign, writing, testing, and installation of programs. EDP requires 
both hardware and software; each is useless without the other. Since 
the purpose of this paper is to present the features of hardware, it 
will be concerned with software only where its inclusion is necessary 
to explain computer characteristics.
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IV.
Computer Characteristics
In evaluating a computer, two of the basic questions are: (1 )  What 
is the computer’s information handling capacity? Information han­
dling capacity is a function of the computer’s speed and size. (2 )  
How easily can the computer be used to accomplish its data process­
ing functions? This section describes some of the characteristics 
of computers which provide the answers to these questions. These 
characteristics are discussed in terms of main memory, execute time, 
data transfer time, computer instructions, and programming ease.
A. Main Memory
The most widely used form of main memory consists of an array 
of from 12,000 to 20,000,000 tiny magnetic rings or cores ar­
ranged on a lattice of copper wire. Associated with each core is 
an individual circuit. A  circuit, in simplest terms, is a loop of 
wire through which a pulse of electricity is sent. The core, which 
is in the loop, is activated or deactivated by that pulse— in 
other words, turned on or off. The binary digit 1 registers as 
“on” and the other binary digit 0  registers as “off.” The word 
“bit” is an abbreviation of the two words binary digit. We can 
see then that each bit occupies one magnetic core.
Magnetic thin-films are an improvement on the core memory but 
are not widely used today because of their high cost. Hardware 
manufacturers are experimenting with other types of main memo­
ries. The future holds promise of bigger, faster and more eco­
nomical main memories.
In describing the size of the main memory the expressions 
“capacity in thousand words” and “word size” are frequently 
used. “Word” is technically defined as a set of characters or bits 
which is treated by the computer circuits as a unit and trans­
ported as such. To clarify this definition, it should be pointed out 
that inside the computer every number, letter or character is 
expressed and handled in terms of binary digits (bits) in the
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form of combinations of ones and zeros. A  computer’s main 
memory is not constructed as a continuous string of millions of 
these bits. It obviously must be broken down into manageable 
parts or groups of bits so that the computer instructions can 
manipulate the information that is stored in the memory. Dif­
ferent computers are designed to handle or manipulate different 
size groups of bits. The way this is sometimes indicated is by 
“word size.” Examples of how word size is sometimes described 
for different machines are: “24b,” “1a,” “1d.” These are dis­
cussed below.
In some machines, word size is expressed in terms of binary 
digits. For example, “24b” means that the computer instructions 
are designed to manipulate 24 binary digits (bits) at a time. 
Some of these machines have an added feature of “byte manipu­
lation.” A  byte is a group of bits, e.g., 6 bits or 8 bits, usually 
operated upon as a unit. In a machine with a word size of 24  
bits and a byte size of 6 bits, there obviously are 4  bytes in each 
word. In such a machine, byte manipulation simply means that 
some computer instructions are designed to manipulate parts of a 
word— in this case, it would be one-fourth of a word. It should 
be noted that, depending on the type of code that a programmer 
uses, the bits in a byte or in a word can be used to represent 
numbers, letters or characters.
In other machines, word size is expressed in terms of alpha­
numeric characters. Depending on the specific machine, a char­
acter is made up of six, seven or eight bits. If word size is ex­
pressed as “1a,” this means that the computer instructions are 
designed to manipulate six (or seven or eight) bits at a time. 
This type of machine is sometimes referred to as a character 
machine.
In still other machines word size is expressed in terms of decimal 
characters. There are different types of decimal coding; however, 
in each case, 1 decimal character is made up of 4  bits. If word 
size is expressed as “1d,” this means that the computer instruc­
tions are designed to manipulate 4 bits at a time. This type of 
machine is sometimes referred to as a decimal machine.
B. Execute Time
The speed of execution of computer instructions has probably 
been the most sensational development in the computer industry.
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Speeds of from 100,000 to 300,000 instructions per second are 
common in modem computers, and plans exist for computers 
with speeds of up to 100,000,000 instructions per second.
Descriptions of computers often specify execution speed by the 
length of time it takes to execute one instruction (usually the 
“add” instruction). A  computer which executes instructions at 
approximately 200,000 instructions per second has an “execute 
time” of five millionths (.000005) of a second. Millionths of a 
second are called microseconds μ  sec.). The term “cycle time,” 
which appears occasionally in descriptions of computers, refers 
to the fact that most, if not all, digital computers have a 
cyclic mode of operation such that the simplest instructions may 
require one cycle, while other more complex instructions may 
take two or more cycles.
C. Data Transfer Time
The rate of transfer of data into and out of a computer is rela­
tively slow compared to the computer’s execute time. On occa­
sion a computer will complete the required processing on the 
data that is available in its main memory and then have nothing 
else to do. It will have to stand idle or wait while the slower 
input and output devices clear out the processed data and pro­
vide new data to be processed. When such a situation occurs, the 
computer is said to be “Input and Output (I /O ) bound.” This 
situation usually can be corrected by more efficient design and 
programming or possibly a more effective equipment configura­
tion.
The transfer of data (from an equipment standpoint) depends 
principally on the following factors: the transfer rate of the in­
put, output and auxiliary storage equipment and the capability 
of the main memory of the computer.
We will discuss the transfer rates for input, output and auxiliary 
storage equipment in Sections V, VI and VII which follow.
The size of the computer’s main memory influences the effective 
rate of transfer of data into and out of the computer. The larger 
the main memory, the fewer the number of transfer operations 
required to transfer a large amount of data in or out. Since each 
transfer operation requires a delay for preparation for the trans-
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fer, fewer transfer operations mean less elapsed time for the 
total transfer.
In many computers processing can go on simultaneously with the 
transfer of data. A  larger memory helps the user to capitalize 
on this feature. Data can be transferred into one part of the 
main memory, while a program is operating on data previously 
transferred to another part of the main memory. It is the job of 
a programmer to design his program in an optimum manner, 
balancing processing capabilities and data transfer capabilities.
D. Computer Instructions
The number of different instructions which the various models of 
computers can execute ranges from about 12 to 200. These in­
structions perform arithmetic (add, subtract, etc.), store num­
bers in the main memory, control the order of operation of the 
instructions of the program (an instruction may examine a speci­
fied number and if its value is negative, for example, the in­
struction will change the sequence of instructions to be execut­
ed ), or provide for the transfer of data into or out of the com­
puter.
The kind of instructions a computer can execute affects its speed 
because a single instruction in one computer may do the job of 
several instructions in another computer.
E. Programming Ease
A  computer performs data processing under the control of a set 
of instructions called a program. The program is written accord­
ing to the requirements of the user and stored in the computer. 
Preparing the program— designing it according to specified re­
quirements, writing it, and checking it out on the computer— is 
often a long and expensive process.
In order to facilitate the programming process, computer users 
and manufacturers have developed special programs called com­
pilers, which can themselves generate programs if they are pro­
vided with inputs which describe the program to be generated. 
The input descriptions are written, not in “machine language”
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but in a “higher order” language which a programmer can use 
more easily to write his program. Some of the acronyms of these 
higher order languages are fortran, cobol, Algol and jovial. 
In using a higher order language for programming on a specific 
computer, a compiler program must be written for that computer 
model. The manufacturer will usually report the compiler pro­
grams which are available for each of his computers.
Another method used by manufacturers to facilitate programming 
is to include in the repertoire of computer instructions some 
special instructions. Two examples of such types of instructions 
designed for programming ease are “floating point” instructions 
and “indexible” instructions.
Floating point instructions operate on numbers which the pro­
grammer represents by a decimal fraction plus an exponent of 
ten. This feature relieves the programmer of the task of keeping 
track of the location of decimal points in the data his program 
is manipulating.
Indexible instructions are instructions which operate on data 
stored in lists and which can select the correct member of a list 
through the use of a machine word called an index register. The 
index register keeps track of the item in the list, and the com­
puter modifies the index register so that processing can move 
smoothly down the list. Use of index registers also reduces the 
number of instructions in computer programs.
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V.
Input Equipment
This section will focus on some of the most common input devices 
such as card readers, paper tape readers, character readers, key­
boards and light pens. Magnetic tapes, drums and discs may also be
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considered as input devices; however, since they are primarily con­
sidered as auxiliary storage devices, they are discussed in Section 
VII— see page 38.
A. Card Readers
Card readers transmit the information contained on punched 
cards either directly into a computer’s main memory or through 
a piece of conversion equipment to magnetic tape or punched 
paper tape. There are many ways to encode data on punched 
cards. The most frequently used method is to format 80 or 90 
columns on each card, encoding one character in each column. 
Depending upon the type of code used, a card may contain from 
1 to 160 characters of information. The speeds of different types 
of card readers vary, and improvements are still being made. For 
equipment in general use, speeds range from 100 to 2,000 cards 
per minute.
B. Punched Paper Tape Readers
Punched paper tape provides data input for several of the smaller 
computers. Its advantages are: (1 )  it is inexpensive to obtain 
and store, (2 )  it is relatively easy to use, and (3 ) it can produce 
computer inputs as a by-product of transactions on cash regis­
ters, adding machines, and so on. These records can then be 
used as direct input to the computer. The disadvantages of 
punched tape are the following: (1 )  it tears easily, (2 )  there is 
no way to sort the data on the tape after the tape has been 
punched, and (3 )  additional data or corrections are difficult to 
insert. The speed of data entry for punched tape readers varies 
from 100 to 2,000 characters per second.
C. Character Readers
These machines read printed characters from original documents 
such as checks and convert them into codes for machine process­
ing. There are two basic types: magnetic ink character readers 
and optical scanners.
The most widely used magnetic ink character reader was designed
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for use by banks. It can read account numbers on checks and 
deposit slips and is now widely used in the banking world.
Optical scanners use photoelectric cells to read a printed page 
and convert the characters to computer code. Initially, these ma­
chines could interpret only one font. A  font is an assortment of 
type of one size and style. More recent machines can interpret 
several different fonts thus increasing their versatility. These 
machines’ scanning capabilities range from 72 to 2,000 characters 
per second.
Character recognition has a great advantage in that it eliminates 
the conversion of data to punched cards, since it allows printed 
documents to be utilized directly as computer inputs.
D. Keyboard
General and special-purpose keyboards are available in all sizes 
and ranges. These devices enable a user to: (1 )  enter small 
amounts of data into the system without having to bother with 
elaborate preparation, e.g., keypunching or paper tape punching, 
(2 )  enter data from remote locations and (3 )  access data in the 
computer and quickly use the output for either decision-making 
or operational purposes. The drawbacks to keyboards are that 
input to them is manual and is therefore slow and prone to 
errors. These drawbacks should be compensated by extensive 
validity checking in the computer programming.
E. Light Pen
A  small device called a light pen or light gun may be used in 
conjunction with a cathode ray tube (see below) to input data 
to a computer. When the light pen is aimed at data on the face 
of a cathode ray tube and the pen’s trigger is pressed, the loca­
tion of the pen’s image on the face of the tube is detected by the 
computer. In this way an operator can identify to a computer a 
single piece of data out of many which are being presented on 
the face of the cathode ray tube.
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Output Equipment
VI.
The four most common output devices are: (1 )  printer, (2 )  card 
punching machine, (3 )  paper tape punching machine and (4 )  cath­
ode ray tube. Magnetic tape, drum, and discs might also be con­
sidered as output devices; however, they are discussed below under 
auxiliary storage devices in Section VII— see page 38.
A. Printers
Printers interpret coded data characters in the computer’s main 
memory and print them a line at a time either by striking an 
inked ribbon against paper or by burning the characters on paper 
with an electric spark. Printers are the most commonly used 
device for presenting computer output. They provide data at the 
computer installation and also at remote locations. Printers out­
put from 80 to 1,200 lines per minute. The number of character 
positions per line is typically 120, although some printers have 
80, 132, 144 or 160 positions per line.
B. Card Punching Machines
Card punching machines will punch computer-generated data into 
cards for later use or storage. These punching machines (or 
“card punches”) operate at from 100 to 300 cards per minute.
C. Paper Tape Punching Machines
Paper tape punching machines will punch computer-generated 
output data into paper tape for later use. They operate at from 
10 to 300 characters per second.
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D. Cathode Ray Tubes
A  cathode ray tube (C R T ), similar to the picture tube in a 
television set, is used as a computer output device to make a 
graphic display of tabular or pictorial data. The CRT has 
achieved popularity in military and scientific applications where 
intimate reaction between the computer and its user requires 
rapid responses from the system. As real time, on-line, manage­
ment information systems become more popular in the business 
world, this type of device will see far greater use.
VII.
Auxiliary Storage Equipment
Four kinds of equipment provide auxiliary storage for computer 
data: (1 )  magnetic tape drive, (2 )  magnetic drum, (3 )  magnetic 
disc and (4 )  cartridge loaded units. These kinds of equipment vary 
in storage capacity, data transfer rates and cost per character of 
storage. Some of these devices provide for removal of the element 
which physically holds the data, making it possible to store it, and 
later replace it, so that the amount of total storage space available is 
virtually unlimited. Off-line storage is a term used to describe stor­
age of the data temporarily away from the computer. When the 
computer user returns the data element to the computer, it becomes 
“on-line.”
The following descriptions will include the ranges of maximum ca­
pacity of on-line storage and the ranges of data transfer rates into 
and out of the computer. The upper limits of the two ranges do not 
necessarily refer to the same make and model of equipment. In 
order to get high data transfer rate for each unit of auxiliary storage 
equipment, you may have to be content with less maximum capacity 
of on-line storage. The lower limits also do not necessarily both 
apply to the same equipment.
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A. Magnetic Tape Drive
Magnetic tape drives (or transports) are used to store data on, 
and retrieve it from, magnetic tape. To accomplish this, magnetic 
tape is passed through a component of the drive called a “read/ 
write head” which can store, or “write,” characters on the tape in 
the form of magnetized spots, and can retrieve, or “read,” those 
characters back into the computer. When the tape drive is feed­
ing the tape past the “heads,” its speed may range from 20 to 
200 inches per second. The density of information storage also 
varies, ranging from 100 to 3,000 characters per inch. The trans­
fer times are rated at from 2,000 to 600,000 characters per sec­
ond. However, these speeds give little indication of the average 
speed of data transfers to or from magnetic tape. The data trans­
fer rate depends more upon the kind of job being done on the 
computer and the quality of the program being used than upon 
the specified transfer rates for the equipment. In practice, ex­
cessive data transfer times are usually avoided by judicious pro­
gramming and proper data storage design. Failure to design or 
program tape operations properly may result in severe time prob­
lems. For example, the data required by the computer may not be 
located at the same point on the tape where the tape drive head 
is located. In that case the tape must be moved until the desired 
data comes under the head. The computer locates the proper 
record by counting record by record or by examining the identity 
of each record as the tape moves. In some cases, the computer 
program may not be able to identify the record in which the 
required data lies. In that case the computer must read in and 
examine each record.
A sample problem may better illustrate transfer rates. Using a 
tape drive which transfers 60,000 characters per second, assume 
that each record contains 10,000 characters. Suppose that the 
tape is positioned with the first record at the read head and that 
the required data is in the 100th record. For each of the 100 
records between the record at the read heads and the one con­
taining the desired data, the tape must be started up (time: .006 
seconds), read (time: 10,000 characters divided by 60,000 char- 
acters/sec. =  .17 sec.) and stopped (time: .006 sec.). The total 
elapsed time is 100 (.006 +  .17 +  .006) =  18 seconds before 
the desired data can be assessed. During that time a computer 
could have executed three million instructions.
The maximum storage capacity for a single reel of tape varies
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from 2 million to 50 million characters. Usually, more than one 
tape drive is installed with a computer, and, consequently, addi­
tional auxiliary storage is available directly to the computer. One 
of the great advantages of magnetic tape is that the computer 
user can remove the reels on which the tape is wound and store 
them off-line until he needs them again. Of course, it takes some 
time to locate and mount a tape reel.
B. Magnetic Drum
Drums with magnetized surfaces revolving at speeds of from 14 
to 58 revolutions per second provide random access storage for 
data. This means that the locations for any (random) data on 
a drum can be directly addressed by the computer so that no 
search for the data is required, as it is with magnetic tape. As 
a result, the data can be read more quickly. Drums usually have 
a smaller storage capacity than tapes. The storage capacity ranges 
from 2 million to 66 million characters, while the transfer rate 
is from 9,000 to 2,000,000 characters per second.
C. Magnetic Disc
Within the past decade an auxiliary storage device called a disc 
(disk) has been developed to increase the speed of retrieval for 
larger amounts of data. Shaped and arranged like the musical 
records in a juke box, discs provide “random access” to the data 
that is stored on them. The disc, in use, is constantly rotating at 
from 15 to 30 revolutions per second so that within approxi­
mately .025 seconds the data is available to be read into the 
computer.
The arrangement of the data on the discs, together with the 
speed of revolution, limits the rate at which the data can be read 
into the computer. At the present time, these speeds vary from 
22,000 to 184,000 characters per second. The storage capacity 
of a disc varies from 15 million to 234 million characters.
D. Cartridge-Loaded Unit
More recently auxiliary storage devices have been built which
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provide large on-line capacity with random access by the com­
puter and which also can be removed and stored off-line like 
magnetic tape. Magnetic discs, strips and loops of magnetic 
tapes, as well as magnetized cards, are used in various devices. 
Little experience has been gained with them, but they seem to 
hold a promising future. Storage on-line is from 2 million to 
680 million characters, while transfer time ranges from 38,000  
to 156,000 characters per second.
E. Comparison of Data Storage
Figure 1 summarizes the characteristics of typical but hypotheti­
cal data storage equipment of five types: main memory, magnetic 
drum, magnetic disc, cartridge-loaded units and magnetic tape. 
This figure illustrates that in general, as storage capacity in­
creases, both transfer rates and cost per character decrease.
Figure 1
COMPARISON OF DATA STORAGE
CAPACITY/UNIT RELATIVE COST
(in thousand TRANSFER RATE* (in dollars
characters) (in characters/sec.) per character)
Main Memory 32 — 2.00
D rum 4,000 1,200,000 0.08
Disc 55,000 90,000 0.004
Cartridge 400,000 65,000 0.0004
Tape 20,000 60,000 0.0001
*Transfer rate is to  o r from  m ain memory.
VIII.
Additional Equipment Considerations
This section will briefly discuss reliability and service, obsolescence, 
ease of conversion and sources of additional information on com­
puting equipment.
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A. Reliability and Service
Typically, machines break down, and computing equipment is no 
exception. Drums fail, tapes break, circuits short out, and usually 
when a failure occurs, the system comes to a halt until something 
is done. Three of the problems which result from computer fail­
ure are: (a) how is the failure to be detected, (b ) how is it to 
be repaired and (c) what is to be done about the job that was 
in progress at the time of the failure?
1. Detection of Failure
Most equipment is designed with self-checking features so that 
if errors occur, the equipment detects the errors. For ex­
ample, a computer word might have an additional bit or bits 
associated with it called parity bits. These bits are set so that 
the word and its parity bits exhibit a certain characteristic. 
If an error occurs which alters the content of the word, then 
the word will no longer exhibit the required characteristics 
and the equipment will detect the error condition. The com­
puter will then stop, or in certain circumstances it will try to 
correct its own ills.
2. Repair of Failure
A  specialist is required to repair computer equipment fail­
ures. Maintenance of equipment by qualified personnel is 
essential. Hardware manufacturers usually provide mainte­
nance service on both rented and purchased equipment. They 
perform preventive maintenance as well as repair of failures. 
Service is a highly variable quantity in different parts of the 
country and one which is hard to evaluate. If there is another 
user nearby, the best idea is to “ask the man who owns one.” 
Some of the smaller computer manufacturers have had diffi­
culties attempting to provide service for their small-scale 
systems.
3. Recovery Methods
Some systems such as air traffic control systems must be in 
continual operation. These systems usually have duplicate 
equipment so that, when one set of equipment is in operation, 
the second set is always ready to take over in case of failure. 
On the other hand, many systems can afford to ignore all the
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work done on a particular computer run up to the point of 
failure and start the entire job over again. In some systems a 
capability is designed to detect the type of failure and take 
steps to correct the error and continue operating from the 
point of interruption.
B. Obsolescence
E. D. Wolf made an important point in his article “Rent or 
Buy,”* when he cautioned that the obsolescence of a piece of 
equipment for a user depends upon the usefulness of the equip­
ment to the user and not on the availability of newer equipment 
which can do the same job. If new equipment is being consid­
ered, then there must be profit or other advantages to be gained 
in obtaining the new equipment. These advantages must be 
greater than the costs and disadvantages incurred in changing 
from the old equipment.
C. Ease of Conversion
When a user is replacing his old computer system with a new 
system, he obviously wants to minimize disruption and expense. 
One way to do this is to install a new system that is compatible 
with the old one. Hardware manufacturers have recognized this 
and are developing new ways to achieve compatibility between 
their new equipment and the previous generation of computers.
D. Sources of Information
In conducting an evaluation of electronic data processing equip­
ment, there are several sources where one can gain the necessary 
information.
1. Hardware Manufacturers
The manufacturers have salesmen and technical support peo­
ple who can provide a great deal of useful information. The 
salesmen, naturally, tend to be biased in their outlook since 
their goal is to sell you their equipment and steer you away
*M anagement Services Magazine, November-December, 1964.
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from their competitors. The manufacturers also produce many 
manuals and brochures which describe their products in great 
detail, but, like the salesmen, they are naturally slanted.
Another problem is that different manufacturers’ manuals 
vary widely in their contents, format and terminology, so that 
it is difficult to make meaningful comparisons between com­
petitive systems.
2. Other Users
This is usually an excellent source of information. However, 
one must bear in mind that the other users’ system objectives 
are most likely different from yours. The computer that is best 
for his needs may be a poor choice for you.
3. Consultants
A  qualified consultant can provide you with either a specific 
recommendation or all pertinent facts you need to make a 
decision yourself.
4. EDP Information Services
There are several EDP information services available. These 
services provide reports that range from inexpensive compari­
son charts that summarize basic computer characteristics to 
a multi-volume analytical reference material that is specifically 
designed to help the computer user choose the best equip­
ment for his needs.
IX.
A Sample Computer Characteristics 
Summary
In order to review the characteristics of a computer, it is often con­
venient to consult a document which summarizes some of the prin­
cipal characteristics of current machines. The descriptions of com­
puters in these summaries provide enough information to convey
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the general over-all capacity of the machines and to permit some 
deductions to be made concerning the primary applications for 
which they were intended. In the end, of course, the manufacturer 
provides the most adequate description of his equipment.
To illustrate the kind of information that can be obtained from a 
computer characteristics summary, we have used a sample entry 
from the Adams Associates’ Computer Characteristics Quar­
terly (see Figure 2 ) . This relatively inexpensive quarterly provides 
a listing of some of the basic characteristics of current machines. 
The sample entry describes a low-priced computer. Each of the items 
in the sample entry is discussed below, and a page reference to the 
text of this paper is made when applicable. At the end of the de­
scription of the items, there is a checklist of some of the basic 
questions that should be asked when one is attempting to evaluate 
the characteristics of a computer for a specific application.
A. Explanation of Summary Items (Reference Figure 2)
The computer name has been changed, since 
no indication of the computer’s relative 
merit should be inferred from its selection 
as the example.
There is no price entry because although 
the price listed in the book is for a presum­
ably typical installation, the price for a given 
installation depends upon many variables, 
e.g., size of main memory and number and 
types of peripheral devices, etc. A  classifi­
cation such as “low priced— system rental 
from $2,000 to $4,000 per month” may be 
more appropriate.
First Delivery 
Month and year 
2/66
The date of the first operating installation 
may give some indication of the state of 
technology employed in the design and con­
struction of the equipment.
Processer Speed 
Complete add 
time in micro­
seconds 
66c
In 66 microseconds (.000066 seconds) the 
machine can execute an add instruction. 
(Footnote C notes that this time is based on 
the time it takes to add 2 numbers with 5 
characters in each number. This time may
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Monthly Rental 
Typical Range
First Delivery
Month and Year
Processor Speed
Complete Add Time 
in Microseconds 
Storage Cycle Time 
in Microseconds 
Internal Storage
Capacity in Thousand 
Words
Word Size
Magnetic Tape
Thousands of Characters 
per Second
Buffering
Read Forward and 
Reverse 
Disc Storage
Capacity per Unit
Access Time in 
Milliseconds 
Thousands of Characters 
per Second 
Drum Storage
Capacity per Unit 
Access Time in 
Milliseconds 
Thousands of Characters 
per Second
Peripheral Devices 
Cards per Minute 
In— Out
Paper Tape Characters 
per Second 
In— Out
Printer
Lines per Minute 
Off-line Equipment
Other Features
Program Interrupt
Index Registers
Indirect Addressing
Floating-point Arith.
Memory Protection
Byte Manipulation
Console Typewriter
Software
Algebraic Compiler 
Business Compiler
XYZ
CO
M
PU
TER
X$ 
2/66 66c 3d 2-32 1aF 7-88G 
  15 MK 100 2.6   102 800M 600 450P 
120
MR WC 
95 
27.5 
100 
120 950
C, G, M, P. See Model 4200. 
D. See Model 2200. 
F, K. See Model 8200.
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vary when the size of the numbers being 
added varies.) See Section IV  A — page 30.
Storage cycle time In three microseconds (.000003 seconds) 
in microseconds the central processor can interpret an in-
3d struction, locate an address in core specified 
by the instruction and make it available for 
computation. (Footnote D  states that the 
control memory cycle is .5μ seconds. This 
reference is to a separate smaller “mem­
ory.”) See Section IV B— page 31.
Internal Storage 
Capacity in 
thousand words 
2-32
Basic main memory has 2,048 characters. 
This memory is expandable in modular in­
crements up to 32,768 characters (for ex­
ample: 2,048, 4,096, 8,192, 12,288, etc.). 
As the size of core memory increases, so 
does the cost of the equipment. See Section 
IV  A — page 30.
Word size 
1aF
Each “word” in the main memory of the 
computer consists of one alphanumeric char­
acter. In a machine of this type, the number 
“59” would be stored in two “words” as 
“5” and “9.” Of course each of the charac­
ters is represented in binary (the “9” would 
be stored in a word as “001001”) .  
Footnote F  states that, in addition, data 
may be stored and manipulated as binary 
numbers by some of the computer instruc­
tions. Using these instructions, the number 
“59” could be stored in only one word, 
since in binary notation the number “59” 
can be expressed as 111011. See Section 
IV  A — page 30.
Magnetic Tape 
Thousands of 
characters per 
second 
7-88G
The speeds of the tape drives which may be 
used with this equipment will provide a 
maximum transfer rate of 7,000 to 88,000  
characters per second from the magnetic 
tape to the central processor. Footnote G 
states that tape drives are available to han­
dle tape which is either one-half or three- 
quarter inches wide. See Section VII A —  
page 39.
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Buffering
MRWC
The letters indicate that combinations of 
reading magnetic tape (R ), writing it (W ), 
and computing (C ) can be performed simul­
taneously. The (M ) indicates that multiple 
simultaneous operations are possible. See 
Section IV C— page 32.
Read forward 
and reverse 
V
The check mark indicates that the data from 
a magnetic tape can be read while the tape 
is moving in both forward and reverse di­
rections. This capability can be used to 
minimize the amount of time necessary for 
tape searching operations. See Section IV C 
— page 32.
Disc Storage 
Capacity per 
unit 
15MK
Approximately 15,000,000 characters of 
data can be stored on each disc unit at­
tached to this computer. We do not know 
how many units can be attacked but prob­
ably more than one if you can afford them. 
Footnote K indicates that a device which 
utilizes magnetic cards for storage may be 
attached. Each of these magnetic card de­
vices can hold up to 300 million characters 
of data with an access time of 225 milli­
seconds (.225 seconds). See Section VII C 
— page 40.
Access time in 
milliseconds 
95
The average time required to locate a single 
record on the disc unit is 95 milliseconds 
(.095 seconds).
Thousands of 
characters per 
second 
100
When transfer of data from disc to computer 
has begun, characters will be read into main 
memory at a rate of 100,000 characters per 
second.
Drum Storage 
Capacity per 
unit 
2.6M
A  magnetic drum unit may be attached 
which has a capacity of 2,600,000 charac­
ters. See Section VII B— page 40.
Access time in 
milliseconds 
27.5
The average time required to locate a single 
record of data on the drum. Since the drum 
makes one half a revolution in .0275 sec-
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Thousands of 
characters per 
second 
102
Peripheral Devices 
Cards per 
minute in— out 
800M
100
Paper tape 
characters per 
second in— out 
600  
120
Printer lines 
per minute 
450P
950
Off-line equip­
ment 
120
onds, this is the average time for a single 
record of data to move to the read head of 
the drum.
Characters can be read from the drum at a 
rate of 102,000 characters per second.
A  card reader and punch is available. The 
card read maximum speed is rated at 800 
cards per minute on-line. (Footnote M states 
that a card reader half as fast is also avail­
able.) The card punch maximum speed is 
rated at 100 cards per minute, but Footnote 
M cautions that the rate depends upon the 
number of columns being punched on each 
card. See Section V  A — page 35, and Sec­
tion VI B— page 37.
A  paper tape punch and reader is available 
which reads 600 characters per second and 
punches 120 characters per second. This 
rate can be considered comparable to the 
capacity of the card machine, since normally 
a card is not punched in all 80 columns. 
See Section V  B— page 35, and Section VI 
C— page 37.
Printers are available which can print from 
450 to 950 lines per minute. Footnote P 
states that if the data contains only digits 
and no letters, then the high speed printer 
can produce up to 1,266 lines per minute. 
The printers can print up to 132 characters 
on each line. See Section V I A — page 37.
A  Model 120 computer is made by the 
same company that manufactures the com­
puter being described. The 120 may be used 
as a satellite computer to prepare inputs or 
to process outputs from the main system 
being described. In certain circumstances, 
savings in data processing costs may be real­
ized by this type of off-line satellite com­
puter.
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Other Features
Program
interrupt
V
Index register 
6
Indirect
addressing
V
Floating-point
arithmetic
Memory
protection
Byte manipu­
lation
V
Console
typewriter
V
These features are characteristics which af­
fect the efficiency of the computer programs 
or the ease with which the programs can be 
written and checked out.
This computer is designed so that any pro­
gram being executed may be interrupted and 
processing transferred to another program 
sequence wherever an “event” occurs such 
as receipt of a certain input or a machine 
error, etc.
Index registers facilitate programming. This 
computer has six index registers. See Sec­
tion IV E— page 33.
This computer provides for indirect address­
ing. This feature can increase the speed of 
execution of some programs by allowing the 
central processor to interpret the content of 
a “word” as an address.
The central processor in this computer can­
not perform floating-point arithmetic. See 
tion IV E— page 33.
This computer does not have memory pro­
tection. Memory protection is a feature 
which prevents a program from storing data 
in specifically protected areas of main mem­
ory.
A  byte is a group of bits; the number of 
bits in a computer word is an exact multiple 
of the number of bits in a byte. Since in this 
machine each word is an alphanumeric char­
acter, each word has one byte. Usually, a 
byte is 6 to 8 bits. The check mark indi­
cates that some of the instructions in the 
repertoire of this machine can address or 
operate on individual bytes. See Section IV  
A — page 30.
A  typewriter type keyboard is available for 
entering inputs directly into the computer. 
See Section V  D— page 36.
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Software
Algebraic
compiler
VBusiness
compiler
V
Compiler programs have been written for 
this computer and are available from the 
manufacturer. Compilers are programs which 
produce computer instructions from the in­
put of symbolic expressions. They permit 
programs to be written in the symbolic in­
structions rather than with the more diffi­
cult computer instructions. These compilers 
greatly increase the ease and speed of pro­
gram coding and checkout. See Section IV 
E— page 33.
B. Checklist for Computer Evaluation
In order to effectively evaluate the characteristics of the sample 
computer described above, one would have to review the relative 
characteristics of similar computers in the same price range. Since 
there are many variables and options for any given set of equip­
ment, a detailed equipment study is necessary prior to a formal 
selection of a specific make and model of equipment.
A summary of computer characteristics is of little relative value 
without reference to a specific system environment and system 
objectives. The characteristics of computer equipment are im­
portant only in relation to the system for which the equipment is 
being judged. The system analyst should examine computers with 
a system in mind; he should not examine systems with a com­
puter in mind. Only in this way can the analyst or the prospec­
tive buyer assess the true potential of a piece of equipment.
This section presents a checklist of some of the basic questions 
that should be asked when one is attempting to evaluate a com­
puter’s characteristics in relation to specific system objectives.
1. Monthly Rental
In determining the feasibility of an EDP system, a Cost/ 
Benefit Study should be conducted. The purpose of this study 
is to provide the potential user of EDP with an economic 
ratio of the benefits to be gained from EDP use in relation 
to the costs to be expended.
Does this machine’s monthly rental cost correspond to 
planned rental figures in a Cost/Benefit Study?
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How does this rental price compare to purchase price? (See 
“Rent or Buy” by E. D . Wolf in Management Services 
Magazine, November-December, 1964.)
2. Date of Delivery
Is this a new machine that has the most advanced technologi­
cal features available?
Will the machine be ready for delivery in time to fit in with 
the users’ installation plans?
3. Processor Speed and Size
How much data is to be processed by the system?
What is the required response time or how fast must data be 
processed?
Is the main memory processing speed adequate in relation to 
the amount of information that will be handled by the system?
4. Internal Storage
Is there an option on the size of main memory? N ote : With 
this capability the user can install equipment with one size of 
main memory and, if his system grows, he can increase his 
equipment capability without having to change to a different 
make or model of equipment.
Is the word size compatible with the planned application? 
N ote: The sample machine is basically a “character” ma­
chine, i.e., the word size is equal to one alphanumeric char­
acter. This indicates that the machine may be more adaptable 
to business applications than to scientific applications.
5. Auxiliary Storage
Is there a wide enough selection of auxiliary storage devices 
to allow the user to select the most effective and economical 
combination of devices relative to his data handling require­
ments?
D o the auxiliary storage devices have efficient operating capa­
bilities relative to the equipment of other manufacturers?
Will these devices satisfy the system’s information handling 
needs and still allow room for potential growth of the system?
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6. Peripheral Devices
Is there a sufficient range of peripheral (input and output) 
devices to allow the user to “fit” the equipment to his system 
requirements?
7. Other Features
Are there adequate “other features” available with this ma­
chine? N ote: These features relate to the programming or 
the software aspects of the EDP system. They provide the 
user with the capability of expanding the information han­
dling capacity of his machine by means of more versatile 
programs.
Are the “other features” that are available comparable to 
those of other computers in the same price range? N ote: 
The fact that six index registers are provided with the sample 
machine is significant, since this is more than is generally 
supplied with computers in this price range. Index registers 
are one of the features which facilitate efficient programming.
8. Software
Are compilers provided for by the manufacturers? N ote: 
The software can be just as important as the hardware in 
helping you to get the job done with the new generation of 
computers, and the user will certainly want to take a close 
look at what is offered.
x.
Summary
An attempt has been made in this paper to clarify some basic com­
puter terminology and to describe the fundamental characteristics of 
computers and their associated input, output and auxiliary storage
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equipment. Some additional information has been provided regard­
ing other factors which should be taken into consideration when 
reviewing the characteristics of a computer. The use of this informa­
tion has been illustrated in the description of the sample computer 
and the checklist contained in Section IX.
This paper provides a basis for the study and evaluation of more 
detailed information about specific pieces of equipment.
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APPENDIX A 
Glossary
Address— A  label consisting of numeric or alphanumeric characters 
which identifies a storage location, register or device containing 
data.
A lphanumeric— A contraction of alphabetic-numeric.
A nalog computer— Produces a physical analogy of the problem at 
hand. It reflects data in relative terms such as pressure, speed, 
direction or degrees of change. Analog output generally is ex­
pressed in the form of a chart or curve. Thus, an analog com­
puter measures continuously, whereas a digital computer counts 
discretely. Analog computers are most applicable to engineering 
and process control type problems.
A uxiliary storage— A  storage device in addition to the main stor­
age of a computer, e.g., magnetic tape, disc or magnetic drum. 
Auxiliary storage usually holds much larger amounts of informa­
tion than the main storage, and the information is accessible less 
rapidly. Contrasted with (storage, main).
Bit—
1. An abbreviation of binary digit.
2. A single character in a binary number.
3. A  single pulse in a group of pulses.
4. A  unit of information capacity of a storage device.
Bufferings—Capability of simultaneous input, output and comput­
ing operations. A  buffered computing system has storage devices 
which permit input and output data to be stored temporarily in 
order to match the slow speed of the input/output devices with 
the higher speeds of the computer.
Byte— A  group of binary digits usually operated upon as a unit.
Cathode ray tube— A  vacuum tube containing a screen on which 
information may be presented.
Central processor— See computer.
Character—
1. One symbol of a set of elementary symbols such as those cor­
responding to the keys on a typewriter. The symbols usually
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include the decimal digits 0  through 9, the letters A  through Z, 
punctuation marks, operation symbols and any other single 
symbols which a computer may read, store or write.
2. The electrical, magnetic or mechanical profile used to represent 
a character in a computer and its various storage and periph­
eral devices. A  character may be represented by a group of 
other elementary marks, such as bits or pulses.
Communication device— Equipment used to transfer data and in­
formation from and to outlying stations, e.g., dataphone, teletype 
and other telemetric devices.
Compiler— A  program that can be used in a computer to translate 
a source program expressed in a problem oriented language into 
an object program in machine code.
Computer— A  device capable of accepting information, applying 
prescribed processes to them and supplying the results of these 
processes. It usually consists of input, output, storage and com­
puting devices.
Conversion device— See recording device.
Core storage— A  storage device in which binary data is represented 
by the direction of magnetization in each unit of an array of 
magnetic material, usually in the shape of small rings, but also in 
other forms such as wraps on bobbins.
Data processing— The preparation of source media which contains 
data, and the handling of such data according to precise rules of 
procedure to accomplish such operations as classifying, sorting, 
calculating, summarizing, recording and communicating.
D igital computer— Creates a numeric analogy of the problem. It 
manipulates data which can be expressed in separate units. Digital 
output is expressed in terms of letters and numbers. This paper 
focuses on digital computers, since business computers usually 
are of the digital type.
Electronic data processing— Data processing performed largely 
by electronic equipment such as computers, magnetic tape drives, 
etc.
Electronic data processing equipment— A  group of intercon­
nected machines consisting of input devices, auxiliary storage de­
vices, output devices and computing devices which use electronic 
circuitry. These devices are used to perform data processing.
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Equipment configuration— A  group of machines which are re­
lated and usually operate as a system.
Execute— To interpret a machine instruction and perform the indi­
cated operation(s) on the operand(s) specified.
F loating point— A form of number representation in which quan­
tities are represented by one number multiplied by a power of the 
number base. For instance, in floating point decimal 127.6 might 
be represented as 1.276 X  102. Most useful in engineering and 
scientific computers where it is often difficult to predict the sizes 
of computed quantities.
Hardware— The physical equipment or devices which include a 
computer and its associated equipment. Contrasted with software.
Index register— A register which contains a quantity which may 
be used to modify computer addresses.
Indirect addressing— The address part of an instruction is the 
location in memory where the address of the operand may be 
found.
Input—
1. Information or data transferred or to be transferred from an 
external storage medium into the internal storage of the com­
puter.
2. The device or collective set of devices necessary for input as 
defined in 1.
Instruction— A  set of characters which defines an operation to­
gether with one or more addresses, or no address, and which as 
a unit causes the computer to perform the operation on the indi­
cated quantities. The term instruction is preferable to the terms 
command and order; command is reserved for a specific portion 
of the instruction work, i.e., the part which specifies the operations 
which are to be performed; order is reserved for the ordering of the 
characters, implying sequence, or the order of the interpolation, or 
the order of the differential equation.
Internal storage— See main storage.
Interrupt— To temporarily disrupt the normal operation of a pro­
gram by a special signal from the computer. Usually the normal 
operation can be resumed from that point at a later time.
Main memory— See main storage.
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Main storage— The high-speed working storage where the data 
processing system stores the instructions of the problem in process, 
together with data and intermediate results of calculations.
Mechanical data processing— The processing of data utilizing 
mechanical equipment, such as punched card or EAM  equipment.
M emory— See storage.
Microsecond— One millionth of a second, 10-6 seconds, abbreviated 
microsec. or μsec.
Off-line— Operation of input/output and other devices not under 
direct computer control.
On -line— Operation of an input/output device as a component of 
the computer, under computer control.
Output—
1. The information transferred from the internal storage of a com­
puter to secondary or external storage, or to any device outside 
of the computer.
2. The device or collective set of devices necessary for 1.
3. To transfer from internal storage on to external media.
Parity bit— A  check bit that indicates whether the total number of 
binary “1” digits in a character or word (excluding the parity bit) 
is odd or even. If a “1” parity bit indicates an odd number of “1” 
digits, then an “O” bit indicates an even number of them. If the 
total number of “1” bits, including the parity bit, is always even, 
the system is called an even parity system. In an odd parity sys­
tem, the total number of “1” bits, including the parity bit, is 
always odd.
Peripheral equipment— The auxiliary machines which may be 
placed under the control of the central computer. Examples of 
this are card readers, card punches, magnetic tape drives and 
high-speed printers. Peripheral equipment may be used on-line or 
off-line depending upon computer design, job requirements and 
economics.
Program—
1. The complete plan for the solution of a problem, more specifi­
cally the complete sequence of machine instructions and rou­
tines necessary to solve a problem.
2. A  plan for the automatic solution of a problem. A  complete 
program includes: plans for the transcription of data; design,
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coding and testing of the machine instructions for the com­
puter; and plans for the absorption of the results into the sys­
tem.
Random  access—
1. Pertaining to the process of obtaining information from or 
placing information into storage where the time required for 
such access is independent of the location of the information 
most recently obtained or placed in storage.
2. Pertaining to a device in which random access (1 )  can be 
achieved without effective penalty in time.
R ecord— A  group of facts or fields of information treated as a unit, 
thus a listing of information usually in printed or printable form.
R ecording device— Equipment used to transpose or transcribe the 
information from one type of data processing media (e.g., sales 
slips) to render it acceptable as input to another type of processing 
medium (e.g., punched cards or punched paper tape). Examples 
of conversion devices are keypunch and cash register that can 
record on paper tape.
Software-—Refers to anything related to a computer system that is 
not hardware. Includes, for example, procedural documents, op­
erating instructions, training and maintenance manuals, etc. It is 
commonly used to mean computer programs.
Storage— Pertaining to a device in which data can be stored and 
from which it can be obtained at a later time. The means of stor­
ing data may be chemical, electrical or mechanical.
Thin film— An ultra high-speed storage device consisting of a 
molecular deposit of material on a suitable plate.
Word— An ordered set of characters which occupies one storage 
location and is treated by the computer circuits as a unit and 
transferred as such.
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APPENDIX B 
Summary Chart
RANGES OF CURRENT EDP EQUIPMENT CAPACITY AND SPEED 
INPUT/OUTPUT EQUIPMENT
UNIT OF SPEED TRANSFER RATE
PUNCHED CARDS
READ Cards/Minute 100 to 2,000
PUNCH Cards/Minuto 100 to 300
PAPER TAPE
READ Characte rs/Second 100 to 2,000
PUNCH Characte rs/Second 10 to 300
SCANNER Characte rs/Second 72 to 2,400
PRINTER Lines/Minute 80 to 1,200
AUXILIARY STORAGE EQUIPMENT
CAPACITY IN TRANSFER RATE IN
MILLION THOUSAND CHARACTERS
CHARACTERS PER SECOND
DRUMS 2 to 66 9 to 2,000
DISK 15 to 234 22 to 184
CARTRIDGE UNIT 2 to 680 38 to 156
MAGNETIC TAPE 2 to 50 2 to 600
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