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Abstract
The play operator minimalizes the total variation on intervals [0, T ], T >
0, of functions approximating uniformly given regulated function with
given accuracy and starting from a given point. In this article we link the
play operator with so called truncated variation functionals, introduced
recently by the second-named author, and provide a semi-explicit expres-
sion for the play operator in terms of these functionals. Generalisation for
time-dependent boundaries is also considered. This gives the best possible
lower bounds for the total variation of the outputs of the play operator
and its Jordan-like decomposition.
1 Introduction
The so called play operator is an important non-linear operator encountered
in mathematical models of hysteresis [1], [7]. It also appears in the models on
optimal hedging of options with transaction costs [21], [22], [23]. The intuition
leading to the play operator may be stated as follows: for a given input function
we look for an output function, starting value of which is given and we do no
change its value as long as the difference between input and output stays within
a given boundary region. Several definitions of the play operator are possible,
depending on the regularity of the input, the space in which the input and
output attain their values and the boundary conditions (characteristics) [11],
[17], [5], [6]. It may be defined for sufficiently regular inputs and boundary
conditions (characteristics) e.g. with the Young or Kurzweil integral formalism
[11], [4]. In [4] one finds the following definition of the play operator. Let X be a
Hilbert space with inner product 〈·, ·〉 and Z a (not necessarily bounded) convex,
closed subset of X, containing a ball with the center at 0 and with radius r > 0.
For a given initial condition x0 ∈ Z and an input function u : [a; b]→ X, which
is ca`gla`d, i.e. left-continuous with right limits, we look for a ca`gla`d, bounded
variation solution ξ : [a; b]→ X of the following problem (P) :
1. u (t)− ξ (t) ∈ Z for every t ∈ [a; b] ;
2. u (a)− ξ (a) = x0;
3. (K)
∫ b
a
〈u (t+)− ξ (t+)− y (t) , dξ (t)〉 ≥ 0 for any regulated function y :
[a; b]→ Z.
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The integral (K)
∫
is understood as the Kurzweil integral and a regulated func-
tion is a function with right and left limits. The problem (P) admits a unique
solution ξ, which is interpreted as the output of the play operator with the input
u.
The play operator may be also defined for time-dependent characteristics
(which we will call sometimes boundary conditions or boundaries) [5], [9] or for
more general inputs, like L∞ ([a; b]) or even Lebesgue measurable functions [10],
[6], where the Kurzweil integral formalism can not be applied in a straightfor-
ward way.
In this article we will restrict to one-dimensional regulated inputs and regu-
lated, time-dependent characteristics. Possible applications are encountered in
real industry problems. For example, in [23] we find the following description
of a hedging strategy for a European call option with transaction costs: “the
numerical calculations show that the optimal hedge ratio ∆ is constrained to
evolve between two boundaries, ∆l and ∆u, such that ∆l < ∆u. As long as the
hedge lies within these two boundaries, ∆l ≤ ∆ ≤ ∆u, no rebalancing of the
hedging portfolio takes place. That is why the region between the two bound-
aries is commonly denoted as the ’no transaction region’. As soon as the hedge
ratio goes out of the no transaction region, a rebalancing occurs in order to bring
the hedge to the nearest boundary of the no transaction region.” In the above
example the input is the optimal hedge ratio, which, similar as boundaries, is
a ca`dla`g process. This stems from the fact that these processes shall be ”non-
anticipating”, reflecting the fundamental assumption of financial mathematics
models that one can not predict with full certainty future movements of the
market.
In this article we link the play operator with functionals called α, β−truncated
variation and truncated variation (denoted TV c, with c > 0); the latter is the
special case of the former, with α ≡ −c/2 and β ≡ c/2. This link stems from the
so called laziness principle of the play operator. Truncated variation functionals
give the greatest lower bound for the total variation of any function ξ such that
the difference between ξ and a given function u lies between α and β, and may
be applied for general regulated inputs and characteristics α ≤ β such that the
output has locally bounded variation. It seems that α, β−truncated variation
formalism lies in between the Kurzweil (cf. [9]) or the Lebesgue-Stieltjes inte-
gral formalism (cf. [18]) and the standard approximation arguments, for more
general inputs and boundaries. This does not extend much the definition of the
play operator beyond the results of [9, Corollary 2.3] but it gives better insight
when the output has locally bounded variation. Moreover, it gives (the best
possible) lower bounds of the total variation of the output and its Jordan-like
decomposition.
In [13], the best possible lower bound (5) of the total variation of the out-
put of the play operator for a ca`dla`g (right-continuous with left limits) input
and constant, symmetric boundaries was given. For every c, t > 0 and every
regulated input u, the output of the play operator with constant, symmetric
boundaries −c/2, c/2 has locally finite total variation which, due to estimates
(5) and (7), is comparable for small cs with TV c (u, [0; t]) . On the other hand,
as c ↓ 0, its variation tends to the total variation of the input. The natural ques-
tion arises, what is the rate of the convergence of TV c (u, [0; t]) to +∞, when
TV (u, [0; t]) = +∞. A partial answer to this question was given by [19, Theo-
rem 17]. In [19], for p ≥ 1 and T > 0 the following classes are defined: Vp is the
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class of functions ψ : [0;T ]→ R with finite p−variation
V p (ψ, [0;T ]) := sup
n
sup
0≤t0<t1<···<tn≤T
n∑
i=1
|ψ (ti)− ψ (ti−1)|p (1)
and Up is the class of such functions ψ that lim supc↓0 cp−1TV c (ψ, [0;T ]) is
greater than 0 but finite. In [19] it was shown that for any p ≥ 1 and δ > 0 we
have inclusions Vp ⊂ Up ⊂ Vp+δ and for p > 1 these inclusions are strict. In
[19] it was also mentioned, that due to the fact that typical path of a standard
Brownian motion Bt, t ≥ 0, has, with probability 1, finite 2−variation, the
variations TV c (B, [0;T ]) have the growth rate 1/c as c ↓ 0 with probability 1.
It is not true that with probability 1, B ∈ V2 when p−variation is defined with
formula (1), cf. [12], but the conclusion remains true. In [15, Theorem 1] more
general fact was shown - that for any continuous semimartingale Xt, t ≥ 0, the
function T 7→ c · TV c (X, [0;T ]) , T ≥ 0, almost surely converges uniformly on
compact subsets of [0; +∞) to the quadratic variation 〈X〉T of X, which, in
the case of a standard Brownian motion equals T. More accurate results were
obtained for diffusions (cf. [15, Theorem 5]).
A very interesting tree-approach of [16] allows to obtain estimates of the to-
tal variation of the output of the play operator for inputs being typical paths of
fractional Brownian motions and Le´vy processes. Fractional Brownian motion
with Hurst parameter H ∈ (0; 1) is a self-similar, continuous, Gaussian process
BHt , t ≥ 0, such that for λ > 0, λ−HBHλt, t ≥ 0, has the same probability distribu-
tion as BH . The easy consequence of [16, Proposition 3.7] is that the variations
TV c
(
BH , [0;T ]
)
have, with probability 1, the growth rate c1−1/H as c ↓ 0. The
quantity La appearing in [16, Proposition 3.7] differs from 12TV
a
(
BH , [0;T ]
)
at most by supt∈[0;T ]B
H
t − inft∈[0;T ]BHt which is finite with probability 1. The
case of Le´vy processes is studied in [16, Proposition 3.14] and this gives e.g.
estimates of TV c for α−stable processes. For α ∈ (0; 2] , α−stable Le´vy pro-
cess is a self-similar, ca`dla`g process Xαt , t ≥ 0, such that for λ > 0, λ−1/αXαλt,
t ≥ 0, has the same probability distribution as Xαt , t ≥ 0. The consequence
of [16, Proposition 3.14] is that the variations TV c (Xα, [0;T ]) have for α > 1,
with probability 1, the growth rate c1−α as c ↓ 0 (see [16, Formula (3.3)] and
the discussion after the proof of [16, Proposition 3.14]). The mentioned results
for self-similar processes may be also obtained via the ergodic theorem.
We also have the following simple general observation allowing to assess
the rate of convergence of TV c (ψ1 + ψ2, [0;T ]) as c ↓ 0, knowing the rates of
convergence of TV c (ψ1, [0;T ]) and TV
c (ψ2, [0;T ]) . More precisely, we have
Lemma 1 Let ψ1, ψ2 : [0; +∞)→ R. If there exists a non-decreasing, regularly
varying function at 0, ϕ, such that
lim
c↓0
ϕ (c) · TV c (ψ1, [0; t]) > 0 but lim sup
c↓0
ϕ (c) · TV c (ψ2, [0; t]) = 0
then we also have
lim
c↓0
ϕ (c) · TV c (ψ1 + ψ2, [0; t]) = lim
c↓0
ϕ (c) · TV c (ψ1, [0; t]) .
The proof of Lemma 1 is given in the Appendix.
Let us comment on the organisation of the paper. In the next section we de-
fine play operator for any regulated input and constant, symmetric boundaries,
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and present its relation with truncated variation. Simultaneously to presenting
the play operator, we also report on a very similar notion of the Skorohod map
and its extensions, acting on the set of ca`dla`g functions. In the third section
we extend the definition of the play operator with constant, symmetric bound-
aries to the case with time-dependent boundaries and finite variation output,
and relate it to (defined there) α, β− truncated variation. This relation is the
subject of the main result of this paper - Theorem 8. The last section is devoted
to the definition of the play operator for any regulated function and regulated
characteristics. In the Appendix we present the proof of Lemma 1.
2 The play operator with constant, symmetric
boundaries and the Skorohod problem
As it was mentioned in the introduction, there exist several definitions of the
play operator, depending on the regularity of the input, the space in which the
input and output attain their values, and its characteristics. In this section we
will consider the play operator acting on one-dimensional regulated inputs with
constant, symmetric characteristics (boundaries) −c/2, c/2 where c > 0.
We start with necessary definitions and notation. Let ψ : [0; +∞) → R.
By TV (ψ, [a; b]) we denote the total variation of the function ψ on the interval
[a; b] , 0 ≤ a < b < +∞, i.e.
TV (ψ, [a; b]) := sup
n
sup
a≤t0<t1<···<tn≤b
n∑
i=1
|ψ (ti)− ψ (ti−1)| . (2)
We also define positive and negative variations of the function ψ on the in-
terval [a; b] , UTV (ψ, [a; b]) and DTV (ψ, [a; b]) respectively, with the following
formulas
UTV (ψ, [a; b]) := sup
n
sup
a≤t0<t1<···<tn≤b
n∑
i=1
(ψ (ti)− ψ (ti−1))+ ,
DTV (ψ, [a; b]) := sup
n
sup
a≤t0<t1<···<tn≤b
n∑
i=1
(ψ (ti−1)− ψ (ti))+ ,
where (x)+ = max {x, 0} .
If TV (ψ, [a; b]) < +∞ for any 0 ≤ a < b < +∞ we will call ψ a function with
locally bounded variation. For such ψ we have that ψ is a regulated function, i.e.
it has left and right limits (with the convention that the left limit at 0, ψ (0−) ,
equals ψ (0)), and we have the following Jordan decomposition
TV (ψ, [a; b]) = UTV (ψ, [a; b]) +DTV (ψ, [a; b]) ,
ψ (b) = ψ (a) + UTV (ψ, [a; b])−DTV (ψ, [a; b]) .
Let a ∈ R. By G[a; +∞) we will denote the set of real-valued regulated
functions, defined on the interval [a; +∞), by BV [a; +∞) we will denote the
subspace of G[a; +∞) consisting of functions of locally bounded variation and
by D[a; +∞) we will denote the subspace of G[a; +∞) consisting of ca`dla`g
functions, i.e. right-continuous functions with left limits. For b > a by ‖ψ‖[a;b] ,
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‖ψ‖[a;b) we will denote the semi-norms ‖ψ‖[a;b] = supt∈[a;b] |ψ (t)| , ‖ψ‖[a;b) =
supt∈[a;b) |ψ (t)| .
Now we define the play operator in the following way.
Definition 2 Let c > 0, u ∈ G[0; +∞) and ξ0 ∈ [u (0)− c/2;u (0) + c/2] .
There exists a unique, piecewise monotone function ξ ∈ BV [0; +∞) such that
‖ξ − u‖[0;+∞) ≤ c/2, ξ (0) = ξ0 and for any t > 0 and χ : [0; +∞) → R such
that ‖χ− u‖[0;t] ≤ c/2, χ (0) = ξ0, we have
TV (ξ, [0; t]) ≤ TV (χ, [0; t]) .
The map
G[0; +∞) ∋ u 7→ ξ ∈ BV [0; +∞)
will be called the play operator and it will be denoted ξ = pc/2
[
ξ0, u
]
.
The above definition stems from the laziness principle of the play operator,
firstly observed by V. Chernorutskii for continuous inputs, namely that it asso-
ciates with each function u the function starting from ξ0 and of minimal total
variation within the c/2−neighborhood of u in each subinterval [0; t] , t > 0 of
[0;+∞) (cf. [8, Corollary 1.5]). The correctness of this definition is guaranted
by Corollary 13. The operator defined in Corollary 13 satisfies the conditions
of Definition 2.
Now let us define truncated variation, upward truncated variation and down-
ward truncated variation which, for a given c > 0, 0 ≤ a < b < +∞ and
ψ : [0; +∞)→ R are defined with the formulas
TV c (ψ, [a; b]) := sup
n
sup
a≤t0<t1<···<tn≤b
n∑
i=1
(|ψ (ti)− ψ (ti−1)| − c)+ ,
UTV c (ψ, [a; b]) := sup
n
sup
a≤t0<t1<···<tn≤b
n∑
i=1
(ψ (ti)− ψ (ti−1)− c)+ ,
DTV c (ψ, [a; b]) := sup
n
sup
a≤t0<t1<···<tn≤b
n∑
i=1
(ψ (ti−1)− ψ (ti)− c)+ .
Remark 3 It is easy to prove (cf. [13, Fact 2.2]) that ψ : [a; b]→ R is regulated
if and only if for every c > 0, TV c (ψ, [a; b]) < +∞.
We have
Theorem 4 Let ψ : [0; +∞) → R and 0 ≤ a < b < +∞. If χ : [0; +∞) → R
satisfies ‖χ− ψ‖[a;b] ≤ c/2 then
TV (χ, [a; b]) ≥ TV c (ψ, [a; b]) . (3)
Thus TV c (ψ, [a; b]) is a lower bound for the total variation on the interval [a; b]
for all functions χ : [0; +∞)→ R such that ‖χ− ψ‖[a;b] ≤ c/2. Similarly
UTV (χ, [a; b]) ≥ UTV c (ψ, [a; b]) , DTV (χ, [a; b]) ≥ DTV c (ψ, [a; b]) .
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Moreover, if ψ ∈ G[a; +∞) then there exists a piecewise monotone function
ψc ∈ BV [a; +∞) such that ‖ψc − ψ‖[a;+∞) ≤ c/2 and for any t ≥ a
TV (ψc, [a; t]) = TV c (ψ, [a; t]) < +∞, (4)
UTV (ψc, [a; t]) = UTV c (ψ, [a; t]) , DTV (ψc, [a; t]) = DTV c (ψ, [a; t]) .
From (3) and (4) we get that for ψ ∈ G[a; +∞) the truncated variation TV c (ψ, [a; b])
is the greatest lower bound for the total variation on the interval [a; b] for all
functions χ : [0; +∞)→ R such that ‖χ− ψ‖[a;b] ≤ c/2.
Remark 5 From the last statement of Theorem 4 and the Jordan decomposition
we get that for any ψ ∈ G[0; +∞), 0 ≤ a < b and c > 0
TV c (ψ, [a; b]) = UTV c (ψ, [a; b]) +DTV c (ψ, [a; b]) .
A special case of Theorem 4, when ψ is a ca`dla`g function, was proven in [13]
(Theorem 3.6 and Theorem 4.1). Similar proof for regulated functions would
require the consideration of many special cases; but here we omit the proof,
since the first part of Theorem 4 is a special case of Proposition 6, which will
be proved in the sequel and the second part follows from more general Theorem
8 and Remark 11.
From Theorem 4 and Definition 2 for any u ∈ G[0; +∞) and c, t > 0 we
naturally have
TV c (u, [0; t]) = inf
ξ0∈[u(0)−c/2;u(0)+c/2]
TV
(
pc/2
[
ξ0, u
]
, [0; t]
)
(5)
and there exists appropriate starting value ξc ∈ [u (0)− c/2;u (0) + c/2] such
that for uc = pc/2 [ξ
c, u] we have
TV c (u, [0; t]) = TV
(
pc/2 [ξ
c, u] , [0; t]
)
= TV (uc, [0; t]) , (6)
and similar relations hold for UTV and DTV. On the other hand, it is not dif-
ficult to prove (see Remark 15) that for any given ξ0 ∈ [u (0)− c/2;u (0) + c/2]
TV
(
pc/2
[
ξ0, u
]
, [0; t]
) ≤ TV c (u, [0; t]) + c (7)
and similar relations hold for UTV and DTV.
Formulas (28) and (29) show that it is possible to invert the problem and us-
ing (upward, downward) truncated variation represent the play operator for any
regulated input u ∈ G[0; +∞). In fact UTV −c0,c0 and DTV −c0,c0 are upward
and downward truncated variations for more general than constant characteris-
tics.
2.1 The Skorohod problem
When the input function of the play operator is regulated, then the output,
though with locally bounded variation, may still be only a regulated function,
no right- neither left-continuous. However, when the input is a ca`dla`g function
then the output is also a ca`dla`g function ξ with locally bounded variation. In
such a case we may identify the output with a finite, signed measure ν on Borel
subsets of [0; +∞) via the equality
ν (a; b] = ξ (b)− ξ (a)
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for any 0 ≤ a ≤ b, and denote ν = dξ. In this case the output of the play
operator is related to the Skorohod map on [−c/2; c/2] . The definition of the
Skorohod map on [−c/2; c/2] is given below.
Let I[0; +∞) denote the set of real-valued, ca`dla`g, non-decreasing functions,
defined on the interval [0; +∞).
A pair of functions (φ,−ξ) ∈ D[0; +∞)×BV [0; +∞) is said to be a solution
of the Skorohod problem on [−c/2, c/2] with starting condition ξ(0) = ξ0 for
u ∈ D[0; +∞) if the following conditions are satisfied:
1. for every t ≥ 0, φ (t) = u (t)− ξ (t) ∈ [−c/2, c/2] ;
2. ξ = ξu− ξd, where ξu, ξd ∈ I[0; +∞) and the corresponding measures dξu,
dξd are carried by {t ≥ 0 : φ (t) = c/2} and {t ≥ 0 : φ (t) = −c/2} respec-
tively;
3. ξ(0) = ξ0.
For ξ0 ∈ [u (0)− c/2;u (0) + c/2] the Skorohod problem has a unique solution
and we have ξ = pc/2
[
ξ0, u
]
. With the notation of Corollary 13 we also have
dξu = dUTV
−c0,c0
(
uξ
0
, [0; ·]
)
and dξd = dDTV
−c0,c0
(
uξ
0
, [0; ·]
)
.
Thus, for any measurable function Φ with ‖Φ‖[0;+∞) ≤ 1∫ ·
0
Φdξ ≤ TV (ξ, [0; ·]) = TV −c0,c0
(
uξ
0
, [0; ·]
)
(8)
(
∫
denotes here the Lebesgue-Stieltjes integral). From condition (2) of the
Skorohod problem we get that dξu and dξl are mutually singular measures and
equality in (8) holds for Φ = 2φ/c, indeed
c
2
· TV (ξ, [0; ·]) =
∫ ·
0
(u− ξ) dξu −
∫ ·
0
(u− ξ) dξd
=
∫ ·
0
(u (s)− ξ (s)) dξ (s) =
∫ ·
0
φ (s) dξ (s) .
On the other hand,
c
2
ξ =
∫ ·
0
(u− ξ) dξu +
∫ ·
0
(u− ξ) dξd
=
∫ ·
0
(u (s)− ξ (s)) dTV (ξ, [0; s]) =
∫ ·
0
φ (s) dTV (ξ, [0; s]) .
Let us mention that for a ca`dla`g input and ca`dla`g functions α, β it is possible
to define the Skorohod map on [α;β] . The definition of the Skorohod map on
[α;β] (see e.g. [3, Definition 2.1]) is similar to the definition of the Skorohod map
on [−c/2; c/2] , with −c/2 replaced by α and c/2 replaced by β. In [3, Definition
2.1] the starting condition ξ0 is not specified, but it may be imposed with the
shift of the input - in [3, Definition 2.1] one substitutes ψ with ψ − ψ (0) + ξ0.
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3 The play operator with time-dependent bound-
aries
Now we will extend the definition of the play operator to the case when the
interval [−c/2; c/2] is replaced by time-dependent, characteristics (boundaries)
α, β ∈ G [0; +∞) such that for all t ≥ 0, α (t) ≤ β (t) (α ≤ β in short). In this
section we will focus on the case when the output has locally finite variation.
We start with necessary definitions and notation.
Assume that α, β ∈ G [0; +∞) , α ≤ β, are given and fixed. For ψ ∈
G [0; +∞) let us denote its symmetrization with respect to α and β by ψ˜, i.e.
ψ˜ = ψ − 12 (α+ β) . Moreover, let us define γ := β − α.
Now, for 0 ≤ a < b < +∞ we consider α, β−truncated variation of ψ on
[a; b] defined as
TV α,β (ψ, [a; b]) := sup
n
sup
a≤t0<t1<···<tn≤b
n∑
i=1
(∣∣∣ψ˜ (ti)− ψ˜ (ti−1)∣∣∣− 1
2
(γ (ti) + γ (ti−1))
)
+
.
Moreover, we define α, β− upward and downward truncated variations:
UTV α,β (ψ, [a; b]) := sup
n
sup
a≤t0<t1<···<tn≤b
n∑
i=1
(
ψ˜ (ti)− ψ˜ (ti−1)− 1
2
(γ (ti) + γ (ti−1))
)
+
,
DTV α,β (ψ, [a; b]) := sup
n
sup
a≤t0<t1<···<tn≤b
n∑
i=1
(
ψ˜ (ti−1)− ψ˜ (ti)− 1
2
(γ (ti) + γ (ti−1))
)
+
.
For c > 0, α ≡ −c/2, β ≡ c/2 we naturally have TV α,β (ψ, [a; b]) =
TV c (ψ, [a; b]) and the same holds for UTV α,β and DTV α,β .
We have the following simple but important result:
Proposition 6 Let ψ : [0; +∞)→ R, ξ : [0; +∞)→ R and assume that for all
t ≥ 0, the inequalities α (t) ≤ ψ (t)− ξ (t) ≤ β (t) (α ≤ ψ− ξ ≤ β in short) hold.
Then for 0 ≤ a < b < +∞
TV (ξ, [a; b]) ≥ TV α,β (ψ, [a; b]) ,
thus TV α,β (ψ, [a; b]) are the lower bounds for total variation on the intervals
[a; b] , 0 ≤ a < b < +∞, for all functions ξ : [0; +∞)→ R such that α ≤ ψ−ξ ≤
β. Similarly
UTV (ξ, [a; b]) ≥ UTV α,β (ψ, [a; b]) , DTV (ξ, [a; b]) ≥ DTV α,β (ψ, [a; b]) .
Proof. The first assertion follows easily from the following inequalities. If
α ≤ ψ − ξ ≤ β and 0 ≤ s < t < +∞ then
ξ (t)− ξ (s) ≥ (ψ − β) (t)− (ψ − α) (s) = ψ˜ (t)− ψ˜ (s)− 1
2
(γ (s) + γ (t)) .
Similarly,
ξ (s)− ξ (t) ≥ (ψ − β) (s)− (ψ − α) (t) = ψ˜ (s)− ψ˜ (t)− 1
2
(γ (s) + γ (t)) .
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Hence
|ξ (t)− ξ (s)| ≥
(∣∣∣ψ˜ (s)− ψ˜ (t)∣∣∣− 1
2
(γ (s) + γ (t))
)
+
.
The second assertion follows directly from the inequalities
(ξ (t)− ξ (s))+ ≥
(
ψ˜ (t)− ψ˜ (s)− 1
2
(γ (s) + γ (t))
)
+
,
(ξ (s)− ξ (t))+ ≥
(
ψ˜ (s)− ψ˜ (t)− 1
2
(γ (s) + γ (t))
)
+
.

From Proposition 6 we get immediately the necessary condition for the output
ξ of any (not only play) operator with input u and such that α ≤ u− ξ ≤ β, to
have locally bounded variation:
for any t ≥ 0, TV α,β (u, [0; t]) < +∞. (9)
Now, from the laziness principle we derive the definition of the play operator
with regulated inputs and time-dependent, regulated boundaries.
Definition 7 Let α, β, u ∈ G [0; +∞) , α ≤ β, ξ0 ∈[u (0)− β (0) ;u (0)− α (0)]
and assume that the condition (9) holds. There exists an unique regulated func-
tion ξ ∈ BV [0; +∞) such that ξ (0) = ξ0 and for any t > 0 and χ : [0; +∞)→ R
such that χ (0) = ξ0 and α ≤ u− χ ≤ β we have
TV (ξ, [0; t]) ≤ TV (χ, [0; t]) .
The map
G[0; +∞) ∋ u 7→ ξ ∈ BV [0; +∞)
will be called the play operator with boundaries (or characteristics) α, β and it
will be denoted ξ = pα,β
[
ξ0, u
]
.
The correctness of this definition is guaranteed by Corollary 12 which is an
easy consequence of the following main result of this paper.
Theorem 8 Let t0 ∈ [0; +∞), ψ, α, β ∈ G[t0; +∞) and assume that for any
t ≥ t0, α (t) ≤ β (t) and
TV α,β (ψ, [t0; t]) < +∞. (10)
There exists a function ψα,β ∈ BV [t0; +∞) such that for all t ≥ t0, α (t) ≤
ψ (t)− ψα,β (t) ≤ β (t) and
TV
(
ψα,β, [t0; t]
)
= TV α,β (ψ, [a; t]) < +∞, (11)
UTV
(
ψα,β, [t0; t]
)
= UTV α,β (ψ, [t0; t]) , DTV
(
ψα,β , [t0; t]
)
= DTV α,β (ψ, [t0; t]) ,
(12)
and for t ≥ t0, ψα,β (t) may be expressed as
ψα,β (t) = ψα,β (t0) + UTV
α,β (ψ, [t0; t])−DTV α,β (ψ, [t0; t]) . (13)
Moreover, for any ξ ∈ G[t0; +∞) such that
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1. ξ (t0) = ψ
α,β (t0) ,
2. for any t ≥ t0, α (t) ≤ ψ (t)−ξ (t) ≤ β (t) and TV (ξ, [t0; t]) ≤ TV α,β (ψ, [t0; t]) ,
we have ξ (t) = ψα,β (t) for t ≥ t0.
Proof. The proof consists of two steps.
Step 1. Proof for step functions. First we will assume that the input ψ
and the boundaries α, β are step functions, i.e. ψ has representation
ψ (t) =
∞∑
k=0
ψ2k1{tk} (t) +
∞∑
k=0
ψ2k+11(tk;tk+1) (t) , (14)
where t0 < t1 < . . . and limk→+∞ tk = +∞, and similar representations (with
the same ti, i = 0, 1, . . .) hold for α and β. We will simply construct the appro-
priate function ψα,β . First, for i = 0, 1, . . . we define
IU (i) = min
{
j ≥ i : min
i≤k≤j
(ψk − αk) < (ψj − βj)
}
,
ID (i) = min
{
j ≥ i : max
i≤k≤j
(ψk − βk) > (ψj − αj)
}
.
Without loss of generality we may assume that IU (0) ≤ ID (0) , since the case
ID (0) ≤ IU (0) is symmetric. Since for every j ≥ 0, ψj−αj ≥ ψj−βj, the value
ψIU (i) −αIU (i) can not be a new minimum to date of the sequence (ψj − αj)j≥i
but rather the value ψIU (i) − βIU (i) is a new maximum to date of the sequence
(ψj − βj)j≥i .
Assuming that IU (0) ≤ ID (0) we define sequences (ID,k)∞k=−1 , (IU,k)∞k=0
in the following way: ID,−1 = 0, IU,0 = IU (0) and for k = 0, 1, 2, · · ·
ID,k =
{
ID (IU,k) if IU,k < +∞,
+∞ otherwise, IU,k+1 =
{
IU (ID,k) if ID,k < +∞,
+∞ otherwise.
We also define m−1 = min0≤j<IU,0 (ψj − αj) . Further, for k = 0, 1, · · · , and
i ≥ ID,k, let us denote mk (i) = minID,k≤j≤i (ψj − αj) and for k = 0, 1, · · · ,
i ≥ IU,k, Mk (i) = maxIU,k≤j≤i (ψj − βj) .
Now, assuming that IU (0) ≤ ID (0) , we define auxiliary function pα,β de-
fined on the set of non-negative integers i = 0, 1, 2, . . . as follows.
pα,βi =


m−1 if 0 ≤ i < IU,0;
Mk (i) if IU,k ≤ i < ID,k, k = 0, 1, . . . ;
mk (i) if ID,k ≤ i < IU,k+1, k = 0, 1, . . . .
Remark 9 The value of m−1 is chosen in such a way that the difference ψ −
m−1 stays within the values α(t) and β(t), t ≥ t0, for the longest time possible.
Now we will prove that for i = 0, 1, . . . , αi ≤ ψi − pα,βi ≤ βi. It is enough to
consider few cases.
10
• 0 ≤ i < IU,0 = IU (0) . In this case, since 0 ≤ i < IU,0, m−1 ≤ ψi − αi and
ψi − pα,βi = ψi −m−1 ≥ ψi − (ψi − αi) = αi.
On the other hand, since i < IU,0 ≤ ID (0) , m−1 ≥ ψi − βi and
ψi − pα,βi = ψi −m−1 ≤ ψi − (ψi − βi) = βi.
• IU,k ≤ i < ID,k, k = 0, 1, . . . , for some k = 0, 1, 2, · · · In this case,
by the definition of ID,k, maxIU,k≤j≤i (ψj − βj) belongs to the interval
[ψi − βi;ψi − αi] , hence
ψi − pα,βi = ψi − max
IU,k≤j≤i
(ψj − βj) ∈ [αi;βi] .
• ID,k ≤ i < IU,k+1, k = 0, 1, . . . for some k = 0, 1, 2, · · · In this case,
by the definition of TU,k+1, minID,k≤j≤i (ψj − αj) belongs to the interval
[ψi − βi;ψi − αi] , hence
ψi − pα,βi = ψi − min
ID,k≤j≤i
(ψj − αj) ∈ [αi;βi] .
Now we define the function ψα,β in the following way. Let s ≥ t0 and i (s) =
0, 1, 2, . . . be the unique integer such that s = ti(s) or s ∈
(
ti(s); ti(s)+1
)
, we set
ψα,β (s) =
{
pα,β2i(s) if s = ti(s);
pα,β2i(s)+1 if s ∈
(
ti(s); ti(s)+1
)
.
(15)
By the representation (14) we get α (t) ≤ ψ (t)− ψα,β (t) ≤ β (t) for t ≥ t0. By
this and by Proposition 6 (the minimality of TV α,β (ψ, [t0; t])) we have
TV α,β (ψ, [t0; t]) ≤ TV
(
ψα,β , [t0; t]
)
< +∞. (16)
To prove that ψα,β has the smallest variation possible on the intervals of the
form [t0; t] , t ≥ t0, equal TV α,β (ψ, [t0; t]) , we will again use the discrete rep-
resentation (15). For sequences p = (ψi)i≥0 , a = (αi)i≥0 and b = (βi)i≥0 such
that αi ≤ βi, i = 0, 1, 2, . . . we denote γi = βi−αi, ψ˜i = ψi− 12 (αi + βi) and for
k ≤ l, k, l = 0, 1, 2, . . . we define the discrete version of α, β−truncated variation
TV a,b (p, [k; l]) := sup
n∑
j=1
(∣∣∣ψ˜mj − ψ˜mj−1 ∣∣∣− 12
(
γmj−1 + γmj
))
+
= sup
n∑
j=1
{(
max
(
ψmj − βmj
)− (ψmj−1 − αmj−1))+ , ((ψmj−1 − βmj−1)− (ψmj − αmj))+
}
,
where ” sup ” stands for ” supn supk≤m1<m2<...<mn≤l ”. Similarly, we define UTV
a,b (p, [k; l])
and DTV a,b (p, [k; l]) , and set TV = TV 0,0, UTV = UTV 0,0, and DTV =
DTV 0,0. By the representations (14), (15) we have that
TV α,β (ψ, [t0; t]) = TV
a,b (p, [0; i (t)]) , (17)
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TV
(
ψα,β , [t0; t]
)
= TV
(
pα,β , [0; i (t)]
)
(18)
and similar equalities hold for UTV and DTV.
We have the discrete counterpart of Proposition 6, stating that for any h =
(χi)i≥0 such that αi ≤ ψi − χi ≤ βi, i = 1, 2, . . . , for k ≤ l, k, l = 0, 1, 2, . . . we
have
TV (h, [k; l]) ≥ TV a,b (p, [k; l])
and similar bounds hold for UTV and DTV. We will prove that pα,β has the
smallest possible variation equal TV a,b (p, [0; i]) , on the intervals of the form
[0; i] , i = 0, 1, . . . among such functions. Again, we consider several cases
• 0 ≤ i < IU,0. In this case we naturally have TV
(
pα,β , [0; i]
)
= 0 ≤
TV a,b (p, [0; i]) .
• IU,0 ≤ i < ID,0. In this case we have
TV
(
pα,β , [0; i]
)
= pα,βi −m−1
= max
IU,0≤j≤i
(ψj − βj)− min
0≤j<IU,0
(ψj − αj) ≤ TV a,b (p, [0; i]) .
• i ≥ ID,0. We consider positive and negative variations of pα,β on the in-
tervals of the form [IU,k − 1; ID,k − 1] , [ID,k − 1; IU,k+1 − 1] , k = 0, 1, . . . .
Since pα,β is non-decreasing on [IU,k − 1; ID,k − 1] and ID,k ≥ IU,k + 1,
k = 0, 1, . . . , it is easy to see that for any i ∈ [IU,k; ID,k − 1] we have
TV
(
pα,β, [IU,k − 1; i]
)
= pα,βi − pα,βIU,k−1
= max
IU,k≤j≤i
(ψj − βj)− min
ID,k−1≤j≤IU,k−1
(ψj − αj) ≤ TV a,b (p, [IU,k − 1; i]) .
Similarly, since pα,β is non-increasing on [ID,k − 1; IU,k+1 − 1] , k = 0, 1, . . . ,
for any i ∈ [ID,k; IU,k+1 − 1] we have
TV
(
pα,β, [ID,k − 1; i]
)
= pα,βID,k−1 − p
α,β
i ≤ TV a,b (p, [ID,k − 1; i]) ,
Summing up these variations, for i ∈ [IU,k; ID,k − 1] we get
TV
(
pα,β , [0; i]
) ≤ k−1∑
j=0
TV a,b (p, [IU,j − 1; ID,j − 1]) +
k−1∑
j=0
TV a,b (p, [ID,j − 1; IU,j+1 − 1]) + TV a,b (p, [IU,k − 1; i])
≤ TV a,b (p, [0; i]) . (19)
The last inequality follows from the subadditivity of TV a,b, i.e. TV a,b (p, [k; l])+
TV a,b (p, [l;m]) ≤ TV a,b (p, [k;m]) for 0 ≤ k ≤ l ≤ m < +∞, k, l,m =
0, 1, 2, . . .. Similarly, we get the same estimate (19) for i ∈ [ID,k; IU,k+1 − 1] .
Hence, for every i = 0, 1, . . . we have proved the estimate TV
(
pα,β, [0; i]
) ≤
TV a,b (p, [0; i]) . From this and (17), (18), for any t ≥ t0 we finally get
TV
(
ψα,β , [t0; t]
) ≤ TV α,β (ψ, [t0; t]) .
Now, by Proposition 16 and by the estimate
TV α,β (ψ, [t0; t]) ≤ UTV α,β (ψ, [t0; t]) +DTV α,β (ψ, [t0; t]) ,
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which is an easy consequence of the definition of TV α,β, UTV α,β and DTV α,β,
and we arrive at
UTV α,β (ψ, [t0; t]) +DTV
α,β (ψ, [t0; t]) ≤ UTV
(
ψα,β , [t0; t]
)
+DTV
(
ψα,β , [t0; t]
)
= TV
(
ψα,β, [t0; t]
) ≤ TV α,β (ψ, [t0; t]) ≤ UTV a,b (p, [0; i]) +DTV a,b (p, [0; i]) .
Hence, for any t ≥ t0 we must have
UTV
(
ψα,β, [t0; t]
)
= UTV α,β (ψ, [t0; t]) , DTV
(
ψα,β , [t0; t]
)
= DTV α,β (ψ, [t0; t])
and we get (12)
TV
(
ψα,β, [t0; t]
)
= TV α,β (ψ, [t0; t]) = UTV
α,β (ψ, [t0; t]) +DTV
α,β (ψ, [t0; t]) .
Now, (13) follows the Jordan decomposition of ψα,β.
Finally, to prove the last assertion about the function ξ, we reason similarly
as for ψα,β, and by the minimality of UTV α,β (ψ, [t0; t]) , DTV
α,β (ψ, [t0; t]) we
obtain the Jordan decomposition for t ≥ a,
ξ (t) = ξ (t0) + UTV
α,β (ψ, [t0; t])−DTV α,β (ψ, [t0; t]) .
Since the starting values ξ (t0) and ψ
α,β (t0) are equal, we get ξ (t) = ψ
α,β (t)
for all t ≥ t0.
Step 2. Proof for arbitrary regulated functions. Let us fix c > 0. Let
α¯c, β¯c : [0; +∞)→ R be such two step functions that
‖α− α¯c‖[t0;+∞) ≤ c/2 and
∥∥β − β¯c∥∥
[t0;+∞)
≤ c/2
and set αc = α¯c − 3c, βc = β¯c + 3c. We naturally have αc ≤ βc and
‖(α+ β)− (αc + βc)‖[t0;+∞) =
∥∥(α+ β)− (α¯c + β¯c)∥∥
[t0;+∞)
≤ c.
Define γ = α−β, γc = βc−αc.Notice that βc ≥ β+2c, similarly αc ≤ α−2c, thus
γc ≥ γ + 4c. We also find ψc ∈ St[t0; +∞) such that ‖ψ − ψc‖[t0;+∞) ≤ c/2.
Now we consider functions [t0; +∞) ∋ t 7→ UTV αc,βc (ψc, [t0; t]) , [t0; +∞) ∋
t 7→ UTV αc,βc (ψc, [t0; t]) and [t0; +∞) ∋ t 7→ TV αc,βc (ψc, [t0; t]) . Let ψ˜ =
ψ − 12 (α+ β) , ψ˜c = ψc − 12 (αc + βc) . Notice now that for any t0 ≤ s < t,∣∣∣ψ˜c (t)− ψ˜c (s)∣∣∣ ≤ ∣∣∣ψ˜ (t)− ψ˜ (s)∣∣∣+ 2c and
∣∣∣ψ˜c (t)− ψ˜c (s)∣∣∣− 1
2
(γc (t) + γc (s)) ≤
∣∣∣ψ˜ (t)− ψ˜ (s)∣∣∣+ 2c− 1
2
(γ (t) + γ (s) + 4c)
≤
∣∣∣ψ˜ (t)− ψ˜ (s)∣∣∣− 1
2
(γ (t) + γ (s)) .
Hence TV α
c,βc (ψc, [t0; t]) ≤ TV α,β (ψ, [t0; t]) . On the other hand, in the limit
we get
lim sup
c↓0
TV α
c,βc (ψc, [t0; t]) ≥ TV α,β (ψ, [t0; t]) ,
hence we have pointwise convergence of [t0; +∞) ∋ t 7→ TV αc,βc (ψc, [t0; t]) to
[t0; +∞) ∋ t 7→ TV α,β (ψ, [t0; t]) as c ↓ 0 and similar convergences hold for UTV
and DTV. By the results obtained in Step 1 there exist functions
uα
c,βc (·) = uαc,βc (0) + UTV αc,βc (ψc, [t0; ·])−DTV α
c,βc (ψc, [t0; ·])
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such that αc ≤ ψc − ψαc,βc ≤ βc. Define ψ0 (c) := ψαc,βc (0) . From the just
obtained pointwise convergence we get that taking a sequence cn ↓ 0 such that
the sequence ψ0 (cn) converges to some number ψ
0 and defining
ψα,β (·) = ψ0 + UTV α,β (ψ, [t0; ·])−DTV α,β (ψ, [t0; ·])
we get a function satisfying all assertions of Theorem 8. Thus, by the asser-
tions obtained for step functions in Step 1, we get analogous assertions for any
regulated ψ and regulated characteristics α ≤ β satisfying condition (9).

Remark 10 From (11), (12) and the Jordan decomposition we get that for any
u, α, β ∈ G[0; +∞), with α ≤ β and any 0 ≤ a < b,
TV α,β (ψ, [a; b]) = UTV α,β (ψ, [a; b]) +DTV α,β (ψ, [a; b]) .
Remark 11 It is easy to see that if γ0 := inft≥0 (β (t)− α (t)) > 0 for regulated
boundaries α, β, then conditions (9) and (10) for u, resp. ψ hold. Indeed, recall
the well known fact that every regulated function may be uniformly approximated
with arbitrary accuracy by step functions. Assuming that γ0 > 0, we approximate
the function ψ˜ by a step function ψ˜0 with accuracy γ0/2. Since ψ˜
0, as a step
function, has locally finite variation and since for any t0 ≤ s1 < s2 ≤ t,∣∣∣ψ˜ (s2)− ψ˜ (s1)∣∣∣− 1
2
(γ (s1) + γ (s2))
≤
∣∣∣ψ˜0 (s2)− ψ˜0 (s1)∣∣∣+ γ0 − 1
2
(γ (s1) + γ (s2)) ≤
∣∣∣ψ˜0 (s2)− ψ˜0 (s1)∣∣∣
we obtain TV α,β (ψ, [t0; t]) ≤ TV
(
ψ˜c, [t0; t]
)
< +∞.
Moreover, from the proof of Theorem 8 one may see that when γ0 > 0, then
the function ψα,β of Theorem 8 is piecewise monotone. Indeed, the function
ψα,β is non-decreasing as long as it does not touch the boundary ψ − α and it
is non-increasing as long as it does not touch the boundary ψ − β. There are
finitely many “switches” of ψα,β between these two boundaries, since every such
a switch corresponds to the oscillation of ψ − α or ψ − β of magnitude no less
than γ0, which may take place only finitely many times since ψ − α and ψ − β
are regulated.
Now, we will see that when condition (9) is satisfied and the input and bound-
aries are regulated, then the play operator may be defined with upward and
downward truncated variations. Moreover, this is the only case (for regulated
input and regulated boundaries), when the output has locally finite total vari-
ation. We have the following
Corollary 12 Let α, β, u ∈ G[0; +∞), α ≤ β, ξ0 ∈ [u (0)− β (0) ;u (0)− α (0)]
and assume that condition (9) holds. Define α0 (0) = 0, β0 (0) = 0, uξ
0
(0) = ξ0
and for t > 0, α0 (t) = α (t) , β0 (t) = β (t) , uξ
0
(t) = u (t) . Then, for any t ≥ 0,
TV α
0,β0
(
uξ
0
, [0; t]
)
< +∞, and the play operator pα,β
[
ξ0, ·] may be defined as
pα,β
[
ξ0, u
]
(t) = ξ0 + UTV α
0,β0
(
uξ
0
, [0; t]
)
−DTV α0,β0
(
uξ
0
, [0; t]
)
. (20)
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Moreover
UTV
(
pα,β
[
ξ0, u
]
, [0; t]
)
= UTV α
0,β0
(
uξ
0
, [0; t]
)
(21)
and
DTV
(
pα,β
[
ξ0, u
]
, [0; t]
)
= DTV α
0,β0
(
uξ
0
, [0; t]
)
. (22)
Proof. First, we prove that for any t ≥ 0,
TV α
0,β0
(
uξ
0
, [0; t]
)
< +∞.
Indeed, by Theorem 8, there exists such uα,β ∈ G[0; +∞) that α ≤ u−uα,β ≤ β
and for t ≥ 0
TV
(
uα,β, [0; t]
)
= TV α,β (u, [0; t]) < +∞.
Notice now, that defining
uα,β,ξ
0
(t) =
{
ξ0 for t = 0;
uα,β (t) for t > 0,
we get a function uα,β,ξ
0 ∈ G[0; +∞) with locally finite total variation and such
that α0 ≤ uξ0 − uα,β,ξ0 ≤ β0. By the minimality of TV α0,β0
(
uξ
0
, [0; t]
)
we get
TV α
0,β0
(
uξ
0
, [0; t]
)
≤ TV
(
uα,β,ξ
0
, [0; t]
)
< +∞. (23)
Now we know that condition (9) for ψ = uξ
0
and boundaries α0, β0 hold. Ap-
plying Theorem 8 we obtain such a function uα
0,β0 that α0 ≤ uξ0 −uα0,β0 ≤ β0
and for t ≥ 0
TV
(
uα
0,β0 , [0; t]
)
= TV α
0,β0
(
uξ
0
, [0; t]
)
. (24)
We have that uα
0,β0 (0) = ξ0 and if there existed some other function ξ such
that ξ (0) = ξ0 and α ≤ u − ξ ≤ β with smaller total variation than uα0,β0 on
some interval [0; t0] , t0 ≥ 0, we would have
TV α
0,β0
(
uξ
0
, [0; t0]
)
≤ TV (ξ, [0; t0]) < TV
(
uα
0,β0 , [0; t0]
)
(since ξ also satisfies α0 ≤ uξ0 − ξ ≤ β0), but this is a contradiction with
(24). From this and the second part of Theorem 8 (applied to uξ
0
, α0 and β0)
it follows that uα
0,β0 is the unique function with starting value ξ0, satisfying
α ≤ u−uα0,β0 ≤ β and with the smallest variations on the intervals [0; t] , t ≥ 0.
Thus, it is the output of the play operator with input u, starting condition ξ0
and and boundaries (characteristics) α, β. By (12) and (13) from Theorem 8 for
uα
0,β0 we also have equalities (20)-(22).

A special case of Corollary 12 is
Corollary 13 Let c > 0, u ∈ G[0; +∞) and ξ0 ∈ [u (0)− c/2;u (0) + c/2] .
Define uξ
0
(0) = ξ0, c0 (0) = 0 and for t > 0 define uξ
0
(t) = u (t) , c0 (t) = c/2.
Then for any t ≥ 0 the play operator pc/2
[
ξ0, ·] may be defined as
pc/2
[
ξ0, u
]
(t) = ξ0 + UTV −c
0,c0
(
uξ
0
, [0; t]
)
−DTV −c0,c0
(
uξ
0
, [0; t]
)
, (25)
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moreover
UTV
(
pc/2
[
ξ0, u
]
, [0; t]
)
= UTV −c
0,c0
(
uξ
0
, [0; t]
)
(26)
and
DTV
(
pc/2
[
ξ0, u
]
, [0; t]
)
= UTV −c
0,c0
(
uξ
0
, [0; t]
)
. (27)
Remark 14 It is easy to see that we have the following formulas
UTV −c
0,c0
(
uξ
0
, [a; b]
)
= sup
n
sup
a<t1<···<tn≤b
{(
u (t1)− ξ0 − 1
2
c
)
+
+
n∑
i=2
(u (ti)− u (ti−1)− c)+
}
, (28)
DTV −c
0,c0
(
uξ
0
, [a; b]
)
= sup
n
sup
a<t1<···<tn≤b
{(
ξ0 − u (t1) + 1
2
c
)
+
+
n∑
i=2
(u (ti−1)− u (ti)− c)+
}
. (29)
Remark 15 We have the following bounds for the total variation of the output
of the play operator. For any t ≥ 0
TV α,β (u, [0; t]) ≤ TV (pα,β [ξ0, u] , [0; t]) ≤ TV α,β (u, [0; t]) + β (0)− α (0) .
The lower bound follows immediately from the fact that α ≤ u− pα,β
[
ξ0, u
] ≤ β
and the upper bound is simply the estimate of the total variation of the function
uα,β,ξ
0
defined in the proof of Corollary 12 and follows from (23) since for uα,β,ξ
0
we have
TV
(
uα,β,ξ
0
, [0; t]
)
≤
∣∣∣uα,β,ξ0 (0)− uα,β (0)∣∣∣+ TV (uα,β , [0; t])
≤ β (0)− α (0) + TV α,β (u, [0; t]) .
Similar bounds hold for UTV and DTV.
In view of Corollaries 12, 13 and Definitions 7, 2, the play operator may be seen
as the special case of the solution of the following minimal variation problem:
for given ψ, α, β ∈ G[0; +∞), such that α ≤ β, find a function ψα,β such that
α ≤ ψ − ψα,β ≤ β with the minimal total variation possible on the intervals
[t0; t] , t ≥ t0, existence of which is guaranteed by Theorem 8. Unfortunately,
when α (t0) < β (t0) the starting point of the solution is not specified in advance
and one has to look “forward” to find the optimal starting point. This way we
lose the semigroup property of the play operator: for t > t0,
pα,β
[
ξ0, u
]
(t) = pα,β
[
pα,β
[
ξ0, u
]
(t0) , u (t0 + ·)
]
(t− t0) .
Moreover, the solution of the minimal variation problem may not be unique
(this may happen only when the solution is a constant function).
Remark 16 From the proof of Theorem 8 it is possible to infer that the optimal
starting point of ψα,β is
ψα,β (t0) =
{
inft∈[t0;TUψ] (ψ (t)− α (t)) if TUψ < TDψ;
supt∈[t0;TUψ] (ψ (t)− β (t)) if TUψ > TDψ,
where
TUψ = inf
{
t ≥ t0 : (ψ − β) (t) > inf
s∈[t0;t]
(ψ − α) (s)
}
,
TDψ = inf
{
t ≥ t0 : (ψ − α) (t) < sup
s∈[t0;t]
(ψ − β) (s)
}
.
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4 The generalised play operator
When the condition (9) is not satisfied, we naturally can not apply the truncated
variation formalism to define the play operator. However, it is possible to extend
the definition of the play operator to cases when (9) does not hold. First of such
extensions, in a slightly different setting, based on differential inclusions, which
may not coincide with ours, was given in [20, Chapt. III, Theorem 2.2], compare
also [20, Chapt. III, formula (2.13)] with formula (30). Next, the extension
for any ca`dla`g input and (symmetric) ca`dla`g boundary conditions, in similar
setting as ours, is given e.g. by [9, Corollary 2.3] (see also [18, Theorem 4.1]).
All these approaches utilize the Lipschitz continuity of the play operator with
respect to the inputs, boundaries (characteristics), in sup norm, and starting
conditions. The symmetry of the boundaries is no restrictive, since for non-
symmetric boundaries α ≤ β, one may symmetrize the input u, defining u˜ =
u− 12 (α+ β) , and apply to u˜ the play operator with symmetric characteristics
− 12 (β − α) , 12 (β − α). Similar extension for ca`dla`g input and ca`dla`g boundary
conditions but obtained with a different definition, is given by [3, Definition
2.2]. In [3, Definition 2.2] the starting condition ξ0 is not specified, but it may
be imposed with the shift of the input - in [3, Definition 2.2] one substitutes
ψ with ψ − ψ (0) + ξ0. Some condition on characteristics guaranteeing that the
output will have infinite variation, when the input is a typical path of a standard
Brownian motion, is given by [3, Theorem 4.3].
Another extensions, for much more general inputs - L∞ or Lebesgue mea-
surable inputs, but only for constant, symmetric boundaries - were given in [10]
and [6].
Below we extend slightly the definitions of [9], [18] to any regulated input
u : [0; +∞) → R, regulated boundaries (characteristics) α, β : [0; +∞) → R,
with α ≤ β and starting condition ξ0 ∈ [u (0)− β (0) ;u (0)− α (0)] . We apply
similar approximation techniques as in [9, Corollary 2.3], [18, Theorem 4.1], i.e.
we will utilize the fact that every regulated function χ : [0; +∞) → R may be
uniformly approximated by step functions of the form
h (t) =
∞∑
k=0
h2k1{t2k} (t) +
∞∑
k=0
h2k+11(t2k;t2k+1) (t) ,
where 0 = t0 < t1 < . . . and limk→+∞ tk = +∞. The set of such functions
will be denoted by St [0; +∞) . Now, for any characteristics α, β ∈ St [0; +∞) ,
with α ≤ β and step input u the value of the output of the play operator is the
composition of the following “one-step operators”:
p
i
[
ξi−1
]
:= min
{
max
{
ui − βi, ξi−1} , ui − αi} =


ui − αi if ξi−1 > ui − αi;
ξi−1 if ξi−1 ∈ [ui − βi;ui − αi] ;
ui − βi if ξi−1 < ui − βi,
(30)
where
α =
∞∑
k=0
α2k1{tk} (·) +
∞∑
k=0
α2k+11(tk;tk+1) (·)
and similar representation (with the same ti, i = 0, 1, . . .) holds for β and u.More
precisely, for t = t0, t1, . . . we have pα,β
[
ξ0, u
]
(tk) = ξ
2k and for t ∈ (tk; tk+1) we
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have pα,β
[
ξ0, u
]
(t) = ξ2k+1, k = 0, 1, . . . , where ξ0 is given and ξi, i = 1, 2 . . . ,
are defined recursively with (30), i.e. ξi := pi
[
ξi−1
]
. This algorithm produces
such ξi that the difference ξi − ξi−1 is the smallest possible and the relations
αi ≤ ui − ξi ≤ βi hold. It is not difficult to observe that for a step input and
step characteristics the just defined operator pα,β
[
ξ0, ·] coincides with the play
operator of Definition 7.
Remark 17 The fact that for step functions both definitions coincide follows
easily e.g. by Theorem 8 and by the induction with respect to the number of
steps. Unfortunately, it is not the case in higher dimensions. It is possible to
construct an example of a step function attaining its values in the space R2 with
the Euclidean metric, showing that even for constant boundary being the unit ball
B2 :=
{
(x, y) ∈ R2 : x2 + y2 ≤ 1} the definition based on the counterpart to the
greedy recursion (30) does not lead to the output with the smallest total variation
possible on every interval [0; t], t > 0. For example, for u(t) = (2, 0)1{0}(t) +
(0, 0)1(0;1](t) + (0, 2)1(1;+∞)(t), ξ0 = (2, 0) such an algorithm would produce the
output ξ(t) = (2, 0)1{0}(t)+(1, 0)1(0;1](t)+(1/
√
5, 2−2/√5)1(1;+∞)(t) while the
function χ(t) = (2, 0)1{0}(t) + (3/5, 4/5)1(0;1](t) + (1/
√
5, 2 − 2/√5)1(1;+∞)(t)
has smaller variation on the interval [0; 2] and χ(0) = ξ0, χ− u ∈ B2.
Now we will prove that for every two one-step operators
p1 [x] = min {max {η1, x} , θ1} and p2 [x] = min {max {η2, x} , θ2}
we have
|p1 [x1]− p2 [x2]| ≤ max {|x1 − x2| , |η1 − η2| , |θ1 − θ2|} . (31)
Though the inequality (31) is elementary, for reader’s convenience we present
its proof.
Proof. For any x, y, z, t ∈ R we have
min {z, t}+max {|x− z| , |y − t|} ≥ min {z + |x− z| , t+ |y − t|} ≥ min {x, y}
and
min {x, y}+max {|x− z| , |y − t|} ≥ min {x+ |z − x| , y + |t− y|} ≥ min {z, t} ,
hence
max {|x− z| , |y − t|} ≥ |min {x, y} −min {z, t}| .
Similarly,
max {|x− z| , |y − t|} ≥ |min {−x,−y} −min {−z,−t}| = |max {x, y} −max {z, t}|
Now, applying these inequalities we get
|p1 [x1]− p2 [x2]| = |min {max {η1, x1} , θ1} −min {max {η2, x1} , θ2}|
≤ max {|max {η1, x} −max {η2, x}| , |θ1 − θ2|}
≤ max {max {|η1 − η2| , |x1 − x2|} , |θ1 − θ2|}
= max {|x1 − x2| , |η1 − η2| , |θ1 − θ2|} .

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Now, by (31) and by recursion (30) we get∣∣pα1,β1 [ξ01 , u1] (t)− pα2,β2 [ξ02 , u2] (t)∣∣
≤ max
{∣∣ξ01 − ξ02∣∣ , ‖(β1 − u1)− (β2 − u2)‖[0;+∞) , ‖(α1 − u1)− (α2 − u2)‖[0;+∞)}
≤ max
{∣∣ξ01 − ξ02∣∣ ,max{‖α1 − α2‖[0;+∞) + ‖β1 − β2‖[0;+∞)}+ ‖u1 − u2‖[0;+∞)} .
(32)
By (32) and the usual approximation argument (cf. proof of [18, Theorem 4.1]),
the play operator may be extended to any regulated input u and any regulated
characteristics α, β, with α ≤ β. Thus we formulate
Definition 18 Let α, β, u ∈ G [0; +∞) , α ≤ β, ξ0 ∈[u (0)− β (0) ;u (0)− α (0)] .
For any sequences αn, βn, un ∈ St[0; +∞) and ξ0n ∈ R such that αn ≤ βn,
ξ0n ∈[un(0)− βn(0);un(0)− αn(0)] and
‖un − u‖[0;+∞) + ‖αn − α‖[0;+∞) + ‖βn − β‖[0;+∞) +
∣∣ξ0n − ξ0∣∣→ 0 (33)
the limit pαn,βn
[
ξ0n, un
]
exists (in sup norm ‖·‖[0;+∞)) and is unique. Hence,
we define the generalised play operator p˜α,β
[
ξ0, ·] with the following formula
p˜α,β
[
ξ0, u
]
(t) := lim
n→+∞
pαn,βn
[
ξ0n, un
]
(t) .
Of course, we did not proved that the just defined extension coincides with
the play operator of Definition 7 for any regulated input u and any regulated
characteristics α, β, α ≤ β, satisfying condition (9). This is the subject of the
following
Lemma 19 For u ∈ G[0; +∞), ξ0 ∈ R and characteristics α, β ∈ G[0; +∞),
such that α ≤ β, ξ0 ∈ [u (0)− β (0) ;u (0)− α (0)] and condition (9) holds, we
have
p˜α,β
[
ξ0, u
]
= pα,β
[
ξ0, u
]
.
Proof. Let us fix c > 0 and consider function uξ
0
and boundaries α0, β0 de-
fined in Corollary 12. It is possible to approximate uξ
0
, α0 and β0 uniformly
with accuracy 4c by step functions uc,ξ
0
, αc and βc such that αc ≤ βc and we
have pointwise convergences UTV α
c,βc
(
uc,ξ
0
, [0; ·]
)
→ UTV α0,β0
(
uξ
0
, [0; ·]
)
,
DTV α
c,βc
(
uc,ξ
0
, [0; ·]
)
→ DTV α0,β0
(
uξ
0
, [0; ·]
)
as c ↓ 0. The detailed con-
struction is given in Step 2 of the proof of Theorem 8. Thus, by Corollary 12
we get the pointwise convergence
pαc,βc
[
ξ0, uc,ξ
0
]
= ξ0 + UTV α
c,βc
(
uc,ξ
0
, [0; ·]
)
−DTV αc,βc
(
uc,ξ
0
, [0; ·]
)
→ pα,β
[
ξ0, u
]
as c ↓ 0. On the other hand, from Definition 7 it is not difficult to see that for
step functions uc,ξ
0
, αc and βc we have
pαc,βc
[
ξ0, uc,ξ
0
]
= p˜αc,βc
[
ξ0, uc,ξ
0
]
.
19
Now, by the just established estimate (32) for step functions we know that the
uniform convergence on the halfline [0;+∞),
p˜αc,βc
[
ξ0, uc
]
⇒ p˜α,β
[
ξ0, u
]
,
holds as c ↓ 0. Thus, both operators coincide for u ∈ G[0; +∞), ξ0 ∈ R and char-
acteristics α, β ∈ G[0; +∞), such that α ≤ β, ξ0 ∈ [u (0)− β (0) ;u (0)− α (0)]
and condition (9) holds.

From inequality (32) and Definition 18 we naturally obtain the Lipschitz
continuity of the generalised play operator, i.e. we have
Lemma 20 For u1, u2 ∈ G[0; +∞), ξ01 , ξ02 ∈ R and characteristics α1, α2, β1, β2 ∈
G[0; +∞), such that α1 ≤ β1, α2 ≤ β2, ξ01 ∈ [u1 (0)− β1 (0) ;u1 (0)− α1 (0)] ,
ξ02 ∈ [u2 (0)− β2 (0) ;u2 (0)− α2 (0)] we have∥∥p˜α1,β1 [ξ01 , u1] − p˜α2,β2 [ξ02 , u2]∥∥[0;+∞)
≤ max
{∣∣ξ01 − ξ02∣∣ ,max{‖α1 − α2‖[0;+∞) + ‖β1 − β2‖[0;+∞)}+ ‖u1 − u2‖[0;+∞)} .
Unfortunately, even when the condition (9) is satisfied we shall not expect a
similar result for the total variations of the output, i.e. that for any sequences
αn, βn, un ∈ G[0; +∞) and ξ0n ∈ R satisfying conditions appearing in Definition
18 we will have convergence, or at least a local uniform bound of the form (cf.
[11, Lemma 4.4]): for every t > 0 there exist such C (t) that
sup
n≥1
TV
(
pαn,βn
[
ξ0n, un
]
, [0; t]
) ≤ C (t) .
However, in the one-dimensional case when γ0 > 0 (the definition of γ0 is given
in Remark 11) we have the following, more precise statement than [11, Lemma
4.4]:
Lemma 21 Let α, β, u ∈ G [0; +∞) , ξ0 ∈ [u (0)− β (0) ;u (0)− α (0)] and as-
sume that inft≥0 {β (t)− α (t)} > 0. For any sequences αn, βn, un ∈ G[0; +∞)
and ξ0n ∈ R satisfying αn ≤ βn, ξ0n ∈ [un(0)− βn(0);un(0)− αn(0)] and (33),
functions TV αn,βn (un, [0; ·]) , UTV αn,βn (un, [0; ·]) andDTV αn,βn (un, [0; ·]) con-
verge uniformly on compact subsets of [0; +∞) to TV α,β (u, [0; ·]) , UTV α,β (u, [0; ·])
and DTV α,β (u, [0; ·]) respectively. Similar convergences hold for total, positive
and negative variations of the outputs of the play operators pαn,βn
[
ξ0n, un
]
.
Proof. Let us fix T > 0 and notice that for any δ > 0, due to the regularity of
u, there exists a number N (T, δ) such that for any 0 ≤ t0 < t1 < . . . < tN ≤
tN+1 = T we have
if |u (ti)− u (ti−1)| > δ or |u (ti)− u (ti+1)| > δ for i = 1, 2, . . . , N then N ≤ N (T, δ) .
(34)
Also, for ε > 0 and the sequences αn, βn, un ∈ G[0; +∞) we may find n (ε) such
that for n ≥ n (ε) and any 0 ≤ s < t ≤ T,
|u˜n (t)− u˜n (s)|− 1
2
(γn (t) + γn (s)) ≤ |u˜ (t)− u˜ (s)|− 1
2
(γ (t) + γ (s))+ε, (35)
|u˜n (t)− u˜n (s)|− 1
2
(γn (t) + γn (s)) ≥ |u˜ (t)− u˜ (s)|− 1
2
(γ (t) + γ (s))−ε. (36)
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(Here u˜ = u − 12 (α+ β) , γ = β − α, γ0 = inft≥0 γ (t) , u˜n = un − 12 (αn + βn) ,
γn = βn−αn.) Let ε < γ0/2. For n ≥ n (ε) , t ∈ (0;T ] let us consider a partition
0 ≤ t0 < t1 < . . . < tN ≤ t such that
TV αn,βn (un, [0; t]) ≤
N∑
i=1
(
|u˜n (ti)− u˜n (ti−1)| − 1
2
(γn (ti) + γn (ti−1))
)
+
+ ε.
(37)
By (35), for every i = 1, 2, . . . , N such that
|u˜n (ti)− u˜n (ti−1)| − 1
2
(γn (ti) + γn (ti−1)) > 0
we have that
|u˜ (ti)− u˜ (ti−1)| ≥ 1
2
(γ (ti) + γ (ti−1))− ε > 1
2
γ0.
Now, by (34) we have at most N (T, γ0/2) summands in (37) which are non-zero
and by (35) we have
TV αn,βn (un, [0; t]) ≤
N∑
i=1
(
|u˜ (ti)− u˜ (ti−1)| − 1
2
(γn (ti) + γn (ti−1))
)
+
+ (N (T, γ0/2) + 1) ε
≤ TV α,β (u, [0; t]) + (N (T, γ0/2) + 1) ε.
On the other hand, every sum approximating TV α,β (u, [0; t]) with arbitrary
accuracy has at most N (T, γ0) non-zero terms and each of these terms is ap-
proximated for n ≥ n (ε) by |u˜n (ti)− u˜n (ti−1)| − 12 (γn (ti) + γn (ti−1)) with
accuracy ε. Thus, for n ≥ n (ε) ,
TV α,β (u, [0; t]) ≤ TV αn,βn (un, [0; t]) +N (T, γ0) ε.
Letting ε ↓ 0 we get the claimed uniform convergence of TV αn,βn (un, [0; ·]) on
compacts. Similarly we obtain the claimed convergences of UTV αn,βn (un, [0; ·])
and DTV αn,βn (un, [0; ·]) .
The convergences for total, positive and negative variations of the outputs
of the play operators pαn,βn
[
ξ0n, un
]
are obtained in a similar way, using the
representation of Corollary 12.

Appendix. Proof of Lemma 1
Proof. From the estimate: for δ ∈ (0; 1) , c > 0 and x, y ∈ R
(|x+ y| − c)+ ≤ (|x| − δc)+ + (|y| − (1− δ) c)+
we immediately get
TV c (ψ1 + ψ2, [0; t]) ≤ TV δc (ψ1, [0; t]) + TV (1−δ)c (ψ2, [0; t]) (38)
and
TV c (ψ1 + ψ2 − ψ2, [0; t]) ≤ TV δc (ψ1 + ψ2, [0; t]) + TV (1−δ)c (−ψ2, [0; t]) ,
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which simplifies to
TV δc (ψ1 + ψ2, [0; t]) ≥ TV c (ψ1, [0; t])− TV (1−δ)c (ψ2, [0; t]) . (39)
Now, let θ be the index of the function ϕ, which means that limc↓0 ϕ (c) /ϕ (δc) =
δ−θ (c.f. [2, p. 18, Theorem 1.4.3 and definitions above]). Since ϕ is non-
decreasing, we have θ ≥ 0. Now, from (38) we get
lim sup
c↓0
ϕ (c) · TV c (ψ1 + ψ2, [0; t]) ≤ δ−θ lim sup
c↓0
ϕ (c) · TV c (ψ1, [0; t])
and from (39) we get
lim inf
c↓0
ϕ (c) · TV c (ψ1 + ψ2, [0; t]) ≥ δθ lim inf
c↓0
ϕ (c) · TV c (ψ1, [0; t]) .
Setting δ arbitrary close to 1 we get the result.

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