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 1	
ABSTRACT 2	
 3	
Shih Ying Chang: High Resolution Air Quality Modeling for Improved Characterization of 4	
Exposures and Health Risk to Traffic-Related Air Pollutants (TRAPs) in Urban Area 5	
(Under the direction of Saravanan Arunachalam and William Vizuete) 6	
 7	
Exposure to traffic-related air pollutants in health studies is often obtained from air 8	
quality models at a relatively coarse spatial resolution that is unable to capture concentration 9	
hotspots near roadways thus has the potential to underestimate the risk. The goal of this work is 10	
to improve the characterization of exposure and health risk to traffic-related air pollutants. The 11	
hypothesis is that dispersion models can reduce the error for large-scale exposure and risk 12	
assessment because of the capability for fine-resolution modeling.  This overall hypothesis was 13	
verified by the following 3 studies.  14	
The first study describes the development of a modeling framework that combined space- 15	
time kriging and Gaussian dispersion to inform exposure estimates for traffic-related air 16	
pollutants with a high spatial resolution. This framework reduces CPU-time by 88-fold by 17	
reducing the required meteorological data, while retaining the accuracy of exposure estimates. 18	
With this work, air quality models can be used to achieve fine-resolution modeling. 19	
The second study compared a series of six different hourly-based exposure metrics 20	
including ambient background concentration from space-time ordinary kriging (STOK), ambient 21	
on-road concentration from research line source dispersion model (R-LINE), a hybrid 22	
concentration combining STOK and R-LINE, and their associated indoor concentrations from an 23	
indoor infiltration mass balance model. Using a hybrid-based indoor concentration as the 24	
standard, outdoor STOK metrics yielded large error at both population (67% to 93%) and 25	
	 iv 
individual level (average bias between -10% to 95%). The results of the study will help future 1	
epidemiology studies to select appropriate exposure metric(s) and reduce potential bias in 2	
exposure characterization, or even address exposure misclassification.  3	
The third study refines the hybrid approach further to model concentrations at a Census 4	
block level (~105,000 Census blocks) using a chemical transport air quality model, Community 5	
Multiscale Air Quality (CMAQ) model at a 36 km × 36 km grid resolution. The resultant 6	
concentration fields were than used to estimate on-road PM2.5-related mortality. The results show 7	
that the hybrid modeling approach estimated 24% more on-road PM2.5-related mortality than 8	
CMAQ. This highlight the importance to characterize near-road primary PM2.5 at fine spatial 9	
scales, and suggest the potential for previous studies to have underpredicted the on-road PM2.5 10	
related mortality estimates. 11	
  12	
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CHAPTER 1: INTRODUCTION 1	
Transportation plays an important role in the modern society, but it contributes 2	
significantly to air pollution. The U.S. Environmental Protection Agency (EPA) estimated that 3	
on-road emission contributes 54.8%, 5.5%, and 39% to anthropogenic emissions of nitrogen 4	
oxides (NOx), particulate matter with diameter smaller than 2.5 𝜇𝑚 (PM2.5), and benzene 5	
respectively (Fig. 1.1). Further, a previous study has shown that on average, 19% of the U.S. 6	
population lives close to high-traffic roadways and in some counties, this percentage can be up to 7	
79% (Rowangould, 2013). This implies that a large portion of the U.S. population lives in the 8	
proximity of a major source of air pollution (i.e. roadways) and has the potential to be exposed to 9	
high level of air pollutants.  10	
 
Fig. 1.1: Emission contribution for NOx, PM2.5, and Benzene in the U.S. Source: U.S. EPA 
emission inventory 
 11	
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	 2 
Traffic-related air pollutants can cause adverse effects on public health (Gauderman et al. 1	
2007; Baccarelli et al. 2009; Lindgren et al. 2010; McConnell et al. 2010; Künzli 2014; Urman et 2	
al. 2013). For example, several studies have shown that near-road exposure to traffic related air 3	
pollutants is associated with increasing prevalence of asthma in adults (Lindgren et al., 2010) and 4	
increasing incidence of asthma in children (McConnell et al., 2010). A recent study has further 5	
pointed out that exposure to traffic-related air pollutants including nitrogen dioxide (NO2), NOx, 6	
and carbon monoxide (CO) is associated with tuberculosis (Lai et al., 2015). These studies, 7	
however, focused on a relatively smaller cohort. To address the concern on public health at a 8	
population level and to quantify the impact (such as premature mortality or economical loss) on 9	
human society, it is essential to characterize near-road exposure to traffic-related air pollutants at 10	
regional to national scales. 11	
 Estimating exposure to traffic-related air pollutants is challenging because of dynamic 12	
traffic conditions, multiple pollutants, the need to separate near-road and regional pollution, and 13	
the spatial and temporal resolution needed to document pollutants. Traditionally, field 14	
measurements, statistical modeling, and emissions-based air quality modeling have been used to 15	
overcome the challenges and quantify the impact of transportation on air quality. Land use 16	
regression models (LUR), for example, combines field measurements and statistical methods to 17	
capture the spatio-temporal variation of traffic related air pollutants. Lindström et al. (2013) used 18	
this type of technique to combine field measurements in Los Angeles, California and a line- 19	
source dispersion air quality model to estimate the ambient concentration level of traffic-related 20	
air pollutants. Conducting a field sampling campaign to cover a large domain to support LUR 21	
modeling, however, requires a large amount of time and costly sampling devices. Although field 22	
measurements and statistical modeling can provide concentration data with greater certainty, 23	
	 3 
their spatial resolution and coverage is limited due to the amount of available monitors or the 1	
cost associated with them. 2	
 Another approach to quantify exposure to traffic-related air pollutants is with emission- 3	
based air quality models. This type of model predicts air quality based on current knowledge of 4	
physics and chemistry about the atmosphere and can cover a large area with arbitrary spatial 5	
resolution. These models can be categorized as chemical transport models (CTM) (Byun and 6	
Schere, 2006a), dispersion models (Cimorelli et al., 2005; Snyder et al., 2013), and hybrid 7	
models (Isakov et al., 2009; Stein et al., 2007). Compared with measurement-based approaches, 8	
emissions-based modeling has a greater capability to connect emissions from on-road activity to 9	
resultant pollutant level because of its ability to distinguish between source types during the 10	
modeling process. This is critical for implementing mitigation strategies.  In the U.S., Fann et al. 11	
(2013), and Caiazzo et al (2013) used detailed CTMs and estimated that mobile sources are 12	
either the second largest sector to cause ozone- and PM2.5-related premature deaths (~29,000 per 13	
year) or the largest sector causing premature deaths due to PM2.5 (53,000 per year) and ozone 14	
(5,000 per year). Both these studies highlight the growing importance of health risk due to 15	
mobile source emissions.  16	
Although previous studies were able to predict some compelling risk estimates at a 17	
population level, the application of CTM might have biased the resultant premature mortality 18	
estimate due to its limited spatial resolution. A previous monitoring-based study has shown that 19	
traffic-related air pollutants could reduce by more than 50% within 150 meters from roadways 20	
(Karner et al., 2010). Also, another study has shown that children living close to major highways 21	
(<500 m) show a significant decrease in forced expiratory volume in the first second (FEV1) 22	
compared to children who live several hundred meters from roadways (Gauderman et al. 2007). 23	
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Because 19% of the U.S. population lives close to heavy-traffic roadways (Rowangould, 2013), 1	
it is important to identify the pollutant hotspot near roadways. With CTMs, the modeling domain 2	
is divided into several “grids” and the air pollutant concentration within each grid is assumed to 3	
be distributed homogenously. The CTM then solves the differential equation derived from mass 4	
balance theory to obtain the concentration for each grid. As such, the number of the grid 5	
determines the spatial resolution of a CTM. At a national scale application, CTM is usually 6	
implemented at a 36-km × 36-km or 12-km × 12-km resolution. Therefore, the concentration 7	
hotspot within 150 meters from the roadways cannot be captured, and the near-road impacts are 8	
substantially diluted within the larger grid volume. Although CTMs can be implemented at a 9	
high spatial resolution (i.e. smaller grid sizes), it would significantly increase the computational 10	
burden due to the increased number of grid cells. Using CTMs at relatively coarse spatial 11	
resolutions (36-km × 36-km and 12-km × 12-km) however, can limit the ability to determine the 12	
locations of specific high-risk areas in population risk assessments (Arunachalam et al., 2011, 13	
2006).  14	
An alternative for fine-resolution modeling is using dispersion models. When compared 15	
to a CTM, a Gaussian plume dispersion model is relatively simple and computationally efficient. 16	
Compared to CTMs, dispersion models do not require allocating emissions from roadways to 17	
grids that are consistent with CTMs’ modeling grids. In a dispersion model, the emission source 18	
is allocated in a much finer spatial resolution more realistically retaining the shape and physical 19	
characteristics of the emitted plume. For example, dispersion models can model roadways as 20	
adjacent area sources (Cook et al., 2008; Crooks and Isakov, 2013; Stein et al., 2007) or line 21	
sources (Batterman et al., 2014a; Chang et al., 2015a; Heist et al., 2013). Thus, the sharp 22	
concentration gradients from roadways can be captured with a higher spatial resolution (Chang et 23	
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al., 2015b; Isakov et al., 2014). Modeling TRAPs with dispersion models can still be challenging 1	
due to the demand to characterize a temporally refined emission for each roadway. This link- 2	
based emission can be obtained with a “bottom-up” approach (Cook et al., 2008; Isakov et al., 3	
2009; Snyder et al., 2014), but require detailed information including: geometry of the road 4	
network, traffic activity, temporal allocation factor (Batterman et al., 2015), emission factors of 5	
pollutants, and meteorology. This kind of technique, to our knowledge, has only been applied in 6	
smaller geographical areas such as at city (Beevers et al., 2013; Lobdell et al., 2011) or 7	
community (Wu et al., 2009) level or with subject-specific health studies (Vette et al., 2013). 8	
Only a few studies have applied the bottom-up approach for a large spatial domain to create 9	
exposure estimates for a burden of disease assessment. These results, however, were not 10	
compared with the traditional CTM approach (Ghosh et al., 2015). Further, unlike a CTM, a 11	
Gaussian dispersion model is unable to predict secondary pollutants such as ozone or secondary 12	
PM2.5 formed from atmospheric chemical reactions. Because the majority of ambient PM2.5 in the 13	
atmosphere is secondary (Jimenez et al., 2009; Kleindienst et al., 2010; Seinfeld and Pandis, 14	
2006; Zhang et al., 2007), using a Gaussian plume dispersion model may underestimate the total 15	
impact of on-road PM2.5. 16	
 Besides the required spatial resolution, another important factor to accurately estimate 17	
exposure to air pollutant is the indoor concentration from outdoor origins. In many heath studies, 18	
exposure to air pollutants are often estimated based on ambient concentration level (Anderson et 19	
al., 2013a, 2013b; Lindgren et al., 2010; McConnell et al., 2010). Ambient concentration 20	
collected from fixed-site monitors, for example, provides regional concentration and can be used 21	
to determine inter-city difference (Dockery et al., 1993). Fixed-site monitors, however, are often 22	
spatially limited and thus are more suitable for pollutants that are distributed homogenously 23	
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across space. For pollutants with local sources such as on-road vehicular emission, the data from 1	
fixed-site monitors can fail to capture the intra-urban variation(Jerrett et al., 2005) resulting in 2	
exposure misclassification (K. L. Dionisio et al., 2013).  3	
A more accurate method for estimating personal exposure is with direct measurements 4	
using personal sampling devices (Michikawa et al., 2014; Van Roosbroeck et al., 2006). For 5	
example, Delfino et al.(2004) compared the association between the reduction in forced 6	
expiratory volume in the first second (FEV1) of asthmatic children and four particulate matter 7	
(PM) exposure metrics: personal sampling device, indoor concentration at home, outdoor 8	
concentration at home, and data from central monitor. The results showed that the reduction in 9	
FEV1 is more strongly associated with personal PM exposure or concentration collected indoor 10	
at home than concentration collected at a central monitoring site or outdoor concentration at 11	
home. Although personal sampling devices can best represent total exposure, they are costly and 12	
introduce participant burden for individuals in health studies.  13	
One approach that could be used for exposure assessment using a large spatial domain is 14	
with model-based exposure metrics. They are less costly and can cover a wider spatial domain. 15	
These exposure metrics can be obtained from various approaches such as space-time kriging, air 16	
quality modeling, and land use regression. These approaches, when compared to fixed-site 17	
monitors, can increase the potential in predicting intra-urban spatial variability. Space-time 18	
kriging technique interpolates observational data to provide spatiotemporally refined 19	
concentrations (Arunachalam et al., 2014; de Nazelle et al., 2010). These estimated ambient 20	
concentrations can then be used to relate to adverse health effects (Coogan et al., 2012; Lee et 21	
al., 2013, 2011). Nevertheless, studies have found that indoor concentrations would be a better 22	
exposure metric due to time spent indoors (Delfino et al., 2004; Michikawa et al., 2014; Van 23	
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Roosbroeck et al., 2006). The Windsor, Ontario Exposure Assessment study has shown that 1	
children spend on average more than 67% of their time indoors and receive more than 50% of 2	
their PM2.5 exposure while indoors (Van Ryswyk et al., 2014). Also, previous studies have 3	
pointed out that the variation of air exchange rate (the rate that indoor air is exchanged with 4	
outdoor air) can further explain the difference in ozone mortality coefficient across cities (Chen 5	
et al., 2012) and acute air pollution-related morbidity (Sarnat et al., 2013) than using outdoor air 6	
pollutant concentration from central monitoring sites alone. The approaches for modeling indoor 7	
concentration have been developed and evaluated (Hering et al., 2007; Hodas et al., 2014; Zauli 8	
Sajani et al., 2015) primarily for subject-specific health study(Vette et al., 2013). To our 9	
knowledge, these approaches have not been used to provide spatial and temporally refined 10	
estimates for predicting personal exposure because house-by-house information required for 11	
predicting AER is difficult to obtain in a large domain without house-by-house survey.  12	
 In this work, we explored the possibility to apply air quality models to estimate traffic- 13	
related air pollutant levels for risk and exposure studies. To better characterize the near-road 14	
exposure, we developed a modeling framework to allow fine-resolution modeling for traffic- 15	
related air pollutants. To quantify the potential exposure error, we developed and evaluated 16	
multiple exposure metrics built with air quality models. To estimate the potential bias due to the 17	
limitation in CTM approaches to estimate on-road PM2.5 related mortality, we compared the 18	
mortality estimate from CTM at a courser spatial resolution and a newly developed hybrid 19	
modeling method at a fine resolution.   20	
 21	
 22	
  23	
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 1	
CHAPTER 2: A MODELING FRAMEWORK FOR CHARACTERIZING NEAR-ROAD 2	
AIR POLLUTANT CONCENTRATION AT COMMUNITY SCALES1  3	
2.1    Introduction 4	
Transportation plays an important role in modern society, but its impact on air quality can 5	
have significant adverse effects on public health, as numerous studies have shown (Gauderman 6	
et al. 2007; Baccarelli et al. 2009; Lindgren et al. 2010; McConnell et al. 2010; Künzli 2014; 7	
Urman et al. 2013). Because 19% of the U.S. population lives near heavy-traffic roads, and this 8	
group includes larger shares of both nonwhite residents and lower median household incomes 9	
(Rowangould, 2013), it is essential to characterize near-road exposure to address concerns about 10	
public health and environmental justice. 11	
Accurate characterization of exposure to air pollution from traffic is also important for 12	
environmental epidemiologic studies (Lobdell et al., 2011; Vette et al., 2013). However, 13	
estimating near-road exposure is challenging because of dynamic traffic conditions, multiple 14	
pollutants, the need to separate near-road and regional pollution, and the spatial and temporal 15	
resolution needed to document pollutants. Traditionally, field measurements, statistical 16	
modeling, and emissions-based air quality modeling have been used to overcome the challenges 17	
and quantify the impact of transportation on air quality. Land-use regression (LUR) models have 18	
also been used to capture spatial variation of traffic-related pollutants. An example can be seen in 19	
Lindström et al. (2013) where data collected from multiple monitors and a line source dispersion 20																																																									
1 This chapter previously appeared as an article in Science of the Total Environment. The original 
citation is as follows: Chang, S.Y., Vizuete, W., Valencia, A., Naess, B., Isakov, V., Palma, T., 
Breen, M., Arunachalam, S., 2015. A modeling framework for characterizing near-road air 
pollutant concentration at community scales. Sci. Total Environ. 538, 905–921. 
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model are combined using a spatio-temporal framework to estimate ambient concentrations. 1	
However, conducting a sampling campaign for a large domain in support of LUR modeling 2	
would require a significant number of samplers, which would be costly and time consuming. 3	
Therefore, although field measurements and statistical models can provide concentration 4	
information with greater certainty and identify the main contributors to pollutant levels, the 5	
spatial resolution and coverage may be insufficient due to the limited number of available 6	
monitoring devices or the costs associated with them. 7	
Another approach to characterize traffic-related air pollutants is using emissions-based air 8	
quality models. These models can predict pollutant concentrations over a larger domain with 9	
arbitrary spatial resolution by combining emissions data and current knowledge about physical 10	
and chemical processes in the atmosphere. These models can be categorized as chemical- 11	
transport models (Caiazzo et al., 2013), dispersion models (Lobscheid et al. 2012; Venkatram et 12	
al. 2007), and hybrid models (Isakov et al. 2009; Stein et al. 2007). Compared with 13	
measurement-based approaches, emissions-based modeling has a greater capability to connect 14	
emissions from on-road activity to resultant pollutant level because of its ability to distinguish 15	
between source types during the modeling process. This is critical for implementing mitigation 16	
strategies. In the U.S., Fann et al. (2013), and Caiazzo et al (2013) used detailed chemistry 17	
transport models and estimated that mobile sources are either the second largest sector to cause 18	
ozone- and PM2.5-related premature deaths (~29,000 per year) or the largest sector causing 19	
premature deaths due to PM2.5 (53,000 per year) and ozone (5,000 per year). Both these studies 20	
highlight the growing importance of health risk due to mobile source emissions. Nevertheless, 21	
while these analyses were able to predict some compelling risk estimates, the relatively coarse 22	
spatial resolutions (36-km × 36-km and 12-km × 12-km) used in these studies can limit the 23	
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ability to determine the locations of specific high-risk areas in population risk assessments 1	
(Arunachalam et al., 2011, 2006). To identify and quantify high-risk areas requires high- 2	
resolution and large-scale modeling, which is computationally intensive. In addition, quantifying 3	
the contribution from a single source would generally require running the model multiple times, 4	
which further increases the computational burden. 5	
In our study, we developed a hybrid modeling approach that includes the Research LINE 6	
source dispersion model (R-LINE) (Snyder et al., 2013) for modeling traffic-related 7	
concentrations and ambient observed data as a source for regional background concentrations at 8	
fine resolution (i.e., at Census-block level) in a computationally efficient manner (i.e., within 9	
minutes). We modified the "bottom-up" strategy (Cook et al., 2008)—under which the emissions 10	
are accurately represented by each roadway's actual location—to estimate near-road exposures 11	
on a large scale while resolving near-road gradients. The approach has been evaluated with an 12	
explicit simulation (the bottom-up method) for Portland (Cumberland County), ME, and the 13	
model performance has been evaluated against a near-road monitoring study in Detroit, MI, 14	
conducted by the EPA and the Federal Highway Administration (FHWA) (Vallero et al., 2013). 15	
The novelty of our approach, when compared to prior methods, is the combination of 16	
traffic-related contributions using R-LINE with a spatio-temporal kriging method to obtain 17	
background concentrations before implementing an approach to run only select hours of the year 18	
to compute annual averages (thus providing critical savings in computational time), while 19	
incorporating temporal variability of traffic-related emissions. We give two illustrative examples 20	
that involve applying the modeling framework in two geographical areas: Cumberland County, 21	
ME, and North Carolina's Piedmont region. Cumberland County (denoted as CCM) (Fig 2.1a) 22	
was selected as representative for a midsize metropolitan area, and the Piedmont region (denoted 23	
	 11 
as NCP) (Fig 2.1b), as representative for a larger domain with both metropolitan and rural areas 1	
included. These two were also chosen to demonstrate contrast between two regions of the 2	
country.  3	
	 12 
(a) 
 
(b) 
 
Figure 2.1: The modeling domains in a) Cumberland County, Maine (CCM) and b) North 
Carolina Piedmont (NCP). 
 1	
 2	
  3	
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2.2    Methods 1	
2.2.1 Modeling framework 2	
The modeling framework is composed of two major components: On-road concentration 3	
(Sections 2.2.2 and 2.2.3) and urban background concentration (Section 2.2.4). In this approach 4	
we assume that modeled concentrations at selected locations (i.e., Census-block centroids) can 5	
be used to estimate population exposure in support of exposure and health studies. Therefore, the 6	
concentrations from the two components are estimated at Census-block centroids and the 7	
summation of the two components is the total ambient concentration. Although concentration 8	
fields at parcel level may likely serve as a better exposure metric, previous studies have shown 9	
that the difference in mean and maximum concentrations between parcel and Census block level 10	
only ranges from -2.4 to 7.1% (Batterman et al., 2014b; Wu et al., 2009). The EPA is currently 11	
utilizing Census-block centroids as health risk estimation points in its residual risk program (U.S. 12	
Environmental Protection Agency, 2009), which allows continuity between studies. 13	
We employed R-LINE (Snyder et al., 2013) to estimate near-road concentrations, because 14	
this model treats roads as line sources and applies new formulations for horizontal and vertical 15	
plume spread (Venkatram et al., 2013). The transportation data required to estimate emission 16	
includes road networks (individual road segment locations), traffic activity (number of vehicles 17	
for each road segment over a period of time), and traffic speed. Meteorological datasets include 18	
hourly observations for the study period from multiple National Weather Service (NWS) stations 19	
covering the study domain. These sites were chosen based on their distances to the Census-block 20	
centroids within the domain; each centroid was mapped to the nearby NWS sites, and the site 21	
that yielded the shortest distance was chosen to provide meteorological information. Table 2.1 22	
summarizes the NWS sites included in this study (location of each site can be found in Fig. A1). 23	
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We used AERMINUTE to process 1-minute wind speed data from the Automated Surface 1	
Observations Stations (ASOS) network (http://www.nws.noaa.gov/ost/asostech.html), followed 2	
by AERMOD's meteorological processor AERMET (version 13350) to provide necessary 3	
meteorological inputs for the dispersion calculations used to estimate near-road exposures in 4	
Detroit, MI; CCM; and NCP. At the time the meteorological inputs were prepared, AERMET did 5	
not have a feature to adjust for surface friction velocity (u*); therefore, we used a post processor 6	
that applies the algorithm described in Qian and Venkatram (2011) to adjust for u*. 7	
NCP and CCM were modeled with meteorological data from 14 and 3 NWS sites, 8	
respectively. The NWS sites provide hourly meteorological information from 2009 to 2011 for 9	
NCP and from 2011 for CCM. The model receptors in CCM and NCP were set at Census-block 10	
centroids, resulting in 6,509 receptors in CCM and 104,759 receptors in NCP. The average size 11	
of the Census block is 0.38±1.64 km2 in CCM and 0.33±0.99 km2 in NCP. In Detroit, we 12	
evaluated R-LINE at four near-road monitoring sites for a study period from September 2010 to 13	
June 2011, a range that was time-matched with the sampling period used to evaluate the model 14	
performance. This study was designed to evaluate the computational resources and the feasibility 15	
for expanding our efforts to a nationwide application to develop high-resolution fields of 16	
concentration due to near-road traffic activity. 17	
We developed and applied our method for the following list of pollutants:  18	
• Carbon monoxide (CO), nitrogen oxides (NOx) and fine particulate matter (PM2.5) 19	
• Five mobile-source air toxics (MSATs): acetaldehyde, acrolein, benzene, 1,3-butadiene, 20	
and formaldehyde  21	
  22	
	 15 
Table 2.1: National Weather Service sites included in this study. 1	
Domain WBANa Number Surface Site Name 
 
 
 
 
 
 
 
NC Piedmont 
03810 Hickory FAA Airport 
13722 Raleigh Durham WSFO Airport 
13723 Greensboro WSO Airport 
13728 Danville Regional Airport 
13881 Charlotte WSO Airport 
53870 Gastonia Municipal Airport 
53871 Rock Hill York County Bryant Field Airport 
53872 Monroe Airport 
93740 Fayette Regional/Grannis Field Airport 
93759 Rocky Mount-Wilson Regional Airport 
93782 Laurinburg-Maxton Airport 
93783 Burlington Alamance Regional Airport 
93785 Horace Williams Airport 
93807 Smith Reynolds Airport 
Cumberland 
County, ME 
14764 Portland City Airport 
54772 Fryeburg E Slopes Airport 
94623 Wiscasset Airport 
Detroit, MI 14822 Detroit City Airport 
aWeather-Bureau-Army-Navy 2	
 3	
  4	
2.2.2 Emissions and the explicit modeling approach 5	
We used the Motor Vehicle Emission Simulator 2010b (MOVES2010b)(U.S. 6	
Environmental Protection Agency, 2012) to retrieve county-based roadway emission factors with 7	
units of grams per mile per vehicle. The emission factors are grouped based on the following:  8	
• There are 12 road type categories: rural interstate, rural principal arterial, rural minor 9	
arterial, rural major collector, rural minor collector, rural local, urban interstate, urban 10	
freeway, urban principal arterial, urban minor arterial, urban collector, and urban local. 11	
• Vehicle speed is categorized using 16 bins (in mi/h): <2.5, 2.5 to 5, 5 to 10, 10 to 15, 15 12	
to 20, 20 to 25, 25 to 30, 30 to 35, 35 to 40, 40 to 45, 45 to 50, 50 to 55, 55 to 60, 60 to 13	
65, 65 to 70, and 70 to 75. 14	
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• The ambient temperature is binned based on the actual ambient temperature of the 1	
counties simulated, using an interval of 5°F. 2	
• MOVES groups vehicles based on fuel type and gross vehicle weight rating (GVWR). 3	
This results in 12 vehicle types: light-duty gasoline vehicle (LDGV), light-duty 4	
gasoline truck with GVWR between 0 and 3750 lbs. (LDGT1), light-duty gasoline 5	
truck with GVWR between 3751 and 5750 lbs. (LDGT2), heavy-duty gasoline truck 6	
(HDGT), light-duty diesel vehicle (LDDV), light-duty diesel truck (LDDT), heavy-duty 7	
diesel vehicle (HDDV), and motorcycle (MC). Heavy-duty diesel vehicle is further 8	
categorized by GVWR, which includes Class 2B; Class 3, 4, and 5; Class 6 and 7; Class 9	
8A and 8B; and school bus. 10	
The percent change in emission factor variation as a function of temperature, vehicle speed, and 11	
vehicle type can be found in Figs. A2 to A5. 12	
Estimating nationwide traffic-related air pollutant level requires emission factors for all 13	
counties in the U.S. To reduce the computational burden for MOVES when generating these 14	
emission factors, reference counties were used. 146 reference counties were selected to represent 15	
a set of counties that are similar in their characteristics (e.g., urban or rural) and meteorology 16	
(e.g., temperature) (Zubrow, 2012). Similarly, reference fuel months were used to represent a set 17	
of months with similar emission patterns; January represents February to April and October to 18	
December, and July represents May to September. 19	
Since MOVES provides countywide emission factors as a function of road type, vehicle 20	
speed, ambient temperature, and vehicle type, the emission rate from a specific roadway is 21	
calculated as follows: 22	𝐸!",! = 𝑇𝐶!,!×𝐸𝐹(𝑉𝑇! ,𝑇! , 𝑆𝑃! ,𝑅𝑇)!"!!!   (2.1) 23	
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where E is the emission rate of the line source, TC is the traffic count, EF is the emission factor, 1	
VT is the vehicle type, T is the ambient temperature, SP is the vehicle speed, RT is the road type 2	
from 1 to 12, h is the hour index, and i is the vehicle type index from 1 to 12. 3	
The information required for calculating the emission rate was gathered from multiple 4	
sources. The roadway information—including road coordinates, road type, and annual average 5	
daily traffic (AADT)—was taken from the FHWA Freight Analysis Framework Version 3 6	
(FAF3) (Federal Highway Administration, 2012a). The roadway information provided in FAF3 7	
contains curved and long road segments. R-LINE assumes each road to be a straight line, so we 8	
split the original roadways into several segments with start and end points at the vertices of the 9	
roadway. We assigned MOVES-based emissions factors to all road links provided by FAF3, but 10	
we do note that some local roads were missing in FAF3, and hence were unmodeled. FAF3 11	
provides AADT data that are aggregated across all vehicles. To disaggregate these data based on 12	
vehicle types, we first used Table VM-4 from FHWA's Highway Statistics (Federal Highway 13	
Administration, 2012b), which summarizes the distribution of annual vehicle distance traveled, 14	
to obtain the fraction of the AADT data in each of six Highway Performance Monitoring System 15	
(HPMS) vehicle classes. The HPMS classes were then converted to MOVES vehicle types based 16	
on the EPA's Emission Inventory Improvement Program (Decker et al., 1996). Because the fleet 17	
break down calculation does not further categorize HDDV, we compare the emission factor table 18	
against the emission factor used in a previous study, where HDDV is not further categorized 19	
(Snyder et al., 2014) and use HDDV school bus to represent HDDV emission for NOx and 20	
HDDV Class 8A and 8B to represent HDDV for other pollutants. The AADT data were then 21	
distributed based on the eight fractions (Tables A1 and A2) to obtain the AADT for each vehicle 22	
type. To further obtain the hourly traffic count from AADT, we break down the AADT using 23	
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temporal allocation factors. The temporal allocation factors were obtained from EPA’s National 1	
Emission Inventory and Sparse Matrix Operator Kernel Emissions (SMOKE) (Houyoux et al., 2	
2000), which summarizes the distribution of traffic by month of a year, day of a week, and hour 3	
of a day by weekday and weekend. The temperature was obtained from the closest NWS site 4	
(chosen as described in Section 2.1.1). The vehicle speed was taken from the MOVES input file, 5	
which contains county-based vehicle speed grouped by road type and vehicle type. 6	
The explicit modeling (Fig. 2.2a) adopted the bottom-up approach (Cook et al., 2008). 7	
Under this approach, we developed an Emission Generator utility in Fortran that processes data 8	
that include traffic counts, road-link-specific activity data (including vehicle speed and road 9	
type), MOVES emission factors, and meteorological data to calculate the hourly emission rate of 10	
each road link based on Eq. 1. The generated emission rates were then combined with 11	
meteorological data and used as input for R-LINE to compute hourly pollutant concentrations. 12	
(Fig. 2.2b is discussed in the next section.) 13	
(a) Explicit approach    (b) METARE approach 
 
Figure 2.2: Flow charts for (a) the “explicit” approach and (b) the “METARE” approach. The 
rectangular elements above represent input data, the ovals represent computational programs, 
and the stacked rectangular elements represent output data. 
 14	
	 19 
2.2.3 The METeorologically-weighted Averaging for Risk and Exposure (METARE) approach 1	
Using the explicit approach to model multiple pollutants at Census-block level at hourly 2	
resolution is very computationally intensive because the dispersion model needs to be run 3	
multiple times for each pollutant and for each hour modeled. To provide a less burdensome 4	
method, we developed another bottom-up method, the METARE approach (Fig. 2.2b). 5	
Because all of the traffic-related pollutants come from the same source, we used the AADT 6	
(instead of the emission rate) as the emission input to be dispersed to all receptors. The output, 7	
traffic contribution dispersed from roadways, was then used in conjunction with target pollutants' 8	
emission factors to obtain hourly concentration using the following equation: 9	𝐶!,! = 𝑇!𝐶!,!,!×𝑎𝑑𝑗𝐸𝐹!(𝑉𝑇! ,𝑇! , 𝑆𝑃! ,𝑅𝑇!)!!!!!    (2.2) 10	
where C is the concentration at a receptor, TrC is the traffic contribution from roadways, adjEF 11	
is the adjusted emission factor by temporal allocation factors, VT is the vehicle type, T is the 12	
ambient temperature, SP is the vehicle speed, RT is the road type from 1 to 12, h is the hour 13	
index, i is the vehicle type index from 1 to 8, s is the source index, and p is the pollutant index. 14	
Compared to U.S. EPA’s STAR approach, METARE uses the adjusted emission factor to adjust 15	
for the temporal variability and calculates a representative emission factor for each METARE 16	
meteorological group. By doing so, the temporal variation in traffic emissions can be captured 17	
adequately with METARE, while STAR is more suitable for emission sources that have less 18	
diurnal variability. 19	
With Eq. 2, the dispersion model needs to be implemented only once to provide the traffic 20	
contribution from each source (TrCi,h,s). However, saving all of this information would require 21	
enormous computational resources. We therefore simplified the process by grouping the 22	
roadways based on road type. R-LINE was run each time using hourly traffic from the same road 23	
	 20 
type to provide road-type-specific traffic contributions at each receptor. The total concentration 1	
was then calculated as: 2	𝐶!,! = 𝑇𝑟𝐶!,!,!"×𝑎𝑑𝑗𝐸𝐹!(𝑉𝑇! ,𝑇! , 𝑆𝑃! ,𝑅𝑇)!"!"!!!!!!       (2.3) 3	
where TrCi,h,RT represents the hourly traffic contribution for vehicle type i on road type RT. With 4	
this method, R-LINE is run for up to 12 times, once for each roadway type, and the METARE 5	
postprocessor (see Fig. 2.2b) is used to calculate the concentrations for multiple pollutants based 6	
on corresponding emission factors. 7	
Annual average concentration is often used to represent long-term exposure (Gauderman et 8	
al., 2007). Using the explicit approach to obtain annual concentrations for one year would 9	
require 8760 hours (365 days×24 hours/day) of meteorological input. To further reduce the 10	
computational burden in the METARE approach, we adopted a method that is similar to EPA's 11	
STability ARray program (STAR) method (U.S. Environmental Protection Agency, 1997) to 12	
estimate annual average concentrations using a set of representative meteorological conditions. 13	
These conditions represent a set of meteorological inputs with similar wind speed, wind 14	
direction, and Monin-Obukhov length. Each of these three parameters was divided into several 15	
bins (Table 2.2), and the hour with median Monin-Obukhov length in each bin was chosen as the 16	
representative hour. The combination of the meteorological parameter bins yields 100 groups, 17	
each represented by one hour of meteorological conditions. The METARE met processor 18	
implements this process (see Fig. 2.2b). The adjusted emission factor (adjEF in Eq. 4) in this 19	
case is the average of the adjusted emission factors in each group. The weight (i.e., the number 20	
of hourly meteorological data in a group divided by the total number of hours of meteorological 21	
conditions) was used to scale the concentration output from the 100 hours of meteorological 22	
input based on the following equation: 23	
	 21 
𝐶! = 𝐶!×𝑊!!""!!!     (2.4)   1	
where CA is the annual concentration, Cr is the concentration output from the representative 2	
meteorological condition, Wr is the weight, and r is the group index. 3	
Table 2.2: The meteorological bin used in METARE approach 4	
Parameter Bin 
Wind speed (m/s) 
0 to 1  
1 to 2 
2 to 4  
4 to 7 
> 7 
  
Wind direction (degree) 
0 to 90 
90 to 180 
180 to 270   
270 to 360 
  
Monin-Obukhov length 
0 to 100 (stable) 
100 to 500 (slightly stable) 
> 500 or <-500 (Neutral) 
-500 to -100 (slightly unstable) 
-100 to 0 (unstable) 
 5	
2.2.4 Background Concentrations 6	
The R-LINE model is designed to calculate near-road concentrations from traffic emissions and 7	
therefore can capture the on-road mobile-source contribution to local air quality but not the 8	
regional background and the contributions from other sources (referred to as “urban 9	
background”). The background contribution can be very significant, depending on the pollutant 10	
and the geographical area (K. Dionisio et al., 2013). However, accurately characterizing the 11	
urban background contribution for estimating total exposure can be resource intensive (Crooks 12	
and Isakov, 2013). Observations from AQS sites have been used to provide background in 13	
NATA, wherein, the quality of the collected ambient monitoring data is used to determine 14	
background concentration in three slightly different ways (U.S. Environmental Protection 15
	 22 
Agency, 2011). In our approach, we estimated the urban background concentration using the 1	
Space-Time Ordinary Kriging (STOK) technique (Zimmerman and Zimmerman, 1991). STOK 2	
uses available monitoring data from two monitoring networks (Air Quality System and Chemical 3	
Speciation Network (U.S. Environmental Protection Agency, 2013)) to interpolate observational 4	
data at Census-block centroids. This technique assumes that the concentration value at each 5	
estimation point is a linear combination of nearby "hard data" (i.e., the observational data). The 6	
linear combination, also known as kriging weight, is determined by minimizing the estimation 7	
variance while satisfying the unbiased constraint. The STOK technique is implemented with 8	
BMElib (Bayesian Maximization Entropy library) (Serre, 1999). A detailed description of the 9	
STOK algorithm, which was developed and applied for the Near-road Exposures to Urban Air 10	
Pollutants Study (NEXUS) (Vette et al., 2013) in Detroit, MI, can be found in Arunachalam et al. 11	
(2014). We applied this algorithm from Arunachalam et al. (2014) to estimate hourly background 12	
concentrations at all receptors in each of the study domains. 13	
 14	
2.3    Results and Discussion 15	
2.3.1 Method and model evaluation 16	
Because the great temporal variation in emission for traffic related air pollutants could 17	
affect METARE’s performance, we first used an inert pollutant with unit emission rate (i.e., 1 18	
g/mi/s) as input to R-LINE to evaluate the METARE method’s performance. Fig. 2.3a compares 19	
the METARE and explicit approaches for Cumberland County, ME when using unit emission 20	
rate. The two runs agree well, with slight underestimation when the concentration is high. The 21	
normalized mean bias (NMB) is -9.53% and the normalized mean error (NME) (Boylan and 22	
Russell, 2006) is 10.46% (Table 2.3), indicating a good match between the two methods. 23	
	 23 
Figs. 2.3b through 3f show five examples (CO, NOx, PM2.5, benzene, and formaldehyde) of 1	
the comparison between the METARE and explicit approaches for the same domain when using 2	
actual pollutant-specific emissions. For the five pollutants, the difference is always within a 3	
factor of 2, with slight underestimation. Table 2.3 shows the NMB and NME between the two 4	
approaches, using results from the explicit method as the standard. For all of the pollutants, NME 5	
ranges from 12.58 to 14.54% and NMB ranges from -11.25 to -12.98%, indicating a good match 6	
between the two methods. Compared with the test case where unit emission is used as input, the 7	
performance was worse because of the temporal variation of the emissions. Nevertheless, the 8	
additional error and bias ranged from 2 to 5%, which is relatively modest. It is worth noting that 9	
the coefficients of determination for all pollutants exceed 0.98, indicating a high correlation 10	
between the two approaches—METARE versus explicit hourly modeling.  11	
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
Figure 2.3: Comparison of annual average concentration using the explicit approach versus the 
METARE approach for (a) unit emissions; (b) CO; (c) NOx; (d) PM2.5 (e) benzene; and (f) 
formaldehyde. The data points in these figures are from the same receptor group that is mapped 
to the same NWS site in Cumberland County, ME. The dark bounding lines represent a factor of 
2. 
 1	
  2	
0 0.05 0.1 0.15 0.2
0
0.05
0.1
0.15
0.2
Unit emission
Explicit run
AS
W
IC
M
E
TA
R
E
 
Unit emission 
0 100 200 300 400 500 600
0
100
200
300
400
500
600
Explicit run (µg/m3)
M
ET
AR
E 
(µg
/m
3 )
CO
0 50 100 150 200
0
50
100
150
200
Explicit run (µg/m3)
M
ET
AR
E 
(µg
/m
3 )
NOx
0 2 4 6 8 10
0
2
4
6
8
10
Explicit run (µg/m3)
M
ET
AR
E 
(µg
/m
3 )
PM2.5
0 0.2 0.4 0.6 0.8
0
0.2
0.4
0.6
0.8
Explicit run (µg/m3)
M
ET
AR
E 
(µg
/m
3 )
Benzene
0 0.2 0.4 0.6 0.8
0
0.2
0.4
0.6
0.8
Explicit run (µg/m3)
M
ET
AR
E 
(µg
/m
3 )
Formaldehyde
	 25 
Table 2.3: Performance metrics for METARE using the explicit approach as the standard 1	
Species NMBa (%) NMEb (%) R2 c 
Unit emission  -9.53  10.46  0.99 
Formaldehyde  -11.58 13.12 0.99 
1,3-Butadiene  -11.25 12.72 0.98 
Acetaldehyde  -11.69 13.16 0.99 
Benzene  -11.23 12.71 0.98 
Acrolein  -11.47 13.10 0.99 
NOx  -11.52 12.84 0.99 
CO  -11.29 12.58 0.99 
PM2.5  -12.98 14.54 0.98 
aNormalized mean bias: (!!!!!)!!!! !!!!!! . Co: explicit modeled concentration, Cm: modeled 2	
concentration. 3	
bNormalized mean error: |!!!!!|!!!! !!!!!! . Co: explicit modeled concentration, Cm: modeled 4	
concentration. 5	
cCoefficient of determination: 1− !!!!! !!!!! !!!!!! !!!!! !. Cm: modeled concentration, fm: value from 6	
regression line.  7	
  8	
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Fig. 2.4 shows the spatial distributions of the concentration differences as percentages for the 1	
Cumberland County, ME, domain. The four example pollutants show similar patterns where, 2	
overall, the difference is moderate except for the overprediction in the northeast part of the 3	
domain (in red) and underprediction in the southeast part of the domain (in blue). These less 4	
accurate regions have lower concentrations. In these regions, a small variation in wind direction 5	
or emission can easily cause huge difference although the absolute concentrations are still low. 6	
(a) CO (b) NOx 
  
(c) PM2.5 (d) Benzene 
  
Figure 2.4: Spatial distribution of the difference (percentage) between the explicit and METARE 
approaches for the concentrations of (a) CO, (b) NOx, (c) PM2.5, and (d) benzene in Cumberland 
County, ME. 
 7	
We evaluated the model’s ability to estimate near-road pollution gradients using data from a 8	
recently conducted field study in Detroit, MI (Vallero et al., 2013). Air quality measurements 9	
were conducted at four monitoring sites near Interstate 96 (I-96) in Detroit. These monitoring 10	
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sites are downwind 10 m (D10), 100 m (D100), 300 m (D300), and upwind 100 m (U100) of I- 1	
96 from where hourly CO and NOx measurements were reported. We computed the sampling 2	
period’s average concentrations and compared them with the model output (Figs. 2.5a and 2.5b). 3	
• The METARE predictions for CO (Fig. 2.5a) are within a factor of 2 of the 4	
observational data. METARE underpredicts slightly at all sites except for D100. The 5	
ratio of METARE prediction to observed concentrations for CO is 0.52 (D10), 1.12 6	
(D100), 0.68 (D300), and 0.65 (U100). The METARE approach yielded concentrations 7	
that are close to the explicit approach. 8	
• NOx, on the other hand, is overestimated by the METARE approach at D10, D100, and 9	
U100 (Fig. 2.5b). The METARE-to-observed ratio for NOx is 2.68, 2.53, 1.42, and 2.19 10	
at D10, D100, D300, and U100; D10, D100, and U100 exceed the level of twice the 11	
observed value. Again, the METARE approach yielded concentrations that are really 12	
close to the explicit approach’s predictions. 13	
  14	
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(a) CO (b) NOx 
  
(c) CO (b) NOx 
  
Figure 2.5: Comparison of concentrations for four Detroit measurement sites for the explicit and 
METARE approaches. (1) Modeled and observed CO for (a) baseline fleet distribution and (c) 
alternate fleet distribution (composed of fewer HDDV and more LDGV vehicles). (2) Modeled 
and observed NOx for (b) baseline and (d) sensitivity fleet distribution. The solid lines indicate 
the 1:1 and the factor of 2 intervals. 
 1	
A possible reason for the NOx overestimation by both approaches is the assumptions made 2	
about the fleet distribution. To test this hypothesis, we performed a sensitivity analysis for the 3	
Detroit study. The fleet distribution we obtained from FHWA's Table VM-4 gives an estimate 4	
that is an average value for the entire state, which might not capture the regional variability 5	
within a state. The major category contributing to NOx is HDDV, which accounts for ~9% of the 6	
total vehicles on interstate highways. Based on measured traffic activity data specific to Detroit 7	
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(see detailed discussion in Snyder et al. 2014), we performed a sensitivity analysis using a 1	
different fleet distribution that had lower HDDV (~3%) and higher LDGV (from 71% to 76%). 2	
Figs. 2.5c and 2.5d indicate that modeled values for both CO and NOx decreased for both 3	
approaches (explicit and METARE), although by different levels. For CO, the ratio of modeled 4	
to the observed concentrations dropped to 0.39, 1.00, 0.63, and 0.40 (i.e., decreases of 25.3%, 5	
11.0%, 7.4%, and 38.0%) at D10, D100, D300, and U100; for NOx the decreases were 2.48, 6	
3.25, 2.07, and 1.95 (i.e., 39.6%, 26.1%, 20.1%, and 48.6%) with METARE approach. For the 7	
sensitivity simulation with METARE, NOx at all monitors is within a factor of 2 of the 8	
observational data while only one location (D300) is within a factor of 2 with the baseline fleet. 9	
The modeled concentrations from the explicit approach agree well with the METARE prediction. 10	
While part of the reason can be the overestimated NOx emission from MOVES (Fujita et al., 11	
2012), this also indicates that NOx can be sensitive to changes in the number of HDDV. CO, on 12	
the other hand, shows less sensitivity because the major contributors for that species are MC and 13	
HDGV. 14	
The model evaluation for NCP and CCM are summarized in Fig. A6. Since there is a 15	
limited number of monitors within 500 meters from roadways in these domains (1 in CCM and 3 16	
in NCP) and the monitors are located at irregular, the results are less informative. However, in 17	
general, the METARE approach agrees well with the explicit approach. The model overestimates 18	
NOX (Fig. A6b) because of the fleet distribution and the overestimation of emissions factors in 19	
MOVES as discussed earlier. The underestimation for CO at two monitors in NCP (Fig. A6c) 20	
may come from the missing roadways in FAF3, and hence missing emissions that will impact 21	
these modeled receptors. We also show in Table A3 the distance from roadways for these 22	
monitors. However, future applications of this approach for more recent years will benefit from 23	
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having access to more near-road monitoring data that are coming online to support the new 1- 1	
hour National Ambient Air Quality Standard (NAAQS) for NO22. Most of these started operating 2	
in 2013, and a few more are added every year. 3	
  4	
2.3.2. Spatial Analysis 5	
The total concentrations of PM2.5, NOx, and CO, and mobile source air toxics (MSAT) such 6	
as acrolein, acetaldehyde, benzene, 1,3-butadiene, and formaldehyde were modeled at Census- 7	
block level in CCM and NCP. The major roadways in CCM are Interstates 95 and 295 (Fig. 8	
2.1a). These two highways merge at Portland City (southeast portion of CCM), which is the 9	
county seat and a midsized metropolitan area. NCP is composed of 43 counties and the major 10	
roadways include Interstates 40, 85, and 77 (Fig. 2.1b). Raleigh (in the eastern portion of NCP) 11	
and Charlotte (southwest portion of NCP) are the major metropolitan areas where multiple 12	
interstate highways intersect. 13	
Fig. 2.6 shows spatial maps of modeled pollutant concentrations (sum of onroad and 14	
background) for NOx, PM2.5, and benzene in CCM and NCP for 2010. High concentration values 15	
follow the network of roadways and can be observed in major cities in the two regions (Portland 16	
in CCM, and Raleigh and Charlotte in NCP). Urban areas, with their higher roadway densities, 17	
include many mobile sources and so yield higher concentrations. In NCP, high concentration 18	
values can also be seen following the interstate highways (I-40 and I-85) that connect Raleigh 19	
and Charlotte (Figs. 2.6d, 2.6e, and 2.6f). All six maps clearly show concentration gradients. 20	
Compared with NATA's framework (Cook et al., 2007; U.S. Environmental Protection Agency, 21	
2011) where emission sources were allocated at county level, the emission source in this 22																																																									
2 http://www.epa.gov/ttnamti1/files/nearroad/activenearroadno2sites.pdf 
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framework maintains its structure as a line; this allows identification of high-concentration areas 1	
such as locations near roadways. Also, estimating concentrations at the Census-block level could 2	
benefit further risk estimation research. Risk assessments using grid-based models require 3	
allocating the population in Census units to model grid cells. Often, the population is assumed to 4	
be proportional to the size of the Census unit, but this may not be accurate, which could cause 5	
bias in the risk estimate. Having concentration estimates at Census blocks however, does not 6	
require estimating the population and thus has the potential to reduce such errors. 7	
  8	
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(a) NOx in CCM (d) NOx in NCP      
  
b) PM2.5 in CCM e) PM2.5 in NCP 
  
c) Benzene in CCM f) Benzene in NCP 
  
Figure 2.6: Spatial maps of modeled NOx (a and d), PM2.5 (b and e), and Benzene (c and f) 
concentrations in Cumberland County, ME (left column) and the North Carolina Piedmont 
region (right column) for 2010. (Note that the color scale differs between CCM and NCP). The 
color bar represents pollutant concentration in µg/m3. 
 1	
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An additional advantage of using the METARE approach is the substantial reduction in the 1	
computational time needed. This decreased from 46.8 h to model one pollutant in CCM for one 2	
year to just 32 min to obtain annual average concentrations for multiple pollutants using one 3	
CPU. The reduction occurs primarily due to the reduced amount of meteorological inputs 4	
required (from 8,760 h to 100 h of data), and because of the algorithm design, in which the rate- 5	
limiting process (i.e., the dispersion model) needs to be implemented only once, followed by 6	
postprocessing of the results to include emissions variability as a function of fleet activity and 7	
pollutant. Although our approach cannot capture temporal variability due to onroad emissions, 8	
annual average concentration is known to be a good indicator for long-term exposure. The ability 9	
to obtain annual-concentration maps with high spatial resolution could benefit health risk 10	
estimation (Arunachalam et al., 2011). 11	
  12	
2.3.3 Concentration versus distance 13	
Distance from the road is often used as an exposure surrogate for traffic-related air 14	
pollutants (Gauderman et al., 2007). Field measurements have shown that pollutant levels rise 15	
with proximity to major roads (Baldauf et al. 2008; Hagler et al. 2009, 2010; Karner et al. 2010; 16	
Kozawa et al. 2009). However, the analyses were often based on a limited number of samplers in 17	
a constrained region. In our study, the high-resolution modeling framework allows us to show 18	
the contrast between regions. 19	
Fig. 2.7 shows concentration variation against distance from road for all roads in each of the 20	
study domains. The same figure with absolute concentration can be found in the Fig. A7. The 21	
background concentration (red lines in Fig. 2.7) shows little variation because STOK interpolates 22	
concentration with a limited number of observational data that cannot capture the effect from 23	
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local sources. The total concentration (blue lines in Fig. 2.7) drops dramatically after 100 to 200 1	
meters from the roadway for NOx, PM2.5, and benzene for CCM, and NOx for NCP. These 2	
concentration reductions are attributable to atmospheric dispersion as the distance from the 3	
roadway increases. The concentration drop for NOx shows a similar pattern in both regions, 4	
where 60% and 50% concentration reductions for CCM (Fig. 2.7a) and NCP (Fig. 2.7d) take 5	
place beyond 100 m from the road. The on-road contribution for NOx becomes lower than the 6	
background level beyond 400 and 250 m from the road for CCM and NCP, which indicates that 7	
the major contributor for NOx in both regions is on-road concentration. These results are 8	
consistent with the findings from a previous study using observational data from more than 700 9	
roadside monitoring measurements in which NOx was found to drop by more than 50% when 10	
150 m away from road’s edge (Karner et al., 2010), and confirms the ability of both the R-LINE 11	
model and our model framework to capture spatial gradients due to traffic emissions in the near- 12	
road environment. 13	
PM2.5 and benzene, on the other hand, show different patterns between regions. For PM2.5 in 14	
CCM (Fig. 2.7b), the total concentration (blue line) drops by 50% and the on-road contribution 15	
(green line) is below background level 100 m from the road, while in NCP the total 16	
concentration drop 100 m from the road is only 20% and the on-road contribution is always 17	
below background levels (Fig. 2.7e). A similar pattern is seen for benzene. In CCM (Fig. 2.7c), 18	
the total concentration drop is 40% and the on-road contribution drops to background level 50 m 19	
from the road, while the total concentration drop in NCP is 25% and the on-road contribution is 20	
always lower than the background level (Fig. 2.7f). 21	
The above differences are due to the differing characteristics between the regions. CCM is 22	
composed of a midsize metropolitan area, while most of the region in NCP is a rural area. As a 23	
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result, the on-road contribution due to PM2.5 and benzene in NCP is dominated by the 1	
background concentrations because there are fewer roadways. The results in NCP are also in 2	
agreement with Karner et al. (2010), in which PM2.5 and benzene were reported to decrease less 3	
rapidly as the distance from road edge increased. 4	
Another possible explanation for the regional difference may come from the different 5	
number of Census blocks in the two domains. In rural regions of NCP, the density of Census 6	
blocks is lower, making the concentration gradient less obvious than that in the urban region. 7	
Furthermore, CCM is a midsized metropolitan area, which has a relatively lower Census block 8	
density than some of the large urban areas (such as Charlotte and Raleigh) included in NCP. 9	
Therefore, the concentration gradient is more obvious in urban areas in NCP than CCM. 10	
  11	
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(a) NOX in CCM (d) NOX in NCP 
  
(b) PM2.5 in CCM (e) PM2.5 in NCP 
  
(c) Benzene in CCM (f) Benzene in NCP 
  
Figure 2.7: Relative contributions of on-road and background concentrations as a function of 
distance from all roadways, averaged across all receptors for NOx (a and d), PM2.5 (b and e), and 
Benzene (c and f) in Cumberland County, ME (left column) and the North Carolina Piedmont 
region (right column) for 2010. “Hybrid” is the sum of the background and on-road 
concentrations. 
    1	
To help discern the contribution from urban interstate highways compared to all roadways, 2	
Fig. 2.8 shows the same kind of analysis, except that it considers only urban interstate highways. 3	
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The same figure with absolute concentration can be found in Fig. A8. Higher contributions from 1	
on-road sources for the three pollutants are seen in NCP. The on-road contribution of NOx is 2	
always above the background even for locations 1,000 m from the interstate highways. PM2.5 and 3	
benzene on-road contributions are above the background level within 50 m from urban 4	
interstates (see Figs 2.8e and 2.8f). When all roadways were considered, the on-road contribution 5	
for these pollutants in NCP is below background at all distances (see Figs 2.7e and 2.7f). This 6	
further emphasizes the importance of spatial variation within a region. Higher concentration 7	
levels can be seen near high-traffic roadways even when the background dominates the region. 8	
For CCM, the on-road contribution near the roadway (i.e. < 20 m) is lower than the on-road 9	
contribution when all roads are considered, because there are only two small segments of urban 10	
interstate. Nevertheless, a more gradual concentration drop is observed because the road density 11	
in the urban area is high. This again demonstrates the importance of the characteristics of the 12	
individual domain (i.e. activity pattern and roadway density).   13	
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(a) NOX in CCM (d) NOX in NCP 
  
b) PM2.5 in CCM e) PM2.5 in NCP 
  
c) Benzene in CCM f) Benzene in NCP 
  
Figure 2.8: Relative contributions of on-road and background concentrations as a function of 
distance from interstate highways only, averaged across all receptors for NOx (a and d), PM2.5 (b 
and e), and benzene (c and f) in Cumberland County, ME (left column) and the North Carolina 
Piedmont region (right column) for 2010. “Hybrid” is the sum of the background and on-road 
concentrations. 
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2.3.4 Contribution by vehicle type 1	
Understanding the concentration contribution from different vehicle types is crucial for 2	
forming controlling strategy. The METARE approach can achieve such goals in a timely 3	
manner. Fig. 2.9 shows the on-road concentration contribution averaged across two domains by 4	
vehicle type. For NOx and PM2.5, the major contributor is HDDV for both regions (~40% for 5	
NOx and ~60% for PM2.5), even though HDDV accounts for less than 10% of the total traffic 6	
(Tables A1 and A2). This occurs because of the high NOX and PM2.5 emissions from diesel 7	
engines. LDGV is the second-highest contributor for NOx (~31%) and PM2.5 (~27%) and the 8	
major contributor for benzene (~50%) because this vehicle type outnumbers all others (making 9	
up over 65% of the total traffic, see Tables A1 and A2). The contribution pattern in both regions 10	
is similar because of the similar fleet distribution. This finding highlights the importance of 11	
accurate fleet distribution in using our framework. 12	
(a) CCM (b) NCP 
  
Figure 2.9: The concentration contribution by vehicle type in (a) Cumberland County, ME, and 
(b) the North Carolina Piedmont. LDGV = light-duty gasoline vehicle, LDGT = light-duty 
gasoline truck, HDGV = heavy-duty gasoline vehicle, MC = motorcycle, LDDV = light-duty 
diesel vehicle, LDDT = light-duty diesel truck, and HDDV = heavy-duty diesel vehicle. 
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We performed further analysis for HDDV and LDGV to understand the spatial pattern of 1	
the contribution from the two major contributors to on-road concentrations. Fig. 2.10 shows the 2	
on-road contribution distribution from HDDV for the three pollutants. For NOx (Figs. 2.10a and 3	
10d) and PM2.5 (Figs. 2.10b and 2.10e), high HDDV contribution mostly follows interstate 4	
highways, especially in rural areas. This is due to the higher proportion of HDDV on interstates 5	
(18% and 12% of the total traffic in rural areas of CCM and NCP; 10% and 9% in urban areas of 6	
CCM and NCP). Fig. 2.10 also shows that the highest HDDV contribution does not occur in 7	
metropolitan areas; it is sensitive only to the geographical locations of interstate highways. For 8	
example, HDDV accounts for approximately 60% of the total on-road PM2.5 concentration in 9	
urban areas of NCP, versus the 70% or more seen mostly at locations near high-traffic interstate 10	
segments. As a result, reducing HDDV emissions is more beneficial to locations near interstate 11	
highways than to urban areas. Although benzene (Figs. 2.10c and 2.10f) shows a similar pattern 12	
with NOx and PM2.5, the relatively low contribution (less than 11%) from HDDV makes it less 13	
significant in terms of emissions reduction strategies. 14	
Fig. 2.11 shows the on-road contribution distribution from LDGV for the three pollutants. 15	
As noted earlier, LDGV is the major contributor for benzene. High LDGV contributions are 16	
found in metropolitan areas where the roadway density is high (Figs. 2.11c and 2.11f). LDGV 17	
accounts for more than 65% of the total traffic for all roadways, so (unlike HDDV) its 18	
contribution is less sensitive to the distribution of a specific road type than to the density of all 19	
roadways. Similar patterns are seen for NOx and PM2.5 (Figs. 2.11a, 2.11d, 2.11b, and 2.11e) 20	
although with a relatively lower contribution (< 45%). This indicates that reducing emissions 21	
from LDGV is beneficial for urban regions. 22	
 23	
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2.4    Limitations and Future Work 1	
 We obtained fleet distribution for this study from FHWA's Highway Statistics 2	
Table VM-4 (Federal Highway Administration, 2012b) which summarizes the fleet distribution 3	
at state level. While the distribution can vary greatly at a local scale, using such state-level 4	
information can bias the concentration estimate, and highlights the needs for getting local fleet 5	
activity information. Furthermore, a recent study in Detroit has shown the importance of 6	
separating commercial from other vehicles when estimating traffic volume because the temporal 7	
pattern can be very different (Batterman et al., 2015). To improve our current approach, link- 8	
specific estimates of the fleet distribution can be used, based upon measurements. For example, 9	
records collected at Weigh-In-Motion stations or permanent traffic recorders (PTRs) as described 10	
in the above study can be used to determine the distribution of trucks. 11	
 The model evaluation in this study was based on four near-road monitors near I-96 in 12	
Detroit (a powerful dataset that helped characterize concentration gradients away from the road), 13	
and few additional near-road monitors in NCP and CCM. Although the evaluation at I-96 shows 14	
promising results, further model evaluation will be required to apply the method at a national 15	
scale. We anticipate that the new near-road NO2 monitoring network that is coming up in various 16	
areas of the country to address the new 1-hr NO2 NAAQS will be invaluable to extend our model 17	
evaluation. 18	
 The FAF3 road network information from the U.S. DOT that we used is missing local 19	
roads in some regions of the country. Future work should incorporate datasets with improved 20	
coverage, such as the U.S. Census Bureau’s Topologically Integrated Geographic Encoding 21	
and Referencing (TIGER) dataset, although the traffic volume (AADT) must be obtained from 22	
other sources. 23	
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 A potential bias with modeling concentration at Census block centroids is that in rural 1	
areas, Census blocks tend to be large in size and irregular in shape. Using the concentration at 2	
the block centroid to represent them can bias the concentration at parcels at the edge of these 3	
Census blocks. To improve this framework, the location of the receptors can be appropriately 4	
adjusted based on the size of the Census blocks. For example, when the edge of a block is within 5	
50 meters from a roadway but the block’s centroid is more than 500 meters away from the 6	
roadway, multiple receptors should be added between the 500-meter distances to ensure 7	
capturing the concentration gradient. 8	
 The background concentration was calculated with STOK, which interpolates 9	
concentration from available background monitors to Census block centroids. While we want to 10	
capture the contribution from all sources other than traffic-related, using all available monitors 11	
instead of just those that are designated as ‘background’ avoids underestimating the desired 12	
background. However, there is a potential for some overestimation in cases where the urban 13	
influence dominates. 14	
 The framework developed in this study focuses on obtaining annual average 15	
concentration that can be used for further health risk estimation due to long term exposures. 16	
Nevertheless, previous studies have found short-term exposure to ambient pollutants can also 17	
lead to respiratory-associated mortality (Garrett and Casimiro, 2011; Guaita et al., 2011). Future 18	
work should consider the effect of the short-term exposure, perhaps by using the explicit 19	
approach to characterize short-term peak of the pollutants. Future work could also use outputs 20	
from this study to explore population demographics in the near-road environment, and if a 21	
disproportionate number of people from one group who live near roadways have higher 22	
exposures than others. 23	
	 43 
(a) NOx in CCM (d) NOx in NCP 
  
(b) PM2.5 in CCM (e) PM2.5 in NCP 
  
(c) Benzene in CCM (f) Benzene in NCP 
  
Figure 2.10: Spatial maps of modeled NOx (a and d), PM2.5 (b and e), and Benzene (c and f) 
concentration contributions from the HDDV fraction of the fleet distribution in Cumberland 
County, ME (left column) and the North Carolina Piedmont region (right column) for 2010. 
(Note that the color scale differs between CCM and NCP). Color bars represent the % 
contributions. 
  1	
 2	
 3	
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(a) NOx in CCM (d) NOx in NCP 
  
(b) PM2.5 in CCM (e) PM2.5 in NCP 
  
(c) Benzene in CCM (f) Benzene in NCP 
  
Figure 2.11: Spatial maps of modeled NOx (a and d), PM2.5 (b and e), and Benzene (c and f) 
concentration contributions from the LDGV fraction of the fleet distribution in Cumberland 
County, ME (left column) and the North Carolina Piedmont region (right column) for 2010. 
(Note that the color scale differs between CCM and NCP). Color bars represent the % 
contributions. 
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2.5    Summary and conclusions 1	
We have developed a novel modeling approach to inform exposure estimates for traffic- 2	
related air pollutants (TRAPs) with a high spatial resolution. The modeling framework combines 3	
information from transportation network, traffic emissions, dispersion model R-LINE, and a 4	
measurement-based statistical model STOK to provide concentration estimates at Census-block 5	
level for multiple TRAPs. To reduce computational burden, we developed the METARE 6	
approach and applied it to hourly model predictions from R-LINE to obtain annual averages. The 7	
use of METARE allowed us to reduce the CPU-time by 88-fold (46 hours versus 32 minutes), 8	
while still retaining accuracy of exposure estimates. We have also shown in the model 9	
evaluation, using observational data from a near-road monitoring study in Detroit, MI, that 10	
modeling accuracy can be improved if detailed traffic activity data are available. 11	
To illustrate how this new modeling framework can be used to characterize near-road air 12	
quality, we showed two examples of modeling applications in different geographical areas: one 13	
in the Piedmont region in North Carolina (~105,000 receptors) and another one in Portland, 14	
Maine (~7,000 receptors). 15	
These examples show the ability to capture concentration gradients near roadways, 16	
suggesting its potential utility for exposure/risk assessment applications focusing on near-road 17	
studies. We also demonstrated that the concentration reduction as a function of distance from the 18	
road can vary by region and is related to the modeling scale. Concentrations for NOx, PM2.5, and 19	
benzene in Portland drop by over 40% within 200 m away from the roadway. The concentration 20	
drop in North Carolina is however less than that in Portland, as previously shown in an 21	
observation-based study, showing the robustness of our approach. In a small-scale metropolitan 22	
area with dense roadway network, concentration gradients from roadways are larger than large- 23	
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scale regions where both rural and urban areas are included. Our framework results illustrate the 1	
framework’s skill to characterize this difference. In terms of emissions mitigation, reducing 2	
emissions from heavy-duty diesel vehicles is beneficial for locations near interstate highways 3	
including both rural and urban areas, and reducing emissions from light-duty gasoline vehicles 4	
benefits urban regions. 5	6	
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CHAPTER 3: COMPARISON OF HIGHLY RESOLVED MODEL-BASED EXPOSURE 1	
METRICS FOR TRAFFIC RELATED AIR POLLUTANTS TO SUPPORT 2	
ENVIRONMENTAL HEALTH STUDIES3  3	
3.1 Introduction 4	
Accurate exposure estimation for air pollutants is essential for environmental health studies. 5	
In these studies, exposure to air pollutants are often estimated based on ambient concentration 6	
level (Anderson et al., 2013a, 2013b; Lindgren et al., 2010; McConnell et al., 2010). Ambient 7	
concentration collected from fixed-site monitors, for example, provides regional concentration 8	
and can be used to determine inter-city difference(Dockery et al., 1993). Fixed-site monitors, 9	
however, are often spatially limited and thus are more suitable for pollutants that are distributed 10	
homogenously across space. For pollutants with local sources such as on-road vehicular 11	
emission, the data from fixed-site monitors can fail to capture the intra-urban variation(Jerrett et 12	
al., 2005) resulting in exposure misclassification(K. L. Dionisio et al., 2013).  13	
A more accurate method for estimating personal exposure is with direct measurement using 14	
personal sampling devices(Michikawa et al., 2014; Van Roosbroeck et al., 2006). For example, 15	
Delfino et al.(2004) compared the association between the reduction in forced expiratory volume 16	
in the first second (FEV1) of asthmatic children and four particulate matter (PM) exposure 17	
metrics: personal sampling device, indoor concentration at home, outdoor concentration at home, 18	
and data from central monitor. The results showed that the reduction in FEV1 is more strongly 19																																																									
3 This chapter previously appeared as an article in International Journal of Environmental 
Research and Public Health. The original citation is as follows: Chang, S.Y., Vizuete, W., Breen, 
M., Isakov, V., Arunachalam, S., 2015. Comparison of highly resolved model-based exposure 
metrics for traffic-related air pollutants to support environmental health studies. Int. J. Environ. 
Res. Public Health 12, 15605–15625. 
	 48 
associated with personal PM exposure or concentration collected indoor at home than 1	
concentration collected at a central monitoring site or outdoor concentration at home. Although 2	
personal sampling devices can best represent total exposure, they are costly and introduce 3	
participant burden for individuals in health studies. For example, A NC health study, called the 4	
Coronary Artery Disease and Environmental Exposure (CADEE) was a health study conducted 5	
in North Carolina to investigate the relationship between personal exposure to multiple air 6	
pollutants and adverse health effects. In CADEE, instead of personal sampling device, the 7	
participants wore personal global positioning system (GPS) device to track their geographical 8	
location. To estimate individual exposure with their geographical information, an accurate 9	
concentration field is required.  10	
One approach that could be used in the CADEE study is the use of model-based exposure 11	
metrics that are less costly and that can cover a wider spatial domain. These exposure metrics 12	
can be obtained from various approaches such as space-time kriging, air quality modeling, and 13	
land use regression. These approaches, when compared to fixed-site monitors, can increase the 14	
potential in predicting intra-urban spatial variability. Space-time kriging technique interpolates 15	
observational data to provide spatiotemporally refined concentrations(Arunachalam et al., 2014; 16	
de Nazelle et al., 2010). These estimated concentrations can then be used to relate to adverse 17	
health effects(Coogan et al., 2012; Lee et al., 2013, 2011). Nevertheless, studies have found that 18	
the accuracy of space-time kriging is affected by the location of the available monitors. When 19	
estimated locations are away from the monitors, the resultant concentration estimate is less 20	
accurate(Lee et al., 2012). Further, space-time kriging may fail to locate the concentration 21	
hotspot without adequate monitors for pollutants with local sources, such as on-road vehicular 22	
emission that decays to background level within a few hundred meters from roadways(Karner et 23	
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al., 2010). To capture these pollutants, other approaches such as land use regression(Clougherty 1	
et al., 2013; Lindström et al., 2013) or air quality models(Isakov et al., 2014; Snyder et al., 2014) 2	
at a fine spatial resolution are needed.  3	
Although ambient concentration is widely used in health studies as an exposure metric, 4	
certain studies have found that indoor concentrations would be a better exposure metric due to 5	
time spent indoors (Delfino et al., 2004; Michikawa et al., 2014; Van Roosbroeck et al., 2006). 6	
The Windsor, Ontario Exposure Assessment study has shown that children spend on average 7	
more than 67% of their time indoors and receive more than 50% of their PM2.5 exposure while 8	
indoors (Van Ryswyk et al., 2014). Also, previous studies have pointed out that the variation of 9	
air exchange rate (the rate that indoor air is exchanged with outdoor air) can further explain the 10	
difference in ozone mortality coefficient across cities(Chen et al., 2012) and acute air pollution- 11	
related morbidity(Sarnat et al., 2013) than using outdoor air pollutant concentration from central 12	
monitoring sites alone. The approaches for modeling indoor concentration have been developed 13	
and evaluated(Hering et al., 2007; Hodas et al., 2014; Zauli Sajani et al., 2015) primarily for 14	
subject-specific health study(Vette et al., 2013). To our knowledge, these approaches have not 15	
been used to provide spatial and temporally refined estimates for predicting personal exposure 16	
because house-by-house information required for predicting AER is difficult to obtain in a large 17	
domain without house-by-house survey.  18	
This paper develops model-based exposure metrics during the CADEE study period so they 19	
can be applied for the epidemiologic analysis in the future, taking advantages of the GPS data. 20	
Exposure metrics calculated using the “traditional way” were compared with an alternative 21	
method. We used public accessible data to gather information required to compute hourly AER 22	
at Census block level. These highly resolved AER are than combined with regional background 23	
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estimates, on-road emissions, and indoor infiltration to create highly resolved indoor 1	
concentration field. Our modeling approach complements population-level exposure models 2	
(e.g., SHEDS(Burke et al., 2001), APEX(Office of Air Quality Planning and Standards, n.d., 3	
n.d.)), which predict distributions reflecting exposure variability for demographic groups (e.g., 4	
school-age children) rather than for specific individuals by using population-level inputs from 5	
other studies(Burke et al., 2001). We compare these exposure metrics to determine the advantage 6	
of providing more details in exposure characterization and quantify the potential exposure error 7	
if using a lower tier of exposure metric. 8	
3.2 Experimental Section  9	
3.2.1. Study Design 10	
This analysis focused on three Counties (Durham, Orange, and Wake) in NC that contain two 11	
major cities (Durham and Raleigh) and some rural areas (Fig. A1), which matched the spatial 12	
domain of the CADEE health study. To avoid the exposure misclassification associated with 13	
coarse modeling resolution(Batterman et al., 2014b; Wu et al., 2009), hourly concentration were 14	
modeled at Census block centroids, resulting in a total of 16,095 concentration receptors. 15	
Outdoor and indoor concentrations during the year of 2012 were modeled for PM2.5, elemental 16	
carbon (EC), CO, and NOX on an hourly or daily basis. We computed six exposure metrics 17	
including 1) outdoor STOK: outdoor background concentration from space-time ordinary kriging 18	
(STOK), 2) indoor STOK: STOK-based indoor concentration, 3) outdoor on-road: outdoor on- 19	
road concentration using Research LINE source dispersion model (R-LINE), 4) indoor on-road: 20	
on-road-based indoor concentration, 5) outdoor hybrid: outdoor hybrid concentration combing 21	
outdoor background and on-road concentration, and 6) indoor hybrid: hybrid-based indoor 22	
concentration. The metrics and description is summarized in Table 3.1. The details for each 23	
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metric are described in the sections below. We compared the spatial and temporal variability 1	
between the six exposure metrics and quantified the potential exposure error at both the 2	
population and individual level using the sixth metric as the standard.  3		  4	
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Table 3.1: Exposure metrics included in this study. 1	
 2	
3.2.2 Outdoor background concentration 3	
We used space-time ordinary kriging (STOK) to estimate background concentration. STOK 4	
uses available monitoring data from U.S. Environmental Protection Agency’s (EPA) Air Quality 5	
System (AQS) to interpolate observational data at Census-block centroids. This technique 6	
assumes that the concentration value at each estimation point is a linear combination of nearby 7	
"hard data" (i.e., the observational data). The linear combination, also known as kriging weight, 8	
is determined by minimizing the estimation variance while satisfying the unbiased constraint. 9	
The STOK technique is implemented with BMElib (Bayesian Maximization Entropy 10	
library)(Serre, 1999). A detailed description of the STOK algorithm, which was developed and 11	
applied for the Near-road Exposures to Urban Air Pollutants Study (NEXUS)(Vette et al., 2013) 12	
in Detroit, MI to obtain regional background concentrations can be found in Arunachalam et 13	
al(Arunachalam et al., 2014). 14	
STOK estimates the concentration based on the spatial and temporal covariance between 15	
concentrations obtained from different monitoring sites(Serre and Christakos, 1999). To obtain a 16	
meaningful covariance, the distance between each monitor needs to cover a wide spatial range 17	
Metric Description 
Outdoor metrics  
Outdoor STOK Background concentration obtained from STOK. 
Outdoor on-road Concentration from on-road vehicular emission modeled with R-LINE. 
Outdoor hybrid Summation of outdoor STOK and outdoor on-road 
Indoor metrics  
Indoor STOK Indoor concentration obtained from Equation 1 using outdoor STOK as input 
Indoor on-road Same as above using outdoor on-road as input 
Indoor hybrid Same as above using outdoor hybrid as input 
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(from near to far).  Due to the limited amount of available monitors in the three-county region in 1	
NC, we included monitors in surrounding counties and States for STOK estimation. As a result, 2	
for CO, NOX, PM2.5, and EC, there were 48, 33, 103, and 27 available monitors. For EC, since 3	
only daily concentration is available, the background concentration is also estimated for a 4	
corresponding daily period. For CO, NOX, and PM2.5, the estimation is hourly. 5	
3.2.3. Outdoor on-road concentration 6	
We predicted concentration from on-road vehicles using R-LINE(Snyder et al., 2013). R- 7	
LINE is a line source dispersion model that treats roadways as line sources and deploys new 8	
formulations for horizontal and vertical plume spread to address the under-prediction in 9	
maximum concentration under meteorologically neutral and stable condition(Venkatram et al., 10	
2013). R-LINE requires various inputs including emission, receptor location, and meteorological 11	
data. 12	
For developing emission inputs for R-LINE, we adopted a “bottom-up” approach(Snyder et 13	
al., 2014) to develop the emission from roadways. The roadway information was collected from 14	
Federal Highway Administration’s (FHWA) Freight Analysis Framework (FAF3)(Federal 15	
Highway Administration, 2012a), which contains primary and secondary roadways including 16	
data on vehicle speed, vehicle type, and annual average daily traffic (AADT) for all vehicles 17	
(including passenger and commercial vehicles). Because FAF3 does not provide temporally 18	
resolved traffic activity data, temporal allocation factors from EPA’s National Emission 19	
Inventory (NEI) were used to allocate AADT to hourly level. This hourly resolved traffic volume 20	
was then combined with Mobile Vehicular Emission Simulator’s (MOVES 2010b) emission 21	
factor table by matching vehicle speed, vehicle type, and road type to calculate emissions. 22	
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Detailed description about the datasets used to develop emissions inputs for R-LINE can be 1	
found in another recent study by the authors(Chang et al., 2015b). 2	
The meteorological data were collected from four nearby National Weather Service (NWS) 3	
stations: Raleigh Durham International airport, Rocky Mount-Wilson airport, Chapel Hill Horace 4	
Williams airport, and Burlington-Alamance airport. We used AERMINUTE to process 1-minute 5	
wind speed data from these stations, followed by AERMOD's meteorological processor 6	
AERMET (version 14134) to provide necessary meteorological inputs for the dispersion 7	
calculations. The receptors were set at Census block centroids within the modeling domain. Each 8	
centroid was mapped to the four NWS stations and the site that yielded the shortest distance was 9	
chosen to provide meteorological information. Therefore, there are a total of four receptor 10	
groups. For each receptor group, all primary and secondary roadways within 50 km were 11	
included as emission source.  12	
3.2.4. Outdoor hybrid concentration 13	
We combined the outdoor background concentration (from STOK) and outdoor on-road 14	
concentration (from R-LINE) to calculate a spatially and temporally refined concentration field 15	
in the three-County region. The background concentration in this study was defined as the 16	
regional concentration that would be measured if local sources were zeroed out. Therefore, it is 17	
not influenced by local sources but represents a large-scale overall pattern. A similar approach 18	
was used in U.S. EPA’s National Air Toxics Assessments (NATA) (U.S. Environmental 19	
Protection Agency, 2011) where observations from AQS sites were used to provide background, 20	
and wherein, the quality of the collected ambient monitoring data was used to determine 21	
background concentration in three slightly different ways. The method to obtain hybrid 22	
concentrations is similar to another study by the same authors(Chang et al., 2015b). The local 23	
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source we considered in this study was on-road mobile sources, which have great variation in 1	
emissions and is influenced by the meteorology at a local scale. The sum of outdoor background 2	
concentration and outdoor on-road concentration were computed hourly at Census block 3	
centroids. Note that because EC only has daily background concentration, the hourly resolution 4	
feature is from on-road concentration alone.   5	
3.2.5 Indoor concentration and air exchange rate 6	
We used a mass balance differential equation(Hering et al., 2007) to describe the change in 7	
indoor concentration:  8	
                                     !!!"!" = 𝑃×𝐴𝐸𝑅×𝐶!"# − 𝐴𝐸𝑅 + 𝑘! ×𝐶!"              (3.1) 9	
Where Cout and Cin are the outdoor concentration and indoor concentration in 𝜇𝑔/𝑚!, t is time in 10	
hour (h), P is the dimensionless penetration factor, kd is the deposition rate in h-1. The first term 11	
of the equation (𝑃×𝐴𝐸𝑅×𝐶!"#) represents the penetration process from outdoor to indoor and 12	
the second term ( 𝐴𝐸𝑅 + 𝑘! ×𝐶!") represents the removal of indoor concentration by AER and 13	
indoor deposition. The penetration factor and deposition rate for each pollutant were set to 14	
reported literature values shown in Table 3.2. For the three outdoor concentrations (background, 15	
on-road, and hybrid), we used Eq. 1 to calculate their corresponding indoor concentration. 16	
Because on-road concentration varies substantially across time, we used the dynamic mass 17	
balance model (Eq 1) rather than assuming steady state conditions(Breen et al., 2014).  18	
    We used MATLAB’s (version R2013a, MathWorks Inc., Natick, MA, USA) differential 19	
equation solver, ode15s, to solve Eq 1 to obtain indoor concentration. The solver was set to 20	
report the indoor concentration for each hour. For each hour, the indoor concentration from the 21	
previous hour was used as the initial indoor concentration. The initial indoor concentration for 22	
the first hour was assumed 0. This causes only a modest impact to the analysis because the model 23	
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is stabilized in the first two to three hours. There were three types of outdoor concentration for 1	
Eq 1: STOK, on-road, and hybrid. For each type of outdoor concentrations, Eq 1 was used to 2	
obtain the corresponding indoor concentration. 3	
 4	
 5	
Table 3.2: Penetration factor P and deposition rate kd 6	
Pollutant Penetration factor Deposition rate (h-1) Source 
CO 1 0 (Dionisio et al., 2014) 
NOX 1 0.5 (Weschler et al., 1994) 
PM2.5 0.84 0.21 (Breen et al., 2015) 
EC 0.98 0.29 (Meng et al., 2005) 
 7	
We calculated hourly AER for 10 randomly sampled houses within each Census block, and 8	
then averaged them to represent that Census block. The AER was computed using the 9	
mechanistic Lawrence Berkeley Laboratory (LBL) AER model(Breen et al., 2010). The LBL 10	
model assumes the building to be a single and well-mixed compartment(Sherman and Grimsrud, 11	
1980). The LBL model calculates the airflow rate as: 12	
                                         𝑄!"# = 𝐴!"# 𝑘! 𝑇!" − 𝑇!"# + 𝑘!𝑈!                       (3.2) 13	
where Qinf is the airflow rate in L/h, Ainf is the effective air leakage area (in cm2), ks is the stack 14	
coefficient in 
!! !(!!!⋅!), kw is the wind coefficient !! !(!!!⋅ !! !), Tin and Tout are the indoor and outdoor 15	
temperatures in °C, and U is the wind speed in m/s. The AER is calculated as: 16	
                                                                  𝐴𝐸𝑅 = !!"#!                                        (3.3) 17	
where V is the house volume in L.  18	
We followed Breen et al.(Breen et al., 2010) to determine the input parameters of Eq. 2. 19	
Breen et al. compared AER predictions to data from 642 daily AER measurements across 31 20	
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detached homes during each of four seasons in central North Carolina. For individual model- 1	
predicted and measured AER, the median absolute difference was 43% (0.17 h-1)(Breen et al., 2	
2015). ks and kw were set to reported literature values based on house-specific information 3	
including house height and local sheltering (Table B1 and B2). Tout and U were obtained from 4	
the NWS sites as described in the outdoor on-road concentration section. Tin was set at 23.6 5	
degree Celsius, which is the average indoor temperature measured in this region from Breen et 6	
al.(2010)  7	
To determine Ainf, we used a leakage area model, which was previously evaluated in another 8	
study(Chan et al., 2005) and was found to perform well with fewer input parameters, because 9	
information on air leakage through floors is not available. Ainf is calculated as: 10	
                                                                 𝐴!"# = !"!"                                           (3.4) 11	
where NL is the normalized leakage and NF is the normalization factor (cm-2). The NL is 12	
dimensionless and was calculated based on a regression model with construction year and floor 13	
area as predicting variable. The NL is calculated as: 14	
                                     𝑁𝐿 = exp (𝛽! + 𝛽!𝑌!"#$% + 𝛽!𝐴!"##$)                           (3.5) 15	
where Ybuilt is construction year and Afloor is the floor area in m2. 𝛽!, 𝛽!, and 𝛽! are the 16	
regression parameters, which were set at literature reported values for low-income homes 17	
(𝛽! = 11.1, 𝛽! = −5.37×10!!, and 𝛽! = −4.18×10!!𝑚!!) and conventional homes 18	
(𝛽! = 20.7, 𝛽! = −1.07×10!!, and 𝛽! = −2.20×10!!𝑚!!). As previously reported, the NL 19	
model was fit to a national database of leakage areas for 70,000 homes across 30 states in the 20	
Midwest (most-sampled region), West, South, and Northeast (least-sampled region), which 21	
included residences with household incomes below 125% of the poverty guideline(Chan et al., 22	
2005). The parameters were estimated by Chan et al. (Chan et al., 2005)  from homes built 23	
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between 1895 and 2000, which is similar to the homes in this study that were built between 1700 1	
and 2015. The NF is calculated as: 2	
                                                        𝑁𝐹 = !"""!!"##$ !!.! !.!                              (3.6) 3	
where H is the building height in meters.   4	
Equations 2 to 6 require inputs including H, Afloor, and Ybuilt. Further, the required parameters 5	
(ks, kw, 𝛽!, 𝛽!, and 𝛽!) need to be determined by additional information including household 6	
income, shelter class, and number of stories. To obtain Afloor and Ybuilt, we relied on the three 7	
Counties’ real estate property data. Because the real estate property data also include apartments, 8	
for which the LBL doesn’t apply, we remove buildings with floor area greater than 7000 square 9	
feet (possible multiunit apartments), resulting in approximately 370,000 houses in the modeling 10	
domain. H was calculated based on number of stories, where each story was assumed to be 2.5 11	
meters and adding an additional 0.5m for roof space. The number of stories is reported in the real 12	
estate property data of Wake County but not for Durham and Orange Counties. For these two 13	
Counties, we followed Chan et al.(Chan et al., 2005) to set houses with floor area less than 1000 14	
m2 at one story and those greater at two stories. This uncertainty does not constitute a large 15	
source of error in estimating NL, because NL only varies in proportion to H0.3 (Chan et al., 16	
2005). The household income distribution was obtained from the U.S. Census Bureau’s 17	
American Community Survey (ACS) 2013 (http://www.census.gov/programs- 18	
surveys/acs/data/summary-file.html). Because this dataset only contains household income 19	
distribution at Census block group level, we calculated the fraction of houses below 125% of 20	
poverty line within each Census block group then randomly sample from this fraction to 21	
determine the household income status for a sampled house. The shelter class for each sampled 22	
house was determined based on the house density of each Census block. The house density for 23	
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each Census block was calculated and the cutoff values for each shelter class were determined 1	
from aerial and street-level images in Google map’s satellite view. The cutoff density is 2	
summarized in Table B3. 3	
3.2.6 Data Analysis 4	
For each exposure metric, we computed the normalized difference and normalized absolute 5	
difference to represent individual exposure difference using hybrid-based indoor concentration as 6	
standard. The normalized difference was defined as: 7	
𝑁𝐷 = 𝐶! − 𝐶!𝐶! ×100% 
where ND is normalized difference, Cx is the lower tiered exposure metrics, and Cs is the 8	
standard exposure metric (hybrid-based indoor concentration). Normalized absolute difference 9	
(NAD) was defined as:  10	
𝑁𝐴𝐷 = |𝐶! − 𝐶!|𝐶! ×100% 
We calculated both ND and NAD since ND indicates the direction of bias (i.e., overestimation or 11	
underestimation), whereas NAD indicates the magnitude of deviation. To compare the temporal 12	
and spatial variability of different exposure metrics across pollutants, we computed the 13	
coefficient of variation (CV), which was defined as:(K. L. Dionisio et al., 2013)  14	𝐶𝑉 = 𝜎𝜇 
where 𝜎 is the standard deviation of concentration and 𝜇 is the mean concentration. CV is a 15	
dimensionless indicator that normalized the variation from the effect of concentration magnitude 16	
for different pollutant. The higher the CV, higher is the degree of variability in concentration. 17	
The temporal CV was defined as the CV calculated across hours, with one temporal CV for each 18	
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Census block (n=16095) for each pollutant and each metric. The spatial CV was defined as the 1	
CV calculated across Census blocks, with one spatial CV for each hour (n=8784) for each 2	
pollutant and each metric.  3	
3.3 Results and Discussion 4	
To assess the impact from the additional parameters (on-road component and indoor 5	
infiltration) on STOK, we present our data considering one parameter at a time in each of the 6	
first three sub-sections below. In sub-sections 3.3.2 and 3.3.3, we summarize the potential 7	
exposure error at population and individual level. Given the multiple models and pollutants 8	
discussed below, we have underscored the phrases outdoor STOK, outdoor hybrid, indoor STOK 9	
and indoor hybrid and italicized the statistical indicators (spatial CV, temporal CV, ND, and 10	
NAD) and the pollutant names throughout this section, for ease of readability. 11	
3.3.1 The effect of on-road component 12	
Fig. 3.1 shows the outdoor STOK and outdoor hybrid concentration maps for CO (Figs. 3.1a 13	
and 3.1c) and NOX (Figs. 3.1b and 3.1d) at Census block centroids for four different metrics. We 14	
presented morning traffic peak hour (7:00 AM) because the on-road contribution is the greatest. 15	
At 7:00 AM, concentration from roadways is clearly seen with outdoor hybrid (Figs. 3.1c and 16	
3.1d) but not outdoor STOK (Figs. 3.1a and 3.1b). Note the color scale is different among the 17	
four figures to properly display the data. STOK cannot capture the near road concentrations 18	
because there is a limited amount of available monitors in this region. Further, the location of 19	
monitors is crucial for STOK to estimate the concentration. CO has a “kriging island” (i.e. a 20	
concentration hotspot surrounding a monitor, Fig. 3.1a) but not for NOX (Fig. 3.1b).  21	
 22	
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 1	
 2	
 
Figure 3.1: Outdoor concentration of CO and NOX at Census block centroids at 7:00 AM. (a) 
CO outdoor STOK (b) NOX outdoor STOK (c) CO outdoor hybrid (d) NOX outdoor hybrid. 
The color bar represents concentration in 𝜇g/m3. (Note that the color scale is different for the 
four figures to emphasize the concentration ranges that vary by pollutant) 
 3	
Fig. 3.2 shows the hourly concentration boxplot for the four pollutants under different 4	
exposure metrics. For outdoor CO and PM2.5, the major contributor to the outdoor hybrid is the 5	
outdoor STOK. For CO (Fig. 3.2a), the average outdoor STOK (340.45 𝜇g/m3) is 6.23 times 6	
higher than the average outdoor on-road (54.67 𝜇g/m3). For PM2.5 (Fig. 3.2b), the average 7	
outdoor STOK (8.69 𝜇g/m3) is 14.02 times higher than the average outdoor on-road (0.62 8	
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𝜇g/m3). For these two pollutants, because the outdoor STOK dominates the hybrid concentration, 1	
the outdoor hybrid is less different from the outdoor STOK concentration.  2	
For NOX and EC, both outdoor STOK and outdoor on-road contribute significantly to the outdoor 3	
hybrid. For NOX (Fig. 3.2c), although the average outdoor STOK (19.24 𝜇g/m3) is 32% higher 4	
than the outdoor on-road (14.63 𝜇g/m3), the upper 95% bound of outdoor on-road (55.6 𝜇g/m3) is 5	
10% higher than the outdoor STOK (50.33 𝜇g/m3). For EC (Fig. 3.2d), the average outdoor 6	
STOK (0.55 𝜇g/m3) is 52% higher than the outdoor on-road (0.36 𝜇g/m3) but the upper 95% 7	
bound of outdoor on-road (1.35 𝜇g/m3) is 57% higher than the outdoor STOK (0.86 𝜇g/m3). As a 8	
result, for these two pollutants, the average outdoor hybrid is 65% and 72% higher than the 9	
average outdoor STOK for NOX and EC. 10	
 11	
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Figure 3.2: Hourly pollutant concentration for each Census block in Durham, Orange, 
and Wake Counties, NC in 2012. (a) CO (b) PM2.5 (c) NOX, and (d) EC. Bottom and top 
of box represents 25th and 75th percentiles, the line in the middle of the box is the 
median, the ends of the whisker are the 5th and 95th percentiles, and the dot on the 
whisker is the mean. 
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As shown in Fig. 3.1 and the wider range for the outdoor hybrid compared to outdoor STOK 1	
in Fig. 3.2 (dark boxes), adding the outdoor on-road introduces different spatial variability for 2	
different pollutants. Fig. 3.3 left panel quantifies the spatial component of this variability using 3	
spatial CV. For all pollutants, the outdoor on-road shows a great spatial variability (average 4	
spatial CV ~2). As a result, for the pollutants that have large contribution from outdoor on-road 5	
concentration (38% for NOX and 46% for EC), the outdoor hybrid would yield much higher 6	
spatial variation (average spatial CV = 0.87 for NOX and 0.71 for EC) than outdoor STOK 7	
(average spatial CV = 0.065 for NOX (Fig. 3.3b) and 0.014 for EC (Fig. 3.3d)). It is worth 8	
noticing that although CO and PM2.5 in this region is dominated by background concentration, 9	
adding outdoor on-road can still increase the spatial variability (average spatial CV from 0.06 for 10	
outdoor STOK to 0.26 for outdoor hybrid for CO and 0.07 for outdoor STOK to 0.17 for outdoor 11	
hybrid for PM2.5), indicating the importance of the on-road emission for the near-road 12	
environment even when the contribution is relatively small (14% for CO and 7% for PM2.5). 13	
Corroborating illustrations are shown in the authors’ peer-reviewed paper(Chang et al., 2015b) 14	
where the hybrid contribution for PM2.5 drops by 20% within 150 meters from roadways. 15	
Temporal CV is summarized in Fig. 3.3 right panel. The outdoor on-road shows a great 16	
temporal variation (average temporal CV ~1.5, (Fig. 3.3, dark boxes for outdoor on-road)). This 17	
high temporal variation is from the bottom up approach used in the R-LINE modeling where the 18	
temporal pattern of on-road emission is captured. For CO and PM2.5 (Figs. 3.3e and 3.3g), the 19	
outdoor hybrid yields similar average temporal CV to outdoor STOK because for these two 20	
pollutants, outdoor STOK dominates the total concentration. Therefore, although outdoor on- 21	
road shows large temporal variation, the variation is lost after outdoor on-road and outdoor 22	
STOK are combined for CO and PM2.5. For NOX (Fig. 3.3f), although 38% of the outdoor hybrid 23	
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is from the outdoor on-road, because the outdoor on-road only affects Census blocks within a 1	
few hundred meters from roadways, the overall temporal CV for outdoor hybrid is less different 2	
from the outdoor STOK. For EC, because the outdoor on-road contributes 46% to the outdoor 3	
hybrid, the average temporal CV increases by 72% from 0.33 for outdoor STOK to 0.57 for 4	
outdoor hybrid (Fig. 3.3h). 5	
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 1	
 
Figure 3.3: Spatial CV for each hour (left panel) and Temporal CV for each Census block 
(right panel). Bottom and top of box represents 25th and 75th percentiles, the line in the 
middle of the box is the median, the ends of the whisker are the 5th and 95th percentiles, and 
the dot on the whisker is the mean. 
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For the temporal CV, only the Census blocks near roadways would be affected by outdoor on- 1	
road. Examples for NOX are shown in Fig. 3.4 with a Census block that is 14.1 meters from a 2	
roadway (left panel) and a Census block that is 9.6 km from a roadway (right panel) and 3	
comparing concentrations at each of the two locations for a day At the near-road Census block 4	
(Fig. 3.4a), outdoor on-road contributes, on average, 89% to outdoor hybrid. The contribution 5	
from outdoor on-road is the greatest (over 90%) during morning (7 to 9 AM) and afternoon (5 to 6	
7 PM) traffic peak hours and the temporal CV increases by 40% (from 0.42 for outdoor STOK to 7	
0.59 for outdoor hybrid). On the other hand, at a remote Census block (Fig. 3.4b), the outdoor 8	
on-road for NOX contributes, on average, only 18% to the outdoor hybrid. As a result, the 9	
temporal CV only increases slightly by 7% from 0.44 for outdoor STOK to 0.47 for outdoor 10	
hybrid. All the other pollutants show a similar pattern as NOX  (Fig. B2).  11	
  12	
 
Figure 3.4: Time series plot on January 3rd for NOX at (a) a near-road Census block (14.1m 
from roadway, left panel) and (b) a remote Census block (9.6 km from roadway, right panel). 
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The effect of on-road component on indoor metrics shows similar pattern to that of 1	
outdoor metrics (White-colored boxes from Figs. 3.3e to 3.3h). We present the difference 2	
between outdoor and indoor metrics in the next section. 3	
3.3.2. The effect of indoor infiltration 4	
Fig. 3.5 shows the indoor concentration for CO and NOX. At 7:00 AM, the spatial pattern for 5	
indoor metrics is similar to the outdoor metrics (Fig. 3.1) except for indoor STOK NOX (Fig. 6	
3.5c). The extra spatial variation for indoor STOK NOX shows a similar spatial pattern to AER 7	
(Fig. B3). However, this pattern is not seen for CO (Fig. 3.5a). On average, compared to the 8	
outdoor concentration, the indoor concentration is 66% lower for NOX, 46% lower for PM2.5, and 9	
43% lower for EC (Figs. 3.2b to 3.2d). CO on the other hand, shows a slightly higher (5.9%) 10	
indoor concentration than outdoor concentration (Fig. 3.2a). This is because of the relatively high 11	
penetration factor (1) and low indoor deposition rate (0 h-1) for CO, resulting in the accumulation 12	
for indoor concentration. However, in general, CO is not affected by the indoor infiltration. Fig. 13	
3.6 shows the concentration ratio at 7:00 AM between indoor and outdoor hybrid concentration.  14	
For PM2.5 and EC (Figs. 3.6b and 3.6d), the ratio is ~0.7 and for NOX (Fig. 3.6c), the ratio is 15	
~0.5. The difference is because of the higher indoor deposition for NOX (0.5 h-1) compared to 16	
PM2.5 (0.21 h-1) and EC (0.29 h-1). The high ratio area overlaps with the area with high AER. 17	
High AER is seen mostly in urban area. As these areas usually have higher density of roadways, 18	
the residents have the potential to be exposed to higher air pollutant concentrations in the indoor 19	
environment. 20	
  21	
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Figure 3.5 Indoor concentration of CO and NOX at 7:00 AM with (a) CO indoor STOK (b) 
NOX indoor STOK (c) CO indoor hybrid (d) NOX indoor hybrid. The color bar represents 
concentration in 𝜇g/m3 (Note that the color scale is different for the four figures to emphasize 
the concentration ranges that vary by pollutant) 
  1	
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Figure 3.6: Indoor-outdoor concentration ratio using mean hybrid concentration at 7:00 
AM. (a) CO (b) PM2.5 (c) NOX, and (d) EC. 
 1	
The spatial CV for indoor STOK is higher than outdoor STOK (Fig. 3.3 left panel). Because 2	
outdoor STOK is homogenously distributed across space, pollutants with higher indoor 3	
deposition rate (i.e. NOX, PM2.5, and EC) have a higher average spatial CV in indoor STOK than 4	
in outdoor STOK. Compared to the outdoor STOK, the average spatial CV of the indoor STOK 5	
is 3.6 fold higher for NOX, 2.2 fold higher for PM2.5, and 12.9 fold higher for EC. As shown in 6	
Fig. 3.5b with the example for NOX, this increase in spatial variability is from the spatial 7	
variation of AER. Indoor on-road’s spatial CV is not much different from outdoor on-road. For 8	
NOX, PM2.5, and EC, compared with the mean spatial CV of the outdoor on-road, the average 9	
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spatial CV of indoor on-road changes less than 2%. Because the spatial variation for outdoor on- 1	
road is large (spatial CV ~2), the extra spatial variation from AER is “covered” and the indoor 2	
on-road demonstrated similar spatial CV to outdoor on-road. For the outdoor hybrid, the effect of 3	
infiltration on spatial CV depends on the spatial variability of outdoor hybrid. For NOX and EC, 4	
because the major contributor for outdoor hybrid is outdoor on-road, the spatial CV is relatively 5	
high (~0.8). Therefore, the indoor hybrid shows only a slightly higher (10%) spatial CV than the 6	
outdoor hybrid for NOX and EC. For PM2.5, because outdoor STOK dominates the outdoor 7	
hybrid, the indoor infiltration produces the indoor hybrid that has higher spatial CV (40%) than 8	
the outdoor hybrid.  9	
Temporal CV in general, does not change much for STOK and hybrid between outdoor and 10	
indoor metrics (Fig. 3.3 right panel). For the on-road, due to the accumulation effect mentioned 11	
previously, the temporal variation is smoothed out, resulting in a lower temporal variation in 12	
indoor metrics than outdoor metrics.  13	
3.3.3. The overall effect on exposure error 14	
Because people spend more time indoors and STOK cannot capture the impact from a local 15	
source, we used the indoor hybrid as a standard to compare to other metrics. To quantify the 16	
potential population exposure error using the other metrics, we created contingency 17	
tables(Batterman et al., 2014b) for each pollutant that compares quintiles of the population 18	
exposure for the annual average concentration (Tables 3.3 to 3.6). These tables’ diagonal values 19	
represent the percentage of Census blocks of a metric that agrees with the indoor hybrid. With a 20	
perfect agreement with indoor hybrid, the diagonal values would be 100% and the non-diagonal 21	
values would be 0. For example, Table 3.3 shows the contingency table for CO. Assuming the 22	
indoor hybrid is closer to the actual exposure, the top left entry represents that of the population 23	
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in the lowest quintile (~3200 Census blocks exposed to 347.4 to 362.1 𝜇g/m3 of CO), the outdoor 1	
hybrid metric correctly classified 91%. For CO with the outdoor hybrid, 9% of the Census blocks 2	
were grouped to the second lowest group. The high diagonal values for CO for the outdoor 3	
hybrid metric (>81%) indicate a good agreement between it and the indoor hybrid. It is worth 4	
noting that the outdoor STOK metric does not agree well with the indoor hybrid (8 to 34% 5	
agreement).  6	
For NOX and EC (Tables 3.4 and 3.6), the outdoor hybrid does not perform well (the 7	
agreement is between 33 to 49% for the lower four groups) except for the highest quintile (73% 8	
for NOX and 76% for EC). All the other outdoor metrics for NOX and EC perform poorly (Tables 9	
3.4 and 3.6). The best agreement for NOX  and EC is with the indoor on-road (agreement 10	
between 45 to 90%). At the lowest quintile, indoor STOK performs well (68% for NOX and 69 11	
for EC).  12	
For PM2.5 (Table 3.5), indoor STOK performs the best (agreement between 59 to 90%). All 13	
other metrics perform poorly. For all pollutants in general, all outdoor metrics perform relatively 14	
poorer than indoor metrics. Outdoor STOK, in specific, performs very poorly (agreement ranges 15	
from 8 to 34% considering all pollutants). Since the space-time kriging is often used in health 16	
studies to quantify the exposure(Coogan et al., 2012; Lee et al., 2013, 2011), this part of analysis 17	
shows that there is a great potential for this metric to misclassify the exposure for all four 18	
pollutants. 19	
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Table 3.3: Contingency table for CO showing agreement between exposure quintiles. The values 
represent percentage of Census blocks in each quintile. Concentration ranges are shown in 
parentheses. Boxed percentages along diagonals would be 100% for a perfect match. 
 
   Indoor hybrid 
 Percentile Concentration 0-20 20-40 40-60 60-80 80-100 
  [𝜇g/m3] [347.4, 362.1] [362.1, 372.0] [372.0, 385.4] [385.4, 411.6] [411.6, 2242.2] 
Outdoor hybrid 
0-20% [330.2, 345.9] 91 10 0 0 0 
20-40% [345.9, 353.9] 9 81 11 0 0 
40-60% [353.9, 365.7] 0 9 85 6 0 
60-80% [365.7, 388.0] 0 0 4 92 3 
80-100% [388.0, 2024.4] 0 0 0 2 97 
        
        
Indoor on-road 
0-20% [6.7, 25.2] 79 21 0 0 0 
20-40% [25.2, 35.4] 15 64 21 0 0 
40-60% [35.4, 49.2] 6 13 70 11 0 
60-80% [49.2, 76.6] 0 2 9 83 6 
80-100% [76.6, 1903.4] 0 0 0 6 94 
        
        
Outdoor on-
road 
0-20% [5.8, 21.3] 78 23 0 0 0 
20-40% [21.3, 30.0] 16 61 24 0 0 
40-60% [30.0, 42.2] 6 14 66 13 0 
60-80% [42.2, 66.5] 0 2 10 82 6 
80-100% [66.5, 1694.4] 0 0 0 5 94 
        
Indoor STOK 
0-20% [317.2, 336.1] 25 16 12 22 25 
20-40% [336.1, 339.3] 10 18 18 23 30 
40-60% [339.3, 341.3] 12 27 30 17 14 
60-80% [341.3, 343.7] 6 16 26 29 23 
80-100% [343.7, 347.7] 47 22 14 9 8 
        
        
Outdoor STOK 
 
0-20% [322.3, 337.6] 24 16 12 22 27 
20-40% [337.6, 340.7] 12 18 18 24 28 
40-60% [340.7, 342.2] 8 27 34 17 15 
60-80% [342.2, 343.7] 8 17 23 29 22 
80-100% [343.7, 347.7] 48 23 13 8 8 
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Table 3.4: Contingency table for NOX showing agreement between exposure quintiles. The 
values represent percentage of Census blocks in each quintile. Concentration ranges are shown in 
parentheses. Boxed percentages along diagonals would be 100% for a perfect match. 
   Indoor hybrid 
 Percentile Concentration 0-20 20-40 40-60 60-80 80-100 
  [𝜇g/m3] [3.4, 9.3] [9.3, 11.1] [11.1, 13.5] [13.5, 17.7] [17.7, 307.9] 
Outdoor hybrid 
0-20% [18.4, 23.3] 49 31 17 3 0 
20-40% [23.3, 25.4] 32 34 25 10 0 
40-60% [25.4, 28.6] 13 26 33 26 1 
60-80% [28.6, 35.1] 4 8 20 41 26 
80-100% [35.1, 594.7] 1 1 4 20 73 
        
Indoor on-road 
0-20% [0.5, 2.6] 69 26 5 0 0 
20-40% [2.6, 3.7] 28 49 22 2 0 
40-60% [3.7, 5.3] 3 24 55 18 0 
60-80% [5.3, 8.9] 0 1 18 70 10 
80-100% [8.9, 299.0] 0 0 0 10 90 
        
Outdoor on-
road 
0-20% [1.7, 6.1] 49 32 17 3 0 
20-40% [6.1, 8.3] 33 33 26 9 0 
40-60% [8.3, 11.4] 13 26 33 26 1 
60-80% [11.4, 18.0] 4 8 20 42 25 
80-100% [18.0, 577.4] 1 1 4 20 73 
        
Indoor STOK 
0-20% [2.4, 6.5] 68 18 6 4 4 
20-40% [6.5, 7.3] 22 40 20 11 8 
40-60% [7.3, 8.2] 9 26 31 21 13 
60-80% [8.2, 9.3] 2 13 30 31 24 
80-100% [9.3, 14.4] 0 2 13 33 52 
        
Outdoor STOK 
 
0-20% [18.9, 19.0] 22 23 24 18 14 
20-40% [19.0, 19.3] 13 16 19 22 30 
40-60% [19.3, 19.3] 16 15 16 20 31 
60-80% [19.3, 19.4] 18 21 21 26 14 
80-100% [19.4, 20.2] 31 25 21 14 10 
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Table 3.5: Contingency table for PM2.5 showing agreement between exposure quintiles. The 
values represent percentage of Census blocks in each quintile. Concentration ranges are shown in 
parentheses. Boxed percentages along diagonals would be 100% for a perfect match. 
   Indoor hybrid 
 Percentile Concentration 0-20 20-40 40-60 60-80 80-100 
  [𝜇g/m3] [1.72, 4.03] [4.03, 4.45] [4.45, 4.83] [4.83, 5.28] [5.28, 21.21] 
Outdoor hybrid 
0-20% [7.91, 8.43] 27 24 22 19 8 
20-40% [8.43, 8.79] 27 21 20 19 13 
40-60% [8.79, 8.90] 26 27 23 15 10 
60-80% [8.90, 9.17] 15 19 22 24 20 
80-100% [9.17, 34.29] 6 8 13 23 50 
        
Indoor on-road 
0-20% [0.03, 0.15] 42 26 20 10 2 
20-40% [0.15, 0.21] 34 30 19 13 5 
40-60% [0.21, 0.29] 16 27 28 22 8 
60-80% [0.29, 0.47] 7 13 24 31 26 
80-100% [0.47, 16.33] 2 4 11 23 60 
        
Outdoor on-road 
0-20% [0.07, 0.26] 28 26 24 17 6 
20-40% [0.26, 0.34] 33 27 20 15 6 
40-60% [0.34, 0.47] 22 25 23 20 9 
60-80% [0.47, 0.74] 12 14 20 25 29 
80-100% [0.74, 26.00] 5 8 13 23 51 
        
Indoor STOK 
0-20% [1.67, 3.85] 90 8 1 1 1 
20-40% [3.85, 4.21] 11 73 11 3 2 
40-60% [4.21, 4.53] 0 19 62 14 5 
60-80% [4.53, 4.89] 0 0 25 59 16 
80-100% [4.89, 6.55] 0 0 0 24 76 
        
Outdoor STOK 
 
0-20% [8.46, 8.61] 15 16 18 23 27 
20-40% [8.61, 8.69] 32 27 22 12 7 
40-60% [8.69, 8.72] 15 15 17 22 31 
60-80% [8.72, 8.76] 18 19 20 23 20 
80-100% [8.76, 9.14] 20 23 23 20 14 
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Table 3.6: Contingency table for EC showing agreement between exposure quintiles. The values 
represent percentage of Census blocks in each quintile. Concentration ranges are shown in 
parentheses. Boxed percentages along diagonals would be 100% for a perfect match. 
   Indoor hybrid 
 Percentile Concentration 0-20 20-40 40-60 60-80 80-100 
  [𝜇g/m3] [0.15, 0.37] [0.37, 0.43] [0.43, 0.50] [0.50, 0.62] [0.62, 12.74] 
Outdoor hybrid 
0-20% [0.65, 0.74] 49 32 17 2 0 
20-40% [0.74, 0.79] 32 35 27 7 0 
40-60% [0.79, 0.86] 14 25 34 26 1 
60-80% [0.86, 1.01] 4 7 19 46 23 
80-100% [1.01, 19.61] 1 1 3 18 76 
        
Indoor on-road 
0-20% [0.02, 0.09] 65 28 7 0 0 
20-40% [0.09, 0.12] 30 45 23 2 0 
40-60% [0.12, 0.17] 5 25 52 18 0 
60-80% [0.17, 0.28] 0 2 18 69 11 
80-100% [0.28, 12.38] 0 0 0 11 89 
        
Outdoor on-road 
0-20% [0.04, 0.15] 48 32 18 2 0 
20-40% [0.15, 0.20] 33 34 26 8 0 
40-60% [0.20, 0.28] 14 25 33 26 1 
60-80% [0.28, 0.43] 5 7 19 45 23 
80-100% [0.43, 19.00] 1 1 3 18 76 
        
Indoor STOK 
0-20% [0.11, 0.27] 69 17 6 4 4 
20-40% [0.27, 0.30] 22 41 18 11 9 
40-60% [0.30, 0.33] 8 26 30 20 15 
60-80% [0.33, 0.36] 1 13 31 29 25 
80-100% [0.36, 0.49] 0 2 15 36 47 
        
Outdoor STOK 
 
0-20% [0.55, 0.55] 13 20 22 22 23 
20-40% [0.55, 0.55] 10 15 17 22 36 
40-60% [0.55, 0.55] 31 26 24 13 6 
60-80% [0.55, 0.56] 14 16 20 26 23 
80-100% [0.56, 0.56] 31 23 18 16 12 
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Besides the population exposure error, it is also important to quantify the exposure error 
at an individual level. We quantify this with ND (Fig. 3.7 left panel) and NAD (Fig. 3.7 right 
panel). For all pollutants except for CO, all outdoor metrics (dark boxes) perform poorly. For 
example, the average ND and NAD is 175% with the outdoor hybrid for NOX. Further, all 
outdoor metrics have shown wider 90% range (Fig. 3.7 whiskers); so for some Census block, ND 
and NAD can be up to 375% for NOX. From the population exposure error in the previous 
paragraph, one would expect that the indoor on-road would perform better for NOX and EC. 
However, for these two pollutants, ND and NAD indicate that indoor STOK yields lower error 
(average ND ~-25% and NAD ~25%) compared to indoor on-road (average ND ~-75% and NAD 
~75%). The disagreement between population and individual exposure error is because although 
the indoor on-road can capture the locations of the hotspot, the concentration is still too low to 
represent the true exposure. For CO, the best performance is with outdoor hybrid metric (average 
ND ~ 0% and NAD ~10%). Because the penetration factor for CO is 1 and the indoor deposition 
rate is 0, the indoor and outdoor concentration differ less from each other, although NAD can still 
be up to 30% (Fig. 3.7). For PM2.5, agreeing with the population exposure, the indoor STOK 
concentration gives the lowest error (average ND ~0% and NAD ~5%). This is because of the 
relatively lower contribution from the on-road source for PM2.5. However, it is worth noting that 
the error can sometimes be large (up to 25%), indicating on-road source still plays an important 
role for the near-road population exposure. 
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Figure 3.7 Hourly normalized difference (ND, left panels) and hourly normalized absolute 
difference (NAD, right panels) for each Census block. Bottom and top of box represents 25th and 
75th percentiles, the line in the middle of the box is the median, the ends of the whisker are the 5th 
and 95th percentiles, and the dot on the whisker is the mean. 
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3.4 Discussion and Limitations 
To prevent bias due to spatial variation (Goldman et al., 2010), many health studies 
characterized exposure using space-time kriging(Coogan et al., 2012; Lee et al., 2013, 2011). 
Space-time kriging technique, when lacking adequate number of monitors, may fail to capture a 
concentration hotspot in microenvironments such as locations found near roadways. Further, 
using ambient concentrations to represent exposure can introduce exposure error because people 
spend more time indoors(Delfino et al., 2004; Michikawa et al., 2014; Van Roosbroeck et al., 
2006). These findings motivated this study to quantify the associated potential exposure error to 
reduce the possible bias in future epidemiological analysis for the CADEE study.  
From our analysis, the suitability of an exposure metric to represent a pollutant depends on 
the pollutant’s three major characteristics: 1. Penetration factor, 2. Deposition rate, and 3. Key 
source contributor. CO, selected as a “control group” because of its high penetration factor and 
low deposition rate, is less affected by the indoor infiltration mechanism and thus AER. AER 
affects all other pollutants’ block-to-block variability although may not be significant when the 
input outdoor metric’s spatial variability is large. Nevertheless, this small change in spatial 
variation (~10%) can cause error in population exposure. This is evident in the first “experiment 
group” where for pollutants with slightly lower penetration factor and higher deposition rate 
(such as NOX and EC), the outdoor hybrid, as an input for computing indoor hybrid, produces 
20% and 15% more error (Tables 3.4 and 3.6) than indoor on-road. For the second “experiment 
group” where pollutant is dominated by background (i.e. PM2.5), the indoor STOK (Table 3.5) 
yields less error for population exposure. It is worth noting that all outdoor metrics cause high 
exposure error at the population level. This highlights the importance of AER for pollutants with 
lower penetration factor and higher deposition rate.  
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At an individual level, CO and PM2.5 agree with the results in population exposure error and 
can be best described by outdoor hybrid and indoor STOK, respectively. For CO, because the 
infiltration causes little effect on concentration, the concentration has to be characterized by both 
background and on-road component. For PM2.5, although indoor STOK causes little error, that 
error can still be up to 25%, indicating the importance of on-road emission. This was not seen in 
another study where concentration was modeled at zip code(K. L. Dionisio et al., 2013), 
indicating the necessity to model the concentration at fine spatial resolution. For NOX and EC, 
although STOK-based indoor metric gives relatively less error than other metrics, the error is 
still high (up to 75%) because on-road emission contributes a large portion (38% and 46%) to the 
total concentration. In terms of individual exposure error, both background and on-road 
component should be considered. 
There are several limitations in this work. First, this study does not consider window opening 
since data were unavailable. A previous study evaluated the LBL model and another model 
(LBLX), which extends the LBL model to include natural ventilation from window opening. 
Based on AER measurements from homes in central North Carolina across four seasons, the 
LBL and LBLX models had similar uncertainties for days with open windows. Therefore, we do 
not expect a substantial effect from not including window opening in our study(Breen et al., 
2014). Secondly, this work does not consider indoor pollutant sources, which could lead to 
under-prediction for total exposure. Thirdly, since the local source considered in this study 
focused only on on-road emission, future research should also include other sources such as 
power plants and other industrial sources in the study area. 
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3.5 Conclusions 
We have provided a comprehensive comparison of multiple tiered exposure metrics and 
quantified potential exposure error at both population and individual level at 16,095 Census 
blocks of three Counties in North Carolina for CO, NOX, PM2.5, and elemental carbon (EC) 
during 2012. These metrics include ambient background concentration from space-time ordinary 
kriging (STOK), ambient on-road concentration from the Research LINE source dispersion 
model (R-LINE), hybrid concentration combining STOK and R-LINE, and their associated 
indoor concentrations from an indoor infiltration mass balance model. We achieved this 
comprehensive comparison – the main novelty of this study – by combining the different models 
to obtain spatiotemporally refined outdoor and indoor concentrations. With the examples for the 
four pollutants, we identified the key factors that can cause the exposure error. Using hybrid-
based indoor concentration as the standard, the comparison showed that outdoor STOK metrics 
yielded large error at both population (67% to 93%) and individual level (average bias between -
10% to 95%). For pollutants with significant contribution from on-road emission (EC and NOX), 
the on-road based indoor metric performs the best at the population level (error less than 52%). 
At the individual level, however, the STOK-based indoor concentration performs the best 
(average bias below 30%). For PM2.5, due to the relatively low contribution from on-road 
emission (7%), STOK-based indoor metric performs the best at both population (error below 
40%) and individual level (error below 25%). And finally, the AER calculation in this study, to 
our knowledge, is the first one using actual house information instead of on-site survey, and at 
such a refined spatial resolution. This unique approach, along with the comprehensive results 
from this study provides an opportunity for future researchers to conduct large-scale health 
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studies by selecting appropriate exposure metrics and reduce potential bias in exposure 
characterization. 	  
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CHAPTER 4: FINELY RESOLVED ON-ROAD PM2.5 AND ESTIMATED MORTALITY 
IN CENTRAL NORTH CAROLINA4 
4.1 Introduction 
Traffic related air pollutants (TRAPs) can cause adverse health effect on human health, 
including decreased lung function,(Urman et al., 2013) coronary heart disease,(Gan et al., 2011) 
asthma,(Lindgren et al., 2010; McConnell et al., 2010) thrombosis,(Baccarelli et al., 2009) and 
tuberculosis.(Lai et al., 2015) In the United States, 19% of the population lives near heavy-traffic 
roads(Rowangould, 2013), thus understanding the burden of disease due to exposure to TRAPs is 
important. 
Traditionally, the burden of disease due to exposure to air pollutants is estimated by 
combining chemical-transport air quality models (CTM) and health impact functions (HIFs). 
CTMs incorporate emission data and current knowledge about physical and chemical processes 
in the atmosphere to predict pollutant concentrations. The estimated concentrations can then be 
used to estimate the resultant mortality or morbidity with HIFs.(Fann et al., 2012) Global CTMs 
have been used previously for estimating the mortality due to total anthropogenic 
emission(Anenberg et al., 2010), climate change,(Silva et al., 2013) total outdoor air 
pollutants,(Brauer et al., 2012) emission reduction,(Anenberg et al., 2011; West et al., 2013) and 
sector-specific emission.(Lelieveld et al., 2015) In the sector-specific study, Lelieveld et al. 
estimated that traffic accounts for only 5% of premature mortality from PM2.5 globally, but could 
be up to 20% in the United States and Germany. Further, for these two countries if the 
																																																								
4 This chapter was submitted to Risk Analysis 
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differential toxicity of the PM2.5 chemical component is considered, traffic emissions can cause 
36% of PM2.5-associated premature mortality and is the largest contributor to burden of 
disease.(Lelieveld et al., 2015) Global CTMs has also been used for estimating premature 
mortality from surface transportation emissions by nation.(Chambliss et al., 2014) Chambliss et 
al. has summarized that surface transportation can cause 8.5% of PM2.5-related premature 
mortality globally but up to 23.5% and 22.8% in North America and Western Europe. One 
limitation of the global CTM for estimating premature mortality due to traffic-related emissions 
is the limited spatial resolution. The spatial resolution of the global CTM (which models 
concentration in 110-km × 110-km “grids”) cannot capture the effects of finer-scale variation of 
traffic pollution thus the effect from traffic-related emissions could be underestimated.(Jerrett, 
2015)  
Regional CTMs, compared to global CTMs, can estimate the concentration at a finer 
spatial resolution. In the U.S., Fann et al. used a detailed regional CTM and estimated that traffic 
sources can cause ~29,000 ozone- and PM2.5-related premature deaths.(Fann et al., 2013) Also in 
the U.S., Caiazzo et al. used another CTM but a different health impact function and estimated 
53,000 PM2.5-related premature deaths. (Caiazzo et al., 2013) Consistent with the global study by 
Lelieveld et al.,(Lelieveld et al., 2015) these two studies concluded that traffic source in the U.S. 
was either the largest or second largest emission sector to cause premature mortality. While these 
analyses were able to predict some compelling risk estimates, the finer spatial resolutions (36-km 
× 36-km and 12-km × 12-km) may still not capture the important spatial distribution of 
concentration gradients of TRAPs. Some of the TRAPs, as shown in a previous study based on 
field measurement, drop by more than 50% within 150 meters from roadways.(Karner et al., 
2010) Although regional CTMs can be run at such a spatial resolution, the associated 
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computational burden can be too great to implement. With a 36-km × 36-km or 12-km × 12-km 
resolution, the ability to determine the locations of specific high-risk areas in population risk 
assessments can be limited.(Arunachalam et al., 2011, 2006) In addition, quantifying the 
contribution from a single source would generally require running the model multiple times 
(with and without the emission of interest), which further increases the computational burden. 
When compared to a CTM, a Gaussian plume dispersion model is relatively simple, and 
computationally efficient. Compared to CTMs, dispersion models do not require allocating 
emissions from roadways to grids that are consistent with CTMs’ modeling grids. In a dispersion 
model, the emission source is allocated in a much finer spatial resolution more realistically 
retaining the shape and physical characteristics of the emitted plume. For example, dispersion 
models can model roadways as adjacent area sources(Cook et al., 2008; Crooks and Isakov, 
2013; Stein et al., 2007) or line sources(Batterman et al., 2014a; Chang et al., 2015a; Heist et al., 
2013) and thus the sharp concentration gradients from roadways can be captured with a higher 
spatial resolution.(Chang et al., 2015b; Isakov et al., 2014)  Modeling TRAPs with dispersion 
models can still be challenging due to the requirement to characterize a temporally refined 
emission for each roadway. This link-based emission can be obtained with a “bottom up” 
approach,(Cook et al., 2008; Isakov et al., 2009; Snyder et al., 2014) where detailed information 
including geometry of the road network, traffic activity, temporal allocation factor,(Batterman et 
al., 2015) emission factors of pollutants, and meteorology is required. Because of the need for 
these detailed input data, this kind of technique, to our knowledge, has only been applied in 
smaller geographical areas such as at city(Beevers et al., 2013; Lobdell et al., 2011) or 
community(Wu et al., 2009) level or subject-specific health studies.(Vette et al., 2013) Limited 
studies have applied the bottom-up approach over a large spatial domain for a burden of disease 
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assessment. These results, however, were not compared with the traditional CTM 
approach.(Ghosh et al., 2015) Further, unlike a CTM, a Gaussian dispersion model is unable to 
predict secondary pollutants such as secondary PM2.5 formed from atmospheric chemical 
reactions. Because the majority of ambient PM2.5 is secondary,(Jimenez et al., 2009; Kleindienst 
et al., 2010; Seinfeld and Pandis, 2006; Zhang et al., 2007) using the Gaussian plume dispersion 
model may underestimate the total impact of on-road PM2.5. 
This works describes a new hybrid approach that combines the Research LINE source 
dispersion model (R-LINE,(Snyder et al., 2013) a Gaussian dispersion model), Community 
Mutiscale Air Quality model(Byun and Schere, 2006a) (CMAQ, a CTM), and space-time kriging 
technique(Serre, 1999) to model on-road and total PM2.5 concentration fields at a Census block 
level. Using this hybrid approach we can greatly increase the spatial resolution and permit a 
better characterization of PM2.5 concentrations due to traffic-related emissions. We hypothesize 
that the more finely resolved concentration field from the hybrid approach will result in a higher 
burden of disease estimate for PM2.5 due to on-road emissions. 
4.2 METHODOLOGY 
 In this study, we used a traditional CTM approach at 36 km × 36 km grid resolution and 
a Gaussian dispersion model-based hybrid approach at a Census block level to estimate the 
burden of disease of on-road PM2.5 in 2010 in central North Carolina. This region, called the 
Piedmont region, contains 42 counties and features three major metropolitan areas with several 
cities with population greater than 200,000 (Figure 4.1). The resultant concentration fields from 
both approaches were then used as input to two HIFs to estimate the burden of disease.		 	
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4.2.1 Heath impact function 
Health impact function relates change in mortality to changes in pollutant concentrations. 
The change in concentration here is defined as the PM2.5 contribution from on-road vehicles as 
simulated by CMAQ (with the CTM approach) or R-LINE (with the hybrid approach). A key 
component in HIF is the concentration-response function (CRF), which describes the relationship 
between relative risk (RR) and change in concentration based on epidemiological 
studies.(Burnett et al., 2014; Krewski et al., 2009) In this study, we used two different CRFs. The 
first one describes RR and change in concentration with a log-linear relationship 𝑅𝑅 = exp!"#              (1) 
where 𝛽 is the concentration-response factor (the slope of the log-linear relationship between 
concentration and RR) and 𝛥𝑋 is the change in concentration. In this study, 𝛥𝑋 was defined as 
the PM2.5 from on-road vehicles.  
 
Figure 4.1 The NC Piedmont region. The major cities (stars) from left to right: Charlotte, 
Winston-Salem, Greensboro, and Raleigh. 
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The second CRF is the integrated risk function (IER) developed for estimating the burden 
of acute lower respiratory infection (ALRI) for children and ischemic heart disease (IHD), 
chronic obstructive pulmonary disease (COPD), stroke, and lung cancer (LC) for adults age 
greater than 25. The objective of the IER is to avoid the overestimation of mortality under high 
exposure scenario because of extrapolating results from epidemiologic studies with low ambient 
PM2.5 exposure (i.e. < 50 𝜇𝑔/𝑚!).(Burnett et al., 2014) IER integrates data from multiple studies 
that covers a wide range of PM2.5 exposure including ambient concentration, active tobacco 
smoking, second hand smoking, and household air pollution. Although in our study we only 
focused on outdoor air pollution from on-road emission, using IER allows us to understand the 
behavior of this new CRF at lower exposure range and make direct comparison to the traditional 
log-linear CRF. The RR derived in IER has the following form:(Burnett et al., 2014)  
                                              𝑓𝑜𝑟 𝑥 < 𝑥!" , 
                                              𝑅𝑅 𝑥 = 1 
                                              𝑓𝑜𝑟 𝑥 ≥ 𝑥!" ,  
                                                          𝑅𝑅 𝑥 = 1+ 𝛼 1− 𝑒𝑥𝑝 −𝛾 𝑥 − 𝑥!" !   (2) 
where 𝑥 is the concentration of PM2.5 and 𝑥!" is the counter factual concentration, below which 
is assumed no excessive risk. The parameters 𝛼, 𝛿, and 𝛾 were estimated by data from multiple 
studies where PM2.5 level covers a large range of concentrations. The estimated 𝛼, 𝛿, and 𝛾 as 
well as the corresponding 𝑥!" and 𝑅𝑅 by population age are available in the Global Burden of 
Disease Study 2010.(Institue for Health Metrics and Evaluation, 2010)  
The attributable fraction (AF) of the disease burden due to exposure to air pollutants is 
defined as 𝐴𝐹 = !!!!!!                                        (3) 
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Multiplying the AF with baseline mortality (𝑦!) and population (𝑝𝑜𝑝) would yield the mortality 
attributable to exposure to PM2.5 (𝛥𝑀𝑜𝑟𝑡) 𝛥𝑀𝑜𝑟𝑡 = 𝑦!×𝐴𝐹×𝑝𝑜𝑝                     (4) 
For the log-linear CRF, substituting RR in (3) with (1) would yield: 𝛥𝑀𝑜𝑟𝑡 = 𝑦!×(1− exp!!"#)×𝑝𝑜𝑝   (5) 
We back calculated 𝛽 using RRs for cardiopulmonary disease (RR=1.128 for 10 𝜇𝑔/𝑚! PM2.5 
increase, 95% confidence intervals 1.077 to 1.182) and lung cancer (RR=1.142 for 10 𝜇𝑔/𝑚! 
PM2.5 increase, 95% confidence intervals 1.057 to 1.234) for adults age greater than 30 from 
Krewski et al.,(Krewski et al., 2009) which reanalyzed the cohort data from American Cancer 
Society’s (ACS) PM2.5 studies.(Pope et al., 2002) We selected the cardiopulmonary disease and 
lung cancer to be consistent with the diseases of IER functions (IHD, COPD, lung cancer, and 
stroke) although they do not cover all of the cardiopulmonary diseases. In this part of analysis, 
we assumed that RR does not vary by population age.(Anenberg et al., 2010; Silva et al., 2013) 
To be consistent with these selected epidemiological studies, we used model-estimated annual 
average primary and secondary on-road PM2.5 as well as total PM2.5 concentration as inputs for 
both CRFs. For IER, because primary PM2.5 concentration can be lower than 𝑥!" in many 
locations, we used total annual PM2.5 as input to estimate the premature mortality, then scaled the 
results for primary and secondary on-road PM2.5 based on their level.  
 The baseline mortalities for IHD, COPD, stroke, cardiopulmonary disease, and lung 
cancer were collected from the CDC-WONDER database, where county-level age-stratified 
baseline mortality for 2010 is available.(Center of Disease Control and Prevention, n.d.) Census 
tract-level population data stratified by age was obtained from U.S. Census Bureau.(U.S. Census 
	 90 
Bureau, 2010) The Spatial Allocator(Institue for the Environment, 2010) was used to allocate the 
population to a Census block level. 
4.2.2 CMAQ modeling 
 We used CMAQ(Byun and Schere, 2006b) model version 5.0.2 to model annual PM2.5 
concentration for 2010 with 148 × 112 horizontal grids and 34 vertical layers covering the 
continental U.S. at a 36-km × 36-km resolution. We used an updated carbon bond 
(CB05)(Yarwood, 2005) multi-pollutant mechanism with explicit air toxics chemistry 
(CB05TUMP_AE6_AQ).(Whitten et al., 2010) The meteorological inputs were generated with 
Weather Research and Forecasting (WRF) model(Skamarock et al., 2008) using data downscaled 
from NASA’s Modern-Era Retrospective Analysis for Research and Applications 
(MERRA).(Rienecker et al., 2011) The initial and boundary conditions were downscaled from a 
global CTM: CAM-Chem.(Lamarque et al., 2012) The 2010 emission data were generated with 
Sparse Matrix Operator Kernel Emissions (SMOKE) model(Houyoux et al., 2000) interpolated 
from U.S EPA’s 2005 National Emission Inventory (NEI)(EPA, 2011) and a projected-year 
emissions inventory for the year 2012. We also included the lightning NOx feature (Allen et al., 
2012) to generate lightning NO emissions in CMAQ. To be consistent with the emissions inputs 
in the hybrid approach (described further in Section 4.2.3), the on-road emissions were generated 
using emission factor tables from the MObile Vehicle Emission Simulator 2010b (MOVES 
2010b).(U.S. Environmental Protection Agency, 2012) The model evaluation against ambient 
observations can be found in the supplementary information. 
 To obtain the on-road PM2.5 contribution, we generated two sets of emission data. The 
first set contained the total emission (named base case) and the second set kept all other 
emissions but removed the emission from on-road vehicles (named sensitivity case). These two 
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cases of emission were then used as input for CMAQ model to obtain the concentrations for both 
base case and sensitivity case. The total contribution from on-road vehicle (𝑃𝑀!.!!"#!$%) was 
calculated by subtracting sensitivity case (𝑃𝑀!.!!"!") from the base case (𝑃𝑀!.!!"#$):  𝑃𝑀!.!!"#!$% = 𝑃𝑀!.!!"#$ − 𝑃𝑀!.!!"#!                              (6) 
Similar approach has been used in other studies to investigate impact from sectoral 
emission(Caiazzo et al., 2013; Fann et al., 2013) or single emission source.(Vennam et al., 2015) 
We also separated PM2.5 by its primary (i.e. directly emitted) and secondary (i.e. formed through 
atmospheric chemical process) components to allow direct comparison with the hybrid modeling 
approach (see Section 4.2.3). The primary and secondary on-road PM2.5 were calculated as 
follows: 𝑃𝑀!.!!"#$  =  𝐴𝐸𝐶 +  𝐴𝑃𝑂𝐶 +  0.01×𝐴𝑆𝑂!      (7) 
Where 𝑃𝑀!.!!"#$ is primary PM2.5, AEC is primary elemental carbon, APOC is primary organic 
carbon, and ASO4 is PM sulfate. These species are available from CMAQ output. We assign 1% 
of ASO4 to be primary based upon the ratio of primary sulfate emissions and SO2 emission. This 
function applies for both base case and sensitivity case. Primary on-road PM2.5 
(𝑃𝑀!.!!"#!$%,!"#$) was obtained by subtracting primary PM2.5 of sensitivity case 𝑃𝑀!.!!"#!,!"#$ 
from that of base case 𝑃𝑀!.!!"#$,!"#$: 𝑃𝑀!.!!"#!$%,!"#$  =  𝑃𝑀!.!!"#$,!"#$ − 𝑃𝑀!.!!"#!,!"#$              (8) 
The secondary on-road PM2.5 (𝑃𝑀!.!!"#!$%,!"#) was then obtained by subtracting 𝑃𝑀!.!!"#!$%,!"#$ from 𝑃𝑀!.!!"#!$%: 𝑃𝑀!.!!"#!$%,!"# = 𝑃𝑀!.!!"#!$% −  𝑃𝑀!.!!"#!$%,!"#$                 (9) 
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4.2.3 Hybrid modeling 
We refined a previously developed novel hybrid approach that now combines dispersion 
modeling (R-LINE), CMAQ, and space-time ordinary kriging (STOK) technique to model 
primary and secondary on-road PM2.5 as well as total PM2.5 at Census block centroids (~105,000 
Census blocks). The detail of the R-LINE and STOK hybrid framework is described 
elsewhere.(Chang et al., 2015b; Isakov et al., 2014) We further improved the approach to capture 
secondary on-road PM2.5 by utilizing CMAQ predictions (see Section 4.2.3.2). 
4.2.3.1 Primary on-road PM2.5 
Primary on-road PM2.5 was modeled with R-LINE. R-LINE treats roadways as line 
sources and parametrized the horizontal and vertical spread of the plume with an updated 
mathematical formula.(Snyder et al., 2013; Venkatram et al., 2013) Link-based emission for the 
entire central North Carolina was developed with a bottom-up approach that required 
transportation data, vehicular emission factor, and meteorological data. The transportation data 
were gathered from multiple sources including Federal Highway Administration’s (FHWA) 
Freight Analysis Framework Version 3 (FAF3),(Federal Highway Administration, 2012a) 
Highway Statistics,(Federal Highway Administration, 2012b) and U.S. EPA’s NEI producing 
information on: road networks (individual road segment locations), traffic activity (number of 
vehicles for each road segment over a period of time and the fleet distribution), and vehicle 
speed. The meteorological data were obtained from 14 National Weather Service (NWS) stations 
covering the study domain (Table C1). The emission factors were obtained from MOVES 2010b 
that are consistent with Section 4.2.2. This would allow direct comparison between CMAQ 
predictions and the hybrid approach. 
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To reduce the computational burden for estimating annual concentration at a Census 
block level, we used the METeorologically Averaging for Risk and Exposure (METARE)(Chang 
et al., 2015b) approach.. With the METARE method, selected meteorological hours are used to 
represent those with similar dispersion-related parameters including wind direction, wind speed, 
and Monin-Obukhov length. The resultant simulated concentrations were than weighted and 
summed to yield the annual average concentration. Detail description about METARE and the 
approach for developing the emissions inputs can be found in an earlier study.(Chang et al., 
2015b) 
4.2.3.2 Secondary on-road PM2.5 
 To improve the model prediction for secondary on-road PM2.5 at a Census block level, we 
combined CMAQ, observational data from U.S. EPA’s Air Quality System (AQS),(U.S. 
Environmental Protection Agency, n.d.) and STOK to capture secondary on-road PM2.5. STOK is 
an interpolation technique that uses observational data to estimate the concentration at locations 
without monitors. This technique assumes that the concentration value at each estimation point is 
a linear combination of nearby observed data. The method is similar to Arunachalam et 
al.(Arunachalam et al., 2014) that estimated urban background concentrations using both hard 
data (i.e. exact measurements) and soft data (i.e. data that is described by a statistical 
distribution). In our approach, the estimation was based solely on soft data because the exact 
measurement for secondary on-road PM2.5 is not available. We used two methods to generate 
soft data. The first kind of soft data on secondary on-road PM2.5 was obtained by multiplying the 
observed total PM2.5 by a random variable, Rsecondary_on-road/Total, representing the ratio of 
secondary on-road PM2.5 to total PM2.5. This random variable is assumed to be normally 
distributed with a mean 𝜇! and variance 𝜎!! obtained from the CMAQ predicted secondary on-
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road PM2.5 and total PM2.5 (Section 4.2.2). The ratio of secondary on-road to total PM2.5 was 
calculated for each hour of the study period and 𝜇! and 𝜎!! were obtained for each monitoring 
site as the mean and variance of the ratios by hour of day, weekday or weekend, and season. The 𝜇! and 𝜎!! were calculated for such period because traffic pattern is strongly correlated with 
time,(Baldauf et al., 2008) using the mean and variance for the entire modeling period would 
yield greater 𝜎!! and result in concentration estimate with larger uncertainty. The observed total 
PM2.5 was retrieved from 106 AQS monitoring sites in North Carolina and surrounding States 
including Alabama, Florida, Georgia, Kentucky, South Carolina, Tennessee, Virginia, and West 
Virginia. Hourly secondary on-road PM2.5 was estimated at Census blocks in this region.  
 The second set of soft data was used to capture the potential hotspot where AQS monitors 
are not available. Here we assume that the CMAQ predicted secondary on-road PM2.5 is a 
random variable that can be described by a normal distribution with mean and variance estimated 
from the observational data.(de Nazelle et al., 2010; Xu et al., 2016) To obtain the mean and 
variance, we relied on the observation-prediction pairs where CMAQ predicted secondary on-
road PM2.5 is paired with the available AQS observational data in space and time. Because direct 
measurement of secondary on-road PM2.5 is not available, we assume that the multiplication of 
observed total PM2.5 and Rsecondary_on-road/Total is the observed secondary on-road PM2.5. These 
observation-prediction pairs were than stratified into 68 bins based on the modeled 
concentration, each containing approximately 1.5% of the data points. For each bin, the mean 
and variance of the observed secondary on-road PM2.5 were calculated to represent the 
corresponding mean and variance of the random variable. Then, the mean and variance 
corresponding to each given CMAQ prediction is simply the interpolation between the 68 mean 
value obtained in each bin. These mean and variance are then merged with the first set of soft 
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data as input to STOK to estimate secondary on-road PM2.5. Additional description of the STOK 
methodology implemented here, and corresponding evaluation can be found in supplementary 
information.   
4.2.3.3 Total PM2.5 
 Since IER requires total PM2.5 to estimate burden of the diseases (Section 4.2.1) and since 
Section 4.2.3.1 and 4.2.3.2 only estimate primary and secondary on-road concentrations, we also 
need to capture the contribution from other sources, referred as “urban background”. Here, we 
followed the method developed by Arunachalam et al.(Arunachalam et al., 2014) and further 
used in Chang et al.(Chang et al., 2015b) and use STOK with monitoring data from AQS sites as 
hard data to estimate the urban background. We assume that the urban background 
measurements capture regional background concentration so the total concentration is the sum of 
urban background and primary on-road PM2.5.(Chang et al., 2015b) 
4.3. Results and discussion 
4.3.1 CMAQ and hybrid modeled concentration  
Boxplots for total and primary and secondary components of on-road PM2.5 are shown in 
Figure 4.2. For total PM2.5, both CMAQ and hybrid approaches estimated similar concentration 
level with a median of 12.5 𝜇𝑔/𝑚!. For primary on-road PM2.5, the hybrid approach yielded a 
higher estimate (median: 0.53 𝜇𝑔/𝑚!) than CMAQ (median: 0.32 𝜇𝑔/𝑚!). Also, the range of 
concentrations is wider in the hybrid approach (90% range: 0.07 to 2.94 𝜇𝑔/𝑚!) than CMAQ 
(90% range: 0.19 to 0.6 𝜇𝑔/𝑚!). For secondary on-road PM2.5, the hybrid approach yielded a 
lower estimate (median: 0.98 𝜇𝑔/𝑚!) than the CMAQ approach (median: 1.13 𝜇𝑔/𝑚!) and a 
	 96 
smaller variation (90% range for hybrid: 0.87 to 1.04 𝜇𝑔/𝑚!, 90% range for CMAQ: 0.70 to 
1.36 𝜇𝑔/𝑚!). 
 
The comparable total PM2.5 estimates from the two approaches indicate a good agreement 
for estimating regional PM2.5 concentration. The spatial maps of total PM2.5 concentration 
obtained from the hybrid approach (Figure 4.3b), however, indicate that the hybrid approach is 
able to capture concentration hotspots near roadways, especially along interstate highways. 
These detailed features cannot be captured by CMAQ (Figure 4.3a) because after it is emitted, 
the primary on-road PM2.5 is immediately diluted to the modeling grid cell resolution of 36 km × 
36 km. Although the primary on-road PM2.5 concentration estimated by CMAQ still follows the 
location of interstate highways (Figure 4.3c), the concentration hotspot near roadways cannot be 
captured by CMAQ when compared to the hybrid approach (Figure 4.3d). The majority of on-
road PM2.5 predicted by CMAQ is secondary (~65%) with high concentrations spanning across 
 
Figure 4.2 Boxplots for modeled annual concentration for total, on-road primary, and on-
road secondary PM2.5. Bottom and top of box represents 25th and 75th percentiles, the 
line in the middle of the box is the median, the ends of the whisker are the 5th and 95th 
percentiles, and the dot on the whisker is the mean. 
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major cities and the domain (Figure 4.3e). The secondary on-road PM2.5 estimated by hybrid 
approach is relatively lower than the CMAQ prediction because the kriging technique adjusts for 
the over prediction under high concentration scenario. Nevertheless, hybrid-estimated secondary 
on-road PM2.5 is still higher than hybrid-estimated primary on-road PM2.5 except for locations 
near roadways. 
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(a) CMAQ total PM2.5 (b) Hybrid total PM2.5 
  
(c) CMAQ on-road primary PM2.5 (d) Hybrid on-road primary PM2.5 
  
(e) CMAQ on-road secondary PM2.5 (f) Hybrid on-road secondary PM2.5 
  
Figure 4.3 Spatial map of annual PM2.5. The colorbar represents concentration level in 𝜇𝑔/𝑚!.  
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4.3.2 Health impact estimates 	 With both the log-linear CRF and IER, the hybrid approach estimated 24% more on-road 
related premature mortalities (295 vs. 237 and 175 vs. 127) than CMAQ (Table 4.1). The major 
difference is from the primary on-road PM2.5. With the hybrid approach, primary on-road PM2.5 
was estimated to cause 135 (with log-linear CRF) and 71 (with IER) premature mortalities, 
which is 2.25 and 2.22 times higher than CMAQ-predicted mortality (60 with log-linear CRF 
and 32 with IER). For the secondary on-road PM2.5, the hybrid approach estimated 
approximately 9.5% less mortality than CMAQ (160 vs. 177 with log-linear CRF and 86 vs. 95 
with IER). The slightly lower mortality estimate associated with secondary on-road PM2.5 is 
because the STOK component in the hybrid approach adjusted the overprediction from CMAQ 
under low concentration and the underprediction under high concentration. For example, the high 
concentration region at the southwest domain (Figure 4.3e) was adjusted to a lower level (Figure 
4.3f) and the low concentration region at the north domain was adjusted to a higher level.    
Table 4.1 Estimated on-road PM2.5 associated premature mortality in central North Carolina. 
 Log-linear (Krewski) IER function 
CMAQ approach   
         Primary  60 (34-85) 32 (31-32) 
         Secondary  177 (102-252) 95 (94-97) 
         Total 237 (136-337) 127 (125-129) 
   
Hybrid approach   
         Primary (R-LINE) 135 (78-192) 71  (70-72) 
         Secondary (STOK) 160 (92-228) 86 (84-87) 
         Total  295 (170-420) 157 (154-159) 
 
Regarding the contribution from primary or secondary on-road PM2.5 to mortality, 
CMAQ predicts smaller contribution from primary on-road PM2.5 (~25%) than the hybrid 
approach (~45%) using both log-linear CRF and IER. This suggests that primary emitted PM2.5 
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plays an important role regarding on-road related mortality. The U.S. EPA released the Tier 3 
Vehicle Emission and Fuel Standards Program in 2014(U.S. Environmental Protection Agency, 
2014) that regulates tailpipe and evaporative emission and sulfur content in fuels. As part of the 
technical analyses in support of this standard based upon CMAQ modeling, the EPA estimated 
that the new standard prevents 770 to 2000 premature mortalities by 2030. Since CMAQ is likely 
to underestimate the effect from primary on-road PM2.5, the benefit for reducing traffic-related 
emissions might be greater than estimated by EPA. 
4.3.3 Mortality estimate by region, age, and disease  
 The total population in the central North Carolina region is approximately 4.5 million 
with higher population density at urban areas including Charlotte, Winston-Salem, Greensboro 
and Raleigh and also along the Interstate highways (Figure 4.4a). As a result, the spatial 
distribution of premature mortality would follow this pattern. For CMAQ (Figure 4.4a), the 
estimated mortality associated with primary on-road PM2.5 is concentrated at the 3 cities 
mentioned above but not obvious along the Interstate highways. With the hybrid approach 
(Figure 4.4b), the estimated premature mortality is also concentrated in the four cities and along 
the Interstate highways. This is because the high concentration adjacent to roadways can be 
captured by the hybrid approach. For secondary on-road PM2.5, both CMAQ and the hybrid 
approach yielded premature mortality estimates with a similar spatial pattern because the 
concentration fields from the two approaches are similar. Because secondary PM2.5 is more likely 
to be regional (i.e. less spatial variation), the estimated mortality would distribute similarly as the 
population patterns. The estimation using IER shows the same spatial pattern with Figure 4.4 but 
with lower magnitude thus the figures are not shown. 
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(a) Population 
 
(a) CMAQ on-road primary (b) Hybrid on-road primary 
  
(c) CMAQ on-road secondary (d) Hybrid on-road secondary 
  
Figure 4.4 Spatial map of population and premature mortality estiamted using the log-
linear CRF. The colorbar represents numer of premature mortality. 
 
To understand the spatial pattern of population, primary on-road PM2.5 concentration, and 
its associated mortality, we further organize these parameters as a function of distance from the 
roadways for the CMAQ and hybrid modeling (Figures 4.5a and 4.5b). The population (blue 
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lines in Figure 4.5a and 4.5b) in this region decreases as the distance from roadways increases. 
Compared to the maximum (i.e. locations at approximately 500 meters from roadways), the 
population reduces to 20% at 2,000 meters from roadways. With CMAQ, because the 
concentration (green line in Figure 4.5a) only reduced by 20% at 5,000 meters from roadways, 
the population was exposed to similar level of primary on-road PM2.5 and thus the estimated 
mortality’s pattern (red and yellow lines) overlaps with the population. The accumulated 
mortality as a function of distance from roadways (Figure 4.5c) indicates that 50% of the 
population within this region lives within 1,000 meters from the roadways and also 50% of the 
primary on-road PM2.5-related premature mortality is seen within the same distance. With the 
hybrid approach, the concentration reduced by 80% within 500 meters from roadways (green line 
in Figure 4.5b) and thus the mortality reduces by 80% within 1,000 meters from roadways (red 
and yellow lines in Figure 4.5b). Further, concentration hotspot near roadways also coincide with 
high population areas resulting in 72% of the primary on-road PM2.5-related premature mortality 
occurring within 1,000 meters from roadways (Figure 4.5d).   
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(a) (b) 
  
(c) (d) 
  
Figure 4.5 (a) and (b) Normalized on-road primary concentration, its assocaited mortality, 
and population by distance from the roadways. (c) and (d) Normalized accumulated 
mortality and population by distance from roadways. The mortality in the figures only is 
account for on-road primary PM2.5. Mortality (K) represents the estimation using log-linear 
CRF with RR from Krewski et al. 2009. Mortality (IER) represents the estimation using 
IER. 
 
The counties with the most on-road PM2.5 related premature mortality are those 
containing major cities with population greater than 200,000. The top 5 counties with the most 
premature mortality estimated using the log-linear CRF and hybrid approach are Mecklenburg 
(Charlotte), Wake (Raleigh), Guilford (Greensboro), Forsyth (Winston Salem), and Gaston 
(Charlotte) (Table 4.2). In these counties, the percentage of cardiopulmonary disease and LC 
deaths attributable to on-road PM2.5 ranges between 1.9% for Forsyth County to 3.79% for Wake 
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County using the hybrid approach with the log-linear CRF. With IER, the percentage of IHD, 
LC, COPD, and stroke deaths attributable to on-road PM2.5 ranges between 1.3% for Forsyth 
County to 2.57% for Wake County using the hybrid approach. These 5 counties when combined 
comprise 50% of on-road PM2.5 related premature mortality in the central North Carolina. This 
ranking is consistent in both CMAQ and the hybrid approach. For Davidson, Randolph, and 
Union counties, CMAQ estimated more premature mortality than the hybrid approach because 
the over estimation for secondary on-road PM2.5 was adjusted. Among the mortalities estimated 
with IER, the major cause is IHD followed by LC, stroke, and COPD for both CMAQ and the 
hybrid approach (Table 4.3). For each disease, more than 80% of mortality is with population 
aged above 55. Similar trend is also observed with the log-linear CRF where 90% of mortality is 
with population aged above 55 for both cardiopulmonary diseases and LC (Table 4.4).  
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Table 4.2 Estimated on-road PM2.5 associated premature mortality and its percentage of disease-
specific deaths (in parenthesis) by county. The causes of death for the log-linear CRF are 
cardiopulmonary disease and LC for adults greater than 30 years old. The causes of death for 
IER are IHD, LC, COPD, and stroke for adults greater than 25 years old. The counties were 
sorted by the number of premature death estimated with log-linear CRF using epidemiological 
data from Krewski et al. 2009.  
County FIPS Log-linear CRF IER CMAQ Hybrid CMAQ Hybrid 
MECKLENBURG 37119 34 (2.58) 50 (3.79) 17 (1.75) 25 (2.57) 
WAKE 37183 23 (1.94) 38 (3.20) 12 (1.36) 20 (2.27) 
GUILFORD 37081 22 (2.24) 24 (2.44) 12 (1.59) 12 (1.59) 
FORSYTH 37067 16 (1.60) 19 (1.90) 8 (1.04) 10 (1.30) 
GASTON 37071 12 (1.94) 17 (2.75) 6 (1.34) 10 (2.24) 
ALAMANCE 37001 7 (2.64) 12 (4.53) 4 (1.95) 7 (3.41) 
CABARRUS 37025 9 (1.65) 11 (2.01) 4 (1.02) 6 (1.53) 
DURHAM 37063 8 (1.79) 11 (2.46) 4 (1.22) 5 (1.52) 
DAVIDSON 37057 11 (2.31) 10 (2.10) 6 (1.63) 6 (1.63) 
IREDELL 37097 8 (1.66) 10 (2.07) 5 (1.37) 5 (1.37) 
ROWAN 37159 9 (1.96) 10 (2.17) 6 (1.82) 6 (1.82) 
JOHNSTON 37101 8 (2.00) 9 (2.25) 5 (1.66) 6 (1.99) 
RANDOLPH 37151 9 (2.11) 8 (1.87) 5 (1.6) 4 (1.28) 
MOORE 37125 5 (1.14) 6 (1.36) 3 (0.89) 3 (0.89) 
UNION 37179 8 (1.82) 6 (1.36) 5 (1.49) 4 (1.19) 
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Table 4.3 Estimated on-road PM2.5 associated premature mortality by age and disease using IER 
in central North Carolina 
Age IHD LC COPD stroke CMAQ Hybrid CMAQ Hybrid CMAQ Hybrid CMAQ Hybrid 
25 to 29 0 0 0 0 0 0 0 0 
30 to 34 0 0 0 0 0 0 0 0 
35 to 39 2 2 0 0 0 0 0 0 
40 to 44 2 2 0 0 0 0 0 0 
45 to 49 6 7 1 1 0 0 1 1 
50 to 54 5 6 1 1 0 0 1 1 
55 to 59 10 12 2 3 1 1 2 2 
60 to 64 8 10 2 2 1 1 1 2 
65 to 69 12 15 3 4 2 2 2 3 
70 to 74 8 9 2 3 1 2 1 2 
75 to 79 13 16 3 3 2 3 3 4 
80 to 84 8 10 2 3 2 2 2 3 
Over 85 7 9 2 2 2 2 2 2 
Total 81 98 18 22 11 13 15 20 
 
Table 4.4 Estimated on-road PM2.5 associated premature mortality by age and disease using log-
linear relationship with relative risk from Krewski et al. 2009 in central North Carolina 
Age Cardiopulmonary LC CMAQ Hybrid CMAQ Hybrid 
30 to 34 1 1 0 0 
35 to 39 2 3 0 1 
40 to 44 2 3 0 0 
45 to 49 7 9 2 3 
50 to 54 7 8 2 2 
55 to 59 14 18 6 7 
60 to 64 13 15 5 6 
65 to 69 25 31 9 11 
70 to 74 18 22 7 8 
75 to 79 40 50 7 9 
80 to 84 30 38 5 7 
Over 85 28 36 5 6 
Total 187 234 48 60 
 
IER estimated less mortality compared to log-linear CRF (Table 4.2). While this may be 
partially because IER considers less diseases than the log-linear CRF, the overlapping disease, 
LC, allows us to gain more insight into the differences between the two CRFs. Log-linear CRF 
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estimated approximately 2.7 more LC mortality (Tables 4.3 and 4.4) than IER because it 
characterizes an RR curve that increase more rapidly as the PM2.5 concentration increases 
(Figure SI7). The purpose of developing IER was to prevent the overprediction due to the 
extrapolation of epidemiological data under high concentration scenario. However by fitting data 
collected from studies with a wide range of PM2.5 exposure, the curve also adjusted the RR 
prediction under a low concentration scenario. At a really low concentration range (< 6 𝜇𝑔/𝑚!), 
there is no observed change in mortality. This suggests that the log-linear CRF may overestimate 
the burden of disease associated with exposure to PM2.5. 
4.4 Conclusions and limitations 
 We compared the burden of disease associated with on-road PM2.5 in central North 
Carolina using a hybrid modeling approach that characterizes concentration at Census block 
level and a traditional CTM approach (with CMAQ) that estimates concentration at 36 km × 36 
km grid resolution. The results show that the hybrid approach predicts 24% more premature 
mortality than the CTM approach. Compared to Fann et al. 2013(Fann et al., 2013) in which a 
CTM approach was used with the same log-linear CRF in this study, the on-road PM2.5 related 
mortality for the entire North Carolina was estimated to be 263. Although our study only focuses 
on central North Carolina and hence direct comparison to the prediction by Fann et al. is not 
feasible, the hybrid approach with the same CRF still estimated more premature mortality (295). 
Although comparing to an observed on-road PM2.5 related premature mortality is not viable, our 
results suggest the potential for previous studies to underpredict the impact from on-road PM2.5.  
 The major difference between the CTM approach and the hybrid approach is with the 
primary on-road PM2.5. The primary on-road PM2.5 from the hybrid approach was estimated to 
cause 2.5 or 2.2 times more mortality than the CTM approach using log-linear CRF and IER. We 
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have demonstrated that the cause is the overlapping of high concentration and high population 
area near roadways, resulting in 72% of primary on-road PM2.5 related mortality within 1,000 
meters from roadways where 50% of the total population in the study domain resides. With 
CMAQ, the on-road PM2.5 related mortality attributable to primary PM2.5 is 25% but is 45% with 
the hybrid approach. This highlights the importance to capture the sharp concentration gradient 
of primary PM2.5 adjacent to roadways. We have also found that the log-linear CRF predicts 2.7 
times more mortality than the IER approach because of the sharper RR curve.  
 There are several potential limitations in this study. First, there is uncertainty in the air 
quality model’s ability to characterize both primary and secondary PM2.5. For primary PM2.5, the 
METARE approach underpredicts the annual average PM2.5 concentration by 13% compared to 
an explicit model run using one year of hourly meteorological data.(Chang et al., 2015b) Further, 
the error tends to be greater than 30% for locations away from roadways. Nevertheless, the 
impact would be small because these areas with high error are all with low concentration which 
wouldn’t contribute much mortality. For secondary PM2.5 CMAQ represents the state-of-the-
science chemical transport modeling, but there are several limitations that might affect the 
results. For example, a new version of CMAQ (version 5.1) was released with an updated 
secondary organic aerosol (SOA) formation mechanism. This could affect the estimated 
secondary on-road PM2.5 in this study. The overall conclusion, however, might not change as 
secondary organic aerosol only contribute to 6% of on-road PM2.5 exposure.(Dedoussi and 
Barrett, 2014) Furthermore, we adjusted the bias in CMAQ with the Kriging-based STOK 
framework in the hybrid approach. Had an improved CMAQ more accurately predicted PM2.5, 
this would not have impacted the predicted secondary on-road PM2.5 between CMAQ and the 
hybrid approach.   
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 Besides the potential uncertainty in the air quality models, there are also uncertainties in 
the input data. For example, the FAF3 dataset is missing information about local roads in some 
part of the country. In a populated region this might result in underestimation of premature 
mortality although local roads are usually with lower volume of traffic. Also, fleet distribution 
plays an important role in estimating concentration level.(Chang et al., 2015b) The fleet 
distribution data used in this study is from FHWA at a state level. As the fleet distribution might 
vary within a state, a link-based fleet distribution might help to improve the estimate.  
 Another potential source of uncertainty is with the assumption in health impact function 
that all PM2.5, regardless of the composition, can cause same impact on mortality. Nevertheless, 
several previous studies have shown that PM2.5 with different composition may adjust the impact 
on mortality(Franklin et al., 2008; Levy et al., 2012) and thus using only the mass concentration 
to evaluate health outcome may be insufficient. Future epidemiological studies focusing on 
source or composition associated mortality might help reduce the uncertainty.  
 In spite of these limitations, this study, to our knowledge, is the first to quantify the 
potential error in estimating on-road PM2.5 related mortality due to resolution of air quality 
models in a large spatial domain. We demonstrated the possibility for prior studies to 
underestimate on-road PM2.5 related premature mortality, especially the primary PM2.5, which is a 
key component in the near-road environment. The same approach can be expanded to a national 
scale to evaluate the total impact from on-road PM2.5 on premature mortality to provide insights 
for policy makers for emissions control strategies. 	
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CHAPTER 5: CONCLUSIONS 
 The goal of this work was to improve the characterization of near-road exposure to 
traffic-related air pollutants using air quality models and quantify the associated error and bias in 
estimating exposure and risk that is associated with traditional modeling approaches. This is the 
first time a finely resolved modeled concentration field is used to quantify the premature 
mortality associated with air pollution at a large spatial domain. Our results have demonstrated 
that dispersion models can be used for fine resolution modeling to support population exposure 
and risk assessments. The resultant highly resolved concentration fields better characterize near-
road exposure and the associated premature mortality. The traditional CTM approach may fail to 
capture concentration hotspots adjacent to roadways and yield lower premature mortality 
estimates by as much as 24%. Since almost one fifth of the U.S. population lives close to major 
roadways, these results suggest that previous studies conducted at national scales underpredicted 
on-road PM2.5-related mortality.  
In the first study in this work, we first overcome the challenges in fine-resolution 
modeling by developing a hybrid-modeling framework. This framework reduced the 
computational time by 88 fold and thus allows modeling at a large spatial domain. Further, we 
have proven that modeling concentration at a Census block resolution can recreate the sharp 
concentration gradient from roadways that was observed in a study using observational data. In 
the second study in this work, we quantified the potential exposure error that is associated with 
traditional exposure metrics such as space-time kriging using data from central monitoring sites 
or outdoor concentrations. We proved that ignoring the concentration contribution from local 
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source or the concentration loss due to indoor infiltration can result in different levels of 
exposure error for different air pollutants. In the third study in this work, we proved that the 
traditional CTM approach estimated lower premature mortality than a novel hybrid approach. 
Our results indicate that fine resolution modeling can better capture near-road exposure to 
quantify the premature mortality associated with traffic-related air pollutants. 
There are several uncertainties in this study. Although the performance of air quality 
model is deemed “good” when the modeled concentration is within a factor of 2 to the observed 
concentration, this range of error can cause significant changes in the premature mortality 
estimate. For example, Appendix C7 (b) shows the relationship between the change in 
concentration and the attributable factor for lung cancer. When concentration increases by a 
factor of 2, the log-linear CRF-derived attributable factor also increases by approximately a 
factor of 2. Because the performance of CMAQ and R-LINE both falls in this range of factor of 
2, future work should perform an uncertainty analysis using Monte Carlo simulation to 
investigate the impact of model performance to the resultant premature mortality estimate. 
Further, exposure to near-road NO2 can also cause premature mortality (Heinrich et al., 2013; 
Hoek et al., 2013). Because the current version of R-LINE does not include the NO-NO2 
conversion chemistry, we did not analyze the impact from on-road NO2. The latest version of R-
LINE, although not available for the public yet, used 3 different approaches to calculate NO2 and 
NO concentrations based on NOx and background ozone concentration. Future work should use 
this latest version to investigate the impact from on-road NO2 to premature mortality.  
Another potential bias in R-LINE is the dispersion when obstacles presents. For example, 
sound barriers or trees at roadside can reduce near-road concentration significantly (Baldauf et 
al., 2016; Finn et al., 2010). This work was implemented before R-LINE included the algorithm 
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for sound barriers; thus there’s a potential to overestimate the near-road concentration where 
sound barriers are located. Future studies should consider including the information for the sound 
barrier locations and use the latest dispersion model that incorporates the algorithm for 
addressing the concentration reduction due to sound barriers. Also, fleet distribution can affect 
the resultant premature mortality estimate because it changes the concentration estimate 
significantly, especially for pollutants associated with heavy-duty diesel truck. The fleet 
distribution data used in this work is from a national database, which contains fleet distribution at 
a state level. While the fleet distribution can vary greatly within a state, using a single value to 
represent the entire state could yield bias at a local scale. Future work can benefit from using 
fleet distribution data collected at a local level to improve the model prediction.  
In this work, CMAQ predicted 236 premature mortalities due to exposure to PM2.5. PM2.5 
estimation from CMAQ, however, tends to underpredict the concentration due to unknown 
chemical mechanism. For example, the latest CMAQ (version 5.1, 
http://www.airqualitymodeling.org/cmaqwiki/index.php?title=CMAQ_version_5.1_%28Novem
ber_2015_release%29_Technical_Documentation ) includes the IEPOX mechanism that was 
recently discovered, which could increase the estimated PM2.5 when abundant isoprene presents. 
This could change the resultant PM2.5 estimate in this work using the CMAQ approach because 
Southeastern U.S. (Kleindienst et al., 2010) has abundant of isoprene emitted from trees. Lastly, 
this work was implemented for central North Carolina, which compared to other states in the 
U.S., has a relatively lower total population as well as population density, and thus lower traffic 
volume. Although we have seen a 24% increase in the premature mortality estimate using a 
finely-resolved concentration field, it is still unclear whether this increase in mortality applies to 
other metropolitan areas in the U.S. with higher population density and traffic volumes. For 
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example, Los Angeles County in California has over 10 millions of population, which is more 
than the population of the entire state of North Carolina. In urban areas like LA County, high-
resolution concentration field may capture more mortality compared to the traditional chemical 
transport modeling approach because of the higher population density and higher near-road air 
pollutant level. To understand the complete impact of traffic-related air pollutants on public 
health in the U.S., future work should expand the 3rd study to a national scale.  
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APPENDIX A: SUPPLEMENTAL MATERIAL: A MODELING FRAMEWORK FOR 
CHARACTERIZING NEAR-ROAD AIR POLLUTANT CONCENTRATION AT 
COMMUNITY SCALES 
 
Table A1: Fleet distribution in Maine (shown as % values). 
 LDGV LDGT1 LDGT2 HDGV MC LDDV LDDT HDDV 
Rural Interstate 60.56 14.49 7.38 3.18 0.6 0.84 0.63 12.32 
Rural Principal Arterial 68.06 12.75 6.49 4.29 1.3 0.94 0.56 5.61 
Rural Minor Arterial 68.06 12.75 6.49 4.29 1.3 0.94 0.56 5.61 
Rural Major Collector 66.78 13.91 7.08 5.15 1.3 0.92 0.61 4.25 
Rural Minor Collector 66.78 13.91 7.08 5.15 1.3 0.92 0.61 4.25 
Rural Minor Collector 66.78 13.91 7.08 5.15 1.3 0.92 0.61 4.25 
Urban Interstate 69.64 10.88 5.54 2.91 0.6 0.96 0.48 8.99 
Urban Freeway 74.37 11.78 6.00 2.93 0.9 1.03 0.52 2.47 
Urban Principal Arterial 74.37 11.78 6.00 2.93 0.9 1.03 0.52 2.47 
Urban Minor Arterial 74.37 11.78 6.00 2.93 0.9 1.03 0.52 2.47 
Urban Collector 73.68 12.62 6.43 3.03 0.9 1.02 0.55 1.77 
Urban Local 73.68 12.62 6.43 3.03 0.9 1.02 0.55 1.77 
 
 
 Table	A2:	Fleet	distribution	in	North	Carolina	(shown	as	%	values).	
 LDGV LDGT1 LDGT2 HDGV MC LDDV LDDT HDDV 
Rural Interstate 64.12 8.63 4.39 3.11 0.4 0.88 0.38 18.09 
Rural Principal Arterial 67.77 12.3 6.26 4.27 0.5 0.93 0.54 7.43 
Rural Minor Arterial 67.77 12.3 6.26 4.27 0.5 0.93 0.54 7.43 
Rural Major Collector 68.36 13.39 6.82 4.47 0.7 0.94 0.59 4.73 
Rural Minor Collector 68.36 13.39 6.82 4.47 0.7 0.94 0.59 4.73 
Rural Minor Collector 68.36 13.39 6.82 4.47 0.7 0.94 0.59 4.73 
Urban Interstate 70.33 9.47 4.82 3.02 0.4 0.97 0.41 10.58 
Urban Freeway 74.28 10.75 5.48 3.4 0.6 1.02 0.47 4.00 
Urban Principal Arterial 74.28 10.75 5.48 3.4 0.6 1.02 0.47 4.00 
Urban Minor Arterial 74.28 10.75 5.48 3.4 0.6 1.02 0.47 4.00 
Urban Collector 74.57 11.2 5.71 3.83 0.7 1.03 0.49 2.57 
Urban Local 74.57 11.2 5.71 3.83 0.7 1.03 0.49 2.57 
 
                  (a) 
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                  (b) 
 
Figure A1: The modeling domain and the NWS sites used in a) Cumberland County, ME and b) 
NC Piedmont. The number of each NWS site corresponds to their WBAN numbers. 
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Figure A2: Emission factor variation as a function of temperature in Cumberland County, ME. 
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Figure A3: Emission factor variation as a function of temperature in Mecklenburg County, NC. 
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Figure A4: Emission factor variation as a function of vehicle speed in Cumberland County, ME. 
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Figure A5: Emission factor variation as a function of vehicle speed in Mecklenburg County, NC. 
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(a) CO in CCM (b) NOX in CCM 
  
(c) CO in NCP  
 
 
Figure A6: Model evaluation in CCM (a and b) and NCP (c) for CO (a and c) and NOX (b). The 
number at each point is the site ID depicting the Federal Information Process Standard (FIPS) 
code. The solid lines indicate the 1:1 and the factor of 2 intervals. 
 
 
Table A3. The distance from the roads in FAF3 and the real world 
FIPS code 
State City Distance to 
FAF3 roads 
Distance to real- 
world roads 
230050029 ME Portland 50 25 
370670023 NC Winston-Salem 41 29 
371590021 NC Rockwell 315 25 
371830018 NC Raleigh 81 32 
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(a) NOX in CCM (d) NOX in NCP 
  
(b) PM2.5 in CCM (e) PM2.5 in NCP 
  
c) Benzene in CCM f) Benzene in NCP 
  
Figure A7: Absolute concentration of on-road source and background as a function of distance 
from all roadways, averaged across all receptors for NOx (a and d), PM2.5 (b and e), and Benzene 
(c and f) in Cumberland County, ME (left column) and the North Carolina Piedmont region 
(right column) for 2010. “Hybrid” is the sum of the background and on-road concentrations. 
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(a) NOX in CCM (d) NOX in NCP 
  
(b) PM2.5 in CCM (e) PM2.5 in NCP 
  
(c) Benzene in CCM (f) Benzene in NCP 
  
Figure A8: Absolute concentration from on-road source and background as a function of distance 
from interstate highways only, averaged across all receptors for NOx (a and d), PM2.5 (b and e), 
and benzene (c and f) in Cumberland County, ME (left column) and the North Carolina 
Piedmont region (right column) for 2010. “Hybrid” is the sum of the background and on-road 
concentrations. 
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APPENDIX B: SUPPLEMENTAL MATERIAL: COMPARISON OF HIGHLY 
RESOLVED MODEL-BASED EXPOSURE METRICS FOR TRAFFIC RELATED AIR 
POLLUTANTS TO SUPPORT ENVIRONMENTAL HEALTH STUDIES 
 
 
Figure B1. The modeling domain in Durham, Orange, and Wake Counties. 
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Figure B2. Time series plot on January 3rd for CO (a and d), PM2.5 (b and e), and EC (c and f) at 
a near-road Census block (14.07m from roadway, left panels) and a remote Census block (9.57 
km from roadway, right panels). 
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Figure B3. Spatial map for mean AER in (a) spring, (b) summer, (c) fall, and (d) winter. The 
color bar represents unit in (h-1) 
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Table	B1:	Stack	Coefficient	ks	in	 !! !(!!!⋅!) 
 House height (stories) 
 One Two Three 
Stack coefficient 0.000145 0.000290 0.000435 
 
Table B2: Wind coefficient kw in 
!! !(!!!⋅ !! !) 
 Number of stories 
Shelter class One Two Three 
1 0.000319 0.000420 0.000494 
2 0.000246 0.000325 0.000382 
3 0.000174 0.000231 0.000271 
4 0.000104 0.000137 0.000161 
5 0.000032 0.000042 0.000049 
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Table B3: Local sheltering for LBL model 
Shelter class1 Description1 Census block house density (house /1000 m2) 
1 No obstructions or local shielding <0.025 
2 Typical shelter for an isolated rural house 0.025 – 0.03 
3 Typical shelter caused by other buildings across street from building under study 0.03-0.5 
4 
Typical shelter for urban buildings on larger 
lots where sheltering obstacles are more than 
one building height away 
0.5-1 
5 
Typical shelter produced by buildings or 
other structures immediately adjacent 
(closer than one building height): e.g., 
neighboring houses on same side of street, 
trees, bushes, etc. 
>1 
1 ASHRAE Handbook-Fundamentals, 2009 
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APPENDIX C: SUPPLEMENTAL MATERIAL: FINELY RESOLVED ON-ROAD PM2.5 
AND ESTIMATED MORTALITY IN CENTRAL NORTH CAROLINA 
 
Model evaluation for CMAQ 
We evaluated the CMAQ predicted PM2.5 against data collected from AQS monitoring stations 
in North Carolina. Figure SI1 shows the soccer plot of the evaluation. The normalized mean bias 
(NMB) is between 0 to -45% and the normalized median error (NME) is between 35 to 50%, 
indicating a good model performance. Figure SI2 further shows the spatial map of the NMB and 
NME. In general, the model performs well in the central North Carolina. Figure SI3 shows two 
scatter plots with examples in monitors in Wake and Durham counties. The majority of the data 
is within a factor of two to the observational value. 
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Figure C1: Soccer plot comparing modeled and observed PM2.5 with monitoring sites in North 
Carolina 
 
(a) (b) 
  
Figure C2: CMAQ model evaluation against monitors in North Carolina (a) normalized mean 
bias (NMB) and (b) normalized mean error (NME) for PM2.5.  
Normalized mean bias: (!!!!!)!!!! !!!!!! . Co: observed concentration, Cm: modeled concentration. 
Normalized mean error: |!!!!!|!!!! !!!!!! . Co: observed concentration, Cm: modeled 
 
(a) (b) 
  
Figure C3: Example scatter plots of CMAQ modeled and observed hourly PM2.5 concentration n 
in (a) Wake County and (b) Durham County. The solid line represents 1:2, 1:1, and 2:1 ratio. The 
subscript obs represents observed value and mod represents modeled value. 
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Constructing soft data for STOK for estimating secondary on-road PM2.5 
We followed Nazelle et al. and assume that the CMAQ predicted on-road secondary 
concentration could be described as a probability density function (PDF). This PDF is 
characterized as: 
𝑓! 𝒙𝒎 = 𝑓(𝑥!|𝑥!,𝒑𝒊)!!!                      (1) 
Where 𝒙𝒎 is the PM2.5 concentration at location 𝒑m corresponding to the centroid of nm CMAQ 
modeling grids, which in this study are the grids in central North Carolina. 𝑥! is the true 
secondary on-road PM2.5 concentration and 𝑥! is the CMAQ predicted on-road PM2.5 
concentration. Therefore, the PDF essentially is the performance of CMAQ to predict secondary 
on-road PM2.5. To obtain (1), we used data from the AQS monitoring site in North Carolina such 
that 𝑓! 𝒛𝒎 = 𝑓(𝑧!|𝑧!,𝒑𝒊)!!! , where 𝑧! is the secondary on-road PM2.5 concentration at the 
AQS monitors and 𝑧! is the CMAQ predicted secondary on-road PM2.5 concentration at the AQS 
monitors. We used a parameterized distribution to describe 𝑓(𝑧!|𝑧!,𝒑𝒊). In this case, a normal 
distribution is chosen such that: 𝑓 𝑧! 𝑧!,𝒑𝒊 = Φ 𝑧!;  𝜆! 𝑧! , 𝜆!(𝑧!)                 (2) 
where Φ is a normal distribution with mean of 𝜆! 𝑧!  and variance of 𝜆!(𝑧!). 𝜆! 𝑧!  and 𝜆!(𝑧!) 
vary as the CMAQ estimated secondary on-road PM2.5 varies. To obtain the relationship between 𝜆!, 𝜆! and 𝑧!, we assume that the observed secondary on-road PM2.5 is the value obtained by 
multiplying observed total PM2.5 with the random variable Rsecondary_on-road/Total as described in 
Section 4.2.3.2. Figure SI4 shows the relationship between 𝜆!, 𝜆! and 𝑧!. Therefore, for every 
given CMAQ predicted secondary on-road PM2.5, the corresponding 𝜆! and 𝜆! can be 
interpolated from the line in Figure SI4. 
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 We performed the leave-one-out (LOO) evaluation for the STOK technique on estimating 
secondary on-road PM2.5. The LOO evaluates the model performance by removing data from one 
AQS monitor at a time. The data from the remaining monitors were used to estimate the 
concentration at the monitor location whose data was removed. Evaluation statistics were then 
performed by comparing observed and modeled concentration. We implement LOO for all of the 
106 monitors. Figure SI5 shows the normalized mean bias (NMB) and normalized mean error 
(NME) maps for monitors in North Carolina. For the central North Carolina, the NMB is 
between -10 and 10% and NME is between 30 to 40%, indicating a good model performance. 
Figure SI6 shows two LOO evaluation examples in monitors in Wake and Durham counties, 
where most of the data falls within a factor of 2 to the observational data. 
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Figure C4: The scatter plot of CMAQ modeled secondary on-road PM2.5 and the observed 
secondary on-road PM2.5. The horizontal blue line represents the mean and the vertical blue lines 
represent the variance of the observation-prediction pair bins. The dashed lines represent the 1 to 
2, 1 to 1, and 2 to 1 lines. 
 
(a) (b) 
  
Figure C5: Leave-one-out model evaluation for secondary on-road PM2.5 (a) Normalized mean 
bias and (b) normalized mean error.  
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(a) (b) 
  
Figure C6: Example scatter plots of model and observed hourly concentration from the leave-
one-out evaluation in (a) Wake County and (b) Durham County. The solid line represents 1:2, 
1:1, and 2:1 ratio. The subscript obs represents observed value and mod represents modeled 
value. 
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(a) 
 
(b) 
 
Figure C7: Scatter plots of (a) relative risk and (b) Attributable factor for lung cancer to PM2.5 
concentration. The log-linear CRF uses epidemiological data from Krewski et al. 2009 
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Table C1: National Weather Service sites included in this study. 
WBANa Number Surface Site Name 
03810 Hickory FAA Airport 
13722 Raleigh Durham WSFO Airport 
13723 Greensboro WSO Airport 
13728 Danville Regional Airport 
13881 Charlotte WSO Airport 
53870 Gastonia Municipal Airport 
53871 Rock Hill York County Bryant Field 
Airport 
53872 Monroe Airport 
93740 Fayette Regional/Grannis Field 
Airport 
93759 Rocky Mount-Wilson Regional 
Airport 
93782 Laurinburg-Maxton Airport 
93783 Burlington Alamance Regional Airport 
93785 Horace Williams Airport 
93807 Smith Reynolds Airport 
aWeather-Bureau-Army-Navy 	  
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