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ABSTRACT  
The accuracy and computational efficiency of various interpolation methods for the 
implementation of non grid-confirming boundaries is assessed. The aim of the research is to 
select an interpolation method that is both efficient and sufficiently accurate to be used in the 
simulation of vortex induced vibration of the flow around a deformable cylinder. Results are 
presented of an immersed boundary implementation in which the velocities near non-
confirming boundaries were interpolated in the normal direction to the walls. The flow field is 
solved on a Cartesian grid using a finite volume method with a staggered variable 
arrangement. The Strouhal number and Drag coefficient for various cases are reported. The 
results show a good agreement with the literature. Also, the drag coefficient and Strouhal 
number results for five different interpolation methods were compared it was shown that for a 
stationary cylinder at low Reynolds number, the interpolation method could affect the drag 
coefficient by a maximum 2% and the Strouhal number by maximum of 3%. In addition, the 
bi-liner interpolation method took about 2% more computational time per vortex shedding 
cycle in companion to the other methods.   
INTRODUCTION 
Obtaining accurate solutions for Fluid-Structure Interaction (FSI) problems is of interest in 
many engineering and scientific applications. A broad classification of FSI methods is based 
on the type of mesh employed in the discretisation, where we can differentiate between 
boundary-conforming and non-boundary-conforming mesh methods [1]. A well-known 
conforming mesh method is the Arbitrarily Lagrangian-Eulerian method (ALE). For non-
conforming mesh methods, usually an immersed boundary method is used and most recent 
developments in FSI methods are based on this approach. The latter is the subject of this 
review. 
The immersed-boundary (IB) method is a technique for solving flow problems in regions 
with irregular boundaries using a simple structured grid solver. The term “immersed boundary 
method” was initially used for a method developed by Peskin [2] which was used to simulate 
blood flow in a cardiovascular system. It was specifically designed to handle deforming 
(elastic) boundaries interacting with low Reynolds number flow. The simulation was carried 
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out on a Cartesian grid and at those locations where the boundary did not align with a mesh 
line the solution algorithm was locally modified to enforce the desired boundary conditions on 
the flow. More recently, numerous modifications and refinements have been proposed to 
enhance the accuracy, stability, and application range of the IB method [3]. 
Depending on the way that the boundary conditions are imposed on the immersed 
boundary, the IB methods can be generally categorized into continuous and discrete forcing 
approaches. In the continuous forcing method, a forcing function is applied to the Navier-
Stokes equation in order to maintain the boundary condition on the structure (e.g. enforcing a 
no-slip boundary condition on a stationary body). The most important issue in this method is 
the definition of the continuous forcing function needed to enforce the correct boundary 
condition. Several different functions have been developed by Peskin [2], Saiki and Biringen 
[4], Beyer and Leveque [5], and Lai and Peskin [6], among others. In all cases, a distributed 
function was used rather than a sharp function because firstly the solid boundaries do not 
coincide with the Cartesian mesh and, secondly, this way the Gibbs’ oscillations phenomenon 
[7] adjacent to the solid boundaries could be suppressed. Applying a continuous force to 
enforce the boundary conditions is attractive for elastic boundaries as it has a physical 
meaning and its implementation is relatively easy. However, the implementation of this 
method to enforce rigid boundaries is relatively cumbersome due to its definition. Another 
problem is that by using a smooth function the method cannot sharply represent the immersed 
boundaries which is not recommended for high Reynolds number flows [3]. 
Because the Navier-Stokes equations usually cannot be integrated analytically to find the 
forcing functions, it is usually not possible to derive an analytical forcing function to enforce 
specific boundary conditions. To tackle this problem, a method has been suggested by Mohd-
Yusof [8] and Verzicco [9]. In this method, which is known as Indirect Discrete forcing 
approach, forcing functions are subtracted from the numerical solution after discretizing the 
Navier-Stokes equations. The important advantage of this method is that there is no need to 
define the forcing function parameters prior to solving the Navier-Stokes equations and there 
is no stability constraint due to using continuous forcing functions (Gibb’s oscillation). 
However, it is still needed to implement the distributed forcing functions which strongly 
depend on the discretization algorithm. Another division of the discrete forcing approach is 
Direct Discrete Forcing. 
 Due to the need for and accurate representation of the boundary layer in high Reynolds 
number flow, the use of distributed, smooth forcing functions near the immersed boundary is 
not desirable. In these cases it is recommended to use a sharp interface with a higher local 
accuracy near the boundary. This goal can be achieved by imposing the boundary conditions 
directly on the immersed boundary. There are two well-known methods that fit into this 
category: the Ghost-Cell Finite-Difference Approach and the Cut-Cell Finite-Volume 
Approach. 
In the Ghost-Cell approach the immersed boundary is implemented by the use of ghost 
cells. Ghost cells are cells inside the solid boundary which have at least one neighbour on the 
fluid side. The parameters (imaginary velocity and pressure) in the ghost cell (inside the solid) 
are defined by an interpolation method which implicitly enforces the correct boundary 
condition for the immersed boundary. Iaccarino and Verzicco [10] showed that a linear 
interpolation method is acceptable for those cases in which the first points of the interpolation 
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in the fluid are inside the viscous sub layer. Other interpolation methods have been introduced 
by Ghias [11]. 
The entire immersed boundary methods discussed so far are not designed to consider the 
conservations laws near the solid boundary. However, the Cut-Cell method used in 
combination with a Finite-Volume approach is designed in order to preserve the conservation 
of momentum and mass near the boundary. In this method the cells, which have been cut by 
the immersed boundary, are reshaped or absorbed by neighbouring cells in order to form a 
new trapezoidal control volume cell shape. This method has been used by Mittal [12, 13] to 
simulate vortex-induced vibration around a stationary and a moving body and for free falling 
objects. Extending this method to 3D is not straightforward and needs complex polyhedral 
cells, which complicate the discretization of the Navier-Stokes equations. 
As discussed earlier in the discrete forcing approach, the IB is imposed on the domain after 
the discretization of Navier-Stokes equations. This means that introducing the boundary 
conditions and forcing functions is not as straightforward as in the continuous forcing 
approach and depends on the discretization method and its implementation. Also, in discrete 
forcing approach the definition of the pressure on the boundary is not as straightforward as in 
the continuous forcing approach and requires special treatment. Advantages of the discrete 
forcing approach are that the boundary conditions can be introduced sharply without any extra 
stability constraint, while the fluid and solid domains are clearly separated and the equations 
that describe the flow are only solved in the fluid domain.      
 In this paper, we focus on the indirect discrete forcing approach, where the forcing 
function is not calculated directly and added to the Navier-Stokes equation. We are not intent 
to use any Cut-Cell or Ghost Cell methods as the applying the Cut-Cell method for fluid-
structure interaction problems with moving boundaries takes lots of computational time [14, 
15], while the Ghost-Cell approach will create non-physical results when solving the fluid 
equations in the solid domain.   
In the next section, the formulation of the fluid dynamical problem which has been used in 
the simulation is introduced. 
FORMULATION AND NUMERICAL METHODS 
The governing equation for an unsteady, incompressible fluid flow in vector form is given 
by the Navier–Stokes equation which reads: 
 (
  
  
     )                                                               
                                                                                                         
where f is the external force on the fluid domain which is used to implement the boundary 
condition on non-conforming solid boundaries. In this paper this force is not applied directly 
to the governing equations. Instead, the non-conforming boundary conditions are introduced 
by interpolating velocities close to the solid boundary.  
The incompressible Navier-stokes equations in a 2D Cartesian domain are given by: 
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where p is the generalised pressure which is defined by the static pressure divided by the 
density. Hence, to obtain the correct the static pressure we need to multiply p by the density. 
A staggered variable arrangement, as introduced by Harlow and Welsh [16], is used to 
discretize the governing equations on a Cartesian mesh. The continuity equation is enforced 
by taking the divergence of the momentum equation and using the continuity equation to 
simplify the results to form a Poisson equation for the pressure field. This equation is solved 
by strongly implicit procedure (SIP), Stone’s method, at every time step [17].  
To maintain a consistent implementation, the pressure equation is discretized in a similar 
way as the momentum equation. 
The extent of the computational domain was selected to be relatively large to ensure that 
the location of the boundaries does not affect the simulation. For this reason the size of the y 
direction was taken to be 20D and the size of the x direction was taken to be 15D which was 
deemed to be sufficient to capture the vortex shedding behind the cylinder. The mesh size was 
chosen was dx=dy=0.05D which was checked in a mesh refinement study.  
 
Figure 1: Fluid domain size and boundary conditions. 
As the entire domain was meshed using a Cartesian grid, the implementation of the grid-
conforming inlet, outlet and side boundary conditions was straightforward, while the 
boundary conditions along the cylinder were implemented using immersed boundary 
methods.  
In the next section a number of velocity-interpolation methods, both from the literature as 
well as a novel second-order interpolation method for the implementation of the non-
conforming boundary conditions in the fluid domain are introduced and compared. It will be 
shown that the results show a good agreement with the literature.  
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INTERPOLATION METHODS 
In this section interpolation or reconstruction methods are compared. To enforce boundary 
conditions using the interpolation method, the forcing function f is not calculated directly. 
Instead, the flow velocity is interpolated at the interface cells and the forcing term is imposed 
indirectly to the discrete equations. The interface points are defined as the points in the fluid 
domain near the solid boundary for which one of the neighbouring points in the discretized 
equations is inside the solid domain. Therefore, the parameters related to these points cannot 
be updated through solving the governing equation (Figure 2). Any cells that contain one or 
more interface points are called interface cells. It is well known that most immersed boundary 
approaches need some sort of interpolation procedure. In the direct forcing approaches, 
interpolation is used in order to determine the forcing functions at the interface cells which 
enforce the correct boundary conditions to the governing equation. In the indirect forcing 
approach (interpolations approach), each time step the flow parameters in the interface cells 
are updated by direct interpolation and used as boundary condition for the flow solver. In this 
review, a number of interpolation procedures which could potentially be used in indirect 
discrete forcing approaches (interpolation or reconstruction approaches) will be compared.   
 
  
Figure 2: A 2D Cartesian mesh with a solid boundary (circle). Interface points, that require interpolation, are 
identified by arrows. Points A1 to A8 are all neighbouring points of A. Note that A2 and A7 are inside the solid 
domain.  
Below it will be shown in detail how these interface cells have been treated and how 
possible problems that may occur near boundaries, like the decoupling of pressure and 
conservation of mass, may be overcome. To do so, first step is to define the interface cells for 
the specific geometry, which could be complicated for geometries with unknown functions 
[10]. Subsequently, it will be ensured that the flow governing equations are not solved inside 
any interface and solid cells. The most important step in the interpolation methods is to 
determine the flow parameters in the interface cells adjacent to the solid boundaries which 
will be used as boundary conditions for the rest of the flow domain that will subsequently be 
updated by the flow solver. Various interpolation methods have been developed to tackle this 
problem. In the following part, these methods are categorized and explained in more detail.   
Case A: No interpolation 
The simplest possible method is to select the interface cells at the solid boundaries and 
define the solid domain inside those cells. In fact, in this case there is no interpolation and the 
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solid boundary will have a stepwise shape (Figure 3). Also, the boundary itself is somewhat 
diffused, as in the staggered methods the boundary conditions for the different velocity 
components are applied at different sides of an element. Fadlun [18] proposed a similar 
method for imposing forcing functions for immersed boundaries. Here, however, the method 
is applied directly to define the solid boundaries, while the governing equation will be 
subsequently solved in the remainder of the computational domain assuming no-slip boundary 
conditions for the solid boundaries. As interpolation is not needed, this method will be 
relatively fast while still giving acceptable results. The disadvantage of this method - when 
used in the calculation of flow around a circular cylinder - is that on course meshes shape and 
size differences between the cylinder and the solid boundary could affect lift and drag forces. 
   
  
Figure 3: left, the arrows shows velocity inside solid body (solid velocity), assumed zero for a stationary 
cylinder. Right, hatched cells used to define weighting coefficient.  
Case B: Weighting method 
This method is similar to the one discussed above. The major difference is that the 
boundary values for the velocity in those cells that are part fluid and part solid are weighted 
accordingly. Figure 3 (right) shows the location of these weighted boundary velocities in the 
cells that are part fluid and part solid. For each of the velocity components a coefficient is 
determined that corresponds to the ratio of the fluid part of the two adjacent cells to the whole 
area of the two cells. 
   
Figure 4: linear interpolation method: interpolating Vi,j for a stationary solid in vertical direction (left), 
interpolating Vi,j for a moving solid (Vsolid) in vertical direction (middle); interpolating Ui,j for a moving solid 
(Usolid) in horizontal direction. 
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Case C: linear interpolation method   
The second method is a linear interpolation method where the velocities in the interface 
cells are calculated by interpolation between the velocity at the solid boundary (applying the 
no slip condition) and one point in fluid domain. Fadlun [18] suggested using this 
interpolation method to enforce the boundary condition to the fluid domain in the indirect 
discrete forcing approaches. In this paper, however, we are only interested in his interpolation 
method.    
Case D: Bilinear interpolation method 
Kang [19] presented various methods to interpolate the velocity near the boundary in two 
directions considering the effect of the pressure near the boundary. As before, only the 
interpolation is of interest here. At first, in the Standard Reconstruction method (SRM) the 
two velocities in the horizontal and vertical directions that are closest to the immersed 
boundary are used to obtain the interpolated velocity at each of the interface points. The 
resulting interpolation formula for the velocity in horizontal direction has the following form. 
 
  
Figure 5:Standard Reconstruction Method (SRM) for velocity in vertical (left) and horizontal (right) direction 
                                             
where the various ( represent the interpolation weights. 
Kang [19] has revised the above interpolation and also uses the velocity field in the 
previous time step to obtain a better interpolation at the next time step and explicitly used the 
difference between the velocities at two consecutive time steps in the interpolation of the 
interface velocities. In this case the interpolation formula becomes: 
                                                 
   
Figure 6: Quadratic interpolation method for an interface velocity in the horizontal (left) and the vertical 
(right) directions. The middle pane shows that it is not always possible to use this type of quadratic interpolation. 
In addition Kang [19] introduced a quadratic interpolation formula to incorporate the local 
pressure gradient in the velocity interpolation to compensate for a decoupling between the 
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pressure and the velocity near the solid boundary. Figure 6 illustrates their interpolation 
method that uses four adjacent velocities and enforces the momentum equation by a quadratic 
interpolation in the two-dimensional case. As we only focus on comparing velocity 
interpolation methods Kang’s method is excluded from the comparison.   
Case E: Proposed interpolation method  
The bilinear interpolation method proposed in this paper is based on interpolating the 
boundary velocity values in the direction perpendicular to the solid boundary. In this method, 
a line from the boundary velocity position is drawn perpendicular to the boundary surface and 
extended to cut the line between the first two known velocities in the fluid domain (Point A, 
Figure 7 right). The velocity will be interpolated at the intersection point A. Then, the 
boundary cell velocity values will be interpolated using the solid boundary velocity (for a 
stationary cylinder with no-slip conditions this velocity is zero) and the velocity at point A. 
Figure 7 (left) shows this interpolation for velocities in y direction and Figure 7 (right) shows 
the interpolation for the velocity in the x direction. 
 
  
Figure 7: Bilinear proposed interpolation in this study for the cells near the solid boundary in vertical (Left) 
and horizontal (right) velocity components.  
RESULTS AND DISCUSSION 
The flow around a stationary cylinder at Re=100 has been simulated with different 
interpolation treatments to represent the immersed boundary. The Strouhal number, drag and 
lift coefficients for various cases are compared.  
The Strouhal number is the non-dimensional frequency of the vortex shedding around the 
body and is defined by: 
   
   
  
  
where  is the frequency of the vortex shedding, D is the cylinder diameter and  is the far-field 
velocity. 
The drag coefficient on a body in a fluid flow includes both the shear stress and the 
pressure drag on the solid surface. The dimensionless drag coefficient is defined by:  
   
  
 
 
   
  
 
The lift force on the cylinder is generated when the vortex shedding starts around the 
structure. The dimensionless lift coefficient is defined by 
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For any solid body both the pressure distribution and the friction along the solid surface 
may contribute to the lift and drag forces. In the present study, the pressure at the surface is 
obtained by taking the wall-nearest pressure values in the flow domain on the outside of the 
solid body, thereby assuming that the wall normal gradient of the pressure near the surface is 
negligibly small.  The component of the drag and lift forces due to pressure distribution is 
calculated by integrating the pressure along the solid boundary. On the other hand, the shear-
force component of the lift and drag forces is calculated from near the surface of the solid.  
The tangential velocity near the solid surface is obtained at the wall-nearest point outside of 
the body and is subsequently used to calculate the wall-shear stress at the cylinder surface. 
 
 
Figure 8: Drag coefficient for the flow around a stationary cylinder at Re=100, Case A, without interpolation; 
Case B: area weighting method; Case C, Linear interpolation method; Case D, Bilinear interpolation1; Case E, 
Bilinear interpolation2 
Figure 8, shows a comparison of the drag coefficients obtained in calculations of flow over 
a stationary cylinder at Re=100 using various interpolation methods. It can be seen that in the 
cases C, D and E, (linear and Bilinear interpolation methods) the results were converging to a 
value of CD = 1.43. However, Case A (without interpolation) leads to a higher drag 
coefficient, CD=1.46 and Case B (weighting method) leads to a lower drag coefficient 
CD=1.42. Once vortex shedding commenced all simulations were found to run at virtually the 
same speed (Table 1) showing that the computational effort needed for the interpolation was 
negligible. However, for a non-stationary cylinder, it is expected that the reguired repeated 
calculation of interpolation coefficients may lead to a reduction in execution speed.  
 
Table 1: Real computational time, 20 vortex shedding 
 Case A Case B Case C Case D Case E 
Real time (s) 3231 3225 3379 4441 3383 
 
Figure 8 (left) shows that Case C (linear interpolation) is the quickest method to develop 
vortex shedding, which indicates that it the implementation of boundary conditions with 
linear interpolation causes significant numerical noise. In Case E (proposed bilinear method), 
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on the other hand, the vortex-shedding instability kicks in much later evidencing that the level 
of numerical noise introduced by this type of interpolation is very small.  
 
Figure 9: Lift coefficient for the flow around a stationary cylinder at Re=100, Case A, without interpolation; 
Case B: area weighting method; Case C, Linear interpolation method; Case D, Bilinear interpolation1; Case E, 
Bilinear interpolation2 
Figure 9, shows the comparison of lift coefficients for the various interpolation cases. It 
can be seen from the figure that like the drag coefficient, the lift coefficient for the linear and 
bilinear cases are nearly the same (Case C, D and E) CL=0.33. However, the Case B (related 
to weighting area method) shows lower values for the lift (CL=0.27). In Case A (without 
interpolation), the lift due to shear stress is out of range, but the lift due to pressure is 
acceptable. The reason for the unacceptable results for the lift due to shear is that the velocity 
for case A was selected out of the boundary layer (the aim was to choose similar conditions 
for all cases).  
 
Table 2: Strouhal number, lift and Drag coefficient for the flow around a stationary cylinder and Re=100. 
 
simulation methods 
Strouhal 
Number 
Drag 
Coefficient 
Lift 
coefficient 
Case A 0.174 1.46 0.26 
Case B 0.175 1.42 0.27 
Case C 0.169 1.432 0.325 
Case D 0.169 1.434 0.305 
Case E 0.168 1.432 0.31 
Park [22] fitted method 0.165 1.33 0.33 
Williamson(exp.)[20] 0.166 …. …. 
Kim [22] 0.165 1.33 0.32 
Roshko (exp.)[20] 0.164 …. …. 
Lai and Peskin [6] 0.165 1.4473 0.3299 
Choi [7] …. 1.351 0.315 
Corbalan & Souza [24] …. 1.44 0.31 
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Table 2 shows the comparison of the Strouhal number, lift and drag coefficient for various 
methods; from the experimental methods (Roshko and Willamsion reported by [20]) to the 
body fitted mesh [21] and immersed boundary methods [22, 6, 23, 24], for the flow around a 
stationary cylinder at Re=100. It can be seen that the Strouhal number varies between 0.16 
and 0.18; the Drag coefficient between 1.33 and 1.4473 and the lift coefficient between 0.31 
and 0.33.   
 
CONCLUSION 
The objective of the present study is to compare the accuracy and expenses of different IB 
interpolation methods and select the most accurate and least expensive method for future use 
in simulations of flow around a deformable cylinder. A finite-volume method on a Cartesian 
grid with a staggered variable arrangement has been used. In this IB implementation the 
velocities near non-confirming boundaries were interpolated in the normal direction to walls, 
thereby considering the curvature of the geometry. The Strouhal number and Drag coefficient 
for different cases are reported. The results show a good agreement with the literature for 
most of the interpolation methods for the stationary cylinder. The drag coefficient and 
Strouhal number results for five different interpolation methods were compared it was shown 
that for a stationary cylinder at low Reynolds number, the interpolation method could affect 
the drag coefficient by a maximum 2% and the Strouhal number by maximum of 3%. In 
addition, the bi-liner interpolation method took about 2% more computational time per vortex 
shedding cycle in companion to the other methods.   
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