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Abstract. This paper examines differences in the choice of similarity measures with respect to
their sensitivity to outliers in clustering problems, formulated as mathematical programming
problems. Namely, we are focusing on the study of norms (norm-based similarity measures)
and convex functions of norms (function-norm-based similarity measures). The study consists
of two parts: the study of theoretical models and numerical experiments. The main result of
this study is a criterion for the outliers sensitivity with respect to the corresponding similarity
measure. In particular, the obtained results show that the norm-based similarity measures
are not sensitive to outliers whilst a very widely used square of the Euclidean norm similarity
measure (least squares) is sensitive to outliers.
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1 Introduction
The problem of minimisation of the sum of distances is a very important problem
in optimisation, as it has many practical applications in location analysis and
in data analysis (clustering). The distance, or similarity measure, is used to
evaluate the dissimilarity between the centre and a point. Therefore, the average
dissimilarity over the set of points can be used as a dissimilarity measure for
the whole set of points and the ultimate goal is to minimise this dissimilarity
function [14]. The solution to this problem is a centre, which gives the lowest
value for the dissimilarity measure of the whole set (see [2, 5, 6, 9]).
This formulation of clustering problems leads to difficult optimisation prob-
lems, with the objective functions which depend on the choice of similarity
measures. In many cases metrics, in particular norms, are the most preferable
similarity measures. On the other hand, the most popular similarity measure
is ‖ · ‖22, where ‖ · ‖2 stands for the Euclidean norm. In particular, k-means
algorithm for clustering and its generalizations (see [7, 8, 10, 13]) are based on
the use of an objective function with this measure.
A substantial amount of research goes in evaluating the similarities and dif-
ferences between two clustering approaches (see e.g. [11] and references therein).
Yet it is often assumed that the square of the Euclidean norm provides relatively
good approximation to the clustering results which are based on norms ‖ · ‖p.
At the same time, the square of the Euclidean norm leads to a significantly sim-
pler optimisation problem than any norms [13]. This observation and the above
assumption demonstrate that ‖ · ‖22 is preferable to ‖ · ‖p from the optimisation
point of view and explain why it is so widely used.
In this paper we demonstrate that this assumption is often wrong. In partic-
ular, any norm-based similarity measure is not sensitive to outliers whilst any
similarity measure based on powers of norms (power is a positive integer) are
very sensitive to outliers. We also examine the sensitivity to outliers for other
types of similarity measures, namely, for similarity measures which are based on
smooth convex functions over norms. The main result of this study is a criterion
for the outliers sensitivity with respect to different similarity measures. Other
studies on the choice of similarity measure can be found in Chapter 1 of [5].
The paper is constructed as follows. In section 2 we present a short introduc-
tion to clustering problems, formulated as nonsmooth optimisation problems.
Section 2.1 formally introduces the notion of similarity measure function. In
section 3 we examine the sensitivity of different similarity measure functions to
outliers. Section 4 contains the results of our numerical experiments. Finally,
in section 5 we present the conclusions to the results obtained in this study and
underline further research directions.
2 Clustering problem through optimisation
2.1 Similarity measures
A similarity measure function f is a function which satisfies the following prop-
erties:
1. f(x) is defined for all x ≥ 0;
2. f(x) > 0 for all x > 0 and f(0) = 0;
3. f(x) is an increasing convex continuously differentiable function.
The last property guaranties that a similarity measure function f(‖y− z‖) is a
convex function of y and z, where y and z are n−dimensional vectors.
In this paper we examine two types of similarity measures:
• norm-based similarity measures: in (1) function f(x) = x,
• function-norm-based similarity measures: in (1) function f(x) is different
than the above.
Important and widely used examples of function-norm-based similarity mea-
sures are positive integer powers of norms, in particular ‖ · ‖22, used in k−means
[7], [8], [10].
2.2 Optimisation problems
We construct clustering problems as optimisation problems.
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The process of clustering can be described as follows. Suppose that a dataset
contains N points ai ∈ R
n, i = 1, . . . , N and suppose that we need to find k
clusters in this dataset. In order to determine the clusters we have to find k
points which are the centers of these clusters and then we assign each point to
the cluster with the nearest center. The search for the centers can be reduced
to the minimisation of the so-called cluster function:
Spf (x1, . . . , xk) =
N∑
i=1
min
j=1,...,k
f(‖ai − xj‖p). (1)
Thus we need to solve the following mathematical programming problem
minimise Spf (x1, . . . , xk), p ≥ 1, (2)
subject to (x1, . . . , xk) ∈ R
nk. (3)
The dimension of this problem is nk (the number features multiplied by the
number of clusters). If k > 1, the cluster function is nonsmooth and nonconvex.
This function has many local minima, especially if the number of records in the
dataset is large. f is called a similarity measure function and its properties are
described in subsection 2.1.
After clusters are found one problem is to evaluate the quality of the obtained
clustering. There are several ways to do it depending on the problem. In some
cases an expert in the field can evaluate the quality of clustering. For example,
a medical specialist can interpret clusters obtained in some medical datasets.
However in most of the cases this type of interpretation cannot be used. For
example, if the dataset is very large it is very difficult for a human to assess and
interpret obtained clusters, moreover in some cases it is difficult to find an expert
in the field who can help with cluster assessment. Therefore some other methods
for evaluating the quality of clustering have been developed (see [12, 14]). In
most applications, however, the cluster function (1) is used for that purpose:
the smaller the value of this function (the lower the average dissimilarity in the
dataset), the higher the quality of the clustering. Hence, it is very important
to know whether different dissimilarity measures can lead to different clustering
results.
Working with real world datasets it is important to take into account that
some of the records contain errors (measurement inaccuracy, human factors,
different measurement units usage etc.). Therefore, it is important to develop
some techniques for the identification of outliers (very often it is difficult for non-
experts in the field to recognise such records). Another way to overcome this
problem is to develop clustering techniques which are less sensitive to outliers.
There are some other approaches for clustering result improvements: scaling,
feature selection, dataset reduction etc., but this is outside the scope of this
paper (see [2], [9] for details).
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3 Sensitivity to outliers
In this section we compare results obtained for different cluster functions, based
on norms ‖ · ‖p, 1 ≤ p ≤ ∞ or similarity measure functions of the norms,
for the same test dataset. We minimise the cluster function for obtaining the
centres of the clusters. The aim is to study how different similarity measure
functions react to the presence of outliers (mistakes, errors).
The following model is used for the theoretical study of the sensitivity to
outliers.
Model 3.1. Consider the data set
A ∈ R2 : A = {ak : k = 1, . . . , n},
where ak = (αk, βk) and the database A
′ = A ∪ {(c, d)} where (c, d) is a “mis-
take” or an outlier (d → +∞, c is a number such that mink=1,...,n αk ≤ c ≤
maxk=1,...,n αk). The goal is to find a cluster center in these datasets and com-
pare the results, namely, the location of the cluster centres.
In this model the similarity function with a centre at (x, y) is
S(x, y) =
n∑
k=1
f(‖(αk − x, βk − y)‖) + f(‖(c− x, d− y)‖).
Remark 3.1. Simple coordinate transformations (translations and rotations)
may be necessarily for converting real world datasets to this model.
At first glance, Model 3.1 only covers very simple cases of one cluster datasets.
However, these models are widely used in multi-clustering approaches for refin-
ing cluster centres. One example is Sequential Location Allocation (SLA) family
of clustering approaches [5]. Widely used k−means and k−median belong to
this group of approaches.
The following lemma holds.
Lemma 3.1. In Model 3.1, when d → ∞, for different similarity functions
f(‖ · ‖p) the location of the centre of the dataset A
′, which is a minimizer of the
corresponding cluster function, can be found at a point (l,m) ∈ R2, such that
min
k=1,...,n
αk ≤ l ≤ max
k=1,...,n
αk
and m < d. This observation holds for any arbitrary n > 1.
Proof. The first step is to prove that mink=1,...,n αk ≤ l ≤ maxk=1,...,n αk. Let i
be such that αi = maxk=1,...,n αk. It is easy to see that S(l,m) > S(αi,m) for
any l > αi and therefore l ≤ maxk=1,...,n αk. Similarly mink=1,...,n αk ≤ l.
The second step is to prove that m < d.
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First, consider the case when 1 < p <∞ (any norm, except ‖·‖1 and ‖·‖∞).
Then the limit of the left-hand derivative S′
−
(l, d) is
lim
d→∞
∂−S(l, d) = lim
d→+∞
δ→0+
S(l, d− δ)− S(l, d)
δ
= lim
d→+∞
δ→0+
∑n
k=1 f(‖(αk − l, βk − d+ δ)‖) + f(‖(c− l, δ)‖)− S(l, d)
δ
.
Applying L’Hoˆpital’s rules and taking into account that f is convex, we obtain:
= lim
d→+∞
δ→0+
−
n∑
k=1
f ′(‖(αk − l, βk − d+ δ)‖)× 1 + f
′(‖(c− l, δ)‖)× 0 < 0.
Therefore, m < d.
Second, consider p = 1 (‖ · ‖1).
lim
d→∞
S′
−
(l, d) = lim
d→+∞
δ→0+
S(l, d− δ)− S(l, d)
δ
= lim
d→+∞
δ→0+
∑n
k=1 f(‖(αk − l, βk − d+ δ)‖) + f(‖(c− l, δ)‖)− S(l, d)
δ
.
Then, applying L’Hoˆpital’s rules and taking into account that f is convex, we
obtain.
= lim
d→+∞
δ→0+
−
n∑
k=1
f ′(‖(αk − l, βk − d+ δ)‖)× 1 + f
′(‖(c− l, δ)‖)× 1 < 0.
Therefore, m < d.
Third, consider p =∞ (‖ · ‖∞).
lim
d→∞
S′
−
(l, d) = lim
d→+∞
δ→0+
S(l, d− δ)− S(l, d)
δ
= lim
d→+∞
δ→0+
∑n
k=1 f(‖(αk − l, βk − d+ δ)‖) + f(‖(c− l, δ)‖)− S(l, d)
δ
.
Again, applying L’Hoˆpital’s rules and taking into account that f is convex, we
obtain.
lim
d→+∞
δ→0+
−
n∑
k=1
f ′(‖(αk − l, βk − d+ δ)‖)× 1 + f
′(‖(c− l, δ)‖)× 0 < 0.
Therefore, m < d.
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Now we can start constructing a criterion for the sensitivity to outliers with
respect to different similarity measure functions. The following lemmas hold.
Lemma 3.2. Suppose that in Model 3.1 the corresponding similarity measure
function f is such that f ′ is unbounded as d → +∞. Then at the minimizer
(l,m) of the cluster function, m tends to +∞ as d tends to +∞ and therefore the
results are sensitive to the outlier (c, d). This observation holds for any arbitrary
n > 1.
Proof. Suppose that the dataset centre is at (l,m). Due to the first part of
lemma 3.1, l is bounded. The similarity function is
S(l,m) =
n∑
k=1
f(‖(αk − l, βk −m)‖) + f(‖(c− l, d−m)‖).
Fix l = l∗ and consider an auxiliary function S˜(m) = S(l∗,m). This function is
convex and at a global minimum we have
0 ∈ B = ∂S˜(m), (4)
where B is a subdifferential of the convex function S˜ at the point m:
• 1 < p <∞
B =
n∑
k=1
f ′(‖(αk− l
∗, βk−m)‖)
(|αk − l
∗|p + |βk −m|
p)
1
p |βk −m|
p−1
|αk − l∗|p + |βk −m|p
Bk−
− lim
d→∞
f ′(‖(c− l∗, d−m)‖)
(|c− l∗|p + |d−m|p)
1
p |d−m|p−1
|c− l∗|p + |d−m|p
,
Bk =


1, m > βk,
−1 m < βk,
co{−1, 1} m = βk.
(5)
notice that
lim
d→∞
(|c− l∗|p + |d−m|p)
1
p |d−m|p−1
|c− l∗|p + |d−m|p
= 1; (6)
• p = 1
B =
n∑
k=1
f ′(‖(αk−l
∗, βk−m)‖)(|αk−l
∗|+|βk−m|)Bk− lim
d→∞
f ′(‖(c−l∗, d−m)‖),
where Bk is defined as in (5),
• p =∞
B =
n∑
k=1
f ′(‖(αk−l
∗, βk−m)‖)(max{|αk−l
∗|, |βk−m|})Bk− lim
d→∞
f ′(‖(c−l∗, d−m)‖),
where Bk is defined as in (5).
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Since m is bounded the necessary and sufficient optimality condition (4)
requires f ′(+∞) to be bounded.
Lemma 3.3. Suppose that in Model 3.1 the corresponding similarity measure
function f is such that f = λ‖ · ‖p, 0 < λ < +∞. Then the dataset centre is
bounded and therefore the results are not sensitive to the outlier (c, d). This
observation holds for any arbitrary n > 1.
Proof. Consider now a dataset
Aˆ ∈ R2 : Aˆ = A ∪ {(l∗, β)},
where β = maxk=1,...,n |βk| and A is the dataset from Model 3.1. Then, con-
structing the corresponding B and Bˆ and taking into account that
lim
d→∞
(|l∗ − l∗|p + |d−m|p)
1
p |d−m|p−1
|l∗ − l∗|p + |d−m|p
= 1, (7)
obtain that Bˆ = λB and therefore
0 ∈ B ⇔ 0 ∈ Bˆ.
Then, using the first part of lemma 3.1, obtain that m is bounded for f =
λ‖·‖p, 1 ≤ p ≤ ∞, 0 < λ < +∞ for the dataset Aˆ. Therefore, m is also bounded
for the dataset A.
Lemma 3.4. Suppose that in Model 3.1 the corresponding similarity measure
function f(x) is represented by an affine function in the interval [K,+∞),K >
0. Then the dataset centre is bounded and therefore the results are not sensitive
to the outlier (c, d). This observation holds for any arbitrary n > 1.
Proof. Following the same reasonings as in lemma 3.3, choosing β in such a way
that β ≥ max{K,maxk=1,...,n |βk|}, obtain that m is bounded.
Finally, the following theorem holds.
Theorem 3.1. (Outlier sensitivity criterion) In Model 3.1 clustering results
are not sensitive to the outlier (c, d) if and only if the corresponding similarity
measure function f is such that f ′ is bounded at ∞. This observation holds for
any arbitrary n > 1.
Proof. Taking into account the results of lemma 3.2, we only have to prove that
if f ′ is bounded then m is also bounded.
Since f is convex f ′ is increasing. Suppose that M = limx→∞ f
′(x) then
f ′(x) ≤ M. If f ′(x) = M for x < +∞ then the conditions of lemma 3.4 are
satisfied. Therefore we only need to study the case when f ′(x) < M for any
x < +∞.
Let K be a positive number such that K > maxk=1,...,n ‖(αk − l
∗, βk −m)‖.
Consider an auxiliary function g(x) = f(x)+(x−K)2. This function is increasing
and convex in [K,+∞), f(K) = g(K), f ′(K) = g′(K).
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Since f ′(K) + g′(K) −M < 0 and limx→+∞ f
′(x) + g′(x) > 0 there exists
xM > K, such that f
′(xM ) + g
′(xM ) =M.
Consider a new similarity measure function
h(x) =


f(x), 0 ≤ x < K,
g(x), K ≤ x ≤ xM ,
Mx, xM < x.
(8)
Indeed, this function satisfies all three requirements. Due to lemma 3.4 the
centre of the dataset from Model 3.1 with h(x) as a similarity measure function
is bounded.
Now construct the corresponding subdifferentials Bf and Bh for both sim-
ilarity measure functions f and h. One can notice that Bh = Bf and there-
fore (4) is satisfied for the original similarity measure function f. Hence, m is
bounded.
Therefore, we can conclude that in Model 3.1 any norm-based clustering re-
sults are not sensitive to the outlier, but in the case when f ′(+∞) is unbounded
the results are very sensitive to the outlier: the cluster centre is moving toward
the outlier when the distance between the outlier and the rest of the dataset
(regular points) is increasing. A very important observation is that this result
holds for any size of the dataset, described in Model 3.1 (1 < n < +∞).
In the case of least squares based clustering the corresponding f ′ is un-
bounded and therefore the results are very sensitive to the outlier.
4 Numerical experiments
In the previous section it was observed that the centre of a dataset, as a mini-
mizer of the cluster function, behaves differently in the presence of an outlier,
depending on the similarity measure. In this section we carry out numerical ex-
periments to observe how these different behaviours impact clustering results.
4.1 Settings of the experiments
We compare three different similarity measures:
• L1 similarity measure: ‖x− y‖1;
• L2 similarity measure: ‖x− y‖2;
• Least-squares similarity measure: ‖x− y‖22;
These three measures are among the most widely used in clustering. In par-
ticular, the least squares similarity measure is used in the well known k-means
algorithm.
We introduce outliers in the dataset by increasing the value for the first
feature of the first observation. Then we minimise the cluster function over the
obtained dataset. We report the following values:
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• the increase in cluster function value f∗/f¯∗, where f∗ represents the opti-
mal cluster function value for the modified dataset, and f¯∗ is the optimal
function value for the original dataset.
• the purity of the clustering, computed as follows [4]:
P =
1
N
2∑
i=1
max
j=1,2
|Ci ∩ C¯j |,
where N is the number of observations, Ci is the i-th cluster for the
modified dataset, and C¯j is the j-th cluster for the original dataset. Here,
| ·‖ represents the cardinality of a set. Purity is an indicator of how similar
a pair of clustering is, equal to 1 when the clusters are the same.
We run the experiments on two dataset the Wisconsin Breast Cancer dataset
(683 observations, 9 features) and the TSP3038 dataset (3038 observations,
2 features) from the UCI repository [1]. Each dataset is rescaled so that all the
features (except for the outlier) lies in the interval [0, 1]. We consider the cluster
function with two clusters, and solve the optimization problems using the ganso
suite [3].
4.2 Numerical results
Results are presented in figures 1-2. For each dataset, the top and the bottom
plots represents the evolution of respectively the cluster function value and the
purity as the distance between the outlier and the real location of the obser-
vation increase. The dotted, dashed and hard lines represents the results for
respectively the L1-based, L2-based and least-squares similarity measures.
Since the evolution of the curves in the case of the least-squares similarity
measure is much faster that in the case of the norm-based ones, we show more
details of these plots in figures 3 and 4.
We observe that in all cases the clustering worsens (both in terms of function
value and purity) until it reaches a threshold. This is due to the fact that once an
outlier is far enough from the rest of the dataset, the cluster centres minimising
the cluster function are the centre of the dataset and the outlier.
We can make the following remarks:
• First, as can be expected intuitively, both norm-based similarity measures
are far less sensitive to the presence of outliers than the sum-of-squares
one.
• The error in cluster function value for norm-based similarity measures
evolves linearly with the distance of the outlier from its real value. In
the case of the sum-of-square similarity measure, this evolution is strictly
convex.
• Finally, before reaching the threshold, the purity of the clustering in the
presence of an outlier is constant in the case of norm-based similarity
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Figure 1: Results of numerical experiments in the case of the TSP-3038 dataset
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Figure 2: Results of numerical experiments in the case of the Wisconsin Breast
cancer dataset
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Figure 3: Results of numerical experiments in the case of the TSP-3038 dataset
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Figure 4: Results of numerical experiments in the case of the Wisconsin Breast
cancer dataset
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measures. This is a consequence of the centre of a cluster being bounded,
as shown in the first part of this paper, which reduces the influence of
an outlier on the clustering results. On the other hand, the quality of
clustering in the case of sum-of-squares, as shown by the purity, degrades
with the distance the outlier from the set.
5 Conclusions and further research directions
The main result of this paper is a criterion on the sensitivity to single outliers
with respect to different similarity measure functions. In particular, it was found
that norm-based similarity measures are much less sensitive to such outliers than
power norm based similarity measures. Therefore, a very widely used ‖·‖22 (least
squares) similarity measure may not be very accurate for real-world datasets
with outliers.
In the future we are planning to extend the results to non-differentiable
similarity measure functions and to the case of multiple outliers.
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