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Introduction
A l’e´chelle atomique, si les effets relativistes peuvent eˆtre ne´glige´s, l’e´quation
de Schro¨dinger est utilise´e pour de´crire l’e´tat quantique de la matie`re. Pour
pouvoir re´soudre cette e´quation pour les syste`mes compose´s de centaines
ou milliers d’atomes (le domaine de la chimie) des approximations sont
ne´cessaires. L’approximation de Born-Oppenheimer est couramment utilise´e,
en plus elle permet de de´finir plusieurs concepts comme l’e´tat e´lectronique,
la surface d’e´nergie potentielle, les vibrations mole´culaires, etc. Tant en
chimie qu’en physique, la me´thode de la fonctionnelle de la densite´ (DFT)
dans sa formulation donne´e par Kohn et Sham [1] (KS) est la me´thode quan-
tique la plus couramment utilise´e pour calculer la structure e´lectronique des
mole´cules et des solides. La quantite´ centrale de cette me´thode est la den-
site´ e´lectronique ρ, a` partir de laquelle toute autre proprie´te´ du syste`me
peut eˆtre de´termine´e d’une manie`re unique, comme cela e´te´ de´montre´ par
Hohenberg et Kohn [2] en 1964. Par exemple l’e´nergie totale d’un syste`me
peut eˆtre conside´re´e comme une fonctionnelle de la densite´ e´lectronique ρ:
E = E[ρ].
Cette the`se concerne principalement une imple´mentation nume´rique de
la formulation de la me´thode DFT base´e sur les sous-syste`mes (SFDFT)
dans le logiciel deMon [3]. En utilisant cette nouvelle imple´mentation, des
investigations the´oriques sur la me´thode SFDFT, le de´veloppement des algo-
rithmes nume´riques, des calculs sur les syste`mes de re´fe´rence pour mesurer
la performance de la me´thode et une application pour le me´canisme d’une
re´duction enzymatique par la Desulfovibrio desulfuricans nitrate re´ductase
ont e´te´ effectue´s. De plus, deux e´tudes “standards”, en utilisant la me´thode
de Kohn-Sham dans la domaine des mode´lisation des spectres IR et Raman
ont e´te´ effectues.
Les e´quations de Kohn-Sham
Les formes exactes des fonctionnelles explicites de la densite´ ρ de certaines
composantes de E[ρ] restent a` ce jour inconnues. Ceci est notamment le cas
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de l’e´nergie cine´tique des e´lectrons qui est une des composantes majeures de
l’e´nergie totale.
En 1965, Kohn et Sham [1] ont permis de rendre la DFT utilisable pour
les calculs pratiques sur des syste`mes re´els en coutournant le proble`me de
cette fonctionnelle d’e´nergie cine´tique inconnue. En introduisant un syste`me
fictif de N particules inde´pendantes d’orbitales φi, qui donnent la densite´
ρ =
∑N
i=1 |φi|2 identique a` celle du syste`me re´elle ρvext , et constituant le
de´terminant de Kohn-Sham ΦKS , la fonctionnelle d’e´nergie totale devient
EKS [ρvext ] = Ts[ρvext ]+J [ρvext ]+Exc[ρvext ]+
∫
vext(r)ρvext(r)dr+Vnn, (1)
ou`
Ts[ρvext ] = min
Φ′→ρvext
〈Φ′|Tˆe|Φ′〉 = 〈ΦKS |Tˆe|ΦKS〉
= −1
2
N∑
i=1
∫
φ∗i (r)∇2φi(r)dr (2)
Les termes du membre de droite de l’e´quation 1 repre´sentent les e´nergies, re-
spectivement: cine´tique, classique de re´pulsion e´lectron-e´lectron, d’e´change-
corre´lation, d’attraction e´lectron-noyau et de re´pulsion noyau-noyau. No-
tons que Ts[ρ] est une fonctionnelle implicite de ρ. Le principe variationnel
applique´ a` l’e´quation 1 me`ne aux e´quations de Kohn-Sham qui sont des
e´quations de Schro¨dinger a` re´soudre d’une manie`re auto-cohe´rente:(
−1
2
∇2 + vKSeff [ρ; r]
)
φi(r) = iφi(r), (3)
ou`
vKSeff [ρ; r] =
Nnuc∑
i=1
− Zi|r− ~Ri|
+
∫
ρ(r′)
|r′ − r|dr
′ +
δExc [ρ]
δρ
(4)
est le potentiel effectif de Kohn-Sham. Dans la me´thode propose´e par Kohn
et Sham, la seule quantite´ de forme exacte inconnue, est l’e´nergie d’e´change-
corre´lation Exc[ρ], pour laquelle une approximation doit donc eˆtre utilise´e
pour les calculs. Les fonctionnelles les plus souvent utilise´es sont soit de
l’approximation du gradient ge´ne´ralise´ (GGA), ou soit hybrides. Avec les
approximations existantes pour l’e´nergie d’e´change-corre´lation, et en parti-
culier les hybrides, les e´quations de Kohn-Sham constituent la me´thode de
choix en chimie quantique, graˆce a` son couˆt de calcul comparable avec la
me´thode de Hartree-Fock, cette dernie`re, par contre ne´gligeant les effets de
corre´lation.
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La me´thode DFT base´e sur les sous-syste`mes
Un syste`me de densite´ e´lectronique ρ peut eˆtre divise´ en deux sous-syste`mes
de densite´s ρA et ρB. Cortona [4] a introduit la bifonctionelle de l’e´nergie
totale du syste`me ES [ρA, ρB], qui de´pend des densite´s ρA et ρB de telle sorte
que ρ = ρA + ρB. En introduisant le concept du syste`me fictif de particules
inde´pendantes d’orbitales {φAi } et {φBj } pour les deux sous-syste`mes, cela
donne la bifonctionelle de l’e´nergie totale du syste`me:
ΞS [{φAi }; {φBj }] =
NA∑
i=1
〈
φAi
∣∣∣∣−12∇2
∣∣∣∣φAi 〉 (5)
+
NB∑
i=1
〈
φBi
∣∣∣∣−12∇2
∣∣∣∣φBi 〉+ Tnads [ρA, ρB]
+ V [ρA + ρB] + J [ρA + ρB] + Exc[ρA + ρB],
ou` Exc est la fonctionelle d’e´change-corre´lation de´finit par l’e´quation 1 et
Tnads [ρA, ρB] ≡ Ts[ρA + ρB]− Ts[ρA]− Ts[ρB] (6)
est la composante non-additive de l’e´nergie cine´tique Ts. Le principe vari-
ationnel applique´ a´ l’e´nergie totale [e´quation 5], en tenant compte des con-
ditions d’orthogonalite´ des orbitales dans chaque sous-syste`me {φAi } and
{φBj }: ∫
φA∗i φ
A
j dr = δij∫
φB∗i φ
B
j dr = δij ,
donne les e´quations de Kohn-Sham avec densite´ e´lectronique contrainte
(KSCED):[
−1
2
∇2 + vKSCEDeff [ρA, ρB; r]
]
φAi = 
A
i φ
A
i i = 1, N
A, (7)[
−1
2
∇2 + vKSCEDeff [ρB, ρA; r]
]
φBi = 
B
i φ
B
i i = 1, N
B, (8)
avec
vKSCEDeff [ρA, ρB; r] = v
KS
eff [ρA + ρB; r] +
δTnads [ρA, ρB]
δρA
= vKSeff [ρA; r] + v
emb
eff [ρA, ρB; r] , (9)
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ou` vKSeff [ρA; r] est le potentiel effectif de Kohn-Sham [e´quation 4] du sous-
syste`me A et
vembeff [ρA, ρB; r] =
NBnuc∑
iB
− ZiB|r−RiB |
+
∫
ρB(r′)
|r′ − r|dr
′ (10)
+
δExc [ρ]
δρ
∣∣∣∣
ρ=ρA+ρB
− δExc [ρ]
δρ
∣∣∣∣
ρ=ρA
+
δTnads [ρA, ρB]
δρA
est le potentiel effectif rendant compte de l’influence du sous-syste`meB sur le
sous-syste`me A. Une caracte´ristique de la me´thode KSCED est la ne´cessite´
d’utiliser deux fonctionnelles approxime´es (e´nergies d’e´change-corre´lation
et cine´tique non-additive), contre une pour la me´thode de Kohn et Sham
(e´nergie d’e´change-corre´lation).
La minimisation partielle de la bifonctionelle ΞS [{φAi }, {φBj }]:
E0 = min
ρA−→NA
ρB−→NB
min
{φA
i
}−→ρA
{φBj }−→ρB
ΞS [{φAi }, {φBj }]
= min
ρA−→NA
ρB−→NB
min
{φAi }−→ρA
ΞE [{φAi }, ρB],
donne la base de la me´thode qui permet de tenir compte de l’influence
du sous-syste`me B sur le sous-syste`me A en utilisant une description sans
orbitales (“orbital-free embedding”), avec la bifunctionelle ΞE [{φAi }, ρB]:
ΞE [{φAi }, ρB] = min{φBj }−→ρB
ΞS [{φAi }, {φBj }].
La forme explicite de cette fonctionnelle est:
ΞE [{φAi }, ρB] =
NA∑
i=1
< φAi | −
1
2
∇2|φAi > +Ts[ρB] + Tnads [ρA, ρB]
+ V [ρ] + J [ρ] + Exc[ρ], (11)
avec ρ = ρB +
NA∑
i=1
|φAi |2.
Les re´sultats
La me´thode KSCED, sous certaines conditions, utilise´e avec la bifonctionelle
Tnads [ρA, ρB] exacte, doit donner des re´sultats identiques a` ceux obtenus
avec la me´thode de Kohn-Sham avec une fonctionnelle d’e´change-corre´lation
donne´e. Il a e´te´ ve´rifie´, pour les syste`mes H-H (avec ou sans brisure de
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syme´trie de spin) et (He-H)+, en utilisant diffe´rentes partitions sur les sous-
syste`mes et la bifunctionelle exacte Tnads [ρA, ρB] = 0, que l’e´nergie totale
obtenue dans les me´thodes KSCED et KS sont e´gales dans la limite de
la pre´cision des imple´mentations nume´riques. L’imple´mentation nume´rique
dans le logiciel deMon utilise la combinaison line´aire d’orbital atomiques de
type Gaussienne, ce qui nous donne deux types d’expansion possibles pour
les densite´s des sous-syste`mes:
• l’expansion de type KSCED(m): pour chaque sous-syste`me la densite´
e´lectronique est repre´sente´e par les fonctions localise´es seulement sur
les noyaux du sous-syste`me en question,
• l’expansion de type KSCED(s): pour chaque sous-syste`me la densite´
e´lectronique est repre´sente´e par les fonctions localise´es sur tous les
noyaux du syste`me.
Les calculs pour les syste`mes H-H et (He-H)+ ont de´montre´ que pour de´crire
les effets de relaxation de la densite´ e´lectronique du syste`me pendant la
formation de la liaison, l’expansion KSCED(m) est insuffisante.
Figure 1: KS et KSCED densite´s e´lectroniques diffe´rentielles ∆ρ (de´finie
comme la diffe´rence entre la densite´ e´lectronique totale et la somme des
densite´s des sous-syste`mes isole´s) pour le complexe F−H2O a` la distance
intermole´culaire d(F-H) = 1.3 A˚u2.4566 a0. L’approximation LDA a e´te´
utilise´e pour tous les calculs. Tnads [ρA, ρB] dans les Eqs. 5 et 10 a e´te´ ap-
proxime´e avec la fonctionnelle TF. Les lignes de contours dans le plan y = 0
correspondent a` des valeurs des iso-surfaces allant de −1.8×10−1 a` 1.2×10−1
avec un pas de 5.0× 10−3 e/a30.
∆ρKS ∆ρKSCED(m) ∆ρKSCED(s)
Par contre les me´thodes qui utilisent la description orbitalaire pour une
partie du syste`me (comme, en principe, la me´thode “orbital-free embed-
ding”) sont sensibles a` la fuite des e´lectrons vers la partie sans orbitales.
Il a e´te´ montre´, pour les syste`mes F−H2O et Li+H2O, que la me´thode
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KSCED, en utilisant la fonctionnelle approxime´e Tnads [ρA, ρB] (avec les cal-
cul KSCED(m) et KSCED(s)), ne posse`de pas de proble`mes qualitatifs dans
la description de l’e´nergie totale et de la densite´ e´lectronique (pre´sente´e sur
la Figure 1 pour le syste`me F−H2O), re´sultants de la fuite des e´lectrons,
graˆce a´ la proprie´te´ re´pulsive de Tnads [ρA, ρB].
Les pre´ce´dentes analyses de la pre´cision de la me´thode KSCED pour le
calcul des e´nergies d’interaction de complexes intermole´culaires compose´s
de mole´cules lie´es entre elles par des liaisons faibles comme les liaisons de
van der Waals ou hydroge`nes ont e´te´ e´tendues. Les e´nergies de liaison con-
side´re´es se situent entre 0.04 (pour He-Ne) et 28.80 kcal/mol (pour la com-
plexe Watson-Crick guanine-cytosine). Les approximations de la densite´
locale (LDA) [5, 6, 7] et GGA (PW91 [8, 9]) ont e´te´ choisies pour l’e´nergie
d’e´change-corre´lation. Pour chacun des trois termes de la composante non-
additive de l’e´nergie cine´tique de la me´thode KSCED [e´quation 6], les ap-
proximations LDA [10, 11] et GGA (LC94 [12]) ont e´te´ choisies.
Les diffe´rences absolues moyennes sont e´gales a 1.57 et 1.24 kcal/mol,
pour la me´thode KSCED LDA et GGA, respectivement, ce qui situe la
me´thode KSCED GGA (avec l’expansion de base de type KSCED(m))
comme une me´thode avec la pre´cision comparable avec les me´thodes base´es
sur la formulation de Kohn-Sham en utilisant des fonctionnelles de type
GGA.
Il a e´te´ observe´ [13] que la me´thode KSCED LDA donne pour les com-
plexes avec liaison hydroge`ne, des e´nergies d’interaction avec une bonne
pre´cision, comme pour les interactions de van der Waals [14], mais mon-
tre une de´faillance pour les interactions pi − pi. La qualite´ des re´sultats
de la me´thode de´pend des approximations utilise´es pour les fonctionnelles
d’e´nergies d’e´change-corre´lation et cine´tique non-additive, et pour les li-
aisons hydroge`nes il semble qu’il y ait un bon e´quilibre entre ces diffe´rentes
fonctionelles approxime´es.
La me´thode KSCED posse`de une pre´cision comparable aux me´thodes
base´es sur la formulation de Kohn-Sham et ne´cessite une imple´mentation
efficace pour la rendre attractive du point de vue du temps de calcul. Dans
cette the`se, deux sujets nume´riques, importants en particulier pour un calcul
de type KSCED(m) d’une petite mole´cule plonge´e dans un environnement
ont e´te´ e´tudie´s: l’inte´gration sur la grille et le calcul de la re´pulsion Coulom-
bienne entre les e´lectrons en utilisant les densite´s approxime´es, comme men-
tionne´ ci-dessous.
Une grille pour la me´thode KSCED peut eˆtre ge´ne´re´e de fac¸on automa-
tique, et selon le parame`tre eGrid spe´cifie´ par l’utilisateur, cela permet de
re´duire le nombre de points de la grille, tout en gardant la pre´cision de la
grille standard. Il a e´te´ de´montre´ [15] que pour les syste`mes e´tudie´s (la
mole´cule d’ace´tone solvate´e et la mole´cule d’eau dans le cristal de be´ryl), le
nombre de points e´tait re´duit par un facteur 5− 10.
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Le calcul analytique des inte´grales Couloumbiennes en utilisant les den-
site´s e´lectroniques approxime´es par une combinaison line´aire de fonctions
auxiliaires posse`de un avantage computationel dans le cadre de la me´thode
de Kohn-Sham en utilisant des fonctionnelles du type LDA ou GGA. Il a
e´te´ montre´, en utilisant trois diffe´rentes approches pour les calculs de la
re´pulsion intermole´culaire entre les e´lectrons, que:
• la contrainte pour que l’inte´grale des densite´s approxime´es soient e´gales
aux nombres d’e´lectrons dans les sous-syste`mes n’est pas ne´cessaire,
• la formule corrective pour le calcul de la re´pulsion intermole´culaire
entre les e´lectrons doit eˆtre utilise´e dans le cadre de KSCED(m),
• l’e´nergie de re´pulsion intermole´culaire entre les e´lectrons ne montre
pas de de´te´rioration de la pre´cision lors de l’augmentation de la taille
du syste`me (teste´ sur les chaˆınes d’atomes de Ne), de´faillance pre´sente
dans les algorithmes de calcul approxime´ de la re´pulsion e´lectronique
intramole´culaire dans le formalisme de Kohn-Sham.
Mis a` part les proble`mes the´oriques, les calculs sur des syste`mes mode`les
et les algorithmes nume´riques, la nouvelle imple´mentation de la me´thode
SFDFT a e´te´ applique´e a` une e´tude du me´canisme de la re´duction de
NO−3 par la re´ductase Desulfovibrio desulfuricans. Le caracte`re de la sur-
face d’e´nergie potentielle de´pend principalement du mode`le du site actif de
l’enzyme. La barrie`re est affecte´e par la pre´sence des re´sidus d’amino acides,
et qualitativement les re´sultats des me´thodes ONIOM [16] “orbital-free em-
bedding” sont similaires. En plus, cette e´tude repre´sente la premie`re appli-
cation de la me´thode SFDFT aux calculs de surfaces d’e´nergie potentielle
de´pendantes du spin pour une re´action catalyse´e par l’enzyme.
De plus, au cours de cette the`se, deux e´tudes utilisant la me´thode de
Kohn-Sham dans le domaine de la mode´lisation de spectres IR et Raman
ont e´te´ effectue´es. La pre´cision des fonctionnelles d’e´change-corre´lation
pour le calculs des e´nergies de vibration dans l’approximation harmonique
(de l’ordre de quelques dizaines de cm−1) nous permet de nous occuper
du mode`le qui correspond le mieux a` la situation expe´rimentale. Dans le
cadre d’une e´tude combinant expe´rience (IR et Raman) et the´orie (calculs
Kohn-Sham), dont le but a e´te´ d’affiner les donne´es structurelles concer-
nant des hoˆtes dans des canaux forme´s par l’empilement d’e´thers dibenzo-
18-crown-6 (DB18C6), nous avons fait des calculs sur un mode`le simplifie´
comprenant une mole´cule DB18C6 isole´e et son complexe avec, soit H2O,
ou H3O+ comme hoˆte afin d’obtenir des informations sur la structure et les
e´nergies concernant la formation du complexe et d’assigner les bandes spec-
troscopiques. Ce mode`le simplifie´ a permis d’assigner les centres oxyge`nes
des donne´es crystallographiques a` l’eau ou a` des espe`ces protone´es.
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Conclusions
Ce travail de the`se, et en particulier l’imple´mentation nume´rique qui permet
de bien controˆler l’e´quilibre entre pre´cision et efficacite´, pourra permettre
de re´aliser des e´tudes the´oriques avec la formulation de la the´orie de la
fonctionnelle de la densite´ base´e sur les sous-syste`mes et de mode´liser des
syste`mes mole´culaires interagissant (jusqu’a` quelques dizaines de kcal/mol).
Notons aussi que les expe´riences nume´riques effectue´es durant cette the`se
peuvent eˆtre utilise´es pour le de´veloppement d’ADF, code permettant aussi
les calculs nume´riques avec le concept des sous-syste`mes.
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Introduction
At the atomic scale, in the case when relativistic effects can be neglected, the
Schro¨dinger equation is used to describe the quantum state of the matter.
The Schro¨dinger equation cannot be solved exactly for systems composed
of more than two bodies (as the equation of motion in the classical me-
chanics). Even an approximate solution of the Schro¨dinger equation is not
an easy task for systems composed of more than a few particles, and as
in chemistry one deals with systems composed of hundreds or thousands of
atoms, approximations to the Schro¨dinger equation are indispensable. More-
over, the commonly used Born-Oppenheimer approximation, allows one to
introduce many useful concepts in chemistry as electronic states, potential
energy surfaces, molecular vibrations, etc.. This thesis focuses on a partic-
ular method for the solution of the electronic Schro¨dinger equation within
the Born-Oppenheimer approximation, in the non-relativistic case.
Nowadays, the Kohn-Sham framework is the most used for the calcu-
lations of the electronic structure of both finite and infinite systems, and
existing approximations to the exchange-correlation terms make this class
of methods useful and reliable in many circumstances. Based on density
functional theory, the Kohn-Sham framework has primarily a computational
advantage over so called ab initio methods, which make use of the wavefunc-
tion - a complicated object depending on the positions (and additional spin
variables) of all electrons in the systems.
Here, still based on density functional theory, an alternative to the Kohn-
Sham framework is discussed. The method is based on the partitioning of
the electron density of a system into two (or more) densities of subsystems.
The electron density, the basic object of the density functional theory, is a
real function of three variables, and this partitioning means that in every
point of the real space a function is represented as a sum of two (or more)
functions. Such a partitioning provides in some circumstances a compu-
tational advantage compared to the Kohn-Sham method, requires however
approximation of an additional object - the so called non-additive kinetic-
energy bifunctional.
The main objective of this thesis was to design a computer implemen-
tation suited for both the investigations of the theoretical aspects of the
method, and to perform practical computer modeling of interactions be-
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tween molecules.
This work is organized as follows: Part I forms a short theoretical intro-
duction to the method: in Chapter 1, the density functional theory, in its
Kohn-Sham version is presented, following by Chapter 2 which introduces
the subsystem formulation of density theory. Part II concerns the details of
the implementation (the two most important issues are the numerical inte-
gration (Chapter 7) and the analytical integration of the electron-electron
repulsion energy using so called density fitting techniques (Chapter 8)), and
calculations on the model systems aiming both at testing of the implementa-
tion and understanding of the theoretical issues of the method (like so called
“electron-leak problem” (Chapter 3), or the equivalence of the method to
the Kohn-Sham formulation (Chapter 4)). Toward computer modeling of
molecular systems the performance of the subsystem formulation of density
functional theory for the calculation of interaction energies is statistically
analyzed (Chapter 6) on an extended database of thirty-nine weakly inter-
acting systems (including pi-stacked base pairs), with a focus on hydrogen
bonded systems (stationary points of the potential energy surface of the
water dimer Chapter 5). Chapter 9 presents an application of the method
to an oxidative half-reaction of the oxygen atom transfer from nitrate to an
MoIV complex. Finally, a summary and concluding remarks take place.
The work is supplemented by Appendices: Appendices A-C contain the
technical documentation of the computer implementation of the subsystem
formulation of density functional theory into the deMon program, examples
of input files and the program manual - very important for the users as well
as for the development of the code in the future. Appendix D contains a
standard, combined experimental (IR and Raman) and theoretical (Kohn-
Sham calculations), study aimed at refining the available structural data
concerning the molecular guests in channels formed by stacked dibenzo-18-
crown-6 (DB18C6) crown ether. This study falls outside the main goal of
the thesis and for this reason is included as an Appendix.
Part I
Theory
3

Chapter 1
Basics of density functional
theory
In density functional theory (DFT) the basic variable is no more the compli-
cated wavefunction Ψ as in ab initio theories, but instead the electron den-
sity ρ(r): ρ(r) = N
∫ ∫ |Ψ|2dsdx2 · · · dxN . This was formally justified (for
a special class of electron densities) in 1964 when Hohenberg and Kohn [1]
demonstrated that all properties of a system are (in principle) determined
by ρ, and also that the minimum of the ground-state total energy is ob-
tained when the total-energy functional is evaluated at the ground-state
density. One year later, Kohn and Sham [2] proposed a practical version
of DFT (they introduced more assumptions) making it possible to perform
calculations on real systems. Their method was already accepted in the
1970s as the method of choice for calculations on solids, but its only in the
1990s that DFT (the Kohn-Sham version) became more and more useful in
the chemistry community for calculations on finite systems. Nowadays, the
Kohn-Sham method is the most used method for electronic structure cal-
culations (both in chemistry [3] and physics [4]). For recent review articles
about DFT, see Ref. [5, 6].
The theorems of Hohenberg and Kohn and the constrained-search for-
mulation by Levy [7], which was designed to deal with the problems with
the definition of the of the total energy functional, are presented in Secs. 1.1
and 1.2, respectively. Then, in the Sec. 1.3 the Kohn-Sham formulation of
DFT is presented. The section 1.4 is devoted to the exchange-correlation
energy functionals.
1.1 Hohenberg-Kohn theorems
In their article of 1964 Hohenberg and Kohn [1] demonstrated two theorems
which laid the foundation of the density functional theory. The proofs of
the theorems are skipped here. It should be noted that the correctness of
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the proof of the first one has been questioned [8] recently. The first theorem
reads:
Theorem 1. The specification of the ground-state electron density ρvext de-
termines the external potential vext uniquely (to within an additive constant).
Corollary 1. All the properties are determined by the electron density ρvext.
Proof. The number of electrons N being also determined in a unique way
by ρvext (by integration), and vvext and N fixing the Hamiltonian Hˆ, the
electron density ρ fixes the Hamiltonian Hˆ and hence all properties of the
system.
In particular, the total energy E of the system can now be considered as
a functional of the electron density:
Evext = Evext [ρ]. (1.1.1)
The first theorem and its corollary constitute a demonstration of the ob-
servations made by E. Bright Wilson [9] who remarked that the Hamiltonian
of a system (the number of electrons and the positions and charges of the
nuclei) can be determined from the electron density ρ in the following way:
• The number N of electrons is given by integrating the electron density:
N =
∫
ρ(r)dr. (1.1.2)
• The cusps of ρ occur at the positions of the nuclei.
• The charge Z of a nucleus (at R = 0) is determined by Kato cusp [10]
(ρ is the spherically averaged density around R):[
∂ρ(r)
∂r
]
r=0
= −2Zρ(0). (1.1.3)
It is the Kato condition, which is in the origin of the criticism in Ref. [8].
The second theorem shows the variational property of the total-energy
functional Evext [ρ]:
Theorem 2. The total-energy functional Evext [ρ] reaches its minimum at
the exact ground-state electron density.
Hohenberg and Kohn [1] defined the universal (independent of the ex-
ternal potential vext) functional F [ρ] as the expectation value of the sum of
the kinetic-energy and electron-electron repulsion operators:
F [ρ] = 〈Ψ|Tˆe + Vˆee|Ψ〉 = 〈Ψ|Tˆe|Ψ〉+ 〈Ψ|Vˆee|Ψ〉 = T [ρ] + Vee[ρ]. (1.1.4)
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The total-energy functional is
Evext [ρ] = T [ρ] + Vee[ρ] +
∫
vext(r)ρ(r)dr =
F [ρ] +
∫
vext(r)ρ(r)dr. (1.1.5)
A functional is said to be exact [6] if requiring that ρvext(r) is the electron
density resulting from a N -electron ground-state wave function for the ex-
ternal potential vext (such a density is called v-representable), and E[vext, N ]
is the system’s ground state energy, the following equation holds:
FHK [ρvext ] = E[vext, N ]−
(∫
vext(r)ρvext(r)dr
)
. (1.1.6)
The Hohenberg-Kohn functional 1.1.6, is defined only for v-representable
densities. Any functional, F which gives the correct ground state energy
and density when applied in the variational principle:
E[vext, N ] = min〈ρ(r)〉=N
Evext [ρ] = Evext [ρvext ] (1.1.7)
is said to be variational. In the variational procedure one uses, however the
electron densities that are nonnegative and integrate toN electrons (they are
said to be N -representable). A functional which has to be variational must
be defined for any “reasonable” density. Functionals which are exact and
not variational can be constructed [6]. The value of such functional obtained
from the minimization procedure is lower than that of the minimal allowable
functional (by construction) for non-v-representable densities, so for such a
functional the density that minimizes the energy is not v-representable.
Let us postpone the discussion about the validity of the definition of the
Hohenberg-Kohn functional (it was hoped some time ago, until Ref. [11]:
that all ”reasonable” electron densities would be v-representable) and con-
centrate on the possible gains from the Hohenberg-Kohn formulation of
DFT. Applying the variational principle to the Lagrange function
Lvext [ρ] = Evext [ρ]− µvext
(∫
ρ(r)dr−N
)
, (1.1.8)
leads to the Euler-Lagrange equation for the electron density ρ:
µvext =
δEvext [ρ]
δρ(r)
, (1.1.9)
where the Lagrange multiplier µvext can be defined as the chemical potential.
Equation 1.1.9 is the most important consequence of the Hohenberg-Kohn
theorems: an unique equation to calculate the electron density ρ, which itself
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is a function of only three variables. Unfortunately, in Eq. 1.1.5, the exact
forms of T [ρ] and Vee[ρ] as explicit functionals of ρ are unknown, and the
lack of an accurate approximation for T [ρ] prevents any useful calculations
with the use of Eq. 1.1.9.
1.2 Constrained-search formulation
In order to avoid the v-representability problem Levy [7] proposed to refor-
mulate the Hohenberg-Kohn theorems in a different manner. The theory
begins by showing how to distinguish the ground-state wavefunction Ψ of
the system of electron density ρ from a wavefunction Ψ′ giving the same
electron density ρ. The variational principle gives
E = 〈Ψ|Hˆ|Ψ〉 6 〈Ψ′|Hˆ|Ψ′〉. (1.2.1)
Writing explicitly the energies arising from the electron-nucleus and nucleus-
nucleus operators (Vnn) we have
〈Ψ|Tˆe+Vˆee|Ψ〉+
∫
vext(r)ρ(r)dr+Vnn 6 〈Ψ′|Tˆe+Vˆee|Ψ′〉+
∫
vext(r)ρ(r)dr+Vnn,
thus, after simplification,
〈Ψ|Tˆe + Vˆee|Ψ〉 6 〈Ψ′|Tˆe + Vˆee|Ψ′〉. (1.2.2)
From Eq. 1.2.2 we can see that Ψ is the wavefunction that gives ρ and
minimizes the expectation value of Tˆe+Vˆee. Comparing Eqs. 1.1.4 and 1.2.2,
we can redefine F [ρ] as
FΨ[ρ] = min
Ψ′→ρ
〈Ψ′|Tˆe + Vˆee|Ψ′〉, (1.2.3)
which is a constrained-search definition for the functional FΨ[ρ] (searching
over all the antisymmetric wavefunctions Ψ′ which are constrained to give
the density ρ).
This new definition of FΨ[ρ] provides another proof of the first Hohenberg-
Kohn theorem and also eliminates the requirement to have a nondegenerate
ground state. Interestingly the energy can be stationary for certain special
excited states [12]. In addition, in Eq. 1.2.3, there is no reference to the fact
that ρ is v-representable. It means that it is sufficient to consider densities
which are N -representable.
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Using Eq. 1.2.3, the minimization procedure becomes
E[vext, N ] = min
Ψ′
〈
Ψ′|Tˆ + Vˆee +
N∑
i=1
v(ri)|Ψ′
〉
= min
ρ−→N
{
min
Ψ′−→ρ
[〈
Ψ′|Tˆ + Vˆee|Ψ′
〉
+
∫
v(r)ρ(r)dr
]}
= min
ρ−→N
{
FΨ[ρ] +
∫
v(r)ρ(r)dr
}
= min
ρ−→N
Evext [ρ]. (1.2.4)
It should be noted that for v-representable electron densities ρvext : FΨ[ρvext ] =
FHK [ρvext ].
1.3 Kohn-Sham equations
One year after Hohenberg and Kohn [1] demonstrated that any property of
a system is a functional of the electron density ρ, Kohn and Sham (KS) [2]
proposed a scheme making DFT much more useful for practical calcula-
tions. This, by avoiding the problem of the unknown exact functional for
T [ρ]. Their idea was to associate to the true system composed of N inter-
acting electrons, a fictitious system of N noninteracting electrons with the
same electron density ρ as the one of the true interacting system ρvext . The
noninteracting system is described exactly by a Slater determinant, ΦKS , of
orbitals φi, and with ρ given by
ρ(r) =
N∑
i=1
|φi(r)|2 . (1.3.1)
The total-energy functional in the KS scheme is
EKS [ρvext ] = Ts[ρvext ] + J [ρvext ] + Exc[ρvext ] +
∫
vext(r)ρvext(r)dr + Vnn,
(1.3.2)
where
Ts[ρvext ] = min
Φ′→ρvext
〈Φ′|Tˆe|Φ′〉 = 〈ΦKS |Tˆe|ΦKS〉
= −1
2
N∑
i=1
∫
φ∗i (r)∇2φi(r)dr (1.3.3)
is the kinetic energy of the noninteracting system, the first definition com-
ing from the constrained-search formulation (Sec. 1.2). J [ρ] is the classical
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Coulomb energy (or Hartree energy),
J [ρ] =
1
2
∫ ∫
ρ(r)ρ(r′)
|r− r′| drdr
′, (1.3.4)
and Exc[ρ] = Ex[ρ] + Ec[ρ] represents the exchange (x) and correlation (c)
energies, which by definition [see Eqs. 1.1.5 and 1.3.2] is
Exc[ρ] = T [ρ]− Ts[ρ] + Vee[ρ]− J [ρ]. (1.3.5)
Let us note that the exact expression for Ts[ρ] [Eq. 1.3.3] is not an explicit,
but an implicit functional of the electron density ρ: Ts[ρ] = Ts[{φi[ρ]}].
For a set of orthonormal one-electron functions {φi}, a generalized func-
tional (ΞKS [{φi}]) can be defined:
ΞKS [{φi}] =
N∑
i=1
< φi| − 12∇
2|φi > +V [ρ] + J [ρ] + Exc[ρ] + Vnn. (1.3.6)
Euler-Lagrange minimization of the functional ΞKS [{φi}] taking into ac-
count the condition of orthonormality∫
φ∗iφjdr = δij ,
leads to the Kohn-Sham equations:(
−1
2
∇2 + vKSeff [ρ; r]
)
φi(r) = iφi(r), (1.3.7)
where
vKSeff [ρ; r] =
Nnuc∑
i=1
− Zi|r− ~Ri|
+
∫
ρ(r′)
|r′ − r|dr
′ +
δExc [ρ]
δρ
= vext(r) + vH(r) + vxc(r) (1.3.8)
is the KS effective potential. In Eq. 1.3.8, vH is the Hartree potential and
vxc(r) =
δExc[ρ]
δρ(r)
(1.3.9)
is the exchange-correlation potential which is obtained by taking the func-
tional derivative of the exchange-correlation energy functional Exc[ρ]. The
KS equations are Schro¨dinger-like equations which have to be solved self-
consistently in conjunction with Eq. 1.3.1. An important feature of the
KS equations is that the effective potential vKSeff is independent of the in-
dex i, i.e., it is the same for all electrons. Only noninteracting pure state
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v-representable densities can be obtained from KS method (an electron den-
sity belongs to this class if it can be obtained from a ground-state single-
determinantal wave function in a system of non-interacting electrons in some
external potential).
1.4 Exchange-correlation energy functional
When using Kohn-Sham equations, the accuracy of the results relies prin-
cipally (apart form the noninteracting pure state v-representability require-
ment) on the chosen approximation for the exchange-correlation energy
Exc[ρ], the only part in the KS total-energy functional which must be ap-
proximated. Within the Kohn-Sham framework, the ultimate goal is to find
an orbital-free exchange-correlation energy functional yielding very accurate
results whatever is the type of systems we are dealing with [13]. Unfortu-
nately, this has not yet been achieved, and furthermore, there are strong
indications that such a functional would have to be orbital-dependent, e.g.,
the exact form of the exchange part (see below).
Among the approximate functionals proposed in the literature, there are
two groups. In the first group there are the functionals developed from
first principles: only exact mathematical conditions and an intuition were
used to develop them. The functionals of the second group have one or
several parameters which were adjusted to reproduce results obtained from
experiment or accurate ab initio calculations.
In the following sections different types of approximations proposed for
Exc[ρ] are briefly exposed.
1.4.1 Approximations for Exc[ρ]
Local density approximation
In the local density approximation (LDA) [2], functionals have the simple
form
ELDAxc [ρ] =
∫
f (ρ(r)) dr, (1.4.1)
where f is a function of the electron density ρ. For the exchange energy, the
exact form for the homogeneous electron gas [14] is adopted:
EDiracx [ρ] = −Cx
∫
ρ4/3(r)d3r, (1.4.2)
where Cx = (3/4) (3/pi)
1/3 ' 0.7386. For the correlation, one of the most
popular functional is the parametrization of Vosko et al. [15] of exact Monte
Carlo data [16] for the homogeneous electron gas.
The trends of Kohn-Sham calculations using LDA for strongly bound
systems (covalent, ionic, and metallic) is to give rather accurate geometries
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and harmonic vibration frequencies, but to systematically overbind both
molecules and solids. For the enthalpies of formation of molecules, a mean
absolute error of about 100 kcal/mol is obtained (see, e.g., Refs. [17, 18, 19]).
In semiconductors and insulators, the band gap turns out to be too small
or even absent (a metallic state is predicted). For weakly bound systems
the tendency of LDA is to overbind and to give bond lengths which are too
short.
One of the reasons of the serious problems encountered with LDA is the
wrong decay of the LDA exchange potential which is not as [20]:
vx(r) ∼ −1
r
+ c (r →∞), (1.4.3)
where, c is a constant nonvanishing in particular spatial directions, but
exponential. A consequence of that is that LDA fails at canceling the self-
interaction error included in the Hartree term [21]. Nowadays, LDA is still
used for solid state calculations.
Gradient expansion approximation
The gradient expansion approximation (GEA) [2, 22],
EGEAxc [ρ] =
∞∑
n=0
Exc,2n[ρ] =
∞∑
n=0
∫
εxc,2n (ρ(r),∇ρ(r), . . .) dr, (1.4.4)
makes use of the electron density ρ and its derivatives to take account of
the inhomogeneity of ρ. It is the expansion in the limit of a slowly varying
electron density.
LDA is the leading term of GEA, but adding the 2nd order terms makes
the exchange-correlation energy worse [22] as shown by numerical tests.
One of the reasons is that electron densities of real systems are not slowly
varying as it is supposed in the derivation of GEA. The failure of GEA led
to the development of the generalized gradient approximation.
Generalized gradient approximation
Following the GEA, functionals of the generalized gradient approximation
(GGA) were developed. GGA functionals, which are called as being semi-
local, have the form
EGGAxc [ρ] =
∫
f (ρ(r), |∇ρ(r)|) dr, (1.4.5)
where f is a function of the electron density ρ and its first derivative ∇ρ.
Still for the correlation energy, two of the most popular functionals are P86
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of Perdew [23, 24] and LYP of Lee et al. [25] modified by Miehlich et al. [26]
to remove the Laplacian of the density.
Concerning the exchange energy, it is practical to use the following form:
EGGAx [ρ] = −Cx
∫
ρ4/3(r)F (s(r))dr, (1.4.6)
where Cx = (3/4) (3/pi)
1/3 and F (s) is the enhancement factor with s =
|∇ρ| / (2ρkF ) and kF =
(
3pi2ρ
)1/3. Equation 1.4.6 allows Ex[ρ] to satisfy
the following condition for an exact functional (uniform coordinate scaling
relation [27]):
Ex[ρλ] = λEx[ρ], (1.4.7)
where ρλ(r) = λ3ρ(λr) is an uniformly scaled density. One of the first GGA
functionals is PW86 of Perdew and Wang [28, 29] given by:
FPW86(s) =
(
1 + 1.296s2 + 14s4 + 0.2s6
)1/15
, (1.4.8)
and two of the most known are B88 of Becke [30]:
FB88(s) = 1 +
0.0042
21/3Cx
b2s2
1 + 0.0252bs arcsin(bs)
, (1.4.9)
and PW91 of Perdew and Wang [31, 32] given by:
FPW91(s) = (1.4.10)
1 + 0.19645s arcsin(7.7956s) +
(
0.2743− 0.1508e−100s2
)
s2
1 + 0.19645s arcsin(7.7956s) + 0.004s4
.
The exchange-correlation energy functional, PBE, developed by Perdew
and co-workers [33, 34]:
FPBE(s) = 1 + 0.804− 0.804
1 + 0.219510.804 s
2
(1.4.11)
is widely used, especially in solid state physics.
One of the main improvements of GGA over LDA is to have a better
description of the thermochemistry. For instance, for the enthalpies of for-
mation of molecules, the mean absolute error is of typically 5−10 kcal/mol
(see, e.g., Refs. [17, 18, 19]). Geometries and harmonic vibrational fre-
quencies can in some cases be improved by GGA. For semiconductors and
insulators there is some improvement for the band gap problem, but this is
not substantial. As for LDA, GGA does not lead to an exchange potential
which decays as Eq. 1.4.3, but exponentially. Furthermore, on nuclei, the
potential vxc diverges to −∞, whereas the exact one has a finite value.
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Hybrid functionals
A way to have physical insight into the exchange-correlation energy is pro-
vided by the coupling-constant integration [35]:
Exc[ρ] =
1∫
0
Uxc,λ[ρ]dλ, (1.4.12)
where
Uxc,λ[ρ] = 〈Ψλ|Vˆee|Ψλ〉 − J [ρ]. (1.4.13)
In Eq. 1.4.13, Ψλ is the normalized, antisymmetric wavefunction which yields
electron density ρ and minimizes the expectation value of Tˆe + λVˆee. For
λ = 1, Ψλ = Ψ, the true interacting ground-state wavefunction for density ρ,
and for λ = 0, Ψλ = ΦKS , the Kohn-Sham determinant (the noninteracting
ground-state wavefunction) for the same density ρ (here it is assumed a
smooth adiabatic connection between the interacting and noninteracting
ground states as λ is reduced from 1 to 0). At λ = 0, Uxc,λ = EHFx , the
exact exchange-energy expression, and this led Becke [36, 37] to conclude
that a fraction of exact exchange may be mixed with LDA or GGA exchange-
correlation energy functional, giving thus the so-called hybrid functionals.
Most of proposed hybrid functionals belong to the form proposed by
Becke [37]:
Ehybridxc [{φi}] = ELDAxc [ρ] + a1
(
EGGAx [ρ]− ELDAx [ρ]
)
+ a2
(
EGGAc [ρ]− ELDAc [ρ]
)
+ a3
(
EHFx [{φi}]− ELDAx [ρ]
)
, (1.4.14)
where a1, a2, and a3 are coefficients to be determined, or to the more simple
form also proposed by Becke [38]:
Ehybridxc [{φi}] = EGGAxc [ρ] + a
(
EHFx [{φi}]− EGGAx [ρ]
)
, (1.4.15)
where a is to be determined.
Among the various families of approximations, hybrid functionals are
nowadays the most accurate ones for molecular systems, achieving, e.g.,
an accuracy of 2−4 kcal/mol for the mean absolute error on enthalpies of
formation of molecules (see, e.g., Refs. [17, 18, 19]). An example of hybrid
functional is the very popular B3LYP [39] which is given by:
EB3LY Pxc [{φi}] = EDiracx [ρ] + EVWN3c [ρ] + 0.72
(
EB88x [ρ]− EDiracx [ρ]
)
+ 0.81
(
ELY Pc [ρ]− EVWN3c [ρ]
)
+ 0.2
(
EHFx [{φi}]− EDiracx [ρ]
)
. (1.4.16)
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This functional uses the VWN functional III (VWN3) of Ref. [15] for LDA
correlation. Another hybrid functional is PBE0 [40, 41], given by
EPBE0xc [{φi}] = EPBExc [ρ] +
1
4
(
EHFx [{φi}]− EPBEx [ρ]
)
, (1.4.17)
which does not contain any empirical parameters [40]. B97-2 [42] is one
of the best functionals for thermochemical predictions [43], in particular
for chemical reaction barriers which are systematically underestimated with
GGA. For solids, the use of hybrid functionals can greatly improve the cal-
culated values of band gaps with respect to LDA and GGA. Let us note
that, due to the i-dependence (orbital dependence) of the exchange poten-
tial, using hybrid functionals does not lead any more to a true Kohn-Sham
theory, but to an “hybrid” KS-HF theory.
Meta-generalized gradient approximation
In addition to the electron density ρ and its first derivative ∇ρ, meta-GGA
(MGGA) functionals for the exchange-correlation energy make use of the
second derivative of the electron density ∇2ρ and/or the kinetic-energy den-
sity τ = (1/2)
∑N
i=1∇φ∗i · ∇φi:
EMGGAxc [ρ] =
∫
f
(
ρ(r), |∇ρ(r)| ,∇2ρ(r), τ(r)) dr. (1.4.18)
As examples of MGGA functionals using τ in addition of ρ and ∇ρ, there
is the one proposed by Van Voorhis and Scuseria (VSXC) [44], and the one
developed by Perdew and co-workers TPSS [45]. The future development
of new MGGA functionals will probably be much more fruitful using the
kinetic-energy density τ in addition of ρ and ∇ρ, despite the fact that this
leads to orbital-dependent functionals. A way to deal with such orbital-
dependent exchange-correlation energy functionals is provided by, e.g., the
optimized effective potential method presented below.
Optimized effective potential
Using orbital-dependent exchange-correlation energy functionals Exc[{φi}],
the direct calculation of vxc = δExc[{φi}]/δρ is not possible and the chain
rule must be used:
vxc(r) =
∑
i
∫ ∫
δExc[{φj}]
δφi(r′)
δφi(r′)
δvKSeff (r
′′)
δvKSeff (r
′′)
δρ(r)
dr′dr′′ + c.c., (1.4.19)
which leads to the optimized effective potential (OEP) equation for vxc.
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In the exchange-only case with:
EHFx [{φi}] = −
1
2
N∑
i=1
N∑
j=1
δσiσj
∫ ∫
φ∗i (r)φj(r)φ
∗
j (r
′)φi(r′)
|r− r′| drdr
′, (1.4.20)
OEP is the multiplicative potential, whose associated orbitals minimize the
total energy in the Hartree-Fock method.
It has been argued that for more accurate functionals for the exchange-
correlation energy, the use of orbitals φi is probably unavoidable, and if a
common multiplicative effective potential is desired (if one wants to stay in
Kohn-Sham spirit) the OEP method is the way to achieve that.
Self-interaction error-free functionals
With most of approximate exchange-correlation energy functionals, like the
LDA and GGA ones, there is the self-interaction error (SIE) - the interac-
tion of an electron with itself, and this is one of the main reasons why severe
limitations can be encountered with such functionals (for recent review ar-
ticles on SIE in DFT, see Refs. [46, 47, 48]). Perdew and Zunger (PZ) [49]
introduced an orbital-dependent SIE-free functional, which is the basis of
most SIE-free functionals published until now:
EPZxc [ρ↑, ρ↓] = E˜xc[ρ↑, ρ↓]−
N∑
i=1
(
J [|φi|2] + E˜xc[|φi|2 , 0]
)
, (1.4.21)
where J and E˜xc are the classical Coulomb energy [Eq. 1.3.4] and the spin-
density expression (Sec. 4.1) of a chosen approximation for the exchange-
correlation energy, respectively, evaluated, with the density of electron in
orbital φi. PZ functional leads to an effective potential which is different
for each electron, which means that using this functional does not lead to a
true Kohn-Sham theory (i.e., a common effective potential for all electrons).
A way to remedy this, would be to apply the optimized effective potential
method (see below and, e.g., Ref. [50, 51]). In applications to molecules, the
performance of PZ functional has been somewhat mixed (see Ref. [48] for a
short summary).
Other approximations
Several functionals proposed in the literature to approximate the exchange
and/or the correlation energies do not belong to one of the groups presented
above, e.g. in Ref. [52], van Leeuwen and Baerends chose to approximate
directly the exchange-correlation potential vxc in order to have Eq. 1.4.3
(with c = 0) satisfied, which is not possible with LDA or GGA because of
their exponential decay.
Chapter 2
Subsystem formulation of
density functional theory
This chapter concerns an alternative formalism based on the Kohn-Sham
formulation of DFT, in which orthogonal orbitals are used not for the whole
system but only for subsystems [53]. These orbitals are derived from Kohn-
Sham-like one-electron equations for embedded orbitals, called here Kohn-
Sham Equations with Constrained Electron Density (KSCED), in which all
terms representing the interactions between the subsystems are expressed as
universal functionals of the electron density. This formulation provides the
formal basis for the orbital-free embedding method, in which the orbital-
level is retained for a selected subsystem, whereas its environment can be
potentially described at the orbital-free level [54].
2.1 Total energy bifunctional
The subsystem formulation of density functional theory (SFDFT) uses two
electron densities ρA(r) and ρB(r) (for an attempt of generalization to three
electron densities see Ref. [55]) to construct the total electron density ρ(r):
ρ(r) = ρA(r) + ρB(r)
Cortona [53] introduced the total energy functional ES [ρA, ρB] which de-
pends on the electron densities of subsystems making up the system ρ =
ρA + ρB. Introducing the idea (see Sec.1.3) of the noninteracting pure state
v-representable ground state electron densities (this a postulate as in the
Kohn-Sham method) ρA and ρB results in the functional ΞS [{φAi }; {φBj }],
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depending on two sets of one-electron functions:
ΞS [{φAi }; {φBj }] =
NA∑
i=1
〈
φAi
∣∣∣∣−12∇2
∣∣∣∣φAi 〉 (2.1.1)
+
NB∑
i=1
〈
φBi
∣∣∣∣−12∇2
∣∣∣∣φBi 〉+ Tnads [ρA, ρB]
+ V [ρA + ρB] + J [ρA + ρB] + Exc[ρA + ρB],
where Exc[ρ] is the exchange-correlation functional, and Tnads [ρA, ρB] is the
non-additive kinetic energy functional:
Tnads [ρA, ρB] ≡ Ts[ρA + ρB]− Ts[ρA]− Ts[ρB]. (2.1.2)
The Kohn-Sham EKS (see Sec. 1.3) and ES functionals (see below) yield the
same numerical values for any pair of ρA and ρB (ES [ρA, ρB] = EKS [ρA +
ρB]) provided ρA and ρB and ρA + ρB are noninteracting pure state v-
representable. The ground-state electron density ρ0A+ρ
0
B and the energy E0
can be obtained as:
E0 = min
ρA−→NA
ρB−→NB
min
{φA
i
}−→ρA
{φBj }−→ρB
ΞS [{φAi }; {φBj }]
= min
ρA−→NA
ρB−→NB
ES [ρA, ρB]. (2.1.3)
2.2 One-electron equations for embedded orbitals
The Euler-Lagrange minimization of ΞS [{φAi }; {φBj }] taking into account the
orthonormality conditions within each of two sets of orbitals {φAi } and {φBj }:∫
φA∗i φ
A
j dr = δij∫
φB∗i φ
B
j dr = δij ,
leads to two coupled sets of one-electron equations:[
−1
2
∇2 + vKSCEDeff [ρA, ρB; r]
]
φAi = 
A
i φ
A
i i = 1, N
A, (2.2.1)[
−1
2
∇2 + vKSCEDeff [ρB, ρA; r]
]
φBi = 
B
i φ
B
i i = 1, N
B, (2.2.2)
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where the effective potential vKSCEDeff [ρA, ρB; r] takes the form:
vKSCEDeff [ρA, ρB; r] = v
KS
eff [ρA + ρB; r] +
δTnads [ρA, ρB]
δρA
= vKSeff [ρA; r] + v
emb
eff [ρA, ρB; r] , (2.2.3)
where KSCED effective embedding potential vembeff , which represents the en-
vironment, is expressed by means of the universal density functionals Exc[ρ]
and Tnads [ρA, ρB], and reads:
vembeff [ρA, ρB; r] =
NBnuc∑
iB
− ZiB|r−RiB |
+
∫
ρB(r′)
|r′ − r|dr
′ (2.2.4)
+
δExc [ρ]
δρ
∣∣∣∣
ρ=ρA+ρB
− δExc [ρ]
δρ
∣∣∣∣
ρ=ρA
+
δTnads [ρA, ρB]
δρA
.
2.3 Orbital-free embedding method
The minimization of the total energy bifunctional ΞS [{φAi }, {φBj }] can be
written equivalently as:
E0 = min
ρA−→NA
ρB−→NB
min
{φA
i
}−→ρA
{φBj }−→ρB
ΞS [{φAi }, {φBj }]
= min
ρA−→NA
ρB−→NB
min
{φAi }−→ρA
ΞE [{φAi }, ρB],
with the bifunctional ΞE [{φAi }, ρB] defined as:
ΞE [{φAi }, ρB] = min{φBj }−→ρB
ΞS [{φAi }, {φBj }].
Orbital-free embedding formalism is based on the bifunctional ΞE [{φAiA}, ρB]
- it employs the orbitals {φAi } of one subsystem and the electron density (ρB)
of the other one. ΞE [{φAiA}, ρB] is an explicit functional of the orbitals {φAiA}
of one subsystem and the electron density (ρB) of the other one:
ΞE [{φAi }, ρB] =
NA∑
i=1
< φAi | −
1
2
∇2|φAi > +Ts[ρB] + Tnads [ρA, ρB]
+ V [ρ] + J [ρ] + Exc[ρ] (2.3.1)
where ρ = ρB +
NA∑
i=1
|φAi |2.
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Implementation and testing
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Chapter 3
On the electron leak problem
in orbital-free embedding
calculations
Computer simulation methods using orbital-level of description only for a
selected part of the larger systems are prone to an artificial charge-leak to the
parts which are described without orbitals. The absence of orbitals in one
of the subsystems makes it impossible to impose explicitly the orthogonality
condition. Using the subsystem formulation of density functional theory, it
is shown, that the absence of explicit condition of orthogonality between
orbitals belonging to different subsystems, does not cause any breakdown
of this type of description for the chosen intermolecular complexes (F−H2O
and Li+H2O), for which a significant charge-leak problem could be a priori
expected.
3.1 Introduction
In the orbital-free embedding formalism [54], the complete information about
the environment of an embedded subsystem is contained in its electron den-
sity ρB(r) and the electric field generated by the nuclei. The electron density
of the embedded subsystem (ρA(r)) is obtained from one-electron equations
for embedded orbitals ({φAi }) referred to as Kohn-Sham Equations with
Constrained Electron Density (KSCED) in this work [54].
Embedded orbitals in this formalism are used as auxiliary quantities
needed to construct the electron density ρA and to obtain numerical value
of the kinetic energy of the reference system of non-interacting electrons
(Ts[ρA]).
The effective potential 2.2.3 in Eq. 2.2.1 is neither the Kohn-Sham ef-
fective potential [2] for the isolated subsystem A denoted here as vKSeff [ρA; r]
nor the Kohn-Sham effective potential for the whole system vKSeff [ρA+ρB; r].
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The electron density obtained from Eq. 2.2.1 minimizes the total energy
with respect variations of ρA(r) and keeping ρB(r) frozen at some initial
form. For finite systems, it is convenient to use linear combination of atomic
orbitals in solving Eq. 2.2.1 but implementations with planewaves also ex-
ist [56]. If atomic orbitals are used, two types of expansions are of special
relevance for practical calculations. One which is labeled here, following
Ref. [57], with KSCED(m) uses only groups of atoms in the subsystem A
to expand ρA and another one (KSCED(s)) uses all atomic centers in the
considered system comprising subsystem of the principal interest and its
environment. Note that in either cases the overlap between ρA and ρB is
possible. Since the KSCED calculations are based on the Hohenberg-Kohn
variational principle [1], the KSCED(s) calculations can lead to lower to-
tal energy compared to the KSCED(m) ones due to the possible spread of
the embedded orbitals associated with each subsystem throughout the whole
system. Therefore, we refer to KSCED(m) as an approximation. For obvious
reasons, KSCED(m) approximation is an attractive computational alterna-
tive compared to Kohn-Sham treatment of the whole system. Neglecting
orbitals localized in the environment is especially adequate if the absence
of charge-transfer or covalent bonding between the investigated subsystem
and its environment can be assumed a priori. Such an approximation is
commonly used in computer simulations applying hybrid quantum mechan-
ical/molecular mechanical methods, which is the source of their computa-
tional appeal. Our numerical experience shows that in the case of absence of
covalent bonding, the KSCED(m) is a very good approximation as measured
by the small differences between the interaction energies derived using the
two types of expansions [58]. However, the universality of such an approxi-
mation cannot be expected (see Chap. 4).
The closer inspection of the effective embedding potential (Eq. 2.2.4)
shows that there is a potential danger of a collapse of electron density on
the nuclei localized in subsystem B. Such a collapse was reported in calcu-
lations using only electrostatic component of the full embedding potential of
Eq. 2.2.4 [59]. This result indicates a serious flaw of electrostatic embedding
and the remedy was proposed in the form of an empirical factor damping
nuclear attraction at short intermolecular distances [59].
In this work, the whole KSCED effective embedding potential given in
Eq. 2.2.4 is analyzed in the context of this flaw. Except for the nuclear at-
traction term all other terms in Eq. 2.2.4 are finite at r = RiB . In Ref. [60],
it was argued that this divergence is the cause of the artificial attraction
between the F− anion and the H2O molecule at short intermolecular sep-
arations. This erroneous result, can be attributed to the approximations
to the functional or/and functional derivative of the non-additive kinetic
energy, choice of ρB, the divergence of the KSCED embedding potential,
or last but not least flaws in the numerical implementation of the KSCED
formalism. Identification of the origin of such a flaw is crucial in view of the
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increased interest in the use of the embedding potential of the Eq. 2.2.4 form
in computer simulations of condensed matter systems [56, 61, 62, 63, 64].
To this end, two model systems for which the flaws of the KSCED effective
embedding potential can be expected are analyzed: the F−H2O complex for
which is formally divided into two subsystems each comprising 10 electrons
and the Li+H2O complex partitioned into subsystems containing 2 and 10
electrons. The existence of the infinitely deep hole in the embedding poten-
tial should result in some inter subsystem charge-transfer in either cases.
To investigate these effects the KSCED equations are used in completely
variational calculations in which two sets of equations 2.2.1 and 2.2.2 (one
for each subsystem) are solved. Such calculations represent the application
for molecular systems of the subsystem formulation of density functional
theory introduced by Cortona [53] for studies of atoms in solids.
3.2 Computational details
In all the calculations, the local density approximation was used as the
exchange-correlation functional (exchange part approximated by Dirac ex-
pression [14] and the correlation part by means of the Vosko et al. [15]
parametrization of the Ceperley and Alder data for the uniform electron
gas [16]). Two approximations were used for the non-additive kinetic en-
ergy functional. The one of the local density approximation form which uses
the Thomas-Fermi (TF) expression for the kinetic energy functional [65, 66]
and another one of the generalized gradient approximation form [57] (la-
beled by GGA97 in this work) which uses the Lembarki-Chermette kinetic
energy functional [67]. Our numerical implementation of the KSCED for-
malism into the code deMon [68] was used in all calculations. The following
program options were applied: 10−6 a.u. self-consistent field energy con-
vergence criterion, pruned fine grid (99,590)p, seven ’freeze-and-thaw’ cy-
cles [69] (a practical way of minimizing the total energy (Eq. 2.1.1) with
respect to the variations in the electron densities ρA and ρB, by solving the
equations 2.2.1 and 2.2.2), the aug-cc-pVQZ (cc-pvQZ for Li) [70, 71, 72]
basis set, and the auxiliary functions labeled GEN-A4* [73].
3.3 Results and conclusions
Figure 3.1 shows the LDA interaction-energy curves for F−H2O derived
from KSCED(s) and KSCED(m) calculations. In the potential energy scan,
the geometry of H2O is kept frozen at ROH=0.956 A˚ and ∠HOH=105.5 ◦
and F− approaches the H atom along the OH bond, whereas the distance
d(F-H) varies. Both curves are similar (the difference in the interaction
energy between KSCED(s) and KSCED(m) at the d(F-H)=1.3 A˚ distance
amounts to -2.38 kcal/mol), which indicates that filling the wholes around
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Figure 3.1: Potential energy curves for the F−H2O complex. LDA ap-
proximation was applied for Exc[ρ] in all calculations. Tnads [ρA, ρB] in
Eqs. 2.1.1 and 2.2.4 was approximated using the TF functional.
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the nuclei of the environment facilitated in KSCED(s) calculations involves
a rather small energetic effect compared to the total interaction energy. In
the context of embedding, it worthwhile to analyze the adequacy of freezing
the electron density of selected subsystems. The results of such calculations
are also given in Figure 3.1. The polarization of the H2O molecule by the
frozen density of F− is significant, while there is almost no polarization
effect on F− by the frozen density of the H2O molecule (only the KSCED(s)
results are shown because KSCED(m) ones would be indistinguishable on
the same figure). Non-variational calculations represent a similar model
as the one used by Gordon and Kim [74, 75] (these two models differ in
the used input densities, which is the case of Gordon and Kim were the
Hartree-Fock ones and in the present calculations come from Kohn-Sham
LDA). The results shown in Figure 3.1 indicate that freezing the electron
densities of both subsystems, is not an adequate approximation. Turning
back to variational calculations, no attraction found in Ref. [60] occurs even
for as short molecular distances as 1.0 A˚.
Figure 3.2 shows the electron density perturbation ∆ρ (defined as the dif-
ference between the total electron density obtained from either the KSCED
or Kohn-Sham methods and the sum of densities of isolated subsystems
calculated using the Kohn-Sham method) obtained from the KSCED(s),
KSCED(m), and Kohn-Sham calculations for F−H2O at d(F-H)=1.3 A˚ dis-
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Figure 3.2: The KS and KSCED differential electron density ∆ρ (for the
definition of ∆ρ see text) for the F−H2O complex at the intermolecular
distance d(F-H) = 1.3 A˚u2.4566 a0. LDA approximation was applied for
Exc[ρ] in all calculations. Tnads [ρA, ρB] in Eqs. 2.1.1 and 2.2.4 was approx-
imated using the TF functional. The contour lines on the y = 0 plane are
plotted for the isosurface values from −1.8 × 10−1 to 1.2 × 10−1 with the
step 5.0× 10−3 e/a30.
∆ρKS ∆ρKSCED(m) ∆ρKSCED(s)
tance. All the methods lead to a similar qualitative picture: an accumulation
of the electron density in the intermolecular region and a mutual polarization
of the electron density around heavy atoms. We recall here that the total
electron density does not comprise terms proportional to the products of
atomic orbitals localized in different subsystems in the KSCED(m) calcula-
tions. The similarity between the Kohn-Sham and the KSCED(m) electron
densities indicates, therefore, that description of this bonding situation does
not require invoking the concept of covalency. The agreement between the
Kohn-Sham and KSCED(s) results indicates that the used approximations
to the non-additive kinetic energy potential are accurate enough to prevent
the leak of the charge between the subsystems.
The dissociation energy curves for the Li+H2O complex are shown on
Figure 3.3. In the potential energy scan, the geometry of H2O is kept frozen
at ROH=0.956 A˚ and ∠HOH=105.5 ◦, and Li+ approaches the O atom
along the bisector of the HOH angle in the C2v (point group of symmetry)
whereas the distance d(Li-O) varies. The differences between KSCED(s)
and KSCED(m) are smaller than in the case of the F−H2O complex. The
polarization of the H2O molecule by the frozen density of Li+ recovers al-
most the total polarization effect from the variational calculations. The
polarization on Li+ by the frozen density of the H2O molecule is negligible.
Performing non-variational calculations is, similarly as in the F−H2O case,
not adequate.
Figure 3.4 shows the electron density perturbation ∆ρ from the KSCED(s),
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Figure 3.3: Potential energy curves for the Li+H2O complex. LDA ap-
proximation was applied for Exc[ρ] in all calculations. Tnads [ρA, ρB] in
Eqs. 2.1.1 and 2.2.4 was approximated using the TF functional.
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KSCED(m), and Kohn-Sham calculations for Li+H2O at d(Li-O)=1.8 A˚ dis-
tance. As in the case of F−H2O all the methods lead to a similar qualitative
picture.
Fully variational KSCED(s) calculations were used in our previous work
(see Ref. [57] for review) to analyze the accuracy of different approxima-
tions for Tnads [ρA, ρB]. To this end, the results of conventional Kohn-Sham
calculations applying the same numerical implementation (basis sets, grids,
the approximations to the exchange-correlation functional, auxiliary fitting
functions for Coulomb integrals) are used as the reference. Figures 3.5 and
3.6 show the performance of the TF and GGA97 functionals applied to ap-
proximate Tnads [ρA, ρB] and its functional derivative. In the F
−H2O case,
the GGA97 proves to be an approximation to Tnads [ρA, ρB] better than TF,
in the case of Li+H2O GGA97 gives worse results than TF. The numerical
value of Tnads [ρA, ρB], which is positive, is larger in TF than in GGA97 case.
This tendency appears to be a systematic trend in the case of non-covalently
bound subsystems (see e.g. Ref. [58]).
It is worthwhile to note that all three methods lead to indistinguishable
results at larger separations (difference in the interaction energy in the case
of Li+H2O less than 0.001 kcal/mol for the separations larger than 5.0 A˚
and 0.1 kcal/mol in the case of F−H2O). The possible differences between
the Kohn-Sham and KSCED(s) energies might arise due to errors in the
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Figure 3.4: The KS and KSCED differential electron density ∆ρ (for the
definition of ∆ρ see text) for the Li+H2O complex at the intermolecular
distance d(Li-O) = 1.8 A˚u3.4015 a0. LDA approximation was applied for
Exc[ρ] in all calculations. Tnads [ρA, ρB] in Eqs. 2.1.1 and 2.2.4 was approx-
imated using the TF functional. The contour lines on the x = 0 plane are
plotted for the isosurface values from −5.0 × 10−2 to 5.0 × 10−2 with the
step 2.5× 10−3 e/a30.
∆ρKS ∆ρKSCED(m) ∆ρKSCED(s)
approximations for Tnads [ρA, ρB], which is non-zero only for overlapping ρA
and ρB. The negligible differences between the energies calculated using the
three considered methods indicate that the overlap is not significant at these
intermolecular separations or that the used approximations to Tnads [ρA, ρB]
are good for such overlaps. The agreement between: i) the Kohn-Sham re-
sults, where the collapse of electron density on nuclei is not possible owing
to the explicit orthogonality condition, ii) KSCED(m) results where the col-
lapse of the electron density on the nuclei of the other subsystem although
possible might not appear due to the absence of atomic orbitals localized
there, and iii) the KSCED(s) results where such a collapse is possible as
it is governed by the δT
nad
s [ρA,ρB ]
δρA
term in the KSCED effective embedding
potential, indicates that the charge-leak problem is treated in the satisfac-
tory manner by the approximate density functionals used for the δT
nad
s [ρA,ρB ]
δρA
component of the KSCED effective embedding potential.
Turning back to the importance of the divergence of the KSCED embed-
ding potential, we conclude that the existence of the hole around a nucleus
belonging to the environment does not cause any significant numerical effect
on the calculated properties. The KSCED embedding potential is linear in
neither ρA and ρB and comprises a highly repulsive TF component. As
a result, an amount of electron density fills this hole effectively without
affecting significantly the calculated properties. Both TF and GGA97 ap-
proximations for the KSCED embedding potential lead to the interaction
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Figure 3.5: Potential energy curves for the F−H2O complex. LDA ap-
proximation was applied for Exc[ρ] in all calculations. Tnads [ρA, ρB] in
Eqs. 2.1.1 and 2.2.4 was approximated using the TF or GGA97 functionals.
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energies in very reasonable agreement with the reference Kohn-Sham data.
We can conclude, therefore, that there is no need to modify ad hoc the
general KSCED framework by including pseudopotentials representing core
electrons as proposed for instance in Ref. [60] - at least for the case of the
studied charged complexes: F−H2O for which an erroneous behavior of the
potential energy curve was reported [60] previously, and for Li+H2O.
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Figure 3.6: Potential energy curves for the Li+H2O complex. LDA ap-
proximation was applied for Exc[ρ] in all calculations. Tnads [ρA, ρB] in
Eqs. 2.1.1 and 2.2.4 was neglected (NONE) or approximated using the TF
or GGA97 functionals.
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Chapter 4
Model systems with the
exact Tnads
In this chapter the densities and energies for model systems are obtained
using the subsystem formulation of density functional theory (using the im-
plementation of the KSCED method [76] in the new version of the de-
Mon [68] program) employing the exact kinetic energy bifunctional Tnads .
In such a case the results (under conditions, see Sec. 2.1) must be equal to
the standard Kohn-Sham ones (if the same exchange-correlation functional
is used).
4.1 Spin-density functional theory
When considering spin-polarized systems it becomes necessary to distinguish
between the up- and down-electrons and to split the electron density into
its two spin values, up (↑) and down (↓):
ρ(r) =
N∑
i=1
|ψi(r)|2 =
N∑
i=1
|ψi(r)|2 δ↑σi︸ ︷︷ ︸
ρ↑(r)
+
N∑
i=1
|ψi(r)|2 δ↓σi︸ ︷︷ ︸
ρ↓(r)
= ρ↑(r) + ρ↓(r),
(4.1.1)
where
δsσi =
{
1 if (s, σi) = (↑, ↑) or (↓, ↓)
0 if (s, σi) = (↑, ↓) or (↓, ↑) , (4.1.2)
is the Kronecker symbol. In the spin-density functional formalism, the ki-
netic, exchange, and correlation energies (and hence also the total energy)
become bifunctionals of the two spin densities ρ↑ and ρ↓. The kinetic and
exchange parts are constructed using the following simple way [77]:
Ts[ρ↑, ρ↓] =
1
2
(Ts[2ρ↑] + Ts[2ρ↓]) , (4.1.3)
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Ex[ρ↑, ρ↓] =
1
2
(Ex[2ρ↑] + Ex[2ρ↓]) , (4.1.4)
where Ts[2ρσ] (Ex[2ρσ]) is the functional Ts[ρ] (Ex[ρ]) for unpolarized sys-
tems in which ρ is replaced by 2ρσ. Because two electrons of opposite spins
repel each other by classical Coulomb interaction, making an important
contribution to the correlation energy, there is no simple way to obtain the
functional Ec[ρ↑, ρ↓] from the unpolarized functional Ec[ρ]. Let’s just note
that in correlation-energy functionals, the variables rs = (3/ (4piρ))
1/3 and
ζ = (ρ↑ − ρ↓) /ρ are usually used.
4.2 Model systems with T nads = 0
Following the definition of Tnads (Equation 2.1.2) and with the use of Equa-
tion 4.1.3 the spin-dependent expression for Tnads is obtained:
Tnads [ρA↑, ρA↓, ρB↑, ρB↓] = Ts[ρA↑ + ρB↑, ρA↓ + ρB↓] +
− (Ts[ρA↑, ρA↓] + Ts[ρB↑, ρB↓])
=
1
2
(Ts[2(ρA↑ + ρB↑)] + Ts[2(ρA↓ + ρB↓)]) +
− 1
2
(Ts[2ρA↑] + Ts[2ρA↓]) +
+
1
2
(Ts[2ρB↑] + Ts[2ρB↓])
=
1
2
(Ts[2(ρA↑ + ρB↑)]− (Ts[2ρA↑] + Ts[2ρB↑])) +
+
1
2
(Ts[2(ρA↓ + ρB↓)]− (Ts[2ρA↓] + Ts[2ρB↓]))
Let us analyze two cases where Tnads [ρA↑, ρA↓, ρB↑, ρB↓] = 0:
• ρX↑ = 0 and ρX↓ = 0 (what means that one of the subsystems (X) has
no electrons; X = A or B) - as examples we used H+-H−, He++-H−,
and He-H+ systems,
• ρA↑ = 0 and ρB↓ = 0 (or ρB↑ = 0 and ρA↓ = 0) - as examples we
used H-H, He+-H systems (with spin-density ρX↑ of one of the subsys-
tems treated as ρX↓ what in the case of H-H is called spin-symmetry
breaking [78]).
4.3 Computational details
In the calculations, the Dirac’s [14] form of the exchange energy and Vosko et
al. [15] parametrization of the Ceperley-Alder [16] reference data for the cor-
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relation energy functional was used. The non-additive kinetic energy was ap-
proximated using the Thomas-Fermi formula for the kinetic energy [65, 66].
The reference Kohn-Sham energies were obtained using g03 program [79].
The KSCED calculations were carried out using the implementation of the
method [76] in the new version of the deMon [68] program. In the KSCED
calculations two types of basis set expansion were considered (see Ref. [57]):
• KSCED(m) calculations: for each subsystem, its electron density was
expanded using atom centered basis sets localized on the given sub-
system,
• KSCED(s) calculations: for each subsystem, its electron density was
expanded using atom centered basis sets localized on all atoms in both
subsystems.
For all calculations using deMon, the following program options and pa-
rameters were applied: 10−6 a.u. SCF energy convergence criterion, pruned
fine grid (99,590)p, up to 60 (needed to converge the total energy within
10−7 a.u. in the case of the KSCED(s) calculations of the H-H system at
the internuclear distance of 3.0 Bohr) ’freeze-and-thaw’ cycles [69]. The
aug-cc-PVQZ basis set was used [70, 72]. The automatically generated aux-
iliary functions labeled GEN-A4* [73] were used. For the calculations using
g03 program the Scf(Tight) and Integral(Grid=UltraFine) (Guess(Mix) to
perform spin-symmetry breaking calculations) options were used. All the
geometries were specified in atomic units.
4.4 H-H case
In this section the total energies of H-H calculated using the Kohn-Sham
and KSCED (with the exact Tnads functional) methods are compared.
4.4.1 Comparison of the g03 and deMon results
Table 4.1 shows the comparison between energies of H and H-H systems
calculated using g03 and deMon. These two programs yield the agreement
of 9×10−7 a.u. and 6.3×10−6 a.u. for H (calculated using the supermolec-
ular expansion of the basis set) and H-H systems, respectively. The cor-
responding difference in the total energy of the H atom calculated using
the monomolecular basis set expansion is below 10−7 a.u.. From the last
column in the Table 4.1 follows that the grid superposition error is negli-
gible (4×10−7 a.u.). The Kohn-Sham energies calculated without the spin-
symmetry breaking show incorrect dissociation limit, a know drawback [80]
of currently used LDA or GGA functionals. For this reason we limited our
results to the LDA case.
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Table 4.1: Reference energies (in Hartree) of H (EmH and EsH are calculated monomolec-
ular and supermolecular basis set, respectively), and H-H (EH−H) calculated at differ-
ent H-H separations R (in Bohr) using g03 program [79]. Results denoted by ”sb”
use spin symmetry breaking. ∆H−H =E
g03
H−H−EdeMonH−H , ∆mH =Em,g03H −Em,deMonH , and
∆sH =E
s,g03
H −Es,deMonH are the differences (in µHartree) in the total energy calculated
using g03 and deMon [68] programs. ∆gseH =E
m,deMon
H −Egse,deMonH denotes the difference
between the energy of H calculated on the grid of H and the supermolecular grid of H-H.
The calculations use LDA, the aug-cc-pVQZ basis set (additionally the GEN-A4* auxiliary
set in deMon program), and the pruned fine grid (99,590)p.
R EsbH−H EH−H E
m
H E
s
H ∆H−H ∆
m
H ∆
s
H ∆
gse
H
0.2 2.2649647 2.2649647 -0.4786238 -0.4786247 2.8 0.0 0.4 0.2
0.4 -0.0583723 -0.0583723 -0.4786238 -0.4786247 5.5 0.0 0.3 0.0
0.6 -0.7139540 -0.7139540 -0.4786238 -0.4786237 6.3 0.0 0.9 0.0
0.8 -0.9701501 -0.9701501 -0.4786238 -0.4786254 3.1 0.0 0.0 0.0
1.0 -1.0795925 -1.0795925 -0.4786238 -0.4786254 1.1 0.0 0.0 0.0
1.2 -1.1242232 -1.1242232 -0.4786238 -0.4786250 1.0 0.0 0.0 0.0
1.4 -1.1373327 -1.1373327 -0.4786238 -0.4786249 1.5 0.0 0.0 0.0
1.6 -1.1343559 -1.1343559 -0.4786238 -0.4786247 2.4 0.0 0.0 0.0
1.8 -1.1231100 -1.1231100 -0.4786238 -0.4786246 3.4 0.0 0.0 0.0
2.0 -1.1077973 -1.1077973 -0.4786238 -0.4786247 3.7 0.0 0.0 0.0
2.2 -1.0907593 -1.0907593 -0.4786238 -0.4786247 3.2 0.0 0.0 0.0
2.4 -1.0733288 -1.0733288 -0.4786238 -0.4786244 2.6 0.0 0.0 0.0
2.6 -1.0562701 -1.0562701 -0.4786238 -0.4786243 2.3 0.0 0.0 0.0
2.8 -1.0400141 -1.0400141 -0.4786238 -0.4786242 2.3 0.0 0.0 0.0
3.0 -1.0247900 -1.0247900 -0.4786238 -0.4786243 2.6 0.0 0.0 0.0
3.5 -0.9929123 -0.9917615 -0.4786238 -0.4786242 3.5 0.0 0.0 0.0
4.0 -0.9753918 -0.9657522 -0.4786238 -0.4786242 4.1 0.0 0.1 0.0
4.5 -0.9665008 -0.9458324 -0.4786238 -0.4786241 4.5 0.0 0.1 0.0
5.0 -0.9620345 -0.9308575 -0.4786238 -0.4786241 4.8 0.0 0.0 0.0
6.0 -0.9586183 -0.9116191 -0.4786238 -0.4786242 3.5 0.0 0.0 0.0
7.0 -0.9576745 -0.9014573 -0.4786238 -0.4786241 2.2 0.0 0.1 0.0
8.0 -0.9573888 -0.8962623 -0.4786238 -0.4786241 1.2 0.0 0.0 0.0
9.0 -0.9572960 -0.8936743 -0.4786238 -0.4786241 0.5 0.0 0.0 0.0
10.0 -0.9572644 -0.8924106 -0.4786238 -0.4786240 0.3 0.0 0.0 0.0
15.0 -0.9572480 -0.8912775 -0.4786238 -0.4786239 1.4 0.0 0.4 0.4
18.0 -0.9572476 -0.8912510 -0.4786238 -0.4786238 0.6 0.0 0.1 0.1
4.4.2 H-H with spin-symmetry breaking
As the Kohn-Sham HOMO orbital for interacting H-H system (analogously
to the Hartree-Fock method) is a linear combination of s-type orbitals cen-
tered on both hydrogens, one may expect that KSCED(m) will not be suf-
ficient to describe the modification of the electron density in the interact-
ing H-H system compared to the superposition of densities of two isolated
atoms. Indeed the results in the Table 4.2 (column ∆(s)) show agreement
between the reference Kohn-Sham energies (with spin-symmetry breaking)
and the KSCED(s) of 6.3×10−6 a.u.. It is clear that the KSCED(m) nor non-
variational (KSCED(s) nor KSCED(m)) results do not recover the Kohn-
Sham energy of H-H. At the distance of 18.0 Bohr the difference between
variational and non-variational KSCED results is smaller than 10−7 a.u.
(the same holds for the difference between energies calculated using (m)
and (s) basis set expansions).
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Table 4.2: Reference energies (in Hartree) of H-H (EH−H) calculated at different H-H
separations R (in Bohr) using g03 program [79] and the differences ∆(calc.) =EH−H -
Ecalc.H−H (in µHartree) calculated using deMon program [68, 76]: s - KSCED(s), s
NV -
non-variational KSCED(s), m - KSCED(m), mNV - non-variational KSCED(m). The
calculations use spin symmetry breaking, LDA, the aug-cc-pVQZ basis set (additionally
the GEN-A4* auxiliary set in deMon program), and the pruned fine grid (99,590)p.
R EH−H ∆(s) ∆(sNV ) ∆(m) ∆(mNV )
0.2 2.2649647 2.8 -435894.2 -24650.9 -435978.3
0.4 -0.0583723 5.5 -347916.4 -26100.5 -348035.3
0.6 -0.7139540 6.3 -279160.9 -19144.2 -279202.5
0.8 -0.9701501 3.1 -231309.8 -19611.5 -231332.0
1.0 -1.0795925 1.1 -198208.2 -24111.2 -198222.9
1.2 -1.1242232 1.0 -174294.2 -29905.6 -174265.8
1.4 -1.1373327 1.5 -155646.9 -35989.4 -155605.3
1.6 -1.1343559 2.4 -139820.0 -40791.4 -139805.3
1.8 -1.1231100 3.4 -125429.7 -43664.4 -125446.6
2.0 -1.1077973 3.7 -111772.3 -45119.2 -111801.8
2.2 -1.0907593 3.2 -98542.8 -45638.4 -98566.1
2.4 -1.0733288 2.6 -85658.4 -45079.0 -85668.1
2.6 -1.0562701 2.3 -73148.9 -43024.8 -73147.7
2.8 -1.0400141 2.2 -61090.7 -39295.6 -61085.6
3.0 -1.0247900 2.0 -49569.1 -34073.5 -49565.4
3.5 -0.9929123 2.7 -24704.8 -18332.9 -24709.5
4.0 -0.9753918 1.6 -11578.5 -8984.2 -11583.8
4.5 -0.9665008 0.9 -5339.3 -4270.5 -5341.2
5.0 -0.9620345 0.5 -2451.7 -2003.7 -2452.1
6.0 -0.9586183 0.1 -531.2 -450.1 -532.9
7.0 -0.9576745 0.1 -121.4 -107.0 -123.3
8.0 -0.9573888 0.0 -29.0 -27.1 -30.5
9.0 -0.9572960 0.0 -7.1 -7.2 -7.9
10.0 -0.9572644 0.1 -1.7 -1.8 -2.0
15.0 -0.9572480 0.7 0.7 0.6 0.6
18.0 -0.9572476 0.3 0.3 0.3 0.3
4.4.3 H+-H−
For this system there is no need to break the spin-symmetry for the purpose
of having the exact Tnads functional, and the KSCED results can be compared
with the standard Kohn-Sham ones. The KSCED calculations for H+-H−
can be considered as standard Kohn-Sham ones starting from a guess which
is H−. Table 4.3 shows that only the KSCED(s) expansion allows the density
to relax during the ’freeze-and-thaw’ cycles to the Kohn-Sham density of H-
H. The agreement between KSCED(s) and Kohn-Sham results in the case
of this system is again 6.3×10−6 a.u..
4.5 (He-H)+ case
The KSCED(s) calculations using all three partitionings of the system:
He++H−, He+H, and HeH+ recover the Kohn-Sham energy within 10−7
a.u.. The KSCED(m) (see Table 4.4, the errors of KSCED(s) variational
calculations are not shown as all are equal 0) calculations are not able to
recover the Kohn-Sham energy of the system.
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Table 4.3: Reference energies (in Hartree) of H-H (EH−H) calculated at different H-H
separations R (in Bohr) using g03 program [79] and the differences ∆(calc.) =EH−H -
Ecalc.H−H (in µHartree) calculated using deMon program [68, 76]: s - KSCED(s), s
NV -
non-variational KSCED(s), m - KSCED(m), mNV - non-variational KSCED(m). The
calculations use spin symmetry breaking, LDA, the aug-cc-pVQZ basis set (additionally
the GEN-A4* auxiliary set in deMon program), and the pruned fine grid (99,590)p.
R EH−H ∆(s) ∆(sNV ) ∆(m) ∆(mNV )
0.2 2.2649647 2.8 -900369.5 -24755.3 -900051.9
0.4 -0.0583723 5.5 -774370.7 -26158.8 -774090.9
0.6 -0.7139540 6.3 -660923.0 -19002.5 -660633.8
0.8 -0.9701501 3.1 -569557.1 -19252.1 -569265.3
1.0 -1.0795925 1.1 -497987.2 -23681.3 -497666.4
1.2 -1.1242232 1.0 -442167.6 -29766.9 -441799.4
1.4 -1.1373327 1.5 -398387.1 -36633.3 -398006.0
1.6 -1.1343559 2.4 -363723.5 -42738.8 -363374.6
1.8 -1.1231100 3.4 -336016.9 -47604.6 -335711.3
2.0 -1.1077973 3.7 -313682.0 -52271.3 -313414.4
2.2 -1.0907593 3.2 -295550.5 -58091.5 -295319.8
2.4 -1.0733288 2.6 -280767.7 -65780.0 -280573.9
2.6 -1.0562701 2.3 -268702.0 -75287.1 -268541.3
2.8 -1.0400141 2.3 -258870.3 -86126.0 -258742.7
3.0 -1.0247900 2.6 -250893.2 -97717.4 -250804.2
3.5 -0.9917615 3.5 -237275.2 -127077.4 -237307.2
4.0 -0.9657522 4.1 -230301.1 -153741.4 -230479.2
4.5 -0.9458324 4.5 -227888.2 -175918.1 -228252.9
5.0 -0.9308575 4.8 -228608.4 -193638.1 -229194.6
6.0 -0.9116191 3.4 -235614.2 -219659.9 -236723.4
7.0 -0.9014573 1.8 -246046.5 -238743.9 -247659.1
8.0 -0.8962623 0.6 -257197.3 -254133.9 -259207.3
9.0 -0.8936743 0.4 -267784.2 -266965.5 -270065.8
10.0 -0.8924106 -0.1 -277337.0 -277742.5 -279747.0
15.0 -0.8912775 1.2 -309197.9 -311434.9 -311823.6
18.0 -0.8912510 -1.4 -309459.4 -322733.0 -322918.9
4.6 Conclusions
It has been shown that our implementation of subsystem formulation of
density functional theory:
• yields the results equivalent to the Kohn-Sham ones for H-H and (He-
H)+ systems,
• KSCED(m) is not sufficient to describe the effect of the relaxation of
the electron density in these cases.
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40 MODEL SYSTEMS WITH THE EXACT Tnads
Chapter 5
Hydrogen bonded systems
In this chapter the subsystem formulation of density functional theory is
used to derive interaction energies for several hydrogen-bonded complexes
(water dimer, HCN-HF, H2CO-H2O and MeOH-H2O). Practical applica-
tions of this formalism involve approximating two types of quantities: the
exchange-correlation functional, Exc[ρ] defined as in Kohn-Sham calcula-
tions, and the non-additive kinetic energy bi-functional (Tnads [ρA, ρB] =
Ts[ρA + ρB]− Ts[ρA]− Ts[ρB]). This formalism is naturally suited for mod-
elling intermolecular interactions for which the subsystems can be chosen
to correspond to molecules forming the complex [69]. In the work [81], the
adequacy of Local Density Approximation (LDA) and Generalized Gradient
Approximation (GGA) applied to these energy components for the com-
plexes formed by non-polar molecules was analyzed. In such a case, the
energetics of the complex is determined mostly by the electron density over-
lap and no significant complexation induced changes of the electron density
of each molecule can be expected. This work concerns a different case. The
analyzed intermolecular complexes are formed by strongly polar molecules
and are hydrogen bonded. A noticeable deformation of the electron den-
sity of each monomer is expected to take place upon complexation. This
fact makes the results strongly dependent on the accuracy of the effective
potentials i.e. functional derivatives of the applied approximate functionals
Exc[ρ] and Tnads [ρA, ρB].
5.1 Test systems
The following groups of hydrogen bonded complexes are considered:
• Ten water dimer structures corresponding to stationary points on po-
tential energy surface (one of which is the global minimum),
• Seven water dimer structures along the potential energy curve showing
the angular dependence of the interaction energy,
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• MeOH-H2O, H2CO-H2O, and HCN-HF complexes in their equilibrium
geometries,
• H2CO-H2O and H2O-H2O potential energy curves showing the dis-
tance dependence of the interaction energy.
For each the systems considered in this work, the interaction energies
were calculated for the same geometries as in the publication providing ref-
erence data. It is worthwhile to specify that in the case of the station-
ary points of the water dimer the reference interaction energies taken from
Ref. [82] were obtained taking into account complexation induced changes
of the geometry of each monomer whereas for all other systems the changes
of the geometry of the monomers due to the complexation were not taken
into account in the reference data set. Nevertheless, the effect of this geo-
metrical relaxation on the interaction energies is known to be rather small
in the case of weak hydrogen bonds (0.4 kJ/mol in the case of water dimer,
for instance) [83, 84].
5.2 Computational details
In the LDA calculations, the Dirac’s [14] form of the exchange energy and
Vosko et al. [15] parametrisation of the Ceperley-Alder [16] reference data
for the correlation energy functional was used. The non-additive kinetic
energy was approximated using the Thomas-Fermi formula for the kinetic
energy [65, 66]. In the GGA calculations, the Perdew-Wang (PW91) [31, 32]
exchange-correlation functional was used whereas the non-additive kinetic
energy bi-functional Tnads [ρA, ρB] was approximated using the Lembarki-
Chermette [67] gradient-dependency of Ts[ρ] which was shown in Ref. [85] to
provide a good approximation to the non-additive kinetic energy functional
and potential in the case of weakly overlapping densities.
For all calculations, the following program options and parameters were
applied: 10−6 a.u. SCF energy convergence criterion, pruned fine grid
(99,590)p, four ’freeze-and-thaw’ cycles [69]. The aug-cc-PVQZ basis set
was used [70, 72]. For each subsystem, its electron density was expanded
using atom centered basis sets localized on all atoms in both subsystems as
described in detail in Ref. [57] (KSCED(s) calculations). Basis set superpo-
sition error (BSSE) [86] was taken into account via counterpoise correction
technique [87]. Automatically generated auxiliary functions labeled GEN-
A4* [73] were used. Equations 2.1.1, 2.1.2, 2.2.1, 2.2.2, 2.2.3, and 2.2.4 were
implemented [76] in the new version of the deMon [68] program which was
used in all reported calculations.
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5.3 Basis set dependence
The aim of the present work is the estimation of the overall errors in the
LDA and the chosen GGA approximation to the exchange-correlation and
non-additive kinetic energy functionals and to detect possible flaws of the
associated potentials. To this end, a rather large basis set was used in all
calculations: electron density was expanded using atomic aug-cc-pVQZ basis
localized on all atoms of the complex (KSCED(s) calculations). We found
that the diffuse functions are important for the convergence of the KSCED
interaction energies of weakly bound systems [76], however, such a lage basis
set is obviously not needed in practical calculations. Before presenting the
main body of results, the dependence of the KSCED interaction energy on
the basis set and the importance of the basis set superposition error are
analyzed. For comparison corresponding Kohn-Sham results are also given.
The analysis of the convergence of the Kohn-Sham results with the basis set
uses the same series (aug-cc-pVXZ, X=D, T, Q, or 5) as the one applied in
similar analyses by Wang and Wilson [88]. Below, we follow the notation
from Ref. [83]:
• the electronic energy of a molecular system M at geometry G computed
with basis set σ is denoted by EσG(M),
• ∆E = Eα∪βAB (AB)−
[
EαA(A) + E
β
B(B)
]
is the interaction energy with-
out BSSE correction,
• ∆E(FCP ) = Eα∪βAB (AB) −
[
Eα∪βAB (A) + E
α∪β
AB (B)
]
is the interaction
energy corrected by means of the function counterpoise (fCP) tech-
nique by Boys and Bernardi [87],
• ∆E(BSSE) = ∆E(FCP ) + Eαrel(A) + Eβrel(B) is the fCP corrected
interaction energy including the relaxation effects of the geometry of
each monomer,
• Eαrel(A) = EαAB(A)− EαA(A),
• Eβrel(B) = EβAB(B)− EβB(B).
In the similar way the grid superposition error can be taken into account -
in this case the electronic energy of a molecular system M at geometry G
computed using the grid σ is denoted by EσG(M).
It should be noted that in the case of the monomolecular expansion in the
KSCED (this paragraph concerns the BSSE and not the GSE) Eα∪βAB (A) must
be undestood as the α basis set used for the monomer A in the geometry
of dimer AB (similarly in the calculations of Eα∪βAB (B) only the β basis
set for the monomer B was used, in the geometry of dimer AB). It follows
from the consistent use everywhere in the calculations of the monomolecular
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expansion of the basis set for each of the monomers. For the same reason
the Eα∪βAB (AB) symbol must be understood as the α basis set used for the
monomer A and the β basis set for the monomer B in the geometry of dimer
AB.
Table 5.1: Kohn-Sham LDA interaction energies (in kJ/mol) for the global minimum
of water dimer: not corrected for BSSE (∆E), corrected for BSSE but without geometry
relaxation of monomers (∆E(fCP )), and corrected for both BSSE and the geometry
relaxation of monomers (∆E(BSSE)).
X in aug-cc-pVXZ ∆E ∆E(fCP ) ∆E(BSSE)
D -33.93 -32.45 -32.98
T -33.32 -32.55 -33.00
Q -33.25 -32.68 -33.08
5 -33.11 -32.68 -33.08
The interaction energies computed using the LDA functionals within
either the Kohn-Sham or KSCED frameworks for the global minimum of
the water dimer [82], for the series of aug-cc-pVXZ basis sets (X = D, T,
Q, 5) [70, 72] are collected in Tables 5.1 and 5.2. It should be noted that
∆E is equal to ∆E(BSSE) in the case of the monomolecular expansion in
KSCED (the GSE is smaller than 0.01 kJ/mol).
A similar convergence pattern occurs for KS and KSCED with super-
molecular expansion. However, the KSCED(s) convergence is slower. If the
geometry relaxation is accounted for in KSCED(s) calculations, the BSSE
corrected (∆E(BSSE)) and uncorrected (∆E) interaction energies converge
to almost the same limit (−20.76 vs. −20.79 kJ/mol). This trend matches
the one in conventional Kohn-Sham calculations (see Table 5.1).
The quantities ∆E, ∆E(fCP ), and ∆E(BSSE) derived from the KSCED
with the supermolecular and the monomolecular expansions converge to the
numerical values differing by less than 0.7 kJ/mol in the used series of ba-
sis sets (see Table 5.2). The differences between ∆E(fCP ) and ∆E(BSSE),
which represent the effects of the relaxation on the geometry of the monomers,
are of the order of −0.4 kJ/mol (for aug-cc-pVQZ), what means that the
KS LDA energy calculated using the reference geometries of the isolated
monomers is higher than the energy calculated using the corresponding ref-
erence geometries of the monomers in the dimer.
5.4 Interaction energies
The CCSD(T) structures and interaction energies, which correspond to sta-
tionary points on the potential energy surface of the water dimer, are taken
from Ref. [82]. Among these structures are: the global minimum of wa-
ter dimer (Min 1), three transition states (Ts 2, Ts 4, and Ts 9), and six
higher order saddle points (St 3, St 5, St 6, St 7, St 8, and St 10). The
numbers of these structures are the same as the ones used in the original
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Table 5.2: Supermolecular and monomolecular (in parenthesis) KSCED LDA interaction
energies (in kJ/mol) for the global minimum of water dimer: not corrected for BSSE
(∆E), corrected for BSSE but without geometry relaxation of monomers (∆E(fCP )),
and corrected for both BSSE and the geometry relaxation of monomers (∆E(BSSE)).
X in aug-cc-pVXZ ∆E ∆E(fCP ) ∆E(BSSE)
D -20.82 (-18.56) -19.34 (-18.03) -19.87 (-18.56)
T -20.94 (-20.02) -20.17 (-19.57) -20.62 (-20.02)
Q -20.92 (-20.01) -20.35 (-19.61) -20.75 (-20.01)
5 -20.79 (-20.09) -20.36 (-19.69) -20.76 (-20.09)
Figure 5.1: KSCED GGA interaction energies for water dimer at representative points
on the potential energy surface vs. benchmark ab initio reference data. Filled markers
correspond to the first set of water dimers [82] and the empty ones to the second one [89].
Squares correspond to the variational results, circles to the non-variational results.
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publication [82]. The calculated interaction energies and the reference data
are shown graphically on Figures 5.1 and 5.2 for GGA and LDA functionals,
respectively.
Similar comparisons of KSCED (GGA and LDA) results with ab ini-
tio reference data [89] were made for seven other structures of the water
dimer. Opposite to the previous set of structures, these geometries do not
correspond to stationary points on the potential energy surface but are the
structures generated via rotation (−52, −22, −8, 38, 68, 98, and 128◦) of
one of the water molecules keeping the intermolecular distance constant
(see Figure 5.3). The generic water dimer structure (monomers in their
experimental geometries with optimized intermolecular degrees of freedom)
corresponds to Φ = −8◦. The distinction between the two sets of reference
data was made because they were obtained from two different high-level ab
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Figure 5.2: KSCED LDA interaction energies for water dimer at representative points
on the potential energy surface vs. benchmark ab initio reference data. Filled markers
correspond to the first set of water dimers [82] and the empty ones to the second one [89].
Squares correspond to the variational results, circles to the non-variational results.
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Figure 5.3: Intermolecular angle Φ used as a variable in potential energy scan scan of
water dimer (Cs point group of symmetry).
initio methods CCSD(T) in Ref. [82] and SAPT [90] in Ref. [89]. SAPT re-
sults have been used in Ref. [89] as a reference in assessing the applicability
of other methods to describe the anisotropy of intermolecular interactions
in weakly bonded complexes. Here, they are used for the similar purpose.
The reference data used for two water dimer sets is of a different quality.
In one case, interaction energies were obtained using CCSD(T) method and
in another case using SAPT. The differences between these two types of
high-quality reference data are in the range of 0.2 kJ/mol [89] which are
smaller than the expected errors of the KSCED interaction energies [81].
Therefore, our results are shown for both sets of water dimers on the same
figures.
The KSCED LDA interaction energies agree better with the reference
data than the KSCED GGA ones for both sets of water dimers (see Fig-
ures 5.1 and 5.2). Below, we associate the differences between the KSCED
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interaction energy and the reference data (either CCSD(T) or SAPT) as
an error of the functionals used in KSCED calculations. The average abso-
lute error of the KSCED interaction energy for ten stationary points on the
potential energy surface equals to 2.94 kJ/mol and 0.46 kJ/mol for GGA
and LDA functionals, respectively. The corresponding standard deviations
are 0.57 kJ/mol and 0.48 kJ/mol. For the other set of reference data (seven
points representing angular dependence of interaction energy) the average er-
ror of the KSCED interaction energy equals to 3.92 kJ/mol and 1.26 kJ/mol
for GGA and LDA functionals, respectively. The corresponding standard
deviations are 0.82 kJ/mol and 0.67 kJ/mol for GGA and LDA, respectively.
Table 5.3: Interaction energies (in kJ/mol) of MeOH-H2O, H2CO-H2O, HCN-HF (bent
and linear), H2O-H2O, KSCED GGA and LDA vs. benchmark ab initio values (Ref.): cor-
rected for BSSE but without geometry relaxation of monomers (∆E(fCP )), and corrected
for both BSSE and the geometry relaxation of monomers (∆E(BSSE)). Non-variational
results are shown in parenthesis. The labels used for different structures of the water
dimer are defined in Section 5.4.
GGA LDA
Complex ∆E(fCP ) ∆E(BSSE) ∆E(fCP ) ∆E(BSSE) Ref.
MeOH-H2O -23.42 (-15.23) -18.83 (-10.36) -20.50
H2CO-H2O -23.20 (-17.30) -18.56 (-12.49) -21.63
bent -14.65 (-11.93) -12.61 ( -9.78) -11.45
linear -33.49 (-21.50) -28.51 (-16.31) -31.28
Min 1 -23.99 (-17.05) -24.24 (-17.30) -20.35 (-13.21) -20.75 (-13.61) -21.00
Ts 2 -21.54 (-15.46) -21.73 (-15.65) -18.26 (-12.00) -18.60 (-12.34) -18.83
St 3 -20.94 (-15.30) -21.07 (-15.43) -17.92 (-12.11) -18.21 (-12.40) -18.63
Ts 4 -21.91 (-17.62) -22.12 (-17.83) -18.23 (-13.86) -18.62 (-14.25) -18.07
St 5 -20.38 (-16.57) -20.55 (-16.74) -16.86 (-12.96) -17.21 (-13.31) -17.02
St 6 -19.43 (-16.02) -19.54 (-16.13) -15.98 (-12.49) -16.29 (-12.80) -16.84
St 7 -16.77 (-14.15) -16.48 (-13.86) -14.27 (-11.56) -13.89 (-11.18) -13.41
St 8 -8.73 ( -7.59) -8.56 ( -7.42) -7.32 ( -6.19) -7.01 ( -5.88) -6.06
Ts 9 -17.03 (-14.33) -16.54 (-13.84) -14.82 (-12.04) -14.18 (-11.40) -13.52
St 10 -12.02 (-10.33) -11.59 ( -9.90) -10.53 ( -8.80) -9.93 ( -8.20) -9.66
-52 -10.11 ( -8.21) -8.06 ( -6.18) -7.45
-22 -20.36 (-16.37) -17.99 (-13.96) -17.36
8 -21.45 (-16.20) -18.54 (-13.21) -17.66
38 -14.88 (-11.71) -12.16 ( -8.92) -9.87
68 -15.53 (-12.25) -12.88 ( -9.52) -10.59
98 -19.83 (-14.58) -16.85 (-11.50) -15.73
128 -13.70 ( -9.92) -10.81 ( -7.03) -9.79
The KSCED interaction energy is also calculated for three additional
complexes: MeOH-H2O, H2CO-H2O, and HCN-HF (two isomers) at their
minimum energy geometries. The optimized geometries and corresponding
interaction energy values for the first two dimers were taken from Ref. [91],
whereas for the last one (two stationary points on the potential energy sur-
face corresponding to the linear and bent isomeric forms) they were taken
from Ref. [92]. The interaction energies are collected in 5.3 together with
the reference values. For all computed interaction energies, the average
absolute error equals to 3.18 and 1.05 kJ/mol at the GGA- and LDA lev-
els, respectively. The corresponding standard deviations amount 0.87 and
1.33 kJ/mol.
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5.5 Electron density relaxation
Since the considered dimers consist of polar molecules, significant changes
of the electron densities ρA and ρB can be expected. In this section, the
influence of this effect on the interaction energy is analyzed in detail. To this
end, we report here also non-variational interaction energies. Such energies
are obtained without solving the KSCED equations 2.2.1 and 2.2.2 but by
using Eq. 2.1.1 to evaluate the total energy of the dimer and subtracting the
Kohn-Sham energies of the monomers. In such a case, several terms in the
interaction energy cancel each other leading to the same energy expression
as the one in the Gordon-Kim model [74, 75]. The two ways of calculating
interaction energy (that of Gordon and Kim and non-variational calculations
reported here) differ in several technical details such as the use of different
non-perturbed densities ρA and ρB (Hartree-Fock vs. Kohn-Sham) and the
use of GGA functionals in addition to LDA ones used in the Gordon-Kim
model.
The non-variational interaction energies are shown graphically on Fig-
ures 5.1 and 5.2. As expected, all non-variational interaction energies are
smaller in magnitude than the variational ones discussed before. The de-
crease of the interaction energy resulting from the complexation induced
change of the embedded orbitals (and the electron density of each subsys-
tem) is noticeable in all cases. For the ten stationary points, the average
absolute error of the calculated non-variational interaction energy equals
to 1.37 kJ/mol and 3.77 kJ/mol for GGA and LDA functionals, respec-
tively. The corresponding standard deviations amount to 1.70 kJ/mol and
2.24 kJ/mol. For the other set of reference data (seven points represent-
ing the angular dependency of interaction energy), the average errors are
equal to 1.14 kJ/mol and 2.59 kJ/mol for the GGA and LDA functionals,
respectively. The corresponding standard deviations equal to 1.26 kJ/mol
and 1.39 kJ/mol. Interestingly, the non-variational GGA interaction ener-
gies agree quite well with the reference data. This agreement for the water
dimer is most probably fortuitous.
5.6 Potential Energy Surfaces
One of possible applications of the subsystem formulation of DFT is the
study of the properties of potential energy surfaces where not only the mag-
nitude of the interaction but also the equilibrium geometry is of key interest.
In order to asses the applicability of this formalism using the LDA and GGA
functionals, the potential energy curves corresponding to variation of inter-
molecular distance were obtained for the water dimer and the H2CO-H2O
complex.
The KSCED interaction energies for different intermolecular distances
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Figure 5.4: KSCED GGA and LDA interaction energies for H2CO-H2O as a function
of oxygen-oxygen distance (R(O-O)). The star corresponds to the benchmark ab initio
reference data: R(O-O) = 2.889 A˚, Eint = −21.63 kJ/mol.
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Table 5.4: KSCED GGA and LDA interaction energies (kJ/mol) for H2CO-H2O as a
function of oxygen-oxygen distance (R(O-O)) (A˚). The benchmark ab initio interaction
energy at R(O-O) = 2.889 A˚ equals to −21.63 kJ/mol.
R(O-O) GGA LDA
2.500 -20.72 -6.13
2.650 -24.18 -14.72
2.690 -24.41 -16.01
2.730 -24.44 -16.98
2.770 -24.30 -17.68
2.810 -24.03 -18.15
2.850 -23.65 -18.44
2.870 -23.43 -18.52
2.889 -23.20 -18.56
2.900 -23.07 -18.57
2.950 -22.38 -18.49
3.100 -20.02 -17.45
3.200 -18.37 -16.35
3.500 -13.82 -12.57
4.000 -8.44 -7.48
5.000 -3.25 -2.90
at the equilibrium geometry orientation of the monomers are shown graph-
ically on Figure 5.4 (H2CO-H2O) and Figure 5.5 (H2O-H2O) and in the
Tables 5.4 and 5.5.. For the H2CO-H2O complex the reported reference
data correspond to (MP2/6-311G**) results taken from Ref. [91]. The equi-
librium geometry of water dimer [82] corresponds to its global minimum.
50 HYDROGEN BONDED SYSTEMS
Figure 5.5: KSCED GGA and LDA interaction energies for H2O-H2O as a function
of oxygen-oxygen distance (R(O-O)). The star corresponds to the benchmark ab initio
reference data (including the relaxation of the geometry of the monomers): R(O-O) =
2.909 A˚, Eint = −21.00 kJ/mol.
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Table 5.5: KSCED GGA and LDA interaction energies (kJ/mol) for H2CO-H2O as a
function of oxygen-oxygen distance (R(O-O)) (A˚). The benchmark ab initio interaction
energy (including the relaxation of the geometry of the monomers) at R(O-O) = 2.909 A˚
equals to −21.00 kJ/mol.
R(O-O) GGA LDA
2.500 -16.54 -4.01
2.650 -23.15 -15.05
2.700 -24.05 -17.08
2.750 -24.50 -18.52
2.800 -24.61 -19.48
2.850 -24.44 -20.06
2.909 -23.99 -20.35
2.950 -23.55 -20.35
3.000 -22.91 -20.17
3.050 -22.19 -19.85
3.200 -19.79 -18.28
3.500 -15.05 -14.27
4.000 -9.28 -8.72
5.000 -3.75 -3.53
5.7 Conclusions
This work forms an extension of the previous analyses of the overall per-
formance of the local density approximation and generalized gradient ap-
proximation to the exchange-correlation and non-additive kinetic energy
5.7. CONCLUSIONS 51
components of the total energy functional in describing the energetics of
weakly interacting molecules. The chosen systems involve hydrogen-bonded
polar molecules. The overall accuracy of the calculated interaction ener-
gies depends on both the accuracy of the potentials associated with the
exchange-correlation and non-additive kinetic functionals as well as on these
functionals themselves. The potentials determine the complexation-induced
changes of the electron densities of the interacting molecules. For a number
of cases, it was shown that, indeed, the energetic effects associated with the
complexation-induced changes of the electron densities are not negligible. It
is generally found that both GGA and LDA functionals lead to a reason-
able description of the key parameters of the potential energy surface of each
considered complex. The average absolute error of the KSCED LDA interac-
tion energies calculated for all considered complexes equals to 1.05 kJ/mol.
On average, LDA interaction energies and equilibrium geometries agree bet-
ter with high-level ab initio reference data than the GGA ones. The LDA
equilibrium intermolecular distances reproduce almost exactly the reference
data, whereas the GGA equilibrium intermolecular distances are somewhat
shorter (by less than 0.2 A˚). This indicates that the errors in the non-
additive kinetic energy- and exchange-correlation energy functionals (and/or
potentials) compensate better at the LDA- than GGA level.
The fact that the hydrogen-bonded systems provide another example,
besides very weak complexes analyzed in Ref. [81], of a good compensation of
errors in all approximated quantities (exchange-correlation and non-additive
kinetic energy functionals and the associated potentials) whereas it fails for
pi-stacked systems [81] requires a more detailed analysis.
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Chapter 6
Performance of the
subsystem formulation of
density functional theory on
the benchmark database for
nonbonded interactions
In this chapter the performance of approximations to the exchange-correlation
and non-additive kinetic energy functionals in the subsystem formulation of
density functional theory for the calculation of interaction energies is ana-
lyzed based on an extensive database of thirty-nine weakly bound complexes.
6.1 Benchmark database for nonbonded interac-
tions
Density functional theory [1, 2, 5] by the nature of the development of the
density functionals, before being applied to a given system, has to be tested
on “similar” systems. Following the John Pople’s method of proceeding [93]:
Carefully collect and stick with a large set of reference experi-
mental data. Adopt as ultimate objective the accurate fitting of
the advancing theory to these data. Take as good a start as pos-
sible, stating precisely what theoretical method you are using,
and compute everything in the data set. Evaluate the results.
Relax, then repeat with a new wrinkle improving the theoretical
method (the ”model”), and with a more sophisticated computer
if possible, everything precisely defined. Repeat, repeat again.
Again, and let the years roll by.
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one has first to build the reference database of the properties of interest.
Currently used density functionals have may drawbacks - one of them is
inability to describe weakly interacting systems (like van der Waals, and
to some extent hydrogen bonded systems). Recently benchmark databases
of interaction energies for nonbonded [94, 95] and stacking in biological
systems [96] have been published. In this work the performance of ap-
proximations to the exchange-correlation and non-additive kinetic energy
functionals in the subsystem formulation of density functional theory [53] is
assessed using these databases. It is an extension of similar tests performed
in our group previously [81, 58] toward stronger interactions: in the new set
the largest interaction energy amounts to -28.80 kcal/mol.
The complexes in the test set have been divided into six groups [94, 96,
95]:
• HB6/04 (hydrogen bonded): NH3-NH3,HF-HF, H2O-H2O, NH3-H2O,
HCONH2-HCONH2, and HCOOH-HCOOH,
• CT7/04 (charge transfer): C2H4-F2, NH3-F2, C2H2-ClF, HCN-ClF,
NH3-Cl2, H2O-ClF, and NH3-ClF,
• DI6/04 (dipolar interaction): H2S-H2S, HCl-HCl, H2S-HCl, CH3Cl-
HCl, HCN-CH3SH, and CH3SH-HCl,
• WI7/05 (weak interaction): He-Ne, He-Ar, Ne-Ne, Ne-Ar, CH4-Ne,
C6H6-Ne, and CH4-CH4,
• PPS5/05 (pi-stacking): (C2H2)2, (C2H4)2, sandwich (S (C6H6)2), T-
shaped (T (C6H6)2), and parallel-displaced (PD (C6H6)2),
• BP8/05 (nucleobases): adenine-thymine (A-T), guanine-cytosine (G-
C), antiparallel cytosine dimer (anti C-C), displaced cytosine dimer
(displ C-C), parallel cytosine dimer (par C-C), uracil dimer (U-U),
Watson-Crick adenine-thymine (WC A-T), and Watson-Crick guanine-
cytosine (WC G-C).
6.2 Computational details
Practical applications of the subsystem formulation of density functional
theory by means of solving one-electron Kohn-Sham equations with con-
strained electron density (KSCED) (the details concerning the theoretical
basis of this formalism can be found in Refs. [53, 69], and the computa-
tional aspects in Ref. [58]) involve approximating two types of quantities:
the exchange-correlation functional, Exc[ρ] defined as in Kohn-Sham calcu-
lations, and the non-additive kinetic energy bi-functional (Tnads [ρA, ρB] =
Ts[ρA + ρB]− Ts[ρA]− Ts[ρB]). In this work the adequacy of Local Density
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Approximation (LDA) and Generalized Gradient Approximation (GGA) ap-
plied to these energy components is analyzed. In the LDA calculations, the
Dirac’s [14] form of the exchange energy and Vosko, et al. [15] parametriza-
tion of the Ceperley-Alder [16] reference data for the correlation energy func-
tional was used. The non-additive kinetic energy was approximated using
the Thomas-Fermi formula for the kinetic energy [65, 66]. In the GGA calcu-
lations, the Perdew-Wang (PW91) [31, 32] exchange-correlation functional
was used whereas the non-additive kinetic energy bi-functional Tnads [ρA, ρB]
was approximated using the Lembarki-Chermette [67] gradient-dependency
of Ts[ρ] which was shown in Ref. [85] to provide a good approximation to the
non-additive kinetic energy functional and potential in the case of weakly
overlapping densities.
The calculations were carried out using the implementation of the method
[76] in the new version of the deMon [68] program. For all calculations, the
following program options and parameters were applied: 10−6 a.u. self-
consistent field (SCF) energy convergence criterion, pruned “MEDIUM”
(75,302)p [97] grid. The aug-cc-PVTZ [70, 72] and the MG3S [98] basis
sets were used. Two types of basis set expansion were used (see Ref. [57]):
• KSCED(m) calculations: for each subsystem, its electron density was
expanded using atom centered basis sets localized on the given sub-
system,
• KSCED(s) calculations: for each subsystem, its electron density was
expanded using atom centered basis sets localized on all atoms in both
subsystems.
Automatically generated auxiliary functions labeled GEN-A2* [73] were
used. For the calculation of the interaction energies we follow the nota-
tion from Ref. [83]:
• the electronic energy of a molecular system M at geometry G computed
with basis set σ is denoted by EσG(M),
• ∆E = Eα∪βAB (AB)−
[
EαA(A) + E
β
B(B)
]
is the interaction energy with-
out BSSE correction,
• ∆E(FCP ) = Eα∪βAB (AB) −
[
Eα∪βAB (A) + E
α∪β
AB (B)
]
is the interaction
energy corrected by means of the function counterpoise (fCP) tech-
nique by Boys and Bernardi [87],
• ∆E(BSSE) = ∆E(FCP ) +Eαrel(A) +Eβrel(B) = ∆E(FCP ) +Erel is
the fCP corrected interaction energy including the relaxation effects
of the geometry of each monomer,
• Eαrel(A) = EαAB(A)− EαA(A),
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• Eβrel(B) = EβAB(B)− EβB(B).
In the similar way the grid superposition error (GSE) can be taken into
account - in this case the electronic energy of a molecular system M at
geometry G computed using the grid σ is denoted by EσG(M).
It should be noted that in the case of the monomolecular expansion in the
KSCED (this paragraph concerns the BSSE and not the GSE) Eα∪βAB (A) must
be understood as the α basis set used for the monomer A in the geometry
of dimer AB (similarly in the calculations of Eα∪βAB (B) only the β basis
set for the monomer B was used, in the geometry of dimer AB). It follows
from the consistent use everywhere in the calculations of the monomolecular
expansion of the basis set for each of the monomers. For the same reason
the Eα∪βAB (AB) symbol must be understood as the α basis set used for the
monomer A and the β basis set for the monomer B in the geometry of dimer
AB.
The reported results are given as binding energies (the negative of the
above-mentioned interaction energies) in kcal/mol. In the statistical analy-
sis the errors have the following definitions (ERef.i is the reference binding
energy, Ei is the calculated binding energy, and N is the number of the
complexes in the given set):
• MD (Mean difference) = 1N
∑N
i=1(E
Ref.
i − Ei)
• MAD (Mean absolute difference) = 1N
∑N
i=1 |ERef.i − Ei|
• MRAD (Mean relative absolute difference) = 1N
∑N
i=1 |ERef.i −Ei|/ERef.i
• MAX (Maximal error) = maxNi=1 |ERef.i − Ei|
• MAXR (Maximal relative error) = maxNi=1 |ERef.i − Ei|/ERef.i )
6.3 Monomolecular vs. supermolecular basis set
Comparing the KSCED(m) and the KSCED(s) interaction energies ∆E(BSSE)
(see Tables 6.1-6.4) it is clear that the KSCED(m) is not sufficient for the
CT7/04 database (complexes with a “charge transfer”) for both LDA and
GGA, with the largest difference between GGA KSCED(s) and KSCED(m)
which equals to 6.42 kcal/mol for NH3-ClF (the reference binding energy
amounts to 10.62 kcal/mol in this complex).
6.4 The size of the grid
It can be seen from the Tables 6.2 and 6.4, that for the T-shaped ben-
zene dimer there is a non-zero deformation energy Erel despite of the “rigid
monomer” approach used for the calculations of the interaction energies for
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this complex. This artifact comes from the size of the grid which is not
sufficient to achieve the accuracy of integration better than 0.02 kcal/mol
(for PW91 functional) for this system. This is the largest error related to
the numerical integration on the grid found in the test set of complexes.
6.5 Interaction energies
In this section, where not mentioned otherwise, we refer to the interaction
energies ∆E(BSSE) calculated using supermolecular expansion and the
aug-cc-pVTZ basis set. The aug-cc-pVTZ basis set yields smaller differences
between ∆E and ∆E(BSSE) than MG3S basis set (compare Table 6.1
with 6.3, and Table 6.2 with 6.4), what is usually interpreted as the aug-cc-
pVTZ being closer to the basis set limit.
By comparing MRAD (Mean relative absolute error) in the Tables 6.1 and
6.2 it can be seen that the KSCED LDA performs very well for the HB6/04,
DI6/04, and WI7/05 databases. The KSCED GGA fails for the WI7/05
database (almost 300% of mean relative absolute percentage error), how-
ever improves the description of the pi-stacked systems (PPS5/05 database)
compared to KSCED LDA. The choice of MRAD favors the method which
performs well for WI7/05 database as all the methods yield the least accurate
results for this database. Moreover for the three most weakly interacting
systems (He-Ne, He-Ar, Ne-Ne) the truncation errors in the calculation of
MRAD are in the range of 20%.
In the following paragraph we analyse the results calculated using the
MG3S basis set, including additionally the interaction energies calculated
for the BP8/05 database. First of all the statistical errors of the binding
energies calculated using the aug-cc-pVTZ and MG3S are similar (the largest
differences in ∆E(BSSE) between these two basis sets using GGA (LDA
in parentheses) amount to 0.15 (0.15), 0.74 (0.30), and 0.03 kcal/mol (0.04)
for MAD, MAX, and MRAD respectively). The KSCED GGA is superior
over the KSCED LDA on the BP8/05 database, dominated by the pi-stacked
nucleobases. The overall MAD, MAX, and MRAD errors, for all investigated
complexes calculated using the MG3S basis set, of the KSCED GGA method
are (KSCED LDA results in parentheses): 1.24 (1.57), 4.42 (8.16), and 0.74
(0.37) kcal/mol, respectively.
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6.6 Comparison with the Kohn-Sham results
Table 6.5: Relative mean absolute errors (MRAD) of binding energies (in kcal/mol)
calculated using different methods and the MG3S basis set, (including the correction
for BSSE), sorted accordingly to the average MRAD. The maximal relative absolute error
(MAXR) and the number of the complex with this error in the set are given in parentheses.
For the definitions of errors see section 6.2.
method HB6/04 CT7/04 DI6/04 WI9/04 average
B971 0.04 (0.10, 5) 0.25 (0.52, 2) 0.09 (0.15, 4) 0.41 (0.75, 1) 0.22 (0.75, 20)
B98 0.07 (0.12, 5) 0.16 (0.35, 2) 0.14 (0.25, 4) 0.49 (0.98, 7) 0.24 (0.98, 26)
PBE1KCIS 0.05 (0.12, 5) 0.18 (0.46, 2) 0.14 (0.25, 4) 0.51 (0.90, 7) 0.25 (0.90, 26)
PBE1PBE 0.03 (0.07, 5) 0.16 (0.28, 2) 0.13 (0.19, 4) 0.56 (1.08, 7) 0.25 (1.08, 26)
MPW1B95 0.10 (0.17, 1) 0.06 (0.12, 4) 0.23 (0.37, 1) 0.55 (0.89, 6) 0.26 (0.89, 25)
MPWB1K 0.09 (0.16, 1) 0.17 (0.41, 1) 0.24 (0.37, 1) 0.56 (0.89, 6) 0.29 (0.89, 25)
KSCED(LDA) 0.08 (0.21, 1) 0.56 (0.98, 1) 0.12 (0.23, 4) 0.36 (0.83, 2) 0.30 (0.98, 07)
MP2 0.10 (0.14, 2) 0.09 (0.27, 2) 0.08 (0.12, 6) 0.78 (1.50, 3) 0.31 (1.50, 22)
TPSS1KCIS 0.10 (0.16, 1) 0.25 (0.61, 2) 0.20 (0.33, 4) 0.65 (1.37, 7) 0.33 (1.37, 26)
X3LYP 0.05 (0.11, 1) 0.20 (0.54, 2) 0.22 (0.38, 1) 0.70 (1.47, 7) 0.33 (1.47, 26)
TPSSh 0.10 (0.17, 1) 0.29 (0.66, 2) 0.22 (0.33, 1) 0.82 (1.57, 7) 0.40 (1.57, 26)
mPW1PW91 0.10 (0.18, 1) 0.10 (0.20, 1) 0.24 (0.38, 1) 0.97 (1.76, 7) 0.40 (1.76, 26)
MPWKCIS1K 0.12 (0.20, 1) 0.28 (0.62, 1) 0.32 (0.46, 1) 0.79 (1.49, 7) 0.41 (1.49, 26)
MPW1KCIS 0.15 (0.22, 1) 0.19 (0.53, 2) 0.30 (0.43, 1) 0.85 (1.71, 7) 0.41 (1.71, 26)
PBE 0.03 (0.07, 5) 0.81 (1.82, 2) 0.11 (0.29, 6) 0.55 (1.00, 1) 0.41 (1.82, 08)
TPSSKCIS 0.10 (0.15, 1) 0.58 (1.41, 2) 0.19 (0.30, 4) 0.71 (1.41, 7) 0.44 (1.41, 08)
BHandHLYP 0.06 (0.14, 1) 0.24 (0.55, 1) 0.32 (0.51, 1) 0.94 (1.47, 7) 0.44 (1.47, 26)
TPSS 0.10 (0.17, 1) 0.55 (1.28, 2) 0.20 (0.31, 4) 0.81 (1.59, 7) 0.46 (1.59, 26)
MPW1K 0.08 (0.16, 1) 0.25 (0.71, 1) 0.25 (0.40, 1) 1.02 (1.63, 7) 0.46 (1.63, 26)
mPWB95 0.13 (0.18, 1) 0.70 (1.77, 2) 0.21 (0.30, 1) 0.66 (1.25, 1) 0.46 (1.77, 08)
MPW3LYP 0.05 (0.08, 2) 0.34 (0.79, 2) 0.13 (0.23, 1) 1.04 (2.75, 1) 0.46 (2.75, 20)
PBEKCIS 0.05 (0.12, 5) 0.78 (1.88, 2) 0.11 (0.17, 4) 0.74 (1.75, 1) 0.47 (1.88, 08)
mPWKCIS 0.16 (0.22, 1) 0.56 (1.54, 2) 0.26 (0.41, 4) 0.88 (1.82, 7) 0.51 (1.82, 26)
mPWPW91 0.12 (0.18, 1) 0.59 (1.52, 2) 0.21 (0.33, 4) 1.01 (1.96, 7) 0.55 (1.96, 26)
mPWPBE 0.13 (0.19, 1) 0.58 (1.48, 2) 0.22 (0.34, 4) 1.04 (2.00, 7) 0.55 (2.00, 26)
B972 0.21 (0.29, 1) 0.16 (0.31, 1) 0.36 (0.50, 4) 1.27 (1.88, 7) 0.56 (1.88, 26)
XLYP 0.11 (0.19, 1) 0.66 (1.78, 2) 0.28 (0.45, 1) 1.10 (1.98, 7) 0.60 (1.98, 26)
B3LYP 0.11 (0.21, 1) 0.14 (0.42, 2) 0.34 (0.54, 1) 1.68 (2.50, 2) 0.66 (2.50, 21)
mPWLYP 0.06 (0.12, 5) 0.84 (2.14, 1) 0.14 (0.23, 1) 1.39 (3.75, 1) 0.70 (3.75, 20)
O3LYP 0.40 (0.55, 1) 0.33 (0.60, 3) 0.74 (0.97, 1) 1.29 (2.65, 7) 0.72 (2.65, 26)
PW91PW91 0.07 (0.12, 4) 0.95 (2.08, 1) 0.14 (0.36, 6) 1.64 (5.00, 1) 0.81 (5.00, 20)
HCTH 0.22 (0.30, 5) 0.52 (1.55, 1) 0.23 (0.45, 4) 2.00 (5.25, 1) 0.87 (5.25, 20)
KSCED(GGA) 0.17 (0.39, 1) 0.14 (0.26, 5) 0.26 (0.43, 1) 2.34 (6.50, 1) 0.88 (6.50, 20)
OLYP 0.51 (0.68, 1) 0.43 (0.67, 2) 0.87 (1.13, 1) 1.55 (3.12, 7) 0.90 (3.12, 26)
BB1K 0.18 (0.30, 1) 0.35 (0.85, 1) 0.42 (0.61, 1) 2.14 (3.50, 1) 0.90 (3.50, 20)
B3P86 0.07 (0.16, 1) 0.16 (0.30, 7) 0.21 (0.36, 1) 2.72 (5.00, 1) 0.97 (5.00, 20)
BLYP 0.19 (0.31, 1) 0.52 (1.55, 2) 0.42 (0.65, 1) 2.37 (3.67, 2) 1.02 (3.67, 21)
B1B95 0.22 (0.36, 1) 0.23 (0.58, 1) 0.46 (0.67, 1) 2.54 (4.25, 1) 1.02 (4.25, 20)
B3PW91 0.20 (0.33, 1) 0.17 (0.50, 1) 0.42 (0.63, 1) 2.94 (4.75, 1) 1.09 (4.75, 20)
SVWN5 0.54 (0.66, 1) 1.78 (3.20, 1) 0.89 (1.19, 6) 1.18 (2.25, 1) 1.13 (3.20, 07)
SPWL 0.54 (0.66, 1) 1.78 (3.20, 1) 0.89 (1.19, 6) 1.18 (2.25, 1) 1.13 (3.20, 07)
SVWN3 0.57 (0.70, 1) 1.84 (3.30, 1) 0.95 (1.24, 6) 1.31 (2.50, 1) 1.21 (3.30, 07)
VSXC 0.09 (0.13, 4) 1.02 (3.01, 1) 0.28 (0.54, 4) 3.15 (5.68, 6) 1.35 (5.68, 25)
BB95 0.29 (0.43, 1) 0.41 (1.25, 2) 0.49 (0.72, 1) 3.38 (6.00, 1) 1.36 (6.00, 20)
BP86 0.15 (0.27, 1) 0.49 (1.29, 2) 0.29 (0.47, 1) 3.81 (7.25, 1) 1.44 (7.25, 20)
BPW91 0.28 (0.43, 1) 0.33 (1.01, 2) 0.49 (0.73, 1) 3.88 (6.50, 1) 1.50 (6.50, 20)
BPBE 0.28 (0.44, 1) 0.32 (0.96, 2) 0.50 (0.75, 1) 3.95 (6.75, 1) 1.52 (6.75, 20)
G96LYP 0.46 (0.77, 1) 0.33 (0.59, 2) 0.97 (1.43, 1) 8.10 (16.0, 1) 2.99 (16.0, 20)
We choose again MRAD (Mean relative absolute error) as a measure of
the performance of a given computational method. In this section we refer
to the interaction energies ∆E(BSSE) calculated using the supermolecular
expansion (in the KSCED method case) and the MG3S basis set, to make
possible comparisons with the existing data [94], as the supplementary mate-
rial of Ref. [94] provides the interaction energies calculated using the MG3S
basis set. The Table 6.5 shows MRAD for all methods under investigation. It
should be noted that in this section the WI9/04 [94] database is used instead
of WI7/05 to make direct comparisons with Ref. [94] possible. Compared
to the Table 8. from Ref. [94], where a different statistical measure was
used to measure the performance of density functionals, the order of func-
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tionals does not change significantly. The overall MRAD equal to 0.30 and
0.88 kcal/mol for the KSCED LDA and KSCED GGA, respectively. The
corresponding MAD amount to 0.73 and 77 kcal/mol. The accuracy of the
KSCED LDA and GGA methods falls in the region between the Kohn-Sham
method employing hybrid and GGA functionals, the KSCED LDA being one
of the most accurate among the tested methods for the most weakly bonded
systems.
6.7 Importance of the deformation energies
It was shown in Ref. [99] that some DFT functionals like PW91, overes-
timate the monomer deformation energies Erel for H-bonded nucleobases.
For example for the WC G-C complex the reference value of Erel [99] equals
to 3.6 kcal/mol (extrapolated MP2 results). The reported [99] Erel calcu-
lated on the PW91 geometries amounts to 5.4 kcal/mol. If the reference
MP2 geometries [99] are used, the deformation energy Erel calculated us-
ing the MG3S basis set amounts to 1.95 kcal/mol for the PW91 functional
(0.56 kcal/mol for the LDA functional). The difference from the use of the
reference geometries and the geometries optimized using the PW91 func-
tional is about 3.5 kcal/mol which is about 12% of the interaction energy of
the WC G-C complex, what suggests that the deformation energies should
be also included in the reference database of the interaction energies if the
reference (ab initio) geometries have to be employed in all the calculations.
6.8 Potential energy surface scan: stacked C-C
In the calculations of the interaction energies in the previous sections the ref-
erence geometries have been used. In the practical calculations one is inter-
ested usually to find an optimal structure. Following our previous work [58],
where we performed potential energy scans for chosen hydrogen bonded sys-
tems to asses the performance of the subsystem formulation of density func-
tional theory using LDA and GGA to describe the positions of minima on
potential energy surfaces, the “rigid monomer” potential energy scan of the
“face to face” stacked cytosine dimer (structure 14 in the Ref. [100]) is shown
on Figure 6.1. It is clear that the KSCED GGA performs better than the
KSCED LDA, the KSCED LDA underestimating the binding energy, which
confirms previous conclusions concerning the stacked benzene dimer [101].
The PW91 functional fails for stacking, as observed in Ref. [100]. Surpris-
ingly the KS LDA results are closer to the reference value than probably any
existing functional (see comparison of different DFT methods in Ref. [96]),
what suggests again that in density functional theory extensive databases
are needed to asses the performance of density functionals, to avoid reaching
general conclusions about the performance of a given functional based on
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Figure 6.1: Interaction energy of the “face to face” stacked cytosine dimer (structure
14 in the Ref. [100]). as a function of the distance R between the planes of the cytosine
monomers, calculated using the rigid monomers (geometries taken from [100]). “Ref.”
point on the plot corresponds to the interaction energy from Ref. [100] (calculated using
an extrapolation technique). The presented dissociation curves were calculated using the
MG3S [98] basis set.
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an insufficient number of cases.
6.9 Conclusions
The performance of LDA and GGA approximations in the subsystem for-
mulation of density functional theory has been assessed based on interaction
energies calculated for the database of thirty-nine weakly bound complexes.
The interaction energies in the database amount from -0.04 (for He-Ne) to
-28.80 kcal/mol (for the Watson-Crick guanine-cytosine complex).
It has been found that the overall accuracy of the KSCED LDA and GGA
methods for the databases for nonbonded interactions (without the BP8/05
database - nucleobases) falls in the region between the Kohn-Sham methods
employing hybrid and GGA functionals, the KSCED LDA performing very
well for the most weakly bonded systems. The corresponding mean absolute
differences amount to 0.73 and 0.77 kcal/mol for the KSCED LDA and
KSCED GGA, respectively. With the nucleobases complexes included, the
mean absolute differences are equal to 1.57 and 1.24 kcal/mol, which makes
the KSCED GGA method (with the monomolecular expansion of the basis
set) an attractive alternative to the Kohn-Sham framework.
The monomolecular expansion of the basis set (KSCED(m)) has been
found, however, to be insufficient for the CT7/04 database (complexes with
6.9. CONCLUSIONS 65
a “charge transfer”) for both LDA and GGA, with the largest difference be-
tween GGA KSCED(s) and KSCED(m) binding energies equal to 6.42 kcal/mol
for NH3-ClF (the reference binding energy in this complex amounts to
10.62 kcal/mol).
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Chapter 7
Adaptive grid technique
In this chapter the applicability of the adaptive grid technique, for the pur-
pose of optimizing the grid for the orbital-free embedding calculations (see
Sec. 2.3) is analyzed.
7.1 Numerical integration with adaptive grid
Adaptive grid techniques, originally proposed for the Kohn-Sham calcula-
tions [102, 103] aim at reducing the number of grid points needed for nu-
merical integration with a given accuracy, as the time spent on numerical
integration is proportional to the number of grid points. The adaptive grid
technique by Krack and Ko¨ster [104, 105], implemented into the deMon [68]
code, applicable for the case of the grid constructed as a superposition of
atomic spherical grids, will be outlined below.
If each orbital φi in the standard Kohn-Sham calculations is constructed
as a linear combination of atomic orbitals ({χj}), the following matrix ele-
ments are evaluated numerically [5]:(
vKSeff
)
ij
=
(
χi(r)
∣∣vKSeff [ρ; r]∣∣χj(r)) (7.1.1)
For atom-centered grids, each matrix element can be partitioned [106] into
atomic contributions (IA):
(vKSeff )ij =
∑
A
IA. (7.1.2)
Each atomic integral IA can be further partitioned into contributions from
radial shells. deMon [68] uses Gauss-Chebyshev quadrature for the ra-
dial [103], and two-dimensional Gauss-Markov quadrature for the unit sphere
defined by Lebedev for the angular integration [105].
In the adaptive grid technique by Krack and Ko¨ster [104, 105], an em-
pirical formula is used to determine the order of the radial quadrature:
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nra = max [20,−5 (3 log eGrid − ta + 6)] , where eGrid is the requested grid
tolerance and ta is the row of the atom a in the periodic table. For each
radial shell the value of a ’grid generating function’ (fKSeGrid), defined for each
diagonal matrix element as:
fKSeGrid = (χi(r) |vxc[ρ]|χi(r)) . (7.1.3)
is used as a criterion in selecting the angular grid for each radial shell in
the atomic grid. The angular grid grows from the starting one until the
difference between the values of ’grid generating function’ on two consecutive
grids is below eGrid.
7.2 Adaptive grid for the orbital-free embedding
method
For local (Local Density Approximation, LDA) and semi-local (Generalized
Gradient Approximation, GGA) approximations to Exc[ρ] and Tnads [ρA, ρB]
(for details of these approximations see Ref. [81]), vKSCEDeff [ρA, ρB; r] (see
Eq. 2.2.3) cannot be neglected anywhere where either ρA(r) or ρB(r) is non-
zero. The supermolecular grid i.e. the one applied in conventional Kohn-
Sham calculations for the whole system seems, therefore, indispensable. It
is worthwhile to notice, however, that vKSCEDeff is multiplied by the products
of localized basis functions as in Eq. 7.1.1. Therefore, if the two electron
densities ρA and ρB overlap only in some regions in the real space, the grid
can be reduced.
The application of the adaptive grid technique in the KSCED follows the
similar lines as the one outlined for the Kohn-Sham calculations. Since the
effective potentials in KSCED and Kohn-Sham equations differ, the ’grid
generating function’ applicable in KSCED (fKSCEDeGrid ) reflects this fact. It
reads:
fKSCEDeGrid =
(
χi(r)
∣∣∣∣vxc[ρA + ρB] + δTnads [ρA, ρB]δρA
∣∣∣∣χi(r)) . (7.2.1)
7.3 Performance of the adaptive grid
Supermolecular grids of different quality are considered: COARSE (pruned
(50,194) grid), MEDIUM (pruned (75,302) grid) , FINE (pruned (99,590)
grid), or REFERENCE (unpruned (200,1202) grid). More details concerning
such grids can be found in Refs. [97, 73]. For each considered system, a series
of adaptive grids differing in the value of the threshold parameter eGrid are
tested.
The first considered system consist of weakly interacting Ar with HF [107].
The other one, the acetone molecule surrounded by 57 water molecules, was
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used in the study on the solvatochromic effect [64], The third one, compris-
ing a water molecule inside a Al6Be6Si12O24H12 cage, provides a model of
the water molecule (in two conformations denoted as I and II) in the beryl
crystal [108]. The Al6Be6Si12O24H12 model of the cage was cut from the
bulk crystal and the cut bonds were saturated by hydrogens. The free space
in the center of this molecule is large enough to contain one water molecule
at various possible orientations.
A different set of approximations was used in each case for Exc[ρ] and
Tnads [ρA, ρB]: LDA for ArHF and solvated acetone, and LDA and GGA
for water trapped in beryl. For the calculations on ArHF the aug-cc-
pVTZ [70, 72] basis set and the GEN-A4* [73] auxiliary set were employed.
In the embedded acetone case, the electron density of the environment was
obtained from Kohn-Sham LDA calculations applying the STO-3G basis
set and the A2 [73] auxiliary basis set. For the third system, the electron
density of the Al6Be6Si12O24H12 cage was obtained from Kohn-Sham PW91
calculations applying the DZVP [109] basis set and the A2 [73] auxiliary
basis set.
The quantities shown in Tables 7.1- 7.3 are chosen as indicators of
any inaccuracy in the numerical integration: i) Ts[ρ0A] evaluated analyti-
cally using embedded orbitals derived from Eq. 2.2.1, ii) the energy of the
highest occupied embedded orbitals derived from Eq. 2.2.1 (HOMO), iii)
Tnads [ρ
0
A, ρ
KS
B ] evaluated numerically using a given ρ
KS
B and ρ
0
A derived from
Eqs. 1.3.7 and 2.2.1, respectively, and iv) ∆E = E[ρ0A, ρ
KS
B ]−E[ρKSB ] which
involves both analytical and numerical components. Numerical values of
Ts[ρ0A] and HOMO depend on the quality of the integration of the potential
in Eq. 2.2.1 whereas that of Tnads [ρ
0
A, ρ
KS
B ] and ∆E depend additionally on
the quality of the integration of the energy components (Eq. 2.1.1).
For the ArHF system Figures 7.1 and 7.2 show that the adaptive grid
technique allows one to select the grid points more efficiently than in the
case of fixed grids. The adaptive grid corresponding to eGrid = 1E − 06
leads the accuracy comparable with FINE grid, reducing the number of grid
points by a factor of 5 compared to FINE grid. Figure 7.3 shows the angular
grid sizes of the Ar atom embedded in HF for different thresholds eGrid. It
can be seen that the decrease of the number of grid points in the case of
the adaptive grid comes from both the core and tail region of the electron
density of an atom.
Table 7.1 and Figure 7.4 show that the stability at the eighth significant
digit in Ts[ρ0A] of the solvated acetone is reached with 275201 integration
points generated using the adaptive grid technique whereas the same nu-
merical stability requires about ten times more integration points if the su-
permolecular grid is used. Table 7.1 shows also that using the adaptive grid
corresponding to eGrid = 1E− 06 leads to the numerical stability of HOMO
at fifth significant digit, ∆E at ninth significant digit, and Tnads [ρ
0
A, ρ
KS
B ] at
fourth significant digit. It is worthwhile to notice that the numerical values
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Figure 7.1: The grid dependence of the analytically calculated kinetic energy〈
φAi
∣∣− 1
2
∇2∣∣φAi 〉 for the Ar atom embedded in HF (linear structure, the distance between
the centers of mass is 6.5 Bohr, the HF bond length is 1.7328 Bohr). LDA approxi-
mations were applied for Exc[ρ] and for T
nad
s [ρ
0
A, ρ
KS
B ] using monomolecular expansion
aug-cc-pVTZ basis set and GEN-A4* auxiliary basis set.
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of ∆E stabilize at significantly smaller grids than those of Ts[ρA].
For the water molecule trapped in a cage formed in the beryl crystal a
Table 7.1: Dependence of the results on the grid type: a) supermolecular (COARSE,
MEDIUM, FINE, REFERENCE) and b) adaptive (see text for description of the param-
eter eGRID). Calculations are made for the acetone molecule embedded in a cluster of 57
H2O molecules. LDA approximations were applied for Exc[ρ] and for T
nad
s [ρ
0
A, ρ
KS
B ] using
monomolecular expansion DZVP basis set and A2 auxiliary basis set (LDA with STO-3G
basis set and A2 auxiliary basis set used for the cluster). Ts[ρ
0
A] is the analytically calcu-
lated kinetic energy of the embedded acetone molecule. ∆E = ES [ρ0A, ρ
KS
B ]− EKS [ρKSB ],
where EKS [ρKSB ] is the KS energy of the subsystem B (cluster).
Grid type Grid Size Grid Size Ts[ρ
0
A] ∆E T
nad
s HOMO
(total) (isol.) [Hartree] [Hartree] [Hartree] [eV]
COARSE 430657 24431 189.906565 -191.562056 0.063474 -6.14964
MEDIUM 1147000 65683 189.906473 -191.562111 0.063468 -6.14941
FINE 3254093 186183 189.906367 -191.562128 0.063470 -6.14961
REF 30811924 1761740 189.906360 -191.562129 0.063470 -6.14962
1E-03 23759 5230 189.905711 -191.565089 0.063124 -6.15438
1E-04 56220 13318 189.906435 -191.562024 0.063447 -6.14913
1E-05 130248 31373 189.906205 -191.562139 0.063501 -6.15002
1E-06 275201 63340 189.906367 -191.562129 0.063467 -6.14960
1E-07 527083 113797 189.906356 -191.562129 0.063470 -6.14963
1E-08 912952 198063 189.906359 -191.562129 0.063470 -6.14962
1E-09 1464124 298721 189.906360 -191.562129 0.063470 -6.14962
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Figure 7.2: The grid dependence of the ES [ρ0A, ρKSB ] − EKS [ρKSB ], where EKS [ρKSB ] is
the KS energy of the subsystem B (the HF molecule), for the Ar atom embedded in HF
(linear structure, the distance between the centers of mass is 6.5 Bohr, the HF bond length
is 1.7328 Bohr). LDA approximations were applied for Exc[ρ] and for T
nad
s [ρ
0
A, ρ
KS
B ] using
monomolecular expansion aug-cc-pVTZ basis set and GEN-A4* auxiliary basis set.
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more detailed study of the effect of the grid on the calculated properties was
Figure 7.3: Angular grid sizes of the Ar atom embedded in HF (linear structure, the
distance between the centers of mass is 6.5 Bohr, the HF bond length is 1.7328 Bohr).
LDA approximations were applied for Exc[ρ] and for T
nad
s [ρ
0
A, ρ
KS
B ] using monomolecular
expansion aug-cc-pVTZ basis set and GEN-A4* auxiliary basis set.
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Figure 7.4: The grid dependence of the analytically calculated kinetic energy〈
φAi
∣∣− 1
2
∇2∣∣φAi 〉 for the acetone molecule embedded in a cluster of 57 H2O molecules.
LDA approximations were applied for Exc[ρ] and for T
nad
s [ρ
0
A, ρ
KS
B ] using monomolecular
expansion DZVP basis set and A2 auxiliary basis set.
189906.20
189906.25
189906.30
189906.35
189906.40
189906.45
189906.50
189906.55
189906.60
0e+00 5e+05 1e+06 2e+06 2e+06 2e+06 3e+06 4e+06
A
n a
l y
t i c
a l
 k
i n
e t
i c
 e
n e
r g
y  
o f
 a
c e
t o
n e
 [ m
H a
r t r
e e
]
Number of grid points [1]
1E−5
1E−6
1E−7
Ref.: Unpruned (200,1202)
Fixed: (50,194)p, (75,302)p, (99,590)p
Adaptive: eGRID=1E−4 .. 1E−9
made. Two geometries of the water molecule were considered: one referred
to as geometry I in which the C2 axis of the water molecule is oriented
perpendicularly to the axis of the cage in the beryl crystal whereas and the
other one for which the orientation is parallel (referred to as geometry II).
As in the case of solvated acetone, the adaptive grid technique leads to the
more efficient choice of the integration points for both considered geome-
tries. (see Table 7.2). For geometry I, the adaptive grid corresponding
to eGrid = 1E − 06 is sufficient to stabilize the numerical values of ∆E at
the seventh significant digit. Such an adaptive grid uses only 120768 in-
tegration points. For comparison, supermolecular grid FINE, which leads
to the similar accuracy of ∆E, comprises as much as 1131630 integration
points.
The above results indicate clearly that the adaptive grid is much bet-
ter suited for the KSCED calculations than the supermolecular grid. In
both cases, the adequate grid (FINE and eGrid = 1E − 06, in the super-
molecular and the adaptive case, respectively) is significantly larger than
the corresponding grid for the isolated molecule under investigation. In the
supermolecular grid case, the number of additional points is proportional
to the number of atoms in the environment. In the adaptive grid case, the
number of additional points is significantly smaller because only the ones,
where the two electron densities (ρA and ρB) do overlap, are included. This
result could be expected due to the fact that calculations were performed
using local density approximations for both Exc[ρ] and Tnads [ρ
0
A, ρ
KS
B ].
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Table 7.2: Dependence of the results on the grid type: a) supermolecular (COARSE,
MEDIUM, FINE, REFERENCE) and b) adaptive (see text for description of the param-
eter eGRID). Calculations are made for the geometries I and II of the H2O molecule
embedded in the Al6Be6Si12O24H12 cage. LDA approximations were applied for Exc[ρ]
and for Tnads [ρ
0
A, ρ
KS
B ] using monomolecular expansion DZVP basis set and A2 auxiliary
basis set (PW91 used for the cage). Ts[ρ
0
A] is the analytically calculated kinetic energy of
the embedded water molecule. ∆E = ES [ρ0A, ρ
KS
B ] − EKS [ρKSB ], where EKS [ρKSB ] is the
KS energy of the subsystem B (cage).
Grid type Grid Size Grid Size Ts[ρ
0
A](I) Ts[ρ
0
A](II) ∆E(I) ∆E(II)
(I) (II) [Hartree] [Hartree] [Hartree] [Hartree]
COARSE 148923 148929 75.477426 75.489752 -75.900758 -75.885164
MEDIUM 399998 399909 75.477168 75.489230 -75.900803 -75.885247
FINE 1131630 1131594 75.477753 75.489768 -75.900767 -75.885234
REF 10627000 10626353 75.477039 75.488845 -75.900763 -75.885233
1E-03 9444 9363 75.473965 75.488319 -75.898348 -75.882771
5E-04 10262 10260 75.474778 75.486877 -75.898264 -75.882598
1E-04 20007 20285 75.476369 75.489470 -75.900882 -75.885120
5E-05 23521 22623 75.477063 75.489951 -75.900821 -75.885069
1E-05 47666 48273 75.477474 75.489212 -75.900758 -75.885279
5E-06 61977 60767 75.477410 75.489355 -75.900768 -75.885248
1E-06 120768 121850 75.477471 75.489378 -75.900758 -75.885232
5E-07 143920 141464 75.477463 75.489392 -75.900758 -75.885230
1E-07 245498 252739 75.477454 75.489379 -75.900761 -75.885234
Table 7.3: Dependence of the results on the grid type: a) supermolecular (COARSE,
MEDIUM, FINE, REFERENCE) and b) adaptive (see text for description of the param-
eter eGRID). Calculations are made for the geometries I and II of the H2O molecule
embedded in the Al6Be6Si12O24H12 cage. GGA approximations were applied for Exc[ρ]
and for Tnads [ρ
0
A, ρ
KS
B ] using monomolecular expansion DZVP basis set and A2 auxiliary
basis set (PW91 used for the cage). Ts[ρ
0
A] is the analytically calculated kinetic energy of
the embedded water molecule. ∆E = ES [ρ0A, ρ
KS
B ] − EKS [ρKSB ], where EKS [ρKSB ] is the
KS energy of the subsystem B (cage).
Grid type Grid Size Grid Size Ts[ρ
0
A](I) Ts[ρ
0
A](II) ∆E(I) ∆E(II)
(I) (II) [Hartree] [Hartree] [Hartree] [Hartree]
COARSE 148923 148929 75.622660 75.635435 -76.435163 -76.420072
MEDIUM 399998 399909 75.621765 75.634596 -76.435251 -76.420164
FINE 1131630 1131594 75.622210 75.634743 -76.435202 -76.420152
REF 10627000 10626353 75.622251 75.634710 -76.435198 -76.420152
1E-03 9564 9584 75.621494 75.635626 -76.432515 -76.417537
5E-04 10646 10944 75.620176 75.633173 -76.432725 -76.417425
1E-04 21278 20986 75.621339 75.635445 -76.435293 -76.419943
5E-05 25169 24186 75.622484 75.635304 -76.435124 -76.420009
1E-05 53140 54199 75.622092 75.634760 -76.435203 -76.420168
5E-06 67860 67913 75.622105 75.634777 -76.435192 -76.420167
1E-06 135661 135217 75.622087 75.634761 -76.435195 -76.420149
5E-07 156225 156057 75.622090 75.634769 -76.435192 -76.420149
1E-07 264393 278631 75.622089 75.634753 -76.435195 -76.420152
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Table 7.3 collects the results obtained using generalized gradient approx-
imation for the relevant functionals. Similar trends as the ones discussed
previously for the LDA case hold for gradient-dependent functionals.
7.4 Timing
Figure 7.5: CPU timing for one SCF cycle job for the acetone molecule embedded
in a cluster of 57 H2O molecules. LDA approximations were applied for Exc[ρ] and for
Tnads [ρ
0
A, ρ
KS
B ] using monomolecular expansion DZVP basis set and A2 auxiliary basis
set. The time for the generation of the grid and the integration on the grid are plotted
separately.
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Figure 7.5 shows the major issues influencing timing (results for AMD
Athlon(tm) XP 3000+) of the adaptive grid technique using the example of
the embedded acetone molecule:
• about 85% of the time of a single SCF job using the accurate adaptive
grid with eGrid = 1E − 06 is spent for the generation of the grid, the
gain in timing compared to fixed grids will appear in case where many
SCF cycles are needed to converge the SCF,
• the time of the generation of the adaptive grid grows linearly with its
size,
• an adaptive grid with the same number of grid points as a fixed grid
results in a (usually) longer time for the integration compared to the
fixed grid - this follows (probably) from different distribution of radial
shells with many angular points: an adaptive grid has usually more
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radial shells with maximal number of angular points than a comparable
fixed grid.
Figure 7.6: The grid dependence of the analytically calculated kinetic energy〈
φAi
∣∣− 1
2
∇2∣∣φAi 〉 for the acetone molecule embedded in a cluster of 57 H2O molecules.
LDA approximations were applied for Exc[ρ] and for T
nad
s [ρ
0
A, ρ
KS
B ] using monomolecular
expansion DZVP basis set and A2 auxiliary basis set. Prototype atoms are used.
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A possible improvement in timing of the generation of the adaptive grid
consists of using prototype atoms. In this procedure chemical elements with
“similar chemical environment” have a prototype atom assigned and they
inherit the adaptive grid generated for this prototype atom. This proce-
dure is in the general case of molecules belonging to the C1 point group of
symmetry non unique and the resulting adaptive grid depends on the choice
of the prototype atoms. It should be noted that in the case of symmetric
molecules the prototype atoms are uniquely defined by the point-group of
symmetry. Figures 7.6 and 7.7 show that indeed using the prototype atoms
the time of the generation of the adaptive grid can be reduced, without
accuracy loss. Figure 7.8 shows the comparison of the total time for a sin-
gle SCF job of the embedded acetone molecule with and without prototype
atoms technique. It can be seen that the total time using the prototype
atoms and eGrid = 1E − 06 is comparable with fixed MEDIUM grid.
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Figure 7.7: CPU timing for one SCF cycle job for the acetone molecule embedded
in a cluster of 57 H2O molecules. LDA approximations were applied for Exc[ρ] and for
Tnads [ρ
0
A, ρ
KS
B ] using monomolecular expansion DZVP basis set and A2 auxiliary basis
set. The time for the generation of the grid and the integration on the grid are plotted
separately. Prototype atoms are used.
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Figure 7.8: CPU timing for one SCF cycle job for the acetone molecule embedded
in a cluster of 57 H2O molecules. LDA approximations were applied for Exc[ρ] and for
Tnads [ρ
0
A, ρ
KS
B ] using monomolecular expansion DZVP basis set and A2 auxiliary basis set.
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Chapter 8
Accuracy of Coulomb-based
density fitting approaches for
the calculation of
intermolecular electrostatic
energies
In this chapter the accuracy of three different Coulomb-based density fit-
ting approaches to the calculation of intermolecular electrostatic energies,
in the case when the input electron densities come from the Kohn-Sham
calculations employing the variational density fitting in the self-consistent
field procedure, is analyzed.
8.1 Intermolecular electrostatic energies
In the calculation of interaction energies (which imposes a partitioning of
the total molecular system) the methods which offer an insight into differ-
ent contributions to the interaction energy (e.g. Kitaura-Morokuma [110] or
symmetry-adapted perturbation theory (SAPT) [90]) are of special interest
as they define a physical language to describe the nature of the interac-
tion (by defining electrostatic, induction, dispersion, exchange and higher
order terms) and usually offer a high accuracy. Interaction energy decom-
position schemes yield qualitative discussions about the origin of chemical
bonding [111, 112]. It turns out that the intermolecular electrostatic en-
ergy (IEE) is an important (especially for polar systems) component of the
interaction energy. It has been argued [113, 114] that it plays an impor-
tant role (for a different point of view see Ref. [115]) in the interactions of
so called ’pi-stacking’ type which are found in biological systems like DNA
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bases. To give a support to such conclusions IEE has to be calculated as
accurately as possible. Many approximate models for the calculation of IEE
exist, however the accuracy of many of them is even qualitatively insuffi-
cient (for a recent review about such methods see Ref. [116]). Recently a
model incorporating the concept of the Kohn-Sham (KS) density functional
theory (DFT) [1, 2, 5] into the SAPT formalism has been developed un-
der the name of SAPT(KS) (or DFT-SAPT) [117, 118, 119]. IEE from the
SAPT(KS) is ’potentially’ exact and it has been found [120, 121, 122] that
using asymptotically corrected potentials results in accurate IEE’s. Efficient
methods for the calculation of IEE based on the density fitting [123, 124, 125]
were subject to two recent studies [126, 127]. The cost of the calculation of
IEE is negligible compared to the cost of self-consistent field (SCF) proce-
dure needed to obtain the electron densities to be used in the calculation
of IEE [126]. It is important to perform fast, by employing fitting proce-
dures, KS SCF calculations and hope that the errors in the electron densities
cancel to give accurate IEE (this is the case of Ref. [126]). On the other
hand, Ref. [127], where the electron densities were obtained from “exact”
(in the sense of the exact calculation of the four-center integrals) KS SCF
calculations, provides an insight into the accuracy of the one, chosen among
several possible, algorithm for the calculations of IEE. The purpose of this
study is to analyze the source of the exceptionally good accuracy of fitting
procedures used for the calculation of IEE found in Ref. [126] and investi-
gate in detail three different numerical realization of the calculation of IEE
based on the Coulomb type density fitting. The contents of this chapter is
organized as follows: IEE is defined, after which three different versions of
the algorithm for the calculation of IEE using the Coulomb-based density
fitting are presented, the technical details of the computations are given,
and the results are followed by conclusions.
Having the total molecular system AB partitioned into the subsystem A
and B let us define the total electric charge distribution ρXtot for the subsys-
tem X (in atomic units) as
ρXtot(r) =
NXnuc∑
γ=1
ZXγ δ(r−RXγ )− ρX(r), (8.1.1)
where NXnuc is the number of nuclei in the subsystem X, the term containing
Dirac’s delta ZXγ δ(r − RXγ ) represents the contribution from the positive
point charge ZXγ , at the position of nucleus γ, and −eρX is the electronic
charge distribution, given by the diagonal element of the first-order density
matrix (normalized to the number of electrons in the subsystem X). The
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intermolecular electrostatic energy reads:
IEE =
∫ ∫
1
|r1 − r2|ρ
A
tot(r1)ρ
B
tot(r2)dr1dr2 (8.1.2)
=
NAnuc∑
α=1
NBnuc∑
β=1
ZAαZ
B
β
|RAα −RBβ |
+
−
NAnuc∑
α=1
∫
ZAα
|r−RAα |
ρB(r)dr−
NBnuc∑
β=1
∫
ZBβ
|r−RBβ |
ρA(r)dr +
+
∫ ∫
1
|r1 − r2|ρ
A(r1)ρB(r2)dr1dr2
= N1N2 +N1E2 + E1N2 + E1E2 = N1N2 + EN + E1E2 = E
(10)
elst
The last line in this equation introduces the short-hand notation for the
components of the intermolecular electrostatic energy. The superscript 10
comes from the SAPT notation (E(10)elst ) and denotes that the electron den-
sities ρA and ρB are unperturbed (calculated for the isolated subsystems
using a given method).
8.2 Fitting of ρA + ρB
The electron density ρ in the Kohn-Sham formulation of DFT using the
linear combination of atomic Gaussian-type orbitals is a quadratic form in
the basis {µ} in terms of the density matrix P :
ρ(r) =
NBF∑
µ,ν
(P )µνµ(r)ν(r),
where (P )µν = 2
∑occ
i cµicνi, µ is the contracted atomic orbital, and cµi is
the molecular orbital coefficient. Using the product rule of the Gaussian
functions (µ(r)ν(r) = τ(r)) the density ρ is equivalently written as [128]:
ρ(r) =
NBF (NBF−1)/2∑
τ=1
qττ(r),
where qµ(µ−1)/2+ν = (2− δµν)(P )µν .
The electron density ρ(r) can be represented approximately in the aux-
iliary basis set {k¯}
ρ˜(r) =
m¯∑
k¯=1
xk¯k¯(r),
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to replace the four-center integrals needed for the calculation of the electron-
electron repulsion energy by the three-center ones [123, 124, 125]. The den-
sity fit coefficients {xk¯} are calculated variationally in the computer code
deMon [68], which has been used in the presented calculations, from the
minimization of the following expression:
ε2 =
1
2
∫ ∫
1
|r1 − r2| × [ρ(r1)− ρ˜(r1)] [ρ(r2)− ρ˜(r2)] dr1dr2.
For more detailed description of this procedure in the case of the Kohn-Sham
formalism (as the fitting technique is used in the self-consistent field proce-
dure and not only for the calculation of the Coulomb energy) see Ref. [129].
Intermolecular electron-electron repulsion energy can be calculated us-
ing the approximated electron densities ρ˜A(r) and ρ˜B(r). For the given fit
coefficients {xB
l¯
} the required fit coefficients {xA
k¯
} are calculated from the
minimization of the following expression:
εAB2 =
1
2
∫ ∫
1
|r1 − r2| ×
[
ρA(r1)− ρ˜A(r1) + ρB(r1)− ρ˜B(r1)
]
× [ρA(r2)− ρ˜A(r2) + ρB(r2)− ρ˜B(r2)] dr1dr2.
One may ensure the normalization of the approximated electron den-
sity ρ˜A(r) to the number of the electrons in the subsystem A by introducing
the Lagrange function:
Λ = εAB2 + λ×
m¯A∑
k¯=1
xAk¯ 〈k¯A〉 −NA
 . (8.2.1)
The Lagrange function (8.2.1) is written:
Λ =
1
2
〈ρA‖ρA〉 − 〈ρA‖ρ˜A〉+ 1
2
〈ρ˜A‖ρ˜A〉
+
1
2
〈ρB‖ρB〉 − 〈ρB‖ρ˜B〉+ 1
2
〈ρ˜B‖ρ˜B〉
+ 〈ρA‖ρB〉 − 〈ρA‖ρ˜B〉 − 〈ρ˜A‖ρB〉+ 〈ρ˜A‖ρ˜B〉
+ λ×
m¯A∑
k¯=1
xAk¯ 〈k¯A〉 −NA
 , (8.2.2)
(the symbol ‖ stands for the Coulomb operator 1|r1−r2|) and the fit coefficients
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xA
j¯
(∀j¯) are obtained from the following system of linear equations:
∂Λ
∂xA
j¯
=
m¯A∑
k¯=1
〈k¯A‖j¯A〉xAk¯ − 〈ρA‖j¯A〉+ 〈j¯A‖ρ˜B〉 − 〈j¯A‖ρB〉+ λ〈j¯A〉 = 0
∂Λ
∂λ
=
m¯A∑
k¯=1
xAk¯ 〈k¯A〉 −NA = 0
(8.2.3)
Defining the following matrices and vectors:
(ΓA)jk = 〈j¯A‖k¯A〉
(JA)j =
∑
µ,ν
(PA)µν〈µAνA‖j¯A〉
(JAB)j =
∑
σ,τ
(PB)στ 〈σBτB‖j¯A〉 −
m¯B∑
l¯=1
xBl¯ 〈l¯B‖j¯A〉
GA =

〈1¯A‖1¯A〉 〈1¯A‖2¯A〉 · · · 〈1¯A‖m¯A〉 〈1¯A〉
〈2¯A‖1¯A〉 〈2¯A‖2¯A〉 · · · 〈2¯A‖m¯A〉 〈2¯A〉
...
...
...
...
...
〈m¯A‖m¯A〉 〈m¯A‖2¯A〉 · · · 〈m¯A‖m¯A〉 〈m¯A〉
〈1¯A〉 〈2¯A〉 · · · 〈m¯A〉 0
(8.2.4)
the system of linear equations (8.2.3) can be written as:
GA
(
xA
λ
)
=
(
JA + JAB
NA
)
, (8.2.5)
from where the fit coefficients {xA
k¯
} are obtained:(
xA
λ
)
= (GA)−1
(
JA + JAB
NA
)
. (8.2.6)
The matrix (GA)−1 can be calculated from the inverse auxiliary function
Coulomb matrix (ΓA)−1 using the Frobenius method. Explicitly (∀k¯):
xAk¯ =
m¯A∑
j¯=1
(GA)−1kj
(
(JA)j + (JAB)j
)
+ (GA)−1k(m¯A+1) ×N
A
λ =
m¯A∑
j¯=1
(GA)−1(m¯A+1)j
(
(JA)j + (JAB)j
)
+ (GA)−1(m¯A+1)(m¯A+1) ×N
A
(8.2.7)
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8.3 Fitting of ρA and ρB
In this case the fit coefficients {xA
k¯
} and {xB
l¯
} are determined independently
from the minimization of the expressions εX2 (X = A,B) with normalization
constraints:
ΛX =
1
2
∫ ∫
1
|r1 − r2| ×
[
ρX(r1)− ρ˜X(r1)
] [
ρX(r2)− ρ˜X(r2)
]
dr1dr2
+ λX ×
m¯X∑
k¯=1
xXk¯ 〈k¯X〉 −NX
 . (8.3.1)
In the equations 8.2.1-8.2.7 all terms containing index B are to be dropped.
In the calculation of the intermolecular electron-electron repulsion energy,
using the auxiliary basis sets used nowadays, one has to use the corrected
expression [130], which follows from the third line of Eq. 8.2.2:
〈ρA‖ρB〉 ≈ 〈ρA‖ρ˜B〉+ 〈ρ˜A‖ρB〉 − 〈ρ˜A‖ρ˜B〉. (8.3.2)
This expression is accurate up to the second order in the integrated, weighted
by the Coulomb operator ( 1|r1−r2|), errors ∆ρ˜
X = ρX − ρ˜X of the approxi-
mated densities.
8.4 Fitting of ρA and ρB without normalization
constraints
When in Equations 8.2.1-8.2.7 in addition to all the terms containing index
B, the constraint λ is also dropped, an interesting feature appears (it can be
shown easily by evaluating explicitly the three terms of the right hand side
of Eq. 8.3.2, using the expressions from Eqs. 8.2.4 and 8.2.7), namely in the
case of supermolecular auxiliary basis set expansion (two subsystems share
the same set of fitting functions) three terms on the right-hand side of the
Eq. 8.3.2 are equal [131] and the intermolecular electron-electron repulsion
energy reduces to
〈ρA‖ρB〉 ≈ 〈ρ˜A‖ρ˜B〉. (8.4.1)
8.5 Computational details
The reference (employing the calculation of four-center integrals) IEE’s
were obtained using the SAPT(KS) implementation [132] interfaced with
the DALTON [133] program. The reference (employing the calculation of
four-center integrals) Kohn-Sham electrostatic energies of isolated subsys-
tems were obtained using the NWChem [134] program. The results using
the density fitting were obtained with the deMon [68] program. The water
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dimer [135], chains formed by increasing number of Ne atoms (each succes-
sive atom is added at the 5.8 Bohr distance), and the dissociation energy
curve of Ne-Ne were chosen as the test cases. The PBE [33, 34] exchange-
correlation functional with the aug-cc-pVXZ (X = D, T, Q) basis set [70, 72]
family were used. Examples of input files, and the reference electrostatic en-
ergies for all geometries of the water dimer are available in the Appendix B.
The following auxiliary functions sets were employed: P1 auxiliary set [136],
A2 auxiliary set [109], automatically generated auxiliary functions labeled
GEN-A2*, GEN-A3*, GEN-A4* [73] form the deMon program, and aug-
cc-pVXZ (X = D, T, Q) MP2-fitting sets [137]. Due to the choice in the
format of the auxiliary basis set in the deMon code [129], which uses the
primitive Hermite Gaussian functions grouped together in sets sharing the
same exponents (e.g. a d auxiliary set contains one primitive s, three p, and
five d sharing the same exponents) these last auxiliary sets (aug-cc-pVXZ
family) were used in the suitable (extended) form.
8.6 Results
The three fitting methods are labeled thougout this work by NV-C C, NV-
NC NC, and V-C C for the methods introduced in the Secs. 8.2, 8.3, and
8.4, respectively. The errors in the energy components are defined as the
difference between the reference (exact) value and the calculated one (us-
ing density fitting). Before starting to analyze the results it should be
noted that the reference Coulomb energies (both inter- and intramolecular)
and the ones using the investigated fitting procedures were calculated using
three (SAPT/DALTON, NWChem, and deMon) programs. The resulting
total energy of the Ne atom calculated using the aug-cc-pVTZ basis set
(spherical-type orbitals) are (in Hartree) −128.8513578, and −128.8513601
calculated using the DALTON and NWChem programs, respectively. A
given aug-cc-pVXZ basis set downloaded from [72] differs for DALTON and
deMon (NWChem) programs, however it has been verified that this is not the
source of the differences found in the calculations. The difference between
the DALTON and NWChem programs is large (about 2.3×10−6 Hartree,
however the author thinks that the conclusions presented in this chapter are
valuable. For comparison the deMon program (using density fitting) gives
−128.8513909, −128.8513687, and −128.8513690 for the GEN-A2*, GEN-
A3*, and GEN-A4* auxiliary sets, respectively. It has been found that
the calculations using the LDA [14, 15, 16] functional give the same total
energy (within 10−9 a.u.) in both DALTON and NWChem programs. For
these reasons the errors of the electrostatic energy components (in µHartree)
along the dissociation energy curve of Ne-Ne (the internuclear distance R in
Bohr) calculated using both the LDA and the PBE functionals, employing
the GEN-A2* auxiliary set (using NV-C C fitting variant) with monomolec-
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ular expansion aug-cc-pVTZ basis set are shown in Tables 8.1 and 8.2.
Table 8.1: Errors of the electrostatic energy components (in µHartree) along the dis-
sociation energy curve of Ne-Ne (the internuclear distance R in Bohr) calculated using
LDA, with the monomolecular expansion of the aug-cc-pVTZ basis set and the GEN-A2*
auxiliary basis set. Errors of the total intermolecular electrostatic energy (E
(10)
elst ) are cal-
culated using Eq. 8.3.2. ENX and EEX , (X = 1, 2), denote errors of the intramolecular
electron-nuclear attraction and electron-electron repulsion energies for the monomer X,
respectively; EN0 = EN1 + EN2, EE0 = EE1 + EE2, E0 = EN0 + EE0. The corre-
sponding errors are 327.6, −79.2, and 248.4 for EN0, EE0, and E0 respectively. EF1 EF2
denotes the error of the intermolecular electron-electron repulsion energy calculated using
Eq. 8.4.1. Ref. denotes the reference value of the total intermolecular electrostatic energy.
For the definitions of the remaining symbols used here to denote errors of the energy
components see Sec. 8.1.
R N1E2 E1E2 EF1 E
F
2 EN E
(10)
elst
Ref.
1.50 2.3 -9.1 -6547.4 4.6 -4.5 -1478508.4
2.00 -2.7 1.9 -5083.9 -5.4 -3.5 -524604.7
2.50 -2.1 3.3 -6754.6 -4.2 -0.9 -172610.2
3.00 -1.1 2.5 -5243.8 -2.2 0.3 -55057.6
3.50 -0.4 1.5 -4434.5 -0.8 0.7 -16542.9
3.75 -0.2 1.2 -5225.9 -0.4 0.8 -8915.3
4.00 -0.2 0.9 -6326.1 -0.4 0.5 -4792.4
4.25 -0.2 0.5 -7240.8 -0.4 0.1 -2590.2
4.50 -0.0 0.5 -7660.9 -0.0 0.5 -1418.2
4.75 -0.1 0.4 -7506.8 -0.2 0.2 -791.9
5.00 0.0 0.4 -6869.6 0.0 0.4 -452.5
5.25 -0.1 0.3 -5922.6 -0.2 0.1 -265.2
5.50 0.0 0.1 -4847.3 0.0 0.1 -158.6
5.75 0.0 0.1 -3789.8 0.0 0.1 -96.6
6.00 -0.0 0.1 -2844.9 -0.0 0.1 -59.4
6.25 0.0 0.2 -2059.0 0.0 0.2 -36.6
6.50 0.0 0.2 -1441.5 0.0 0.2 -22.5
6.75 -0.0 0.2 -979.2 -0.0 0.2 -13.9
7.00 -0.0 0.1 -646.8 -0.0 0.1 -8.4
7.25 -0.0 0.1 -416.3 -0.0 0.1 -5.1
7.50 0.0 0.0 -261.6 0.0 0.0 -2.9
7.75 0.0 0.0 -160.8 0.0 0.0 -1.7
8.00 -0.0 0.0 -96.9 -0.0 0.0 -1.1
8.25 -0.0 0.0 -57.4 -0.0 0.0 -0.7
8.50 -0.0 0.1 -33.4 -0.0 0.1 -0.4
8.75 0.0 0.1 -19.1 0.0 0.1 -0.2
9.00 0.0 0.1 -10.8 0.0 0.1 -0.1
9.25 0.0 0.1 -6.0 0.0 0.1 0.0
9.50 -0.0 0.0 -3.2 -0.0 0.0 0.0
10.00 0.0 -0.1 -0.9 0.0 -0.1 -0.0
11.00 0.0 -0.1 0.1 0.0 -0.1 0.0
13.00 0.0 -0.0 0.0 0.0 0.0 0.0
15.00 -0.0 0.0 0.0 -0.0 0.0 0.0
The most important observations are independent on the functional
(LDA or PBE) used (the definitions of the symbols used here to denote
errors of the energy components are given in Tables 8.1 and 8.2):
• the error of the intramolecular electrostatic energy (E0) is much larger
than the errors of IEE (E(10)elst ) calculated using Eq. 8.3.2 (about three
orders of magniture, around the equilibrium internuclear distance),
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Table 8.2: Errors of the electrostatic energy components (in µHartree) along the dis-
sociation energy curve of Ne-Ne (the internuclear distance R in Bohr) calculated using
PBE, with the monomolecular expansion of the aug-cc-pVTZ basis set and the GEN-A2*
auxiliary basis set. Errors of the total intermolecular electrostatic energy (E
(10)
elst ) are cal-
culated using Eq. 8.3.2. ENX and EEX , (X = 1, 2), denote errors of the intramolecular
electron-nuclear attraction and electron-electron repulsion energies for the monomer X,
respectively; EN0 = EN1 + EN2, EE0 = EE1 + EE2, E0 = EN0 + EE0. The corre-
sponding errors are 327.6, −79.2, and 248.4 for EN0, EE0, and E0 respectively. EF1 EF2
denotes the error of the intermolecular electron-electron repulsion energy calculated using
Eq. 8.4.1. Ref. denotes the reference value of the total intermolecular electrostatic energy.
For the definitions of the remaining symbols used here to denote errors of the energy
components see Sec. 8.1.
R N1E2 E1E2 EF1 E
F
2 EN E
(10)
elst
Ref.
1.50 2.1 -9.1 -6659.8 4.2 -4.9 -1475487.6
2.00 -2.9 2.2 -5166.8 -5.8 -3.6 -517596.2
2.50 -2.2 3.5 -6869.7 -4.4 -0.9 -169459.0
3.00 -1.1 2.6 -5328.2 -2.2 0.4 -54270.0
3.50 -0.5 1.5 -4504.5 -1.0 0.5 -16510.7
3.75 -0.3 1.2 -5311.3 -0.6 0.6 -8982.5
4.00 -0.2 0.9 -6432.3 -0.4 0.5 -4885.8
4.25 -0.1 0.6 -7364.4 -0.2 0.4 -2678.3
4.50 -0.1 0.5 -7792.6 -0.2 0.3 -1490.9
4.75 -0.1 0.4 -7635.9 -0.2 0.2 -847.6
5.00 -0.0 0.5 -6987.0 -0.0 0.5 -493.5
5.25 -0.0 0.3 -6022.9 -0.0 0.3 -294.3
5.50 -0.0 0.2 -4928.1 -0.0 0.2 -178.9
5.75 -0.0 0.1 -3852.0 -0.0 0.1 -110.5
6.00 -0.0 0.1 -2890.7 -0.0 0.1 -68.6
6.25 0.0 0.2 -2091.3 0.0 0.2 -42.6
6.50 -0.0 0.2 -1463.7 -0.0 0.2 -26.5
6.75 0.0 0.2 -993.8 0.0 0.2 -16.2
7.00 -0.0 0.1 -656.2 -0.0 0.1 -10.0
7.25 0.0 0.1 -422.2 0.0 0.1 -5.9
7.50 0.0 0.0 -265.3 0.0 0.0 -3.5
7.75 -0.0 -0.0 -163.1 -0.0 -0.0 -2.2
8.00 0.0 0.1 -98.2 0.0 0.1 -1.1
8.25 0.0 0.1 -58.1 0.0 0.1 -0.6
8.50 0.0 0.1 -33.9 0.0 0.1 -0.3
8.75 0.0 0.1 -19.4 0.0 0.1 -0.2
9.00 0.0 0.1 -11.0 0.0 0.1 -0.1
9.25 0.0 0.0 -6.2 0.0 0.0 -0.1
9.50 -0.0 -0.1 -3.4 -0.0 -0.1 -0.1
10.00 0.0 -0.1 -0.9 0.0 -0.1 -0.0
11.00 0.0 -0.1 0.1 0.0 -0.1 0.0
13.00 0.0 -0.0 0.0 0.0 0.0 0.0
15.00 -0.0 0.0 0.0 -0.0 0.0 0.0
• the intermolecular electron-electron repulsion energy (EF1 EF2 ) calcu-
lated using Eq. 8.4.1 is four orders in magnitude less accurate than that
(E1E2) calculated using Eq. 8.3.2 (around the equilibrium internuclear
distance),
• the intermolecular electron-electron repulsion energy (E1E2) calcu-
lated using Eq. 8.3.2 is of accuracy sufficient for practical DFT ap-
plications (around or better than 10−3 kcal/mol), however worsens
when going to shorter internuclear separations.
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From this, up to the end, only the results employing the PBE functional
and Eq. 8.3.2 will be presented.
Table 8.3: Errors of the electrostatic energy components (in µHartree) for Ne chains
calculated using the monomolecular expansion of the aug-cc-pVTZ basis sets and different
auxiliary sets. For the definitions of the symbols used here to denote errors of the energy
components see Table 8.1.
auxilliary
EN1/
EN2
EE1/
EE2
EN0/
EE0
E0
N1E2/
E1N2
E1E2/
EN
E
(10)
elst
Ne 1-Ne 1
GEN-A2*
173.5/
173.5
-42.7/
-42.7
347.0/
-85.4
261.6
-0.1/
-0.1
0.1/
-0.2
-0.1
GEN-A3*
-10.8/
-10.7
7.1/
7.1
-21.5/
14.2
-7.3
-0.0/
-0.0
0.0/
-0.0
0.0
GEN-A4*
18.5/
18.5
-7.4/
-7.4
37.0/
-14.8
22.2
-0.0/
-0.0
0.0/
-0.0
0.0
Ne 1-Ne 2
GEN-A2*
173.5/
325.0
-42.7/
-72.1
498.5/
-114.8
383.7
-0.7/
0.0
0.8/
-0.7
0.1
GEN-A3*
-10.8/
-28.2
7.1/
20.2
-39.0/
27.3
-11.7
-0.9/
0.0
0.9/
-0.9
0.0
GEN-A4*
18.5/
28.4
-7.4/
-7.8
46.9/
-15.2
31.7
-0.8/
0.0
0.9/
-0.8
0.1
Ne 1-Ne 3
GEN-A2*
173.5/
483.8
-42.7/
-112.8
657.3/
-155.5
501.8
-0.9/
0.0
1.0/
-0.9
0.1
GEN-A3*
-10.8/
-23.3
7.1/
15.6
-34.1/
22.7
-11.4
-0.9/
0.0
1.0/
-0.9
0.1
GEN-A4*
18.5/
58.7
-7.4/
-24.7
77.2/
-32.1
45.1
-1.0/
0.0
1.1/
-1.0
0.1
Ne 1-Ne 4
GEN-A2*
173.5/
612.7
-42.7/
-121.7
786.2/
-164.4
621.8
-0.6/
-0.0
0.5/
-0.6
-0.1
GEN-A3*
-10.8/
-62.5
7.1/
47.7
-73.3/
54.8
-18.5
-1.0/
-0.0
1.0/
-1.0
0.0
GEN-A4*
18.5/
45.1
-7.4/
-5.2
63.6/
-12.6
51.0
-1.1/
-0.0
1.1/
-1.1
0.0
Ne 1-Ne 5
GEN-A2*
173.5/
775.4
-42.7/
-151.8
948.9/
-194.5
754.4
0.0/
0.0
-0.2/
0.0
-0.2
GEN-A3*
-10.8/
-78.6
7.1/
60.7
-89.4/
67.8
-21.6
-0.9/
0.0
0.9/
-0.9
0.0
GEN-A4*
18.5/
53.8
-7.4/
-4.2
72.3/
-11.6
60.7
-1.1/
0.0
1.1/
-1.1
0.0
Ne 1-Ne 6
GEN-A2*
173.5/
974.5
-42.7/
-190.4
1148.0/
-233.1
914.9
1.0/
-0.1
-1.3/
0.9
-0.4
GEN-A3*
-10.8/
-94.5
7.1/
73.6
-105.3/
80.7
-24.6
-0.9/
-0.0
0.8/
-0.9
-0.1
GEN-A4*
18.5/
62.1
-7.4/
-3.1
80.6/
-10.5
70.1
-1.1/
-0.0
1.1/
-1.1
0.0
The results for Ne chains in the Table 8.3 confirm the observation made
for the dissociation curve of Ne-Ne: intermolecular electrostatic energies are
much more accurate than the intramolecular ones. Moreover the errors of the
intramolecular ones increase with the system size, as shown already for crown
ethers of increasing size in Ref. [128], (here this observation is confirmed
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with the most accurate GEN-A4* auxiliary set available in deMon), and
the intermolecular ones do show only slight (an irregular, because of the
small magnitude - about 1µHartree) increase of absolute error when going
to larger chains.
It should be noted that E(10)elst is slowly convergent with the monomolec-
ular expansion of the basis set (see Ref. [138]; the monomolecular expansion
of the basis set is called MCBS in Ref. [138], and the supermolecular one -
DCBS), and the convergence is much faster using supermolecular expansion
of the basis set. Tables 8.4 and 8.5 show the errors of the components on the
intermolecular electrostatic energies for the geometry of (H2O)2 labeled by
01, calculated using monomolecular and supermolecular basis sets, respec-
tively. The errors of both monomolecular and supermolecular cases show
similar tendencies:
• there is an important cancellation of errors in between N1E2, E1N2,
and E1E2 components as can be seen from theirs larger errors than the
errors of E(10)elst (this cancellation is also observed for larger Ne chains,
starting from Ne 1-Ne 2),
• P1 and A2 auxiliary sets are clearly the worst among the investigated,
two other families (GEN-AX* (X = 2, 3, 4) and ACCPVXZA (X =
D, T, Q)) yield usually better accuracy with increasing size of the
auxiliary set,
• the best auxiliary sets achieve the absolute error of E(10)elst smaller than
10−6 Hartree,
• three fitting methods: NV-C C, NV-NC NC, and V-C C perform sim-
ilarly.
In fact the V-C C method yields much worse intramolecular electron-
nuclear attraction energies (results not shown here), and as this work is
mainly motivated by the development of the subsystem formulation of den-
sity functional theory [53], which method yields exactly the same values of
E
(10)
elst as SAPT(KS), requires however (in its current implementation [76])
the calculation of the intramolecular electrostatic energies during the SCF
procedure, the V-C C method is disregarded from this point of view.
On the base of these results two important conclusion can be reached:
use the NV-NC NC method with supermolecular (and auxiliary) basis set to
achieve the gain from using Eq. 8.4.1, as well in the case of the monomolec-
ular basis set (this time with Eq. 8.3.2) to avoid the complication (by the
presence of the Lagrange multiplier λ) of the formulas. The errors of the
electron-nuclear attraction components of the intermolecular electrostatic
energy, calculated employing fitting, are usually larger than the errors of
the electron-electron repulsion energy. As a consequence with the auxiliary
88 INTERMOLECULAR ELECTROSTATICS USING FITTING
sets of nowadays using of approximated electron density in all components
of IEE as in Ref. [127] seems to be an insufficient approximation.
Tables 8.6 and 8.7 show average absolute errors of the intermolecular
interaction energy components calculated using ten (H2O)2 geometries. For
the best tested auxiliary set the average absolute error is below 10−5 Hartree,
the errors being smaller for the monomolecular expansion of the basis (and
auxiliary) sets.
8.7 Conclusions
Three different Coulomb-based density fitting approaches to the calculation
of intermolecular electrostatic energies have been tested on the dissociation
energy curve of Ne-Ne, on the chains formed by increasing number of Ne
atoms, and different geometries of the water dimer. Three general conclu-
sions, concerning the investigated cases (when the input electron densities for
the calculation of approximated intermolecular electrostatic energies come
from the Kohn-Sham calculations employing the variational density fitting
in the self-consistent field procedure), are reached: i) the constraint on the
approximated densities to integrate to the number of the electrons in each
subsystem is not necessary, ii) when using the monomolecular expansion
of the basis and auxiliary sets, the three-term corrected expression for the
calculation of the electron-electron repulsion energy (which becomes only
one term expression with supermolecular auxiliary set employed) together
with “exact” (calculated using the density matrices) electron-nuclear at-
traction energies result in the average absolute errors of the intermolecular
electrostatic energy smaller than 10−5 Hartree (calculated using GEN-A4*
auxiliary set and averaged from ten geometries of the water dimer), iii)
the approximated (calculated using fitting procedures) intermolecular elec-
trostatic energies do not show any important deterioration of the accuracy
with the increasing size of the interacting subsystems, the drawback present
in the Kohn-Sham intramolecular ones, as tested on the chains formed by
increasing number of Ne atoms (whether this observation remains valid in
the case of stronger electrostatic interactions remains to be verified).
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Table 8.4: Errors of the intermolecular electrostatic energy components (in µHartree) for
the geometry of (H2O)2 labelled by 01 calculated using different fitting methods with the
monomolecular expansion of the basis and auxiliary sets. Errors of the total intermolecular
electrostatic energy (E
(10)
elst ) are underlined. For the definitions of the remaining symbols
used here to denote errors of the energy components see Sec. 8.1.
DZVP aug-cc-pVDZ aug-cc-pVTZ
auxiliary
N1E2/
E1N2
E1E2/
E
(10)
elst
N1E2/
E1N2
E1E2/
E
(10)
elst
N1E2/
E1N2
E1E2/
E
(10)
elst
NV-C C
P1
2310.5/
-2518.9
293.2/
84.8
4506.2/
-4575.7
428.3/
358.8
4703.3/
-4776.8
466.9/
393.4
A2
418.2/
-916.4
492.6/
-5.6
1415.0/
-1573.3
272.3/
114.0
1793.3/
-1874.2
242.4/
161.5
GEN-A2*
-8.0/
5.7
3.8/
1.5
143.0/
-182.2
43.6/
4.4
157.3/
-217.3
67.2/
7.2
GEN-A3*
8.2/
-5.8
-1.3/
1.1
67.6/
-111.3
50.7/
7.0
17.8/
-37.4
17.7/
-1.9
GEN-A4*
0.2/
-0.2
-0.1/
-0.1
11.8/
-18.1
6.9/
0.6
2.7/
-4.1
1.3/
-0.1
ACCPVDZA
-27.6/
22.7
3.0/
-1.9
-22.9/
19.5
1.9/
-1.5
-12.6/
14.7
-2.8/
-0.7
ACCPVTZA
-1.5/
1.7
-0.4/
-0.2
-1.0/
1.3
-0.5/
-0.2
-1.0/
1.3
-0.5/
-0.2
ACCPVQZA
-0.7/
0.6
-0.0/
-0.1
-0.3/
0.4
-0.2/
-0.1
-0.1/
0.4
-0.3/
0.0
NV-NC NC
P1
2121.2/
-2306.4
355.4/
170.2
3828.7/
-3872.1
463.6/
420.2
4071.7/
-4102.2
491.1/
460.6
A2
405.7/
-889.9
490.5/
6.3
1334.0/
-1461.1
244.4/
117.3
1733.1/
-1757.9
194.7/
169.9
GEN-A2*
-8.3/
6.2
4.0/
1.9
143.0/
-182.2
43.6/
4.4
157.3/
-217.3
67.1/
7.1
GEN-A3*
8.1/
-5.7
-1.3/
1.1
67.7/
-111.3
50.7/
7.1
17.7/
-37.2
17.6/
-1.9
GEN-A4*
0.2/
-0.2
-0.1/
-0.1
11.7/
-18.1
6.9/
0.5
2.7/
-4.1
1.3/
-0.1
ACCPVDZA
-27.6/
22.6
3.0/
-2.0
-22.9/
19.4
1.9/
-1.6
-12.5/
14.7
-2.9/
-0.7
ACCPVTZA
-1.5/
1.7
-0.4/
-0.2
-1.0/
1.3
-0.5/
-0.2
-0.9/
1.2
-0.5/
-0.2
ACCPVQZA
-0.7/
0.6
-0.0/
-0.1
-0.3/
0.4
-0.2/
-0.1
-0.1/
0.4
-0.3/
0.0
V-C C
P1
2310.5/
-2518.9
257.2/
48.8
4506.2/
-4575.7
361.1/
291.6
4703.3/
-4776.8
392.3/
318.8
A2
418.2/
-916.4
485.2/
-13.0
1415.0/
-1573.3
261.9/
103.6
1793.3/
-1874.2
224.3/
143.4
GEN-A2*
-8.0/
5.7
-1.2/
-3.5
143.0/
-182.2
26.4/
-12.8
157.3/
-217.3
51.3/
-8.7
GEN-A3*
8.2/
-5.8
-2.1/
0.3
67.6/
-111.3
44.3/
0.6
17.8/
-37.4
15.7/
-3.9
GEN-A4*
0.2/
-0.2
-0.1/
-0.1
11.8/
-18.1
5.8/
-0.5
2.7/
-4.1
0.9/
-0.5
ACCPVDZA
-27.6/
22.7
2.0/
-2.9
-22.9/
19.5
0.9/
-2.5
-12.6/
14.7
-3.9/
-1.8
ACCPVTZA
-1.5/
1.7
-0.6/
-0.4
-1.0/
1.3
-0.6/
-0.3
-1.0/
1.3
-0.7/
-0.4
ACCPVQZA
-0.7/
0.6
-0.2/
-0.3
-0.3/
0.4
-0.3/
-0.2
-0.1/
0.4
-0.4/
-0.1
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Table 8.5: Errors of the intermolecular electrostatic energy components (in µHartree) for
the geometry of (H2O)2 labelled by 01 calculated using different fitting methods with the
supermolecular expansion of the basis and auxiliary sets. Errors of the total intermolecular
electrostatic energy (E
(10)
elst ) are underlined. For the definitions of the remaining symbols
used here to denote errors of the energy components see Sec. 8.1.
DZVP aug-cc-pVDZ aug-cc-pVTZ
auxiliary
N1E2/
E1N2
E1E2/
E
(10)
elst
N1E2/
E1N2
E1E2/
E
(10)
elst
N1E2/
E1N2
E1E2/
E
(10)
elst
NV-C C
P1
2245.0/
-2305.2
466.6/
406.4
788.4/
-4119.6
3790.5/
459.3
973.7/
-4277.5
3822.3/
518.5
A2
1077.8/
-1003.5
63.5/
137.8
1003.8/
-1499.2
632.7/
137.3
1261.2/
-1786.5
722.6/
197.3
GEN-A2*
-4.1/
3.3
-4.7/
-5.5
143.9/
-132.4
-55.9/
-44.4
168.8/
-164.4
-52.5/
-48.1
GEN-A3*
6.3/
-4.4
-2.2/
-0.3
51.6/
-99.3
52.3/
4.6
21.8/
-28.6
7.3/
0.5
GEN-A4*
0.5/
-0.2
-0.6/
-0.3
15.1/
-15.9
-0.0/
-0.8
3.7/
-2.7
-1.0/
0.0
ACCPVDZA
-28.6/
22.1
4.6/
-1.9
-21.2/
16.4
2.9/
-1.9
-19.5/
17.2
0.3/
-2.0
ACCPVTZA
-0.9/
1.8
-1.0/
-0.1
0.0/
1.4
-1.4/
0.0
0.3/
1.3
-1.7/
-0.1
ACCPVQZA
-0.4/
0.5
-0.2/
-0.1
0.4/
0.3
-0.7/
0.0
0.4/
0.3
-0.8/
-0.1
NV-NC NC
P1
2214.1/
-2261.9
387.3/
339.5
901.0/
-3846.7
3291.1/
345.4
1098.7/
-4007.5
3300.4/
391.6
A2
1070.0/
-1004.5
63.5/
129.0
1037.0/
-1467.6
554.3/
123.7
1303.2/
-1750.2
623.7/
176.7
GEN-A2*
-4.2/
3.2
-4.6/
-5.6
143.9/
-132.5
-55.9/
-44.5
168.7/
-164.4
-52.5/
-48.2
GEN-A3*
6.2/
-4.4
-2.1/
-0.3
51.6/
-99.3
52.3/
4.6
21.8/
-28.6
7.2/
0.4
GEN-A4*
0.5/
-0.2
-0.6/
-0.3
15.1/
-15.9
-0.0/
-0.8
3.7/
-2.7
-1.0/
0.0
ACCPVDZA
-28.6/
22.1
4.6/
-1.9
-21.2/
16.4
2.9/
-1.9
-19.5/
17.2
0.3/
-2.0
ACCPVTZA
-0.9/
1.8
-1.0/
-0.1
0.0/
1.4
-1.4/
0.0
0.3/
1.3
-1.7/
-0.1
ACCPVQZA
-0.4/
0.5
-0.2/
-0.1
0.4/
0.3
-0.7/
0.0
0.4/
0.3
-0.8/
-0.1
V-C C
P1
2245.0/
-2305.2
466.6/
406.4
788.4/
-4119.6
3790.5/
459.3
973.7/
-4277.5
3822.3/
518.5
A2
1077.8/
-1003.5
63.5/
137.8
1003.8/
-1499.2
632.7/
137.3
1261.2/
-1786.5
722.6/
197.3
GEN-A2*
-4.1/
3.3
-4.7/
-5.5
143.9/
-132.4
-55.9/
-44.4
168.8/
-164.4
-52.5/
-48.1
GEN-A3*
6.3/
-4.4
-2.2/
-0.3
51.6/
-99.3
52.3/
4.6
21.8/
-28.6
7.3/
0.5
GEN-A4*
0.5/
-0.2
-0.6/
-0.3
15.1/
-15.9
-0.0/
-0.8
3.7/
-2.7
-1.0/
0.0
ACCPVDZA
-28.6/
22.1
4.6/
-1.9
-21.2/
16.4
2.9/
-1.9
-19.5/
17.2
0.3/
-2.0
ACCPVTZA
-0.9/
1.8
-1.0/
-0.1
0.0/
1.4
-1.4/
0.0
0.3/
1.3
-1.7/
-0.1
ACCPVQZA
-0.4/
0.5
-0.2/
-0.1
0.4/
0.3
-0.7/
0.0
0.4/
0.3
-0.8/
-0.1
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Chapter 9
Mechanism of nitrate
reduction
In this chapter the application of the orbital-free embedding formalism to
model an oxidative half-reaction of the oxygen atom transfer from nitrate
to an MoIV complex is presented. The potential energy surface profile ob-
tained with the orbital-free embedding method, for which a model including
additional amino acid residues capable of affecting the catalytic efficiency of
the enzyme is compared with the results obtained using the ONIOM method
on the same model, and standard density functional theory gas-phase cal-
culations on a simplified model without the amino acid residues. The study
confirms the utility of the orbital-free embedding method in the description
of enzymatic processes.
9.1 Introduction
The second-row transition-metal molybdenum is present in the mononuclear
molybdenum enzymes (molybdoenzymes) [139], which catalyze oxygen atom
transfer reactions to and from biological substrates in the nitrogen, sulfur,
and carbon cycles [140]. One of the molybdoenzymes is the periplasmatic
nitrate reductase (NAP) [139]. Nitrate reductases play an important role in
nitrogen assimilation, by catalyzing the reduction of nitrate to nitrite:
NO−3 + 2H
+ + 2e− → NO−2 +H2O (∆E = 420mV ). (9.1.1)
Recently, the crystal structure of a dissimilatory (respiratory) nitrate
reductase has been determined [141]. The MoV I is hexacoordinated with
a distorted trigonal-prismatic geometry. In the absence of crystallographic
data on the reduced MoIV nitrate reductase form, Dias et al. [141] suggested
a catalytic mechanism based on the behavior of the oxidized form. The re-
action starts with five-coordinate MoIV [MoIV SCys(SR)4] (see the catalytic
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Figure 9.1: Nitrate reductase catalytic mechanism.
cycle on Figure 9.1), which, in this oxidation state, can coordinate a nitrate
ion. The latter binds to the metal center through one of its oxygen atoms,
leading to a weakening of the relevant N-O bond. The MoIV is oxidized to
MoV I , and NO2 is released.
9.2 Models of the enzyme
Figure 9.2: Structures of the model A employed for the nitrate reductase active site.
Only a portion of the cofactor is used.
In this work, the oxidative half-reaction for oxygen atom transfer from
nitrate to an MoIV complex has been investigated at various levels of the-
ory. Two models were used to simulate the enzyme active site. The first
model (A )- see Figure 9.2 was used elsewhere [142] in a computational
study on DMSO reductase that provided insight into the elementary steps
of the oxo-transfer mechanism through the identification of all possible in-
termediates and transition states. Model A for the active site consists of
an MoIV bis(dimethyl dithiolene) complex, in which the ligands represent a
portion of the cofactor. An SCH3 group chosen to mimic the Cys140 residue
completes the metal ion coordination sphere. The second model (B) - see
Figure 9.3 was built up by supplementing the model A with four nearby
amino acid residues (Arg354, Met141, Met308, and Gln346, fixed in their
crystallographic positions to prevent the optimization from giving an unre-
alistic expansion of the protein [143]) that are usually conserved within the
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Figure 9.3: Structures of the model B employed for the nitrate reductase active site.
Only a portion of the cofactor is used.
family of nitrate reductases and formate dehydrogenases [141]. The coor-
dinates of the protein were taken from the 1.9 resolution X-ray structure
of Desulfovibrio desulfuricans nitrate reductase (PDB code = 2NAP) [141].
Hydrogen atoms were used to saturate fragments from the Protein Data
Bank (PDB) structure, so as to avoid chemical artifacts.
9.3 Computational details
Geometry optimizations of the model A were carried out using B3LYP [37,
39, 25] exchange-correlation functional and the 6-31+G* basis set [79] with
the Gaussian 03 code [79]. The LANL2DZ pseudopotential [144, 145, 146]
for the metal ion was used. Geometry optimizations were followed by
vibrational analysis on all stationary points, to evaluate their character
as minima or saddle points. Singlet and triplet potential energy surfaces
were examined using restricted closed-shell and unrestricted open-shell ap-
proaches, respectively. The singlet-triplet gap depends on the method em-
ployed [147, 148] and for these reason additional single point energy calcu-
lations using the B3LYP/6-31+G*/LANL2DZ geometries were carried out
using the PW91PW91 [31, 32] functional.
The geometry optimization of the model B were carried out using the
ONIOM method [149] employing the Gaussian 03 code [79]. To apply the
ONIOM procedure, the model B was divided into two parts, an inner and an
outer layer. The inner layer consisted of the MoIV thiomethyl bis(dithiolene)
complex, the nitrate substrate, and the nitrite product. The outer layer
was made up of the amino acids Arg354, Met141, Met308, and Gln346.
According to ONIOM terminology, the full system treated at a low level of
theory is referred to as “real”, while the inner layer is referred to as “model”
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and is treated at both “low” and “high” levels of theory. The total energy
in the ONIOM method EONIOM is defined as:
EONIOM = Elowreal + (E
high
model − Elowmodel). (9.3.1)
For the two-layered ONIOM study, the B3LYP/6-31+G*/LANL2DZ and
molecular mechanics UFF force field [143] approaches were used to perform
high-level and low-level calculations, respectively.
Additionally the orbital-free embedding formalism [54], which in contrast
to the applied ONIOM approach guarantees a totally quantum-mechanical
treatment, was used to calculate single point energies on the ONIOM opti-
mized geometries. In the orbital-free embedding calculations, the Perdew-
Wang (PW91PW91) [31, 32] exchange-correlation functional was used and
the non-additive kinetic energy bi-functional Tnads [ρA, ρB] was approximated
using the Lembarki-Chermette [67] gradient-dependency of Ts[ρ] which was
shown in Ref. [85] to provide a good approximation to the non-additive
kinetic energy functional and potential in the case of weakly overlapping
densities. The calculations were carried out using the implementation of the
method [76] in the new version of the deMon [68] program. For all calcu-
lations, the following program options and parameters were applied: 10−6
a.u. SCF energy convergence criterion, pruned “MEDIUM” (75,302)p [97]
grid. The DZVP [109] basis set was used. For each subsystem, its electron
density was expanded using atom centered basis sets localized on the given
subsystem as described in detail in Ref. [57] (KSCED(m) calculations). Au-
tomatically generated auxiliary functions labeled GEN-A2* [73] were used.
9.4 Results based on the model A
In this section the potential energy surface profiles calculated employing the
model A are presented.
9.4.1 Model A
The optimized geometry for the model system A in its singlet electronic state
was found to be square pyramidal, with average Mo-S(dithiolene) distances
of 2.365 A˚ and an Mo-SCH3 bond length of 2.347 A˚. This structure agrees
well with experimental structures determined by Wang and co-workers for
phenoxy complexes [150] except for the axial bond, which in our case is
longer because of the greater atomic radius of sulfur compared to that of
oxygen.
Interestingly, another low-energy structure for this complex arises from a
triplet electronic state. It shows an essentially distorted trigonal-bipyramidal
arrangement, in which dithiolene sulfur atoms occupy both equatorial and
axial positions (mean equatorial Mo-S distance 2.465 A˚, mean axial Mo-
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S distance 2.365 A˚). The energy gap between the low-spin and high-spin
states (calculated using B3LYP/6-31+G*/LANL2DZ) is only 4.7 kcal/mol,
the singlet state being the ground state. The triplet state was not observed
experimentally for MoIV bis(dithiolene) mimics of the active site of molyb-
doenzymes, and there are no experimental data concerning singlet-triplet
energy splitting in these compounds. Experimental studies on molybdoen-
zymes suggested a diamagnetic state for both MoIV and MoV I [151]. Since
the multiplicity of the species involved in the catalytic cycle is far from cer-
tain, we were interested in exploring the potential energy surfaces (PES) of
both the singlet and triplet states.
9.4.2 PES profile
It has been suggested previously [141, 142] that the oxidative reaction starts
with the formation of a stable intermediate between the molybdenum com-
plex and the nitrate molecule (ES on the Figures 9.3-9.7). NO−3 binds to
the metal center through one of its oxygen atoms. The oxo-transfer reac-
tion passes through a transition state (TS), and after N-O bond-breaking in
NO−3 , the reaction proceeds toward the formation of the oxo Mo
V I complex
(EOx) and the NO−2 product.
Figure 9.4: Potential energy surfaces calculated for the model A calculated using
B3LYP/6-31+G*/LANL2DZ. Singlet: solid line; triplet: dashed line.
The calculated PES employing the model A are sketched in Figure 9.4,
which shows the relative energies of all the intermediates, transition states,
and exit channels with respect to the ground state asymptotes.
NO−3 binds to the metal center through one of its oxygen atoms (ES).
In the case of the low-spin state, an interaction is established that results
in an Mo-O(nitrate) distance of 2.270 A˚. As a consequence of this interac-
tion, the O-N bond length in the model A lengthens from 1.265 to 1.293 A˚.
The coordination geometry around the molybdenum becomes trigonal pris-
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Figure 9.5: Potential energy surfaces calculated for the model A calculated using
PW91PW91/6-31+G*/LANL2DZ. Singlet: solid line; triplet: dashed line.
matic, with all the Mo-S(dithiolene) distances falling in the range 2.406 to
2.459 A˚ and an Mo-SCH3 bond length of 2.433 A˚. This geometry is similar
to the one from Ref. [142]. For the triplet state, the optimized equilibrium
geometry is close to a distorted octahedral structure. Nitrate occupies one
axial position and the Mo-O(nitrate) distance is 2.262 A˚. The other axial
position is occupied by a dithiolene sulfur (Mo-S distance 2.433 A˚) The re-
maining dithiolene sulfur atoms occupy equatorial positions at distances of
2.435, 2.500, and 2.527 A˚ from the molybdenum. SCH3 occupies the equa-
torial position, with the methyl group pointing toward the nitrate ligand
(Mo-SCH3 distance 2.476 A˚). The singlet-triplet splitting pertaining to this
intermediate is only 0.1 kcal/mol, with the low-spin state again being the
ground state.
The oxo-transfer reaction passes through a transition state (TS) having
respective Mo-O(nitrate) and O(nitrate)N(nitrate) distances of 1.913 and
1.652 A˚ for the singlet spin state and 1.887 and 1.685 A˚ for the triplet spin
state. The imaginary frequencies of 589 cm−1 for the singlet state (IR in-
tensity 232 km/mol) and 722 cm−1 for the triplet state (IR intensity 297
km/mol), which confirm the saddle-point character of these two stationary
points, correspond to the stretching vibration modes of the Mo-O(nitrate)
and O(nitrate)-N(nitrate) bonds. Taking the ground state of the enzymesub-
strate complex as the reference, the singlet and triplet transition states lie
at 19.3 and 19.8 kcal/mol, respectively.
The [MoV IO(SCH3)(S2C2Me2)2]− species (EOx) exhibit distorted ge-
ometries. The Mo-O bond lengths are 1.720 and 1.714 A˚ for the singlet
and triplet states, respectively. Products are found at 62.9 (low-spin) and
60.1 kcal/mol (high-spin) below the reference. As can be noted from Fig-
ure 9.4, the low-spin state is lower in energy with respect to the high-spin
one, with the energetic gap between them increasing slightly on going from
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the reactants to the products.
Our results are in qualitative agreement with those from Ref. [142] for the
DMSO reductase, and with those suggested experimentally on the basis of
a study of analogous molybdenum reaction systems [150]. The rate-limiting
step is recognized as the electron-transfer that occurs through the transfer
of the oxygen atom from the bound substrate to the metal center. The
relative barrier height in a DMSO reductase model system was found to be
8.9 kcal/mol [142]. The barriers estimated in our study are higher. A simple
explanation for this discrepancy may lie in the different strengths of the O-N
bond in nitrate and the O-S bond in the DMSO molecule.
The PES profile obtained using PW91PW91/6-31+G*/LANL2DZ on
the B3LYP/6-31+G*/LANL2DZ optimized geometries is depicted on Fig-
ure 9.5. Both these functionals favor the singlet state, but PW91PW91
enhances the gap between the spin states.
9.5 Results based on the model B
In this section the potential energy surface profiles calculated employing the
model B are presented.
9.5.1 ONIOM PES profile
Figure 9.6: ONIOM(B3LYP/6-31+G*/LANL2DZ:UFF) potential energy surface calcu-
lated for the model B. Singlet: solid line; triplet: dashed line.
The ONIOM energetic profiles for both singlet and triplet states of the
enzyme are depicted on Figure 9.6. The nitrate-bound MoIV low-spin com-
plex (ES) is characterized by an interaction between the metal and the
substrate oxygen atom that is stronger than that in the case of the analo-
gous complex with the model A. In fact, the Mo-O(nitrate) and O(nitrate)-
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N(nitrate) distances are 2.183 and 1.378 A˚, respectively, underlining the fact
that nitrate is already activated for the reduction process. The trigonal-
prismatic geometry around the molybdenum appears to be much more dis-
torted than in the model A. In the high-spin adduct the Mo-O(nitrate)
and the O(nitrate)-N(nitrate) distances are 2.147 A˚ and 1.389 A˚, respec-
tively. The complex assumes a distorted octahedral geometry, with nitrate
and one pterin sulfur in the axial positions and the remaining ligands in
the equatorial positions. Contrary to what was presumed, but not corrobo-
rated by objective data, by Dias et al. [141], our computations indicate that
there is no interaction between the metal-bound nitrate molecule and the
Arg354 residue. This led us to think that the supposed anchoring of nitrate
by means of the positive charge of Arg354 [141] could occur in a prelim-
inary phase of the catalytic cycle. The singlet and triplet ES evolve into
products through transition states (TS). The transition state for the singlet
species has Mo-O(nitrate) and O(nitrate)-N(nitrate) distances of 1.859 and
1.782 A˚, respectively. Its structure can be described as a trigonal prism
like that obtained in the calculations on the model A. The imaginary fre-
quency at 252 cm−1 corresponds to the stretching of the Mo-O(nitrate) and
O(nitrate)-N(nitrate) bonds. For the triplet, the transition state is charac-
terized by Mo-O(nitrate) and O(nitrate)-N(nitrate) distances of 1.845 and
1.812 A˚, respectively, and the imaginary frequency at 444 cm−1 corresponds
to the same vibrational mode as that of the singlet. The metal ion shows
a distorted octahedral coordination, with an CH3S-Mo-S angle of 109.78 ◦,
that is, markedly different from the octahedral value. After this transi-
tion state is reached, the reaction proceeds to yield the MoV I oxo complex
EOx along with the nitrite molecule. The low-spin and high-spin products
share octahedral coordination geometry about the molybdenum, with the
oxo ligand occupying an axial position. The Mo-O(nitrate) distances in the
low-spin and high-spin complexes are 1.727 and 1.724 A˚, respectively. In the
ONIOM description, the product also contains a nitrite ion that remains at
a distance of 4.233 A˚ (singlet) or 3.046 A˚ (triplet) from the metal-bound
oxygen atom. In the case of computations on the model A, it was impossible
to obtain geometry convergence in the presence of a long-range interaction
between nitrite and the MoV I oxo complex. The energy value of the product
in the latter case thus corresponds to a summation of the energy values of
the infinitely separated products: (E(EOx) + E(NO−2 )). This means that
the energetics obtained with the model A and with model B cannot be com-
pared at product level. The ONIOM energy gap between the singlet and
triplet ES is 2.2 kcal/mol, the singlet state being the ground state. As is
clear from a comparison of the data in Figure 9.4 with those in Figure 9.6,
this gap is influenced by the presence of the protein environment. Transition
states are found at 11.6 kcal/mol and 14.3 kcal/mol above the ES starting
points for the singlet and triplet, respectively. The barrier for the oxo trans-
fer appears to be significantly reduced (compared to the model A) in the
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presence of the amino acids. The products are found at 10.9 kcal/mol and
7.2 kcal/mol below the energy of the ES complex for the low-spin and high-
spin cases, respectively. The protein environment seems not to influence
the mechanism of nitrate reduction. The overall reaction involves the for-
mation of a substrate-metal complex and a transition state with Mo-ONO−2
bond-forming, after which the oxygen atom is fully transferred to the metal
center. However, the nearby amino acids accelerate the process by lowering
the activation energies.
9.5.2 Orbital-free embedding PES profile
Figure 9.7: Orbital-free embedding potential energy surface calculated for the model B,
on the ONIOM(B3LYP/6-31+G*/LANL2DZ:UFF) geometries. Singlet: solid line; triplet:
dashed line.
The ONIOM procedure allowed us to evaluate the effect of the protein
environment on the catalytic efficiency of the enzyme using a low level of the-
ory represented by a molecular mechanics approach. More reliability can be
expected if the surrounding amino acids are treated quantum mechanically,
confining the SCF calculations to a relatively small subsystem and keeping
the electron density of the rest of enzyme frozen. Thus, using the equilib-
rium geometries from the ONIOM calculations, an orbital-free embedding
calculations were carried out on this type of system. The orbital-free embed-
ding potential energy profiles are depicted in Figure 9.7, showing the relative
energies for both the singlet and triplet species. The results show that the
barrier is significantly reduced (compared to the model A) in the presence of
the amino acids and that the singlet-triplet gap increases when going from
ES to TS and to EOx. As can be noted, notwithstanding the aforementioned
differences in the methodologies used, the general information that one can
obtain from the analysis of orbital-free embedding data is very similar to
that obtained with the other methods, but offers the guarantee of a totally
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quantum-mechanical treatment.
9.6 Conclusions
The mechanism of nitrate reduction by Desulfovibrio desulfuricans nitrate
reductase has been investigated by means of QM/MM methods and quantum-
mechanical. On the basis of the results obtained, we can draw the following
conclusions:
• All computations indicate that the enzymatic process involves the
formation of an [MoIV (SCH3)(NO3)(S2C2Me2)2]2− complex, which,
through a transition state characterized by the breaking of an N-
O and the formation of an Mo-O bond, evolves toward NO−2 and
[MoV I(SCH3)(S2C2Me2)2]− as the products. Both singlet and triplet
electronic states can, in principle, be involved in the catalytic event, al-
though the low-spin state represents the ground state for all stationary
points on the potential-energy surface.
• The most significant differences between the three examined descrip-
tions do not to depend on the computational tool, but rather on the
choice of model used to simulate the active site of the enzyme. In
particular, the height of the activation barrier is significantly affected
by the presence of nearby amino acid residues, which induce a certain
strain in the catalytic core, thereby enhancing its reactivity.
• From a quantitative point of view, the relevant energetics was com-
puted not to be significantly different using the ONIOM(B3LYP/6-
31+G*/LANL2DZ:UFF) and orbital-free embedding methods.
This study represents the first attempt to apply the concept of frozen sur-
rounding density to obtain a spin-dependent potential energy surface for an
enzyme-catalyzed reaction.
Part IV
Conclusions
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This work concerns the numerical implementation of the subsystem for-
mulation of density functional theory in the form of the Kohn-Sham with
constrained density equations (KSCED) into the deMon program. This new
implementation allowed the author to investigate several theoretical and nu-
merical issues of the method as well as to perform calculations on systems
of chemical interest.
An example of the theoretical problem in computer simulation methods
using the orbital-level of description only for a selected part of the larger sys-
tems (like in the orbital-free embedding method) is that they are prone to the
artificial charge-leak to the parts which are described without orbitals. Using
the subsystem formulation of density functional theory, it has been shown
(Chap. 3), that the absence of explicit condition of orthogonality between
orbitals belonging to different subsystem (in contrary to the supermolecu-
lar Kohn-Sham method), employing approximate functionals, does not cause
any breakdown of this type of description for the chosen intermolecular com-
plexes (F−H2O and Li+H2O), for which a significant charge-leak problem
could be a priori expected.
The subsystem formulation of density functional theory using the exact
non-additive kinetic energy bifunctional should give the results equal (under
some additional conditions) to the Kohn-Sham method. Indeed, it has been
shown numerically (Chap. 4), that the subsystem formulation of density
functional theory yields results equal (within the numerical precision of the
implementation) to the Kohn-Sham ones for H-H (with and without spin-
symmetry breaking) and (He-H)+ systems.
In testing the accuracy of the KSCED method previous analyzes of the
overall performance of the local density approximation and generalized gra-
dient approximation to the exchange-correlation and non-additive kinetic
energy components of the total energy functional in describing the energet-
ics of weakly interacting molecules have been extended. The chosen systems
form an extensive database of thirty-nine complexes (Chap. 6). The binding
energies in the database amount from 0.04 (for He-Ne) to 28.80 kcal/mol
(for the Watson-Crick guanine-cytosine complex). The mean absolute dif-
ferences of the binding energies from the reference data are equal to 1.57
and 1.24 kcal/mol, for KSCED LDA and GGA methods, respectively, which
makes the KSCED GGA method (with the monomolecular expansion of the
basis set) an attractive alternative to the Kohn-Sham framework.
Additionally, a more specific study focused on hydrogen-bonded polar
molecules (Chap. 5) has been undertaken. The fact that the performance of
the local density approximation for the hydrogen-bonded systems provides
another example, besides very weak complexes of a good compensation of
errors in all approximated quantities (exchange-correlation and non-additive
kinetic energy functionals and the associated potentials) whereas it fails for
pi-stacked systems requires a more detailed analysis.
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The subsystem formulation of density functional theory provides the ac-
curacy comparable (for the calculation of the energy of weakly interacting
systems) to the Kohn-Sham method. To make the subsystem formulation of
density functional theory attractive, an efficient computer implementation
is needed. The most time consuming tasks (for the KSCED(m) calculations
on a small molecule/atom embedded in a large environment) are the numer-
ical integration on the grid and the analytical calculation of the Coulomb
integrals. Both the issues were investigated in this work, as presented below.
Embedded orbitals do not usually extend over the whole system under
investigation but are localized, allowing one to apply computationally at-
tractive KSCED(m) approximation to the basis set (exceptions are “charge-
transfer” complexes - see Chap. 6). Moreover, an optimized grid can be
constructed using the adaptive grid technique (Chap. 7). This technique,
proposed originally for Kohn-Sham calculations, is based on a single-number
criterion (threshold eGrid on the grid generating function fKSCEDeGrid ). It has
been shown, that the size of the adequate adaptive grid is significantly
smaller than supermolecular (fixed) grid. The reduction of the size of the
grid is of key importance because it can lead to significant savings of the
CPU time, however fast generation procedure of the adaptive grid is needed.
Using the prototype atoms technique allows one to reduce the time needed
for the generation of the adaptive grid.
The analytical calculation of the Coulomb integrals in density functional
theory calculations can be speed-up using so called density fitting techniques.
Three different Coulomb based density fitting approaches to the calculation
of intermolecular electrostatic energies, relevant to the subsystem formula-
tion of density functional theory and other methods which use the partition-
ing of the total system into subsystems (like symmetry-adapted perturbation
theory), have been tested (Chap. 8). General conclusions concerning the in-
vestigated cases, when the input electron densities for the calculation of ap-
proximated intermolecular electrostatic energies come from the Kohn-Sham
calculations employing the variational density fitting in the self-consistent
field procedure, have been reached: i) the constraint on the approximated
densities to integrate to the number of the electrons in each subsystem is
not necessary, ii) when using the monomolecular expansion of the basis and
auxiliary sets (KSCED(m)), the three-term corrected expression for the cal-
culation of the electron-electron repulsion energy (which becomes only one
term expression with supermolecular auxiliary set employed) together with
“exact” (calculated using the density matrices) electron-nuclear attraction
energies result in the average absolute errors of the intermolecular electro-
static energy smaller than 10−5 Hartree (averaged from ten geometries of the
water dimer), iii) the approximated (calculated using fitting procedures) in-
termolecular electrostatic energies do not show any important deterioration
of the accuracy with the increasing size of the interacting subsystems, the
drawback present in the Kohn-Sham intramolecular ones, as tested on the
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chains formed by increasing number of Ne atoms. Whether this observation
remains valid in the case of stronger electrostatic interactions remains to be
verified.
The accuracy of both the adaptive grid technique and the Coulomb based
density fitting method for the calculation of the intermolecular electrostatic
energies have to be tested on the energy gradients, which if implemented
and successful may result in a first-principles approach for the calculations
of molecular geometries of embedding-type systems.
Apart from the above-mentioned theoretical problems, calculations on
model systems, and numerical details, the orbital-free embedding method
has been applied to investigate the mechanism of nitrate reduction by Desul-
fovibrio desulfuricans nitrate reductase (Chap. 9). The characteristic ener-
getic features of the reaction did not depend on the computational method,
but rather on the choice of model used to simulate the active site of the
enzyme. In particular, the height of the activation barrier was decreased by
the presence of nearby amino acid residues. From a quantitative point of
view, the relevant energetics was computed not to be significantly different
using the ONIOM and orbital-free embedding methods. This study repre-
sents the first attempt to apply the concept of frozen surrounding density to
obtain a spin-dependent potential energy surface for an enzyme-catalyzed
reaction.
Similarly, the accuracy of existing exchange-correlation functionals to
predict the energy of vibrations in the harmonic approximation (tens of cm−1)
allows one to focus on the model to describe given experimental conditions in
the measurement of the infrared or Raman spectra. In our experimental (IR
and Raman) and theoretical (Kohn-Sham calculations) studies (Chap. D)
aimed at refining the available structural data concerning the molecular
guests in channels formed by stacked dibenzo-18-crown-6 (DB18C6) crown
ether we performed calculations for a simplified model comprising isolated
DB18C6 unit and its complexes with either H2O or H3O+ guests, which are
the simplest model ingredients of a one-dimensional acid chain, to get struc-
tural and energetic data concerning the formation of the complex and to
assign the characteristic spectroscopic bands. This simplified model of the
complicated reality allowed us to assign the oxygen centers in the previously
reported crystallographic structure to either H2O or protonated species.
This work by means of the well documented computer implementation
with the controllable balance between the accuracy and the efficiency allows
one to pursue theoretical investigations in the subsystem formulation of
density functional theory, and with the presented results for the calculations
on model systems in the background, to perform computer modeling of
systems interacting in the range up to tens of kcal/mol. It should be also
noted that the numerical experience gained during this thesis can be used in
the development process of another computer code (ADF), which allows to
perform calculations using the subsystem formulation of density functional
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theory.
Appendix A
Implementation of the
subsystem formulation of
density functional theory
into deMon program
This Appendix presents the implementation of the subsystem formulation
of density functional theory in its Kohn-Sham with constrained electron
density form into the deMon program. Currently the self-consistent field
procedure is implemented (analytical nuclear gradients of the SCF energy
are not available). The program flowchart shows the VXCTYPE BASIS
route for the self-consistent field orbital-free embedding calculations, and
has to be read with the help of this Appendix, where the necessary formulas
are presented.
A.0.1 Symbols and definitions
The electron density ρA of the subsystem A (associated here with so called
ACTIVE subsystem, what means the subsystem for which KSCED equa-
tions (see section A.0.4) are solved) is given by
ρA(r) =
∑
µ,ν
(PA)µνµA(r)νA(r), (A.0.1)
where PA is the density matrix of the subsystem A:
(PA)µν = 2
occ(A)∑
i
cAµic
A
νi, (A.0.2)
111
112 IMPLEMENTATION OF SFDFT INTO DEMON
µA is the contracted atomic Gaussian orbital of the subsystem A, and cAµi
is the molecular orbital coefficient of the subsystem A. The approximated
electron density ρ˜A of the subsystem A is given by
ρ˜A(r) =
m¯A∑
k¯=1
xAk¯ k¯
A(r), (A.0.3)
where xA
k¯
is the density fit coefficient of the subsystem A, and k¯A is primitive
Hermite Gaussians function of the subsystem A. The primitive Hermite
Gaussians function (without normalization factor) at atom K with exponent
ζk has the form:
k¯(r) =
(
∂
∂Kx
)k¯x ( ∂
∂Ky
)k¯y ( ∂
∂Kz
)k¯z
e−ζk(r−K)
2
(A.0.4)
Analogously for the subsystem B (associated here with so called FROZEN
subsystem, what means the subsystem the electron density of which is frozen
when the KSCED equations are solved) we define:
ρB(r) =
∑
σ,τ
(PB)στσB(r)τB(r), (A.0.5)
where PB is the density matrix of the subsystem B:
(PB)στ = 2
occ(B)∑
i
cBσic
B
τi, (A.0.6)
σB is the contracted atomic Gaussian orbital of the subsystem B, and cBσi
is the molecular orbital coefficient of the subsystem B. The approximated
electron density ρ˜B of the subsystem B is given by
ρ˜B(r) =
m¯B∑
l¯=1
xBl¯ l¯
B(r), (A.0.7)
where xB
l¯
is the density fit coefficient of the subsystem B, and l¯B is primitive
Hermite Gaussians function of the subsystem B. The number of electrons
NA in the subsystem A is given by
NA =
∑
µ,ν
(PA)µν(SA)µν , (A.0.8)
where (SA)µν is the element of the overlap matrix between the contracted
atomic Gaussian orbitals of the subsystem A. The number of electrons NB
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in the subsystem B is given by
NB =
∑
σ,τ
(PB)στ (SB)στ , (A.0.9)
where (SB)στ is the element of the overlap matrix between the contracted
atomic Gaussian orbital of the subsystem B. The “core” Hamiltonian HA
of the subsystem A is defined as:
(HA)µν = 〈µA| − 12∇
2|νA〉+ 〈µA| −
NAnuc∑
α=1
ZAα
|r−RAα |
|νA〉 (A.0.10)
The “core” Hamiltonian HB of the subsystem B is defined as:
(HB)στ = 〈σB| − 12∇
2|τB〉+ 〈σB| −
NBnuc∑
β=1
ZBβ
|r−RBβ |
|τB〉 (A.0.11)
The total nuclear repulsion energy of the system is defined as:
ENAnucNBnuc =
NAnuc∑
α=1
NBnuc∑
β=1
ZAαZ
B
β
|RAα −RBβ |
(A.0.12)
The nuclear repulsion energy of the subsystem A is defined as:
ENAnucNAnuc =
1
2
NAnuc∑
α1=1
NAnuc∑
α2 6=α1
ZAα1Z
A
α2
|RAα1 −RAα2 |
(A.0.13)
The nuclear repulsion energy of the subsystem B is defined as:
ENBnucNBnuc =
1
2
NBnuc∑
β1=1
NBnuc∑
β2 6=β1
ZBβ1Z
B
β2
|RBβ1 −RBβ2 |
(A.0.14)
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A.0.2 Total energy bifunctional
Total energy bifunctional (for the ground state noninteracting pure state
v-representable electron densities ρA and ρB): reads [54, 57]:
E[ρA, ρB] =
∑
µ,ν
(PA)µν (HA)µν +
1
2
〈ρA‖ρA〉+ ENAnucNAnuc
+
∑
σ,τ
(PB)στ (HB)στ +
1
2
〈ρB‖ρB〉+ ENBnucNBnuc
+
∑
µ,ν
(PA)µν〈µA| −
NBnuc∑
β=1
ZBβ
|r−RBβ |
|νA〉
+
∑
σ,τ
(PB)στ 〈σB| −
NAnuc∑
α=1
ZAα
|r−RAα |
|τB〉
+ 〈ρA‖ρB〉+ ENAnucNBnuc
+ Exc[ρA + ρB] + Tnads [ρ
A, ρB], (A.0.15)
where Tnads [ρ
A, ρB] = Ts[ρA+ρB]−Ts[ρA]−Ts[ρB], and the symbol ‖ stands
for the Coulomb operator 1|r1−r2| . With the Hermite Gaussian auxiliary func-
tion density the following total energy bifunctional expression is obtained:
E[ρA, ρB] =
∑
µ,ν
(PA)µν (HA)µν + 〈ρA‖ρ˜A〉 − 12〈ρ˜
A‖ρ˜A〉+ ENAnucNAnuc
+
∑
σ,τ
(PB)στ (HB)στ + 〈ρB‖ρ˜B〉 − 12〈ρ˜
B‖ρ˜B〉+ ENBnucNBnuc
+
∑
µ,ν
(PA)µν〈µA| −
NBnuc∑
β=1
ZBβ
|r−RBβ |
|νA〉
+
∑
σ,τ
(PB)στ 〈σB| −
NAnuc∑
α=1
ZAα
|r−RAα |
|τB〉
+ 〈ρA‖ρ˜B〉+ 〈ρ˜A‖ρB〉 − 〈ρ˜A‖ρ˜B〉+ ENAnucNBnuc
+ Exc[ρA + ρB] + Tnads [ρ
A, ρB]
− λ(
∫
ρ˜A(r)d r−NA) (A.0.16)
where
∫
ρ˜A(r)d r =
∑m¯A
k¯=1
xA
k¯
〈k¯A〉 (with 〈k¯A〉 = ∫ k¯A(r)d r), and the La-
grange multiplier λ was introduced to ensure the normalization of the ap-
proximated ACTIVE electron density ρ˜A to the number of electrons in the
ACTIVE subsystem. The derivation of Eq. A.0.16 using the variational
fitting of ρA + ρB is presented in Chap. 8.
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A.0.3 Total energy bifunctional partitioning
Total energy bifunctional can be partitioned into the two components:
E[ρA, ρB] = EFDFT1[ρA, ρB] + EFDFT3[ρB], (A.0.17)
where:
EFDFT3[ρB] =
∑
σ,τ
(PB)στ (HB)στ + 〈ρB‖ρ˜B〉 − 12〈ρ˜
B‖ρ˜B〉+ ENBnucNBnuc
+ Exc[ρB], (A.0.18)
EFDFT1[ρA, ρB] = E[ρA, ρB]− EFDFT3[ρB] =
EFDFT3[ρA]− Exc[ρA]
− Exc[ρB] + Exc[ρA + ρB] + Tnads [ρA, ρB] + ENAnucNBnuc
+
∑
µ,ν
(PA)µν〈µA| −
NBnuc∑
β=1
ZBβ
|r−RBβ |
|νA〉
+
∑
σ,τ
(PB)στ 〈σB| −
NAnuc∑
α=1
ZAα
|r−RAα |
|τB〉
+ 〈ρA‖ρ˜B〉+ 〈ρ˜A‖ρB〉 − 〈ρ˜A‖ρ˜B〉, (A.0.19)
EFDFT3[ρA] =
∑
µ,ν
(PA)µν (HA)µν + 〈ρA‖ρ˜A〉 − 12〈ρ˜
A‖ρ˜A〉+ ENAnucNAnuc
+ Exc[ρA]− λ(
∫
ρ˜A(r)d r−NA). (A.0.20)
We identify EFDFT3[ρA] as the SCF Kohn-Sham energy calculated using
the ACTIVE density.
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A.0.4 Kohn-Sham matrix
The derivative of the EFDFT1[ρA, ρB] (see Eq. A.0.19) with respect to the
density matrix element (PA)µν defines the ACTIVE Kohn-Sham matrix:
(KA)µν =
∂EFDFT1[ρA, ρB]
∂(PA)µν

{xA
k¯
}
=
∂EFDFT3[ρA]
∂(PA)µν

{xA
k¯
}
−
∂Exc[ρA]
∂(PA)µν

{xA
k¯
}
+
∂Exc[ρA + ρB]
∂(PA)µν

{xA
k¯
}
+
∂Tnads [ρA, ρB]
∂(PA)µν

{xA
k¯
}
+ 〈µA| −
NBnuc∑
β=1
ZBβ
|r−RBβ |
|νA〉+
m¯B∑
l¯=1
〈µAνA‖l¯B〉xBl¯ (A.0.21)
The potential νY [ρ] associated with the local energy functional EY [ρ] is
defined as the derivative of EY [ρ] with respect to the density matrix ele-
ment (P )µν :
νY [ρ] ≡ ∂EY [ρ]
∂(P )µν
=
∫
δEY [ρ]
δρ(r)
∂ρ(r)
∂(P )µν
dr. (A.0.22)
When the exchange-correlation and kinetic potentials are calculated us-
ing the approximated densities ρ˜A and ρ˜B, the derrivatives of the approxi-
mated electron density ρ˜A with respect to the elements of the Kohns-Sham
matrix are needed:
∂ρ˜A
∂(PA)µν
=
m¯A∑
k¯=1
∂xA
k¯
∂(PA)µν
k¯A(r). (A.0.23)
Using the explicit expression for the fit coefficients 8.2.7 from Chap. 8
together with definitions A.0.8 and 8.2.4 we obtain:
xAk¯ =
m¯A∑
j¯=1
(GA)−1kj
(∑
µ,ν
(PA)µν〈µAνA‖j¯A〉+ (JAB)j
)
+ (GA)−1k(m¯A+1)
∑
µ,ν
(PA)µν(SA)µν . (A.0.24)
Employing that the matrix (GA)−1 is symmetric we obtain the derrivative
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of the fit coeffient:
∂xA
k¯
∂(PA)µν
=
m¯A∑
j¯=1
〈µAνA‖j¯A〉(GA)−1jk + (SA)µν(GA)−1(m¯A+1)k
This result when first inserted into A.0.24 and used in Eq. A.0.23 yields to
following expression for Kohn-Sham matrix element (KA)µν :
(K˜
A
)µν = (HA)µν + (SA)µν(λ+ z¯An ) +
m¯A∑
k¯=1
〈µAνA‖k¯A〉(xAk¯ + zAk¯ )
+ 〈µA| −
NBnuc∑
β=1
ZBβ
|r−RBβ |
|νA〉+
m¯B∑
l¯=1
〈µAνA‖l¯B〉xBl¯ , (A.0.25)
where zA
l¯
is the exchange-correlation-kinetic fitting coefficient:
zAl¯ =
m¯A∑
k¯=1
(GA)−1
l¯k¯
〈k¯A‖ν˜xcT 〉, (A.0.26)
and ν˜xcT is the effective embedding exchange-correlation-kinetic potential
calculated using the approximated densities ρ˜A and ρ˜B:
ν˜xcT [ρ˜A, ρ˜B] = ν˜xc[ρ˜A] + ν˜xc[ρ˜A + ρ˜B]− ν˜xc[ρ˜A] + ν˜Ts [ρ˜A + ρ˜B]− ν˜Ts [ρ˜A]
= ν˜xc[ρ˜A] + ν˜′xcT [ρ˜A, ρ˜B]. (A.0.27)
When the exchange-correlation and kinetic potentials are calculated us-
ing the “exact” densities ρA and ρB, the Kohn-Sham matrix element (KA)µν
reads:
(KA)µν = (HA)µν + (SA)µνλ+
m¯A∑
k¯=1
〈µAνA‖k¯A〉xAk¯ + 〈µA|νxcT |νA〉
+ 〈µA| −
NBnuc∑
β=1
ZBβ
|r−RBβ |
|νA〉+
m¯B∑
l¯=1
〈µAνA‖l¯B〉xBl¯ , (A.0.28)
where νxcT is the effective embedding exchange-correlation-kinetic potential
calculated using the “exact” densities ρA and ρB:
νxcT [ρA, ρB] = νxc[ρA] + νxc[ρA + ρB]− νxc[ρA] + νTs [ρA + ρB]− νTs [ρA]
= νxc[ρA] + ν′xcT [ρA, ρB]. (A.0.29)
It should be noted that during the SCF procedure in deMon an additional
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criterion (Eq. 26 in Ref. [129]) of convergence is used:
∆A =
m¯A∑
i¯=1
m¯A∑
j¯=1
(
xAj¯ (new)− xAj¯ (old)
)
〈j¯A‖¯iA〉
2 , (A.0.30)
where xA
j¯
(new) and xA
j¯
(old) denote the fit coefficient of the approximated
ACTIVE electron density of two successive SCF iterations.
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A.0.5 Program flowchart

ﬃ
ﬁ
ﬂStartﬀAnalyze inputﬀ


Z
Z
Z



Z
Z
Z
KSCED
READ
N
Y
?
SCFDRV - calculate:
SA, ΓA, HA
?
Read {xB
l¯
}
from deMon.cfd
-
CONSTSCF - calculate:
DUNLAPFD 〈k¯A|l¯B〉
COREAFD 〈µA| −∑NBnucβ=1 ZBβ|r−RBβ | |νA〉
HARTDRVAFD
∑m¯B
l¯=1
〈µAνA‖l¯B〉xB
l¯
?
Read PA from
guess, restart or SCF,
determine {xA
k¯
}, λ
ﬀRead P
B
from deMon.pfd
?
XCRDV - calculate:
XCDRVKS 〈µA|νxc[ρA]|νA〉, Exc[ρA]
XCDRVFD 〈µA|νxcT [ρA, ρB]|νA〉, Exc[ρA + ρB],
Exc[ρA], Exc[ρB], Tnads [ρ
A, ρB]
-HARTREE - calculate:∑m¯A
k¯=1
〈µAνA‖k¯A〉xA
k¯
ﬀ
(KA)µν = (HA)µν + (SA)µνλ+
∑m¯A
k¯=1
〈µAνA‖k¯A〉xA
k¯
+ 〈µA|νxc[ρA]|νA〉
+〈µA|ν′xcT |νA〉+ 〈µA| −
∑NBnuc
β=1
ZBβ
|r−RBβ |
|νA〉+∑m¯B
l¯=1
〈µAνA‖l¯B〉xB
l¯
?





Q
Q
Q
Q
Q





Q
Q
Q
Q
Q
Converged:
Energy, ∆A
Y N
ﬀ
ﬀ


Z
Z
Z



Z
Z
Z
KSCED
WRITE
N
Y
?
Write output - Write restart,deMon.cfd, deMon.pfd
-

ﬃ
ﬁ
ﬂStop
?
ENOUTFD - calculate:
HARTDRVFDA 〈ρ˜A‖ρB〉
COREFDA 〈σB| −∑NAnucα=1 ZAα|r−RAα | |τB〉
〈ρA‖ρ˜B〉+ 〈ρ˜A‖ρB〉 − 〈ρ˜A‖ρ˜B〉
ﬀ
?
Follow
Kohn-Sham
route (boldface)
-
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Appendix B
Intermolecular electrostatics
using fitting
Selected SAPT/DALTON input files for the calculation of Ne 1-Ne 2 system:
Ne 1-Ne 2P.data
test
&TRN
ISITALCH=F, ISITG88=F, ISITG90=F, ISITHNDO=F, ISITMICR=F, ISITANEW=F,
ISITDALT=T, OUT=F, TOLER=15, DIMER=F, BLKMB=T, SPHG=T, MEMTRAN=100000000
&END
&CCINP
CCPRINT=F, VCRIT=1.0D-14, TOLITER=1.0D-12
&END
&INPUTCOR
SAPTKS=T,
PRINT=T, MEMSAPT=100000000
&END
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and Ne 1-Ne 2A.dal
**DALTON INPUT
.RUN WAVE FUNCTION
**INTEGRALS
.NOSUP
.PRINT
1
**WAVE FUNCTIONS
.DFT
PBE
.INTERFACE
*AUXILLIARY INPUT
.NOSUPMAT
*ORBITALS
.NOSUPSYM
*DFT INPUT
.CKS
.DFTELS
0.01
.RADINT
1.0E-13
.ANGINT
35
*HF INPUT
.THRESH
2.8D-9
*END OF INPUT
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NWChem input file for the calculation of Ne 1-Ne 2 (Ne 1-Ne 2-AUG-
CC-PVTZ-PBE.nw):
Start Ne_1-Ne_2-AUG-CC-PVTZ-PBE
geometry KS noautoz noautosym nocenter units au
Ne 0.00000000 0.00000000 0.00000000
Ne 0.00000000 0.00000000 5.80000000
Ne 0.00000000 0.00000000 11.60000000
end
geometry a-BSSE noautoz noautosym nocenter units au
Ne 0.00000000 0.00000000 0.00000000
bqNe 0.00000000 0.00000000 5.80000000
bqNe 0.00000000 0.00000000 11.60000000
end
geometry b-BSSE noautoz noautosym nocenter units au
bqNe 0.00000000 0.00000000 0.00000000
Ne 0.00000000 0.00000000 5.80000000
Ne 0.00000000 0.00000000 11.60000000
end
geometry a noautoz noautosym nocenter units au
Ne 0.00000000 0.00000000 0.00000000
end
geometry b noautoz noautosym nocenter units au
Ne 0.00000000 0.00000000 5.80000000
Ne 0.00000000 0.00000000 11.60000000
end
basis "ao basis" spherical print
Ne library "aug-cc-pVTZ"
bqNe library Ne "aug-cc-pVTZ"
end
scf
direct
end
dft
XC xpbe96 cpbe96
CONVERGENCE energy 1e-9 density 1e-10 gradient 1e-9 nolevelshifting
GRID fine
TOLERANCES tight tol_rho 1e-13 accCoul 13
print "kinetic_energy"
end
property
DIPOLE
QUADRUPOLE
end
title "KS"
set geometry KS
task dft energy
title "a-BSSE"
set geometry a-BSSE
task dft energy
title "b-BSSE"
set geometry b-BSSE
task dft energy
title "a"
set geometry a
task dft energy
title "b"
set geometry b
task dft energy
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deMon (modified 1.2 version by the author (MD): VERSION 0.12, 16
Nov 2005) input files for the Kohn-Sham and embedding calculation of Ne 1-
Ne 2 (Ne 1-Ne 2-KS.inp and Ne 1-Ne 2-1.inp, respectively):
TITLE Ne_1-Ne_2
CHARGE 0
MULTIPLICITY 1
GEOMETRY CARTESIAN BOHR
Ne 0.00000000 0.00000000 0.00000000
Ne 0.00000000 0.00000000 5.80000000
Ne 0.00000000 0.00000000 11.60000000
END
VXCTYPE BASIS PBE
SYMMETRY OFF
SCFTYPE RKS MAX=99 TOL=1.0E-09
ERIS DIRECT TOL=1.0E-10
DIIS OFF
MIXING 0.4
QUADRATURE RANDOM
GRID FIXED FINE
GUESS CORE
PRINT MOE
POPULATION MULLIKEN
DIPOLE
BASIS (AUG-CC-PVTZ)
AUXIS (GEN-A4*)
TITLE Ne_1_A
KSCED WRITE READ TOL=1.0E-03
CHARGE 0
MULTIPLICITY 1
GEOMETRY CARTESIAN BOHR
Ne 0.00000000 0.00000000 0.00000000
END
VXCTYPE BASIS PBE
SYMMETRY OFF
SCFTYPE RKS MAX=99 TOL=1.0E-09
ERIS CONVENTIONAL TOL=1.0E-10
DIIS OFF
MIXING 0.4
QUADRATURE RANDOM
GRID FIXED FINE
GUESS RESTART
PRINT MOE
POPULATION MULLIKEN
DIPOLE
BASIS (AUG-CC-PVTZ)
AUXIS (GEN-A4*)
#
FDCHARGE 0
FDMULTIPLICITY 1
FDGEOMETRY CARTESIAN BOHR
Ne 0.00000000 0.00000000 5.80000000
Ne 0.00000000 0.00000000 11.60000000
END
ONEGRID FALSE
FDSVXCTYPE PBE
FDEVXCTYPE PBE
FDTSNADDTYPE GGA97
FDBASIS (AUG-CC-PVTZ)
FDAUXIS (GEN-A4*)
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Table B.1: Electrostatic energy components (in Hartree) calculated for different geome-
tries of (H2O)2 (the number of the geometry given before the DZVP basis set label) using
monomolecular expansion of basis sets. For the definitions of the symbols used here to
denote the energy components see Sec. 8.1.
geometry/
basis
EN1/
EN2
EE1/
EE2
elst1/
elst2
N1E2/
E1N2
E1E2/
EN
E
(10)
elst
01 DZVP
-198.6545336/
-198.6545477
46.6941883/
46.6941941
-142.7653851/
-142.7653868
-18.5690255/
-18.0687360
18.3003414/
-36.6377615
-0.0138806
AUG-CC-PVDZ
-198.8416981/
-198.8417122
46.5765108/
46.5765166
-143.0702270/
-143.0702288
-18.5412138/
-18.0817385
18.2866865/
-36.6229523
-0.0127263
AUG-CC-PVTZ
-198.9582437/
-198.9582579
46.6439745/
46.6439803
-143.1193089/
-143.1193107
-18.5410294/
-18.0792204
18.2839540/
-36.6202498
-0.0127563
AUG-CC-PVQZ
-199.1417470/
-199.1417610
46.6657198/
46.6657256
-143.2810669/
-143.2810686
-18.5410815/
-18.0794024
18.2841837/
-36.6204839
-0.0127607
02 DZVP
-198.6545249/
-198.6545547
46.6941849/
46.6941897
-142.7653839/
-142.7653929
-18.3519180/
-17.8575009
18.0997691/
-36.2094189
-0.0118088
AUG-CC-PVDZ
-198.8416894/
-198.8417199
46.5765073/
46.5765140
-143.0702259/
-143.0702338
-18.3186312/
-17.8685097
18.0787393/
-36.1871409
-0.0105606
AUG-CC-PVTZ
-198.9582348/
-198.9582659
46.6439710/
46.6439777
-143.1193076/
-143.1193161
-18.3189409/
-17.8661231
18.0765093/
-36.1850640
-0.0107137
AUG-CC-PVQZ
-199.1417382/
-199.1417690
46.6657163/
46.6657230
-143.2810657/
-143.2810739
-18.3189001/
-17.8662971
18.0766403/
-36.1851972
-0.0107159
03 DZVP
-198.6545466/
-198.6545352
46.6941937/
46.6941891
-142.7653866/
-142.7653852
-18.3140073/
-17.8190603
18.0647818/
-36.1330676
-0.0115400
AUG-CC-PVDZ
-198.8417111/
-198.8416997
46.5765162/
46.5765116
-143.0702286/
-143.0702272
-18.2789724/
-17.8292809
18.0413490/
-36.1082533
-0.0101585
AUG-CC-PVTZ
-198.9582567/
-198.9582453
46.6439800/
46.6439753
-143.1193105/
-143.1193090
-18.2794940/
-17.8268998
18.0392948/
-36.1063938
-0.0103532
AUG-CC-PVQZ
-199.1417599/
-199.1417485
46.6657252/
46.6657205
-143.2810684/
-143.2810670
-18.2794028/
-17.8270685
18.0393761/
-36.1064713
-0.0103494
04 DZVP
-198.6545378/
-198.6545378
46.6941903/
46.6941903
-142.7653854/
-142.7653854
-19.0723844/
-19.0723844
19.0559399/
-38.1447688
-0.0107977
AUG-CC-PVDZ
-198.8417023/
-198.8417023
46.5765128/
46.5765128
-143.0702274/
-143.0702274
-19.0630935/
-19.0630935
19.0377031/
-38.1261870
-0.0104527
AUG-CC-PVTZ
-198.9582479/
-198.9582479
46.6439765/
46.6439765
-143.1193093/
-143.1193093
-19.0629617/
-19.0629617
19.0372827/
-38.1259234
-0.0106095
AUG-CC-PVQZ
-199.1417511/
-199.1417511
46.6657217/
46.6657217
-143.2810672/
-143.2810672
-19.0630111/
-19.0630111
19.0373659/
-38.1260222
-0.0106251
05 DZVP
-198.6545487/
-198.6545428
46.6941947/
46.6941921
-142.7653867/
-142.7653862
-19.1007334/
-19.1015060
19.0983359/
-38.2022394
-0.0094890
AUG-CC-PVDZ
-198.8417131/
-198.8417073
46.5765172/
46.5765146
-143.0702287/
-143.0702281
-19.0867491/
-19.0874755
19.0708928/
-38.1742246
-0.0089173
AUG-CC-PVTZ
-198.9582588/
-198.9582530
46.6439809/
46.6439784
-143.1193107/
-143.1193101
-19.0864997/
-19.0872309
19.0702645/
-38.1737306
-0.0090516
AUG-CC-PVQZ
-199.1417619/
-199.1417561
46.6657262/
46.6657236
-143.2810686/
-143.2810680
-19.0863709/
-19.0871002
19.0700413/
-38.1734711
-0.0090153
06 DZVP
-198.6545293/
-198.6545357
46.6941866/
46.6941893
-142.7653845/
-142.7653852
-19.1334212/
-19.1334215
19.1360183/
-38.2668427
-0.0090920
AUG-CC-PVDZ
-198.8416938/
-198.8417002
46.5765091/
46.5765118
-143.0702265/
-143.0702272
-19.1177753/
-19.1177756
19.1054246/
-38.2355509
-0.0083939
AUG-CC-PVTZ
-198.9582392/
-198.9582458
46.6439728/
46.6439755
-143.1193083/
-143.1193091
-19.1174886/
-19.1174889
19.1047337/
-38.2349775
-0.0085114
AUG-CC-PVQZ
-199.1417426/
-199.1417490
46.6657180/
46.6657207
-143.2810663/
-143.2810671
-19.1172718/
-19.1172720
19.1043658/
-38.2345438
-0.0084456
07 DZVP
-198.6545422/
-198.6545418
46.6941920/
46.6941919
-142.7653860/
-142.7653859
-18.4277190/
-18.6324765
18.5098884/
-37.0601955
-0.0075722
AUG-CC-PVDZ
-198.8417067/
-198.8417063
46.5765145/
46.5765144
-143.0702280/
-143.0702279
-18.4514591/
-18.6135309
18.5142959/
-37.0649900
-0.0079592
AUG-CC-PVTZ
-198.9582523/
-198.9582520
46.6439782/
46.6439781
-143.1193099/
-143.1193099
-18.4547754/
-18.6135530
18.5175571/
-37.0683284
-0.0080364
AUG-CC-PVQZ
-199.1417555/
-199.1417551
46.6657235/
46.6657233
-143.2810678/
-143.2810678
-18.4550818/
-18.6131953
18.5175216/
-37.0682771
-0.0080206
08 DZVP
-198.6545487/
-198.6545486
46.6941947/
46.6941947
-142.7653867/
-142.7653867
-16.0442650/
-16.0442656
15.9768900/
-32.0885306
-0.0022459
AUG-CC-PVDZ
-198.8417131/
-198.8417131
46.5765172/
46.5765172
-143.0702287/
-143.0702287
-16.0601709/
-16.0601714
16.0082710/
-32.1203423
-0.0026766
AUG-CC-PVTZ
-198.9582588/
-198.9582589
46.6439809/
46.6439809
-143.1193107/
-143.1193107
-16.0619885/
-16.0619891
16.0119737/
-32.1239776
-0.0026092
AUG-CC-PVQZ
-199.1417619/
-199.1417619
46.6657262/
46.6657262
-143.2810686/
-143.2810686
-16.0621503/
-16.0621509
16.0123074/
-32.1243012
-0.0025991
09 DZVP
-198.6545487/
-198.6545422
46.6941947/
46.6941920
-142.7653867/
-142.7653860
-18.3676575/
-17.8723965
18.1301569/
-36.2400540
-0.0081381
AUG-CC-PVDZ
-198.8417131/
-198.8417067
46.5765172/
46.5765145
-143.0702287/
-143.0702280
-18.3324378/
-17.9041754
18.1269861/
-36.2366132
-0.0078681
AUG-CC-PVTZ
-198.9582588/
-198.9582524
46.6439809/
46.6439782
-143.1193107/
-143.1193099
-18.3328918/
-17.9065014
18.1298600/
-36.2393932
-0.0077742
AUG-CC-PVQZ
-199.1417619/
-199.1417555
46.6657262/
46.6657235
-143.2810686/
-143.2810678
-18.3329424/
-17.9066556
18.1300563/
-36.2395980
-0.0077827
10 DZVP
-198.6545357/
-198.6545422
46.6941893/
46.6941920
-142.7653852/
-142.7653860
-16.8156267/
-17.2556354
17.0434484/
-34.0712621
-0.0049561
AUG-CC-PVDZ
-198.8417002/
-198.8417067
46.5765118/
46.5765145
-143.0702272/
-143.0702280
-16.8442037/
-17.2252525
17.0419962/
-34.0694562
-0.0046024
AUG-CC-PVTZ
-198.9582458/
-198.9582523
46.6439755/
46.6439782
-143.1193091/
-143.1193099
-16.8459565/
-17.2254813
17.0441412/
-34.0714378
-0.0044390
AUG-CC-PVQZ
-199.1417490/
-199.1417555
46.6657207/
46.6657234
-143.2810671/
-143.2810678
-16.8460516/
-17.2254495
17.0442438/
-34.0715011
-0.0043997
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Table B.2: Electrostatic energy components (in Hartree) calculated for different geome-
tries of (H2O)2 (the number of the geometry given before the DZVP basis set label) using
supermolecular expansion of basis sets. For the definitions of the symbols used here to
denote the energy components see Sec. 8.1.
geometry/
basis
EN1/
EN2
EE1/
EE2
elst1/
elst2
N1E2/
E1N2
E1E2/
EN
E
(10)
elst
01 DZVP
-198.6430857/
-198.6447338
46.6837643/
46.6887032
-142.7643611/
-142.7610638
-18.5753843/
-18.0759151
18.3131655/
-36.6512994
-0.0145944
AUG-CC-PVDZ
-198.8430633/
-198.8412259
46.5770717/
46.5770234
-143.0710313/
-143.0692357
-18.5404533/
-18.0813826
18.2855861/
-36.6218359
-0.0127103
AUG-CC-PVTZ
-198.9601216/
-198.9604125
46.6443106/
46.6445417
-143.1208507/
-143.1209040
-18.5411053/
-18.0792711
18.2840772/
-36.6203764
-0.0127597
AUG-CC-PVQZ
-199.1416371/
-199.1416129
46.6656759/
46.6656937
-143.2810009/
-143.2809524
-18.5412823/
-18.0793065
18.2842726/
-36.6205888
-0.0127767
02 DZVP
-198.6453258/
-198.6475704
46.6859779/
46.6913567
-142.7643917/
-142.7612416
-18.3568825/
-17.8634745
18.1101623/
-36.2203570
-0.0123537
AUG-CC-PVDZ
-198.8429909/
-198.8420883
46.5770681/
46.5772168
-143.0709667/
-143.0698994
-18.3180059/
-17.8681890
18.0777523/
-36.1861949
-0.0106016
AUG-CC-PVTZ
-198.9603159/
-198.9593133
46.6442999/
46.6443348
-143.1210598/
-143.1200064
-18.3188267/
-17.8661681
18.0764591/
-36.1849948
-0.0106947
AUG-CC-PVQZ
-199.1416464/
-199.1416978
46.6656821/
46.6657260
-143.2810082/
-143.2809997
-18.3189525/
-17.8662053
18.0766022/
-36.1851578
-0.0107146
03 DZVP
-198.6458469/
-198.6483865
46.6864738/
46.6921430
-142.7644068/
-142.7612826
-18.3188400/
-17.8247452
18.0748044/
-36.1435852
-0.0120350
AUG-CC-PVDZ
-198.8430665/
-198.8423534
46.5771122/
46.5773282
-143.0709880/
-143.0700643
-18.2783615/
-17.8289635
18.0403642/
-36.1073250
-0.0102150
AUG-CC-PVTZ
-198.9604848/
-198.9589555
46.6443276/
46.6442789
-143.1211910/
-143.1197157
-18.2793049/
-17.8269443
18.0391810/
-36.1062492
-0.0103224
AUG-CC-PVQZ
-199.1416814/
-199.1416943
46.6657027/
46.6657194
-143.2810125/
-143.2810139
-18.2793970/
-17.8269828
18.0392929/
-36.1063798
-0.0103411
04 DZVP
-198.6432975/
-198.6432975
46.6826980/
46.6826980
-142.7656373/
-142.7656373
-19.0823410/
-19.0823410
19.0745184/
-38.1646820
-0.0121324
AUG-CC-PVDZ
-198.8439576/
-198.8439577
46.5774381/
46.5774381
-143.0715574/
-143.0715574
-19.0634998/
-19.0634998
19.0383704/
-38.1269996
-0.0105980
AUG-CC-PVTZ
-198.9587650/
-198.9587650
46.6442962/
46.6442962
-143.1195067/
-143.1195067
-19.0627968/
-19.0627968
19.0369384/
-38.1255936
-0.0106240
AUG-CC-PVQZ
-199.1416562/
-199.1416561
46.6657056/
46.6657056
-143.2809884/
-143.2809884
-19.0629562/
-19.0629562
19.0372457/
-38.1259124
-0.0106355
05 DZVP
-198.6459700/
-198.6459694
46.6858274/
46.6858278
-142.7651754/
-142.7651771
-19.1068992/
-19.1076829
19.1098289/
-38.2145821
-0.0103387
AUG-CC-PVDZ
-198.8448254/
-198.8448230
46.5776942/
46.5776911
-143.0721640/
-143.0721674
-19.0863934/
-19.0871165
19.0701298/
-38.1735099
-0.0089656
AUG-CC-PVTZ
-198.9582531/
-198.9582493
46.6441838/
46.6441809
-143.1191020/
-143.1191039
-19.0860963/
-19.0868255
19.0695027/
-38.1729218
-0.0090046
AUG-CC-PVQZ
-199.1416819/
-199.1416758
46.6657020/
46.6656993
-143.2810127/
-143.2810120
-19.0862718/
-19.0870011
19.0698454/
-38.1732729
-0.0090130
06 DZVP
-198.6467227/
-198.6467292
46.6867759/
46.6867786
-142.7649886/
-142.7649894
-19.1384819/
-19.1384822
19.1454829/
-38.2769641
-0.0097488
AUG-CC-PVDZ
-198.8453940/
-198.8454004
46.5779003/
46.5779031
-143.0725354/
-143.0725362
-19.1170188/
-19.1170191
19.1039107/
-38.2340379
-0.0083948
AUG-CC-PVTZ
-198.9582337/
-198.9582403
46.6441841/
46.6441868
-143.1190914/
-143.1190922
-19.1169667/
-19.1169670
19.1037692/
-38.2339337
-0.0084321
AUG-CC-PVQZ
-199.1416632/
-199.1416696
46.6656822/
46.6656848
-143.2810228/
-143.2810235
-19.1171510/
-19.1171512
19.1041339/
-38.2343022
-0.0084359
07 DZVP
-198.6443217/
-198.6327001
46.6847199/
46.6706817
-142.7646376/
-142.7670544
-18.4540052/
-18.6397110
18.5417277/
-37.0937162
-0.0092536
AUG-CC-PVDZ
-198.8445990/
-198.8420151
46.5776958/
46.5771871
-143.0719390/
-143.0698640
-18.4549059/
-18.6124525
18.5165314/
-37.0673584
-0.0080921
AUG-CC-PVTZ
-198.9582180/
-198.9590474
46.6441711/
46.6442443
-143.1190827/
-143.1198391
-18.4553012/
-18.6129553
18.5174307/
-37.0682565
-0.0080909
AUG-CC-PVQZ
-199.1417201/
-199.1416103
46.6657132/
46.6656868
-143.2810427/
-143.2809595
-18.4552885/
-18.6130705
18.5175534/
-37.0683590
-0.0080707
08 DZVP
-198.6373699/
-198.6373700
46.6775702/
46.6775702
-142.7648326/
-142.7648326
-16.0564296/
-16.0564302
16.0002927/
-32.1128598
-0.0031724
AUG-CC-PVDZ
-198.8416096/
-198.8416097
46.5769174/
46.5769174
-143.0697251/
-143.0697251
-16.0614699/
-16.0614704
16.0108728/
-32.1229403
-0.0026728
AUG-CC-PVTZ
-198.9586441/
-198.9586441
46.6440983/
46.6440983
-143.1195786/
-143.1195786
-16.0624446/
-16.0624452
16.0128552/
-32.1248898
-0.0026399
AUG-CC-PVQZ
-199.1416415/
-199.1416416
46.6656784/
46.6656784
-143.2809960/
-143.2809960
-16.0622894/
-16.0622900
16.0125606/
-32.1245794
-0.0026241
09 DZVP
-198.6394034/
-198.6465957
46.6785925/
46.6873023
-142.7658438/
-142.7643292
-18.3763428/
-17.8928613
18.1582337/
-36.2692041
-0.0092114
AUG-CC-PVDZ
-198.8415086/
-198.8425225
46.5769639/
46.5771426
-143.0695775/
-143.0704157
-18.3329477/
-17.9060449
18.1293683/
-36.2389926
-0.0078653
AUG-CC-PVTZ
-198.9582025/
-198.9581864
46.6441071/
46.6442341
-143.1191282/
-143.1189881
-18.3328931/
-17.9066323
18.1299199/
-36.2395254
-0.0078465
AUG-CC-PVQZ
-199.1417588/
-199.1416983
46.6657560/
46.6657270
-143.2810357/
-143.2810071
-18.3329321/
-17.9068044
18.1301405/
-36.2397365
-0.0078370
10 DZVP
-198.6464470/
-198.6416126
46.6873107/
46.6814831
-142.7641751/
-142.7651653
-16.8301182/
-17.2629159
17.0646022/
-34.0930341
-0.0055743
AUG-CC-PVDZ
-198.8424653/
-198.8417747
46.5771285/
46.5769027
-143.0703756/
-143.0699078
-16.8449729/
-17.2248183
17.0424415/
-34.0697912
-0.0044921
AUG-CC-PVTZ
-198.9581639/
-198.9582138
46.6441611/
46.6440550
-143.1190416/
-143.1191946
-16.8460411/
-17.2254583
17.0442009/
-34.0714994
-0.0044409
AUG-CC-PVQZ
-199.1417097/
-199.1417372
46.6657088/
46.6657333
-143.2810397/
-143.2810396
-16.8461800/
-17.2254163
17.0443114/
-34.0715963
-0.0044273
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C.1 Getting Acquainted
deMon KSCED is a program for subsystem formulation of density functional
theory (DFT) calculations of atoms and molecules. It has been developed,
based on the deMon code [68], during the PhD program by M. Dulak. The
program performs the calculations following to the orbital-free embedding
formalism of Weso lowski and Warshel. The one-electron equations (Kohn-
Sham Equations with Constrained Electron Density) for EMBEDDED OR-
BITALS are solved and the quantities derived from them are labeled with
KSCED in the program.
Cite it as follows:
1) The method:
For the variational calculations:
P. Cortona, Phys. Rev. B 44, 8454-8458 (1991).
For the orbital-free embedding calculations:
T. A. Wesolowski, A. Warshel, J. Phys. Chem. 97, 8050-8053 (1993).
2) This computer implementation of the method:
a) A.M. Ko¨ster, R. Flores-Moreno, G. Geudtner, A. Goursot, T. Heine,
J. U. Reveles, A. Vela, S. Patchkovskii, D. R. Salahub, deMon 2004, NRC,
Canada.
b) M. Dulak, T. A. Wesolowski, Int. J. Quant. Chem. 101, 543-549 (2005).
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C.2 Getting Started with deMon KSCED
C.2.1 Before you Begin
Please make sure to consult the section “Getting Started with deMon” of
the deMon User’s Guide Manual [73].
C.2.2 What to do when things go wrong
First consult the section “What to do when things go wrong” of the de-
Mon User’s Guide Manual [73]. If this does not give any clues write me
(Marcin.Dulak@chiphy.unige.ch) en email.
C.2.3 How to Run deMon KSCED
The use of deMon requires the preparation of the input file (see Chapter
“Keywords” of the deMon User’s Guide Manual [73] and Chapter C.3 of
this Manual), job execution and interpretation of the output (see Chapter
“Examples” of the deMon User’s Guide Manual [73]). To run the program,
three files are necessary:
deMon.inp is the input file.
deMon.cfd is the fit coefficients binary file.
deMon.pfd is the density matrix binary file.
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C.3 Keywords for KSCED run of deMon
The description of the Keywords is grouped according to their functionality
into geometry input, basis set input, electronic state control, self-consistent
field (SCF) control. Keyword options which exclude each other are listed in
one line separated by / signs. If these options are not specified in the input
the underlined one is used by default. If more than one of these options are
given the last one will override the previous ones. The boldface printed part
(first five letters) of the keywords and options are mandatory for the input.
Therefore, OPTIMIZATION, OPTIMIZE and OPTIM are all allowed
input forms for the keyword OPTIMIZATION.
C.3.1 Geometry Input
Keyword FDGEOMETRY
This keyword is mandatory. It specifies the molecular geometry of the
FROZEN subsystem.
Options:
CARTESIAN
CARTESIAN The molecular structure is given in Cartesian
coordinates (this is the only accepted format).
ANGSTROM / BOHR
ANGSTROM Coordinates or bond distances are in A˚ngstro¨m.
BOHR Coordinates or bond distances are in atomic units.
Description:
The geometry FROZEN (the one of the embedding subsystem) is read in
the keyword body of FDGEOMETRY in free format, one line for each atom.
In the case of a CARTESIAN input the atomic symbol (e.g. H), which may
carry an identification number (e.g. H1), and the x, y and z coordinates
of each atom of the system have to be specified. The geometry read in the
keyword body GEOMETRY is called ACTIVE (the one of the embedded
subsystem). See the examples in the Chapter “Keywords” of the deMon
User’s Guide Manual [73]. The FDGEOMETRY keyword must be speci-
fied in every KSCED run, however this information is used in the KSCED
WRITE mode for consistency check only (see keyword KSCED).
Keyword SYMMETRY
This keyword controls the symmetry analysis of the molecular structure.
Additional information concerning the use of this keyword in the KSCED
mode is given below.
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Options:
OFF / ON
OFF No symmetry analysis is performed.
ON A symmetry analysis is performed.
Description:
The SYMMETRY ON option is not implemented in the KSCED mode -
please use SYMMETRY OFF. In this case the symmetry is recognized,
however program does not perform any coordinate transformations. Note
that the point-group of symmetry recognized in the KSCED run is not the
same as the molecular point-group symmetry of the system.
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C.3.2 Basis Set Input
Keyword FDBASIS
This keyword specifies the FROZEN basis set.
Options:
<Basis> The basis set string <Basis> defines
the global basis set for
the FROZEN subsystem.
Description:
The FDBASIS keyword specifies the basis set used for the FROZEN system.
If it is not specified the global basis set specified using the BASIS keyword
for the ACTIVE system is used.
Keyword FDAUXIS
This keyword specifies the FROZEN auxiliary function set.
Options:
<Auxis> The auxiliary function set string <Auxis> defines
the global auxiliary function set for
the FROZEN subsystem.
Description:
This keyword works similarly to the basis sets keyword FDBASIS.
Keyword ECPS
This keyword specifies the effective core potentials (ECPS).
Options:
<ECP> The ECP string <ECP> defines the global effective
core potentials. If absent, an all-electron calculation
is assumed by default.
The keyword ECPS is not implemented in the KSCED READ mode.
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C.3.3 Electronic State Control
Keyword FDMULTIPLICITY
This keyword specifies the multiplicity of the FROZEN system.
Options:
<Integer> Multiplicity of the system.
Description:
The default multiplicities are 1 for closed and 2 for open shell systems. The
program will check automatically if the defined multiplicity is allowed for a
given molecular system and its charge. The calculation for two open-shell
subsystems is disabled.
Keyword FDCHARGE
This keyword specifies the charge of the FROZEN system.
Options:
<Integer> Charge of the system.
Description:
The default charge is 0.
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C.3.4 SCF Control
Keyword KSCED
This keyword selects the KSCED method.
Options:
WRITE The run will prepare deMon.cfd and deMon.pfd
files corresponding to the ACTIVE system
needed for the embedding run.
READ The run performs the embedding calculations,
and prepares deMon.cfd and deMon.pfd
(if used together with KSCED WRITE option)
files corresponding to the ACTIVE system
needed for the next freeze-and-thaw iteration
(see Ref. [69]).
TOL=<Real> User provided applicability criterion.
Must be specified in the KSCED READ mode
as a positive number.
Description:
The first step to run the embedding calculations is the KSCED WRITE run,
which prepares the necessary deMon.cfd and deMon.pfd files to be used as
additional input/restart files for the proper embedding run using KSCED
READ TOL= (or KSCED READ WRITE TOL=, if run as a part of a
freeze-and-thaw cycle).
Keyword ERIS
This keyword controls the calculation method for the three-center electron
repulsion integrals (ERIs). Additional information concerning the use of
this keyword in the KSCED mode are given below.
Options:
CONVENTIONAL / DIRECT / MULTIPOLE / MEMORY
CONVENTIONAL All ERIs are calculated at the beginning of the SCF
procedure and stored.
DIRECT All ERIs are recalculated at each SCF iteration.
MEMORY Chooses between CONVENTIONAL and DIRECT,
based on the available memory. This is the default.
MULTIPOLE An asymptotic multipole expansion for long-range
ERIs is performed. The DIRECT option is activated.
TOL=<Real> Threshold for ERI screening. The default is 10−14
for CONVENTIONAL, and 10−8 otherwise.
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Description:
ERIS MULTIPOLE option is not available in the KSCED READ mode.
Keyword VXCTYPE
With this keyword the exchange-correlation potential and energy are se-
lected. It also controls the density used for the exchange-correlation energy
and potential calculation, and here only this second part is explained.
Options:
NOCST
NOCST The constraint on the normalization
of the integrated approximated electron density
to the number of the electrons in the
ACTIVE subsystem is removed.
AUXIS / BASIS
AUXIS The auxiliary function density is used for the
calculation of the exchange-correlation/
kinetic energy and potential.
This is the default.
BASIS The orbital density is used for the calculation of the
exchange-correlation/kinetic energy and potential.
Description:
The VXCTYPE AUXIS option is not implemented in the KSCED READ
mode.
Keyword FDSVXCTYPE
With this keyword the exchange-correlation energy and potential corre-
sponding to the −Exc[ρA] term in Eq. A.0.19 are selected.
Description:
All the functionals available through VXCTYPE option are available.
Keyword FDEVXCTYPE
With this keyword the exchange-correlation energy and potential corre-
sponding to the Exc[ρA + ρB] term in Eq. A.0.19 are selected.
Description:
All the functionals available through VXCTYPE option are available.
Keyword FDTSNADDTYPE
With this keyword the kinetic energy and potential corresponding to the
Tnads [ρ
A, ρB] term in Eq. A.0.19 are selected.
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Options:
W / TFW / T0T2 / TF / OL1 / OL2 / PW91 / GGA97 / PBE96 /
PBEFT/ NONE
W von Weizsacker functional.
TFW Thomas-Fermi + von Weizsacker functional.
T0T2 Up to second order functional.
TF Thomas-Fermi functional.
OL1 OL1 functional.
OL2 OL2 functional.
PW91 PW91 exchange based kinetic functional.
GGA97 LC94 kinetic functional.
PBE96 PBE96 exchange based kinetic functional.
PBEFT PBE96 exchange based kinetic functional by F. Tran.
NONE No kinetic functional is used.
Description:
Keyword ONEGRID
This keyword specifies the grid for the numerical integration of the exchange-
correlation energy and potential in the KSCED READ mode.
Options:
FALSE / TRUE
FALSE A grid based on the total system is used.
TRUE A grid based on the ACTIVE subsystem is used.
Description:
When performing supermolecular calculations (KSCED(s) see Ref. [57])
ONEGRID TRUE option must be used, and the atoms in the ACTIVE
subsystem MUST have the same order and MUST correspond to the ghost
atoms in the FROZEN system and vice versa. When performing monomolec-
ular calculations (KSCED(m) see Ref. [57]) ONEGRID TRUE option is
strongly discouraged. To make time savings an GRID ADAPTIVE option
should be used instead.
Appendix D
Water trapped in
dibenzo-18-crown-6
In this chapter experimental (IR and Raman) and theoretical (Kohn-Sham
calculations) methods are used in a combined analysis aimed at refining the
available structural data concerning the molecular guests in channels formed
by stacked dibenzo-18-crown-6 (DB18C6) crown ether. The calculations are
performed for a simplified model comprising isolated DB18C6 unit and its
complexes with either H2O or H3O+ guests, which are the simplest model
ingredients of a one-dimensional diluted acid chain, to get structural and
energetic data concerning the formation of the complex and to assign the
characteristic spectroscopic bands. The oxygen centers in the previously
reported crystallographic structure are assigned to either H2O or protonated
species.
D.1 Introduction
Crown ethers and their complexes with metal cations have attracted con-
siderable attention since the pioneering work of Pedersen [152]. They are
remarkably selective on metal cations, especially alkali and alkaline earth
metals cations, which is a topic of fundamental interest in coordination
chemistry and biochemistry. These macrocyclic ligands fascinate both be-
cause they can impose unusual coordination numbers and geometries on
metal ions, and because they serve as models for metal ion transport across
membranes [153]. They have also found an application as very selective
separation agents on mixtures of metal ions. Especially the crown ethers
with six O atoms such as 18-crown-6, dibenzo-18-crown-6 (DB18C6) and
dicyclohexano-18-crown-6 are known to form stable complexes with alkali
metal salts [154, 155]. They are rare examples where neutral organic lig-
ands are able to complex charged metal ions in a very efficient way.
As a model for biological membranes, we attempt to study these channels
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Figure D.1: The unit cell of 1∞ [ (H2O)⊂(DB18C6) (µ2-H2O)2/2 ] 1∞ [ (H3O)⊂(DB18C6)
(µ2-H2O)2/2 ] I3 , viewed along c-axis
Figure D.2: Side view on the well-stacked channel 1 (ch1) in 1∞ [ (H2O)⊂(DB18C6)
(µ2-H2O)2/2 ]
1
∞ [ (H3O)⊂(DB18C6) (µ2-H2O)2/2 ] I3
as proton conductors, filled with water molecules and protonated species.
It has been shown before that such a one-dimensional channel compound,
1∞ [ (H2O)⊂(DB18C6) (µ2-H2O)2/2 ] 1∞ [ (H3O)⊂(DB18C6) (µ2-H2O)2/2 ] I3,
1, can be obtained upon serendipity, and that such stacked DB18C6 ethers
are extremely rare [156, 157]. Since the single crystal data has been re-
ported before [156, 157], we will restrain ourselves to a short description of
the structure in the context of comparison with the theoretical results. 1
forms dark brown rod-like single crystals of the orthorhombic space group
Pccn (No. 56) with two independent half molecules in the asymmetric unit
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Figure D.3: Side view on the less well-stacked channel 2 (ch2) in 1∞2 [ (H2O)⊂(DB18C6)
(µ2-H2O)2/2 ]
1
∞ [ (H3O)⊂(DB18C6) (µ2-H2O)2/2 ] I3
(Figure D.1). The structure consists of two different channels of DB18C6.
In one channel, the ligands are well stacked, containing three types of oxy-
gen atoms (see Figure D.2). Two of them (we denote them as the oxygen
atoms type A and C) are localized on the same side of the crown ether ring
as the phenyl rings, and the third one (type B) in which the oxygen atoms
are on the opposite side to the phenyl rings. The atom of the type C is
coordinated by the oxygen atoms of the crown ether, whereas the oxygen
atoms of the type A and B act as bridging atoms to the next DB18C6 unit.
The attribution of the hydrogen atoms to the oxygen sites of the type A,
B, and C can not be made based on the X-Ray experiment. In a second
channel, parallel to the first in its propagation direction, the stacking is by
far less perfect. Three oxygen types of atoms, A, C, and B are also found
in the center of the channel (Figure D.3), and again, the hydrogen atoms
could not be attributed. It is important to notice that even though the
mean O· · ·O distances in the two channels are very similar, the less well
stacked crown ether molecules seem to be more distorted than the other
ones when looked at in detail. The distance between the oxygen sites B and
C equals to 2.217 A˚ and 2.241 A˚ in channels 1 and 2, respectively. The
corresponding distances between the C and A sites are longer and amount
to 2.409 A˚ and 2.385 A˚. It is noteworthy that the distance between the C
and A sites matches very closely that in the H5O+2 cation[158]. The counter
ions, I−3 , are arranged parallel to the channels and fill the space left between
the channels (Figure D.1).
X-ray diffraction studies allowed us to determine the detailed structure
of the channel formed by stacked DB18C6 units as well as the location of the
oxygen atoms of the guest molecules in the center of the channel. To get a
more detailed picture, we turned to computer modeling and vibrational spec-
troscopy (IR and Raman). As the first step in the computational studies, we
analyze the structural and vibrational properties of the simplest model of
the channel, comprising just one DB18C6 unit and one guest molecule (ei-
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ther H2O or H3O+) by means of computer modelling. Such a model allows
us to reveal some of the important properties relevant to the real system. In
particular, it allows us to study the effect of the presence of the host in the
center of the crown ether on its structure and vibrational properties. This
simplified model is especially adequate to study properties of a neutral or
protonated guest molecule well separated from other guests in the channel.
It is important to underline that our model of the channel is not appropriate
for studies of more complicated and probably more realistic guests such as
H5O+2 or H7O
+
3 chains. In such structures, the distance between the oxygens
is determined by the interactions between the corresponding hydrogens and
the oxygens of different rings.
The structure of the present work is the following. In the first part, we
analyze the effect of binding different guests on the geometry of the DB18C6
unit and identify the fragments cut out from the periodic solid corresponding
to either H2O·DB18C6 or H3O+·DB18C6 complex. In the second part, we
compare the calculated IR and Raman spectra of the studied model systems
with experimental data in order to assign the experimental bands.
D.2 Theoretical methods
Optimized geometries, harmonic frequencies, IR intensities and Raman scat-
tering activities were determined using Kohn-Sham density functional the-
ory [2]. The calculations were carried out using the semi-local exchange-
correlation B88-P86 functional [30, 23, 24] and polarized double-zeta split
valence (DZVP) basis set [109]. The Gaussian 03 package was used [79].
Minimum energy geometries were found imposing the tight convergence cri-
terion on the RMS of the forces (0.00005 Hartree/Bohr or Hartree/Radian),
specified by the option #IOp(1/7=50) in the input route. Pruned (99,590)
grid (UltraFine) was used.
To facilitate comparisons between calculated and experimental spectra,
the theoretical ones were convolved with the Gaussian-type functions with
the Full-Width Half-Maximum (FWHM) equal to 12 cm−1. Absolute differ-
ential Raman scattering cross sections which are proportional to the Raman
intensities were calculated as described in Ref. [159]. Throughout this work,
the reported harmonic frequencies are not scaled.
Reported interaction energies were corrected for the Basis Set Superpo-
sition Error (BSSE) by means of the counterpoise technique of Boys and
Bernardi [87]. The binding energies Eint discussed in this work are defined
as: Eint = E[guest·DB18C8]− E[guest]− E[DB18C8].
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D.3 Experimental measurements
In a 1:1 mixture of THF and water (10 ml), the ligand DB18C6 was reacted
with HI and I2. After evaporation of the solvents at room temperature, 1 was
obtained in quasi quantitative yield in form of dark needles of dimensions up
to 2 cm x 0.2 cm x 0.2 cm. The crystals were used as such for spectroscopic
analysis. The compound 1 appears to be stable in air, micro-Raman spectra
obtained after 4 month and IR spectra obtained after one year on crystalline
samples from the same batch (kept in screw-capped vial) were identical to
the initial measurements.
Fourier Transformation Infrared (FT-IR) measurement on the pure solid
samples were preferred to standard nujol mull or KBr-pellet transmission
measurements in order to avoid the necessity of nujol subtraction (around
2900 cm−1) or complications by potential water contaminations.
FT-IR measurements of the solid samples were performed on a Spec-
trum One (Perkin Elmer) instrument equipped with the Golden Gate Single
Reflection Diamond (P/N 10 500 Graseby-Specac Series) ATR set-up. The
spectral resolution was 2 - 4 cm−1 and the spectral range 600 - 4000 cm−1.
Additional measurements in solution of pure DB18C6 in CH3NO3 and CS2
were done using a Bio-Rad Excalibur instrument. All spectra were recorded
at room temperature. Raman spectra were obtained using a Dilor Labram
Raman microscope with 532 nm excitation, laser power typically 0.01 mW.
Some additional measurements were done with a laboratory assembled set-
up consisting of an argon ion laser (488 nm excitation wavelength) and a
Kaiser Optical Holospec monochromator equipped with a liquid nitrogen
cooled CCD camera. The spectral resolution was 3 - 4 cm−1.
D.4 Results and Discussions
D.4.1 Geometry
In this section, we analyze the influence of complexation with DB18C6 on
the geometry of the guest molecules (H2O and H3O+) and the effect of the
interactions on the DB18C6 geometry. In all geometry optimizations, the
starting geometry of DB18C6 was taken from crystallographic data (channel
1 in Ref. [156]). In view of our interest in the properties of guests in the
crystal, conformational preferences of DB18C6 were not investigated further.
H2O·DB18C6 complex
Three non-equivalent minimum energy structures have been found (see Fig-
ures D.4-D.5). They are denoted as conformers 1q, 1b, and 1m, throughout
this work. The binding energies amount to -9.1, -4.7 and -3.1 kcal/mol, (-
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(DB18C6) (1q)
Figure D.4: Optimized structures of DB18C6 and H2O·DB18C6 1q conformer
(1b) (1m)
Figure D.5: Optimized structures of H2O·DB18C6: 1b and 1m conformers
11.7, -7.1 and -4.7 kcal/mol without the correction for BSSE) for the 1q, 1b,
and 1m conformers, respectively. In the 1q conformer, the water molecule is
most strongly bound to the crown ether via two bifurcated hydrogen bonds.
It is also bound to the host molecule via two hydrogen bonds in the 1b
conformer, but the resulting interaction is weaker. In the 1m conformer,
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Table D.1: Calculated geometrical parameters of the H2O molecule trapped in DB18C6
ether (conformers 1q, 1b, 1m) and of the isolated H2O (isol.). Distances (r) in A˚ngstroms,
angles (∠) in degrees.
parameter 1q 1b 1m isol.
r(O-Ha) 0.981 0.979 0.987 0.974
r(O-Hb) 0.981 0.979 0.974 0.974
∠(Ha-O-Hb) 103.4 103.2 104.7 104.4
the water molecule interacts with the ring through one hydrogen bond only
and the interaction is the weakest. Moreover, this arrangement of the guest
molecule is less relevant in the general context of this study because it is not
observed in the solid [156]. Table D.1 collects the calculated intramolecular
geometrical parameters for the bound and the isolated water molecule.
The structure of the H2O guest molecule changes upon complexation.
The O-H bonds elongate due to their participation in hydrogen bonding. It
is notable that the geometry of the isolated H2O molecule derived from our
calculation reproduces quite reasonably the experimental values [160] (r(O-
H)exp=0.957 A˚ vs. r(O-H)calc=0.974 A˚; ∠(H-O-H)exp=104.5 deg vs. ∠(H-
O-H)calc=104.4 deg). The numbering of atoms shown in Figure D.6 is used
throughout this work.
(2t) (2t’)
Figure D.6: Optimized structures of H3O+·DB18C6: 2t and 2t’ conformers
148 WATER TRAPPED IN DB18C6
Table D.2: Calculated geometrical parameters of hydrogen bonds (conformers 1q,
1b, 1m, 2t, 2t’). O denotes oxygen atom of H2O or H3O
+ molecule. Distances (r) in
A˚ngstroms, angles (∠) in degrees.
parameter 1q 1b 1m 2t 2t’
r(O···O17) 3.355 3.264 2.868 2.669 2.607
r(O···O14) 3.354 3.259 - 2.920 2.851
r(O···O16) 3.217 3.367 - 2.856 2.837
r(O···O13) 3.217 3.364 - 2.705 2.708
r(O···O15) 3.216 3.363 - 2.705 2.708
r(O···O18) 3.217 3.364 - 2.856 2.838
∠(O-H···O17) - 171.4 173.1 172.9 172.0
∠(O-H···O14) - 171.4 - - -
∠(O-H···O13) - - - 172.8 169.6
∠(O-H···O15) - - - 172.9 169.6
Table D.3: Calculated geometrical parameters of the H3O+ molecule trapped in
DB18C6 (conformers 2t and 2t’) and of the isolated H3O
+ (isol.). Distances (r) in
A˚ngstroms, angles (∠) in degrees.
parameter 2t 2t’ isol.
r(O-Ha) 1.030 1.041 0.991
r(O-Hb) 1.020 1.017 0.991
r(O-Hc) 1.020 1.017 0.991
∠(Ha-O-Hb) 113.0 113.2 112.1
∠(Hb-O-Hc) 112.8 113.6 112.0
∠(Hc-O-Ha) 113.0 113.1 112.1
H3O+·DB18C6 complex
Two non-equivalent minimum energy structures have been found (see Fig-
ure D.6). They are denoted as conformers 2t and 2t’, throughout this
work. The interaction energies amount to -87.6 and -87.2 kcal/mol (-89.2
and -89.0 kcal/mol without the correction for BSSE). In the 2t conformer,
the guest molecule and the two phenyl rings of DB18C6 are on the same side
of the crown ether. In the 2t’ conformer, which is slightly less stable, the
H3O+ molecule and the phenyl rings are on opposite sides of the crown ether
ring. In both conformers, the three hydrogen bonds are not equivalent - two
are shorter and one is longer (see Table D.2). All three hydrogen bonds are
quasi-linear.
No minimum energy structure corresponding to the H2O·DB18C6H+
complex, i.e. where the proton is attached not to the guest molecule but to
the crown ether ring, has been found (see the discussion in the Ref. [161],
where the energy of the H2O·18C6H+ complex was found to be higher than
the energy of H3O+·18C6).
Table D.3 collects the calculated intramolecular geometrical parameters
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for the bound and the isolated H3O+ cation.
The geometry of the isolated H3O+ cation derived from our calculations
reproduces reasonably the experimental values [162] (r(O-H)exp=0.974 A˚
vs. r(O-H)calc=0.991 A˚; ∠(H-O-H)exp=113.6 deg vs. ∠(H-O-H)calc=112.1 deg).
In the gas phase, the hydronium ion is more strongly bound to the crown
than the neutral water molecule (89.2 vs. 9.1 kcal/mol). Obviously, gas-
phase energy difference cannot be used to determine the relative populations
of the charged and neutral guests in the bulk where other factors play a role:
guest-guest interactions, interactions with the anions, pH, stoichiometry, etc.
Without taking into account such effects the energetics derived from our gas-
phase single unit model has little relevance to the energetics of the guest-
channel interactions in the crystal. We recall here that the stoichiometry
of the crystal material is such that only 25% of guest species are charged
[156, 157]. For this reasons, we turn to the analysis of vibrational properties
of the considered guests.
The effect of interactions with guest on the DB18C6 geometry
At each of the five structures corresponding to the local energy minima, the
geometry of DB18C6 is different. For instance, the O17···O14 distance which
measures the overall size of the crown ether varies between 5.371 A˚ (con-
former 2t) and 5.938 A˚ (conformer 1q). Binding the guest molecule affects
also the angle formed by the phenyl planes and that of the crown ether. This
does not change significantly the overall geometry of the whole DB18C6. For
instance, the C29···C21 distance between two most distant carbons belonging
to the opposite phenyl rings varies in a narrow range (from 10.71 A˚ in the
2t’ conformer to 11.02 A˚ in the 1b conformer).
The calculated structures vs. solid state data
Since no coordinates of hydrogen atoms are available in the structure de-
rived from X-ray diffraction data, each of the oxygen atoms localized in the
center of the channel can be attributed to either H2O, H3O+, or a chain-like
arrangement of water molecules - the Zundel cation H5O+2 , for instance. In a
model for the channels formed by DB18C6 in which only one ligand molecule
is considered to be an excerpt of the infinite structure, three oxygen sites
can be identified with C being the one in the middle of the crown ether, A
being the one on the side of the phenyl rings, and B the one opposite to A.
Note that the oxygen sites A and B are not equivalent in our model (see
Figure D.1). The ring-oxygen distance differs for the three types of oxygen.
Moreover, two non-equivalent channels occur in the crystal. They will be
refereed to as ch1 and ch2 (see Figures D.2 and D.3). The diameter O· · ·O
distances in the two channels differ by 0.258 A˚ (see Table D.4). The relative
position of the oxygens of the type A are very similar in both channels. The
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Table D.4: Calculated geometrical parameters of the conformers 1q, 1b, 1m, 2t, 2t’,
isolated DB18C6 (isol.), and experimental values (ch1, ch2) taken from [156]. Distances
(r) in A˚ngstroms, angles (∠) in degrees.
parameter 1q 1b 1m 2t 2t’ isol. ch1 ch2
r(O17···O14) 5.938 5.508 5.842 5.371 5.440 5.813 5.545 5.430
r(O16···O13) 5.491 5.727 5.581 5.471 5.452 5.589 5.311 5.136
r(O15···O18) 5.490 5.725 5.581 5.472 5.453 5.589 5.295 5.553
r(O17-C9) 1.430 1.433 1.437 1.454 1.457 1.428 1.429 1.409
r(O14-C3) 1.430 1.433 1.428 1.434 1.434 1.428 1.429 1.409
r(O17-C8) 1.430 1.433 1.437 1.454 1.457 1.428 1.418 1.444
r(O14-C2) 1.430 1.433 1.428 1.434 1.434 1.428 1.418 1.444
r(O15-C5) 1.376 1.376 1.374 1.403 1.402 1.374 1.382 1.356
r(O18-C11) 1.376 1.376 1.376 1.384 1.385 1.374 1.382 1.356
r(O16-C6) 1.376 1.376 1.376 1.384 1.386 1.374 1.395 1.380
r(O13-C12) 1.376 1.376 1.374 1.403 1.402 1.374 1.395 1.380
r(O15-C4) 1.440 1.434 1.436 1.455 1.456 1.435 1.418 1.437
r(O18-C10) 1.440 1.434 1.434 1.438 1.438 1.435 1.418 1.437
r(O16-C7) 1.440 1.434 1.434 1.438 1.438 1.435 1.422 1.432
r(O13-C1) 1.440 1.434 1.436 1.455 1.456 1.435 1.422 1.432
r(C4-C3) 1.519 1.519 1.520 1.515 1.516 1.520 1.516 1.498
r(C10-C9) 1.519 1.519 1.520 1.515 1.516 1.520 1.516 1.498
r(C2-C1) 1.519 1.519 1.520 1.515 1.516 1.520 1.486 1.454
r(C8-C7) 1.519 1.519 1.520 1.515 1.516 1.520 1.486 1.454
r(C29···C20) 10.971 11.102 10.984 11.029 10.857 10.982 10.169 10.617
r(C28···C21) 10.971 11.102 10.984 11.029 10.856 10.982 10.259 10.288
r(C29···C21) 10.881 11.015 10.898 10.872 10.706 10.893 10.122 10.372
r(C28···C20) 10.881 11.015 10.891 11.008 10.826 10.893 10.122 10.372
∠(C-O17-C) 111.9 111.5 112.7 111.5 112.5 112.2 112.2 110.6
∠(C-O14-C) 111.9 111.5 112.2 113.7 113.8 112.2 112.2 110.6
∠(C-O15-C) 117.5 117.1 117.3 116.5 116.4 117.3 119.1 116.8
∠(C-O18-C) 117.5 117.1 117.3 117.8 117.6 117.3 119.1 116.8
∠(C-O16-C) 117.6 117.1 117.3 117.8 117.6 117.3 117.2 119.8
∠(C-O13-C) 117.6 117.1 117.3 116.5 116.4 117.3 117.2 119.8
position of the oxygen closest to the crown ether ring (type C) was previ-
ously suggested in the literature to be attributed to H3O+ whereas the more
distant ones (type A or B) to H2O [163]. Comparisons of the distances be-
tween the guest oxygen and ring oxygens in the crystal (see Table D.5) with
the corresponding distances in the most stable conformers of H2O·DB18C6
and H3O+·DB18C6 complexes (see Table D.2) confirm the above attribution
of the oxygen centers. Therefore, the two most stable intermolecular com-
plexes of H2O·DB18C6 (1q) and H3O+·DB18C6 (2t) analyzed by means of
theoretical modeling in this study can be seen as fragments cut off the solid
(type B and type C, respectively). The 1b conformer does not match the
type A site structure (compare Tables D.2 and D.5). We recall now that
the crystallographic arrangement of the C and A sites matches that of the
isolated H5O+2 cation (not considered explicitly in our calculations).
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Table D.5: Distances between oxygens of crown ether and the oxygen atoms of
H2O/H3O
+ chain (ch1, ch2) in the crystal structure [156]. See Figures D.2 and D.3
for definitions of the oxygen sites A, B and C. Distances (r) in A˚ngstroms.
parameter ch1 ch2
r(OC ···O17) 2.781 2.719
r(OC ···O14) 2.781 2.719
r(OC ···O16) 2.656 2.580
r(OC ···O13) 2.656 2.580
r(OC ···O15) 2.650 2.783
r(OC ···O18) 2.650 2.783
r(OA···O17) 3.819 3.715
r(OA···O14) 3.819 3.715
r(OA···O16) 3.605 3.340
r(OA···O13) 3.605 3.340
r(OA···O15) 3.502 3.792
r(OA···O18) 3.502 3.792
r(OB ···O17) 3.419 3.427
r(OB ···O14) 3.419 3.427
r(OB ···O16) 3.441 3.578
r(OB ···O13) 3.441 3.578
r(OB ···O15) 3.529 3.447
r(OB ···O18) 3.529 3.447
According to our calculations, binding of H3O+ results in a significantly
larger deformation of DB18C6 unit than binding of H2O. The geometry of
the ring calculated in the presence of the H3O+ guest matches much closer
that of the crystallographic structure than the one derived for the H2O guest
(see Table D.4).
D.4.2 Vibrational Spectra
In the following sections, the effect of complexation on the vibrational prop-
erties of the molecules forming the complex will be discussed.
H2O·DB18C6 complex
Binding H2O affects negligibly the frequencies of IR bands of DB18C6 (see
Figure D.7). For the most stable conformer of the complex (i.e. 1q), in the
spectral region 600-1700 cm−1, the complexation induced frequency shifts
of the crown ether ring frequencies do not exceed 4 cm−1 (H2O·DB18C6 -
1046 cm−1 vs. DB18C6 - 1050 cm−1, H2O·DB18C6 - 1220 cm−1 vs. DB18C6 -
1216 cm−1). Some modes change, however, their intensities (e.g. 1212 cm−1),
or modes at similar frequencies differ in H2O·DB18C6 and DB18C6 (e.g.
H2O·DB18C6 - 1222 cm−1 vs. DB18C6 - 1220 cm−1). The largest shifts
occur in the high frequency region and amount to 19 cm−1 for the CH2
asymmetric stretching mode (2971 cm−1 in the complex vs. 2952 cm−1 for
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Figure D.7: Calculated IR spectra of isolated DB18C6 (A), conformer 1q (B), conformer
1b (C) and conformer 1m (D). The 1589 cm−1 line of (A) was used for normalization of
the spectra.
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D
the isolated DB18C6).
In the spectrum of the 1b conformer, the largest shifts occur for 1125 cm−1
and 2904 cm−1 bands of DB18C6. They are shifted to 1114 cm−1 and
2915 cm−1, respectively, in the 1b conformer. In the case of the 1m con-
former, the overall picture is similar. Some modes delocalized over the whole
crown ether ring in the case of isolated DB18C6 molecule become, however,
localized on a fragment of the crown ether.
The spectral region between 1000 and 1300 cm−1 (see Figure D.8) corre-
sponds mainly to C-O stretching modes. Due to the fact that ring oxygens
can be involved in hydrogen bonding with the guest molecule, this spectral
region can be expected to differ in the isolated DB18C6 and in the com-
plex [164, 165]. Seven normal modes with significant IR intensities were
found in DB18C6 in this region. Due to the weak interaction with H2O,
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Figure D.8: Calculated IR spectra of isolated DB18C6 (A), conformer 1q (B), conformer
2t (C). The 1329 cm−1 line of (A) was used for normalization of the spectra.
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the calculated spectrum of the most stable conformer of H2O·DB18C6 (1q)
does not differ significantly form the spectrum of DB18C6.
It has been found that hydrogen bonding leads to frequency redshifts of
both symmetric and asymmetric stretching modes and a slight blue shift of
the bending mode of H2O for all considered conformers.
H3O+·DB18C6 complex
Binding of H3O+ affects noticeably the vibrations of DB18C6 for both 2t
and 2t’ conformers. Below, we analyze the most affected modes.
The modes involving C-O-C of the ring are strongly affected by binding
of H3O+. Among six oxygen atoms, three are involved in a strong hydrogen
bond in both 2t and 2t’ conformers (see Figure D.6). As a result, instead
of one C-O-C asymmetric stretching mode occurring at 1125 cm−1 in iso-
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lated DB18C, four new modes appear in the complex. The most clearly
distinct new feature appears in the spectrum of the complex, i.e. the in-
tense 1179 cm−1 band in which C-O (C of the phenyl and O of the crown)
stretching and in-plane stretching of the phenyl C-H are coupled. Bands in
the region of 1200-1220 cm−1 almost disappear in the complex.
As expected, hydrogen bonding leads to larger frequency redshifts of
both symmetric and asymmetric H3O+ stretching modes than those for H2O
in H2O·DB18C6.
Assignment of the experimental spectra
Figure D.9: Experimental IR solid phase spectrum of DB18C6 (A), calculated IR spec-
trum of isolated DB18C6 (B) and experimental IR spectrum of DB18C6 in CH3NO3
(spectrum of the solvent was subtracted)(C).
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The intermolecular complexes analyzed by means of theoretical model-
ing can be seen as simple models of the real material. Their calculated IR
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Figure D.10: Experimental IR solid phase spectrum of DB18C6 (A) and calculated IR
spectrum of isolated DB18C6 (B).
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and Raman spectra can be expected to differ from the ones measured exper-
imentally due to two principal reasons i) the applied theoretical methods are
not exact - we use approximated exchange-correlation functional and apply
the harmonic approximation for frequencies and double-harmonic approxi-
mation for the intensities, ii) the studied complexes are models of the real
system in which the crown ethers are stacked forming a channel, the guest
molecules interact with each other, and the neutralizing anions such as I−3
are used. The last three effects, present in the real system, are neglected in
our theoretical model. Moreover, experimental conditions (solvent effects,
crystallization) affect also the observed spectra. Nevertheless, some theo-
retically assigned lines can be identified with the experimental bands. The
solid phase spectrum of 1, together with the solid phase/solution spectrum
of DB18C6 were used in the assignment.
IR spectra
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Figure D.11: Partially polarized FT-IR solid phase spectra of 1 obtained in two suc-
cessive experiments with crystalline samples oriented in perpendicular directions. The
difference trace (orient. 1-orient. 2) has been shifted vertically for clarity.
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All IR bands below were assigned on the basis of the calculated and solid
phase/solution spectra of DB18C6 (see Figures D.9 and D.10). The as-
signed experimental bands are: 738 cm−1 (Cph.-H out-of-plane, in-phase),
777 cm−1 (1,2-disubstitued benzene), 915 cm−1 (CH2, phenyl deformation),
931 cm−1 (CH2), 1117 cm−1 (Cph.-H in-plane), 1128 cm−1 ( ωasC-O14-
C), 1227 cm−1 (CH2, phenyl deformation), 1256 cm−1 (Cph.-O str., CH2),
1330 cm−1 (CH2), 1451 cm−1 (CH2 bend.), 1508 cm−1 (Cph.-O str., Cph.-H
in-plane), 1595 cm−1 (Cph.-Cph. str.), 2950 cm−1 (CH2 sym. str.), 3065 cm−1
(Cph.-H str.). The band structure of the region 1000-1300 cm−1 in the IR
solid phase spectrum of DB18C6 is not reproduced by calculations for the
isolated DB18C6 molecule. The calculated spectrum of isolated DB18C6
resembles much better the experimental spectrum of DB18C6 measured in
CH3NO3 (see Figure D.9). This can be explained by the presence of different
conformations of DB18C6 in the solution and the solid phase, as suggested
in Refs. [166, 167].
As far as the spectrum of 1 is concerned, additional bands which can
be assigned are the vibrations of H2O : the stretching bands at 3547 cm−1
and 3624 cm−1 and the bending mode at 1621 cm−1 in the experimental
spectrum. Figure D.11 indicates also the same polarization for the totally
symmetrical bending and stretching modes of the water vibrations (nega-
tive contributions in the difference trace). Theoretical analysis of the solid
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Figure D.12: Calculated IR spectrum of the conformer 1q (A), experimental IR
solid phase spectrum of 1∞ [ (H2O)⊂(DB18C6) (µ2-H2O)2/2 ] 1∞ [ (H3O)⊂(DB18C6) (µ2-
H2O)2/2 ] I3 (B) and calculated IR spectrum of the conformer 2t (C). The 1590 cm
−1 line
of (A) was used for normalization of the theoretical spectra.
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phase spectrum of 1 does not provide a compelling evidence of the presence
of H3O+ molecule. Comparison between the theoretical spectrum of 2t with
the solid spectrum of 1 shows three significant differences. The foremost one
is the mismatch of the relative intensities of the bands 2750-3000 cm−1 be-
tween the experimental and the calculated spectra (see Figure D.12). In
the experimental spectrum the intensities of these bands are smaller than
the intensities of the bands in the region below 1800 cm−1. In the calcu-
lated spectrum of the conformer 2t the intensities of the bands in the 2750-
3000 cm−1 region are significantly larger than the intensities of the bands
below 1800 cm−1. One of the possible reasons for this mismatch might orig-
inate from the fact that, in the real system, the vibrations of H3O+ might
be coupled to the motions of counterions - this effect is not accounted for in
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our model.
Previous experimental spectra of H3O+ in crown ethers show a very
broad band (full width more than 300 cm−1) around 2850 cm−1, in addition
to bands at about 2200 cm−1 (assigned to the first overtone of ν2) and
the bending mode (ν4) around 1700 cm−1 [168]. The integrated intensity
of the broad band around 2900 cm−1 compared to the integrated intensity
of a pure C-H stretching mode (with a band width of about 10 cm−1) is
obviously much larger (see Figure 1 in Ref. [169] for a relevant system).
The difference trace shown in Figure D.11 suggests the presence of a weak
and broad band at about 2900 cm−1 which might indeed be associated with
H3O+. Its relatively weak intensity may be the result of the fact that the
refined crystal structure [156, 157]. indicates the presence of one cationic
species for four DB18C6 molecules. However, the presence of other bands in
the difference trace of Figure D.11 in conjunction with this weak and broad
band may also be associated with other protonated species.
The other difference between the theoretical spectrum of 2t and the solid
spectrum of 1 is the presence of the 2068 cm−1 band in the spectrum of 1,
which is missing in all of the theoretical spectra. This band was assigned
previously to be the first overtone of ν2 of H3O+ (umbrella mode [168]). The
experimental spectrum of 1 shows strong bands at 943, 1067 and 1128 cm−1
which all could contribute to this feature at 2068 cm−1 (943+1128 and
2x1067). The origin of the band at 2068 cm−1 remains thus unclear.
Turning back to the effect of stacking (point ii), one can try to identify
the vibrations which could be expected to be the most affected by stacking.
Such vibrational modes involve the relative motion of the phenyl groups of
the DB18C6 unit with respect to their neighbors in the channel. Our cal-
culations predict such vibrations in the 20 cm−1 region, which falls outside
the spectral region where the measurements were made.
Raman spectra
According to Refs. [166] and [167], the band in the experimental crystal
Raman spectrum of NaBr complex of DB18C6 at 856 cm−1 (data in the
Ref. [166]) is characteristic to tGt conformation of the crown (the notation
used to describe conformations of the crown ethers is explained in the Ap-
pendix). The corresponding band appears in the spectrum of 1 at 845 cm−1
(see Figure D.13). This is in agreement with the crystallographic structure
of DB18C6 units in the channel which is close to (tCttGttG’t)2 conforma-
tion. We attribute calculated band for isolated DB18C6 at 832 cm−1 to
this vibration on the basis of intensity pattern, and the known structure
of calculated molecules which is (tCttGttG’t)2. In the conformer 1q the
corresponding band appears at 831 cm−1. In the case of H3O+·DB18C6
(conformer 2t), the band is split into 820 cm−1 and 838 cm−1 because tGt
are not equivalent in the two halves of the molecule (see Figure D.14). Low
frequency Raman spectra confirm the presence of linear I−3 .
Similar to the IR spectra, some features in the Raman spectra measured in
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Figure D.13: Experimental Raman solid phase spectrum of DB18C6 (A), calculated
Raman spectrum of the isolated DB18C6 (B), experimental Raman solid phase spectrum
of 1∞ [ (H2O)⊂(DB18C6) (µ2-H2O)2/2 ] 1∞ [ (H3O)⊂(DB18C6) (µ2-H2O)2/2 ] I3 (C) and
calculated Raman spectrum of the conformer 1q (D). The 773 cm−1 line of (B) was used
for normalization of the theoretical spectra.
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the solid phase are not well reproduced by our model. They include:
• The band in the solid phase spectrum of DB18C6 at 1329 cm−1 is
missing in calculations. The bands in the solid phase spectrum of
DB18C6 at about 1250 cm−1 are weak, however, calculated bands in
this region are strong.
• The O-H stretching bands of H2O are missing in the Raman spectrum
of 1.
160 WATER TRAPPED IN DB18C6
Figure D.14: Calculated Raman spectra of isolated DB18C6 (A), conformer 1q (B),
conformer 2t (C). The 832 cm−1 line of (A) was used for normalization of the spectra.
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D.5 Conclusions
In principle, the three non-equivalent oxygen sites (A, B, and C) in the
center of the channel formed by stacked DB18C units can be attributed
to various guests: H2O, H3O+ or chain-like structures (H5O+2 , H7O
+
3 , ...).
Our geometry minimization studies on a small model system comprising
just one crown ether unit and one guest molecule (either H2O or H3O+)
allowed us to attribute the site B to H2O. Site C, was attributed to H3O+
or other protonated species. Geometry minimization studies indicate that
the structure of the DB18C6 unit change more significantly upon binding
the H3O+ than in the H2O case. The crown ether ring shrinks by about
0.6 A˚ upon H3O+ binding. The angle between the phenyl ring planes does
not change noticeably upon binding both considered guests. The applied
computational method to derive the vibrational spectra of all considered
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complexes was shown to be adequate as evidenced by a rather good agree-
ment between the theoretical and experimental spectra (IR and Raman) of
DB18C6. In particular, the attribution of the site B to the H2O guest based
on the geometry minimization is consistent with the fact that the theoretical
IR spectrum of the 1q conformer of the H2O..DB18C6 complex matches the
experimental spectrum of 1. Site C remains, therefore, the best candidate to
be attributed to oxygens of protonated species. Whether it corresponds to
an isolated H3O+ molecule or a fragment of the chain-like structure H5O+2 ,
H7O+3 , etc.) remains to be clarified.
D.6 Appendix: The conformation of crown ethers
• Small letters correspond to C-O bonds, capital letters to C-C bonds.
• t denotes dihedral angle A-C-O-B close to 180 or -180 degrees.
• T denotes dihedral angle A-C-C-B close to 180 or -180 degrees.
• G (gauche) denotes dihedral angle A-C-C-B close to 60 degrees.
• G’ (gauche’) denotes dihedral angle A-C-C-B close to -60 degrees.
• C (cis) denotes dihedral angle A-C-C-B close to 0 degrees.
For instance, the structure of 18C6 (D3d) in this convention is described as
tG’ttGttG’ttGttG’ttGt.
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