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Abstract
Pooledmarginal slicing (PMS) is a semiparametricmethod, based on sliced inverse regression (SIR)
approach, for achieving dimension reduction in regression problems when the outcome variable y and
the regressor x are both assumed to be multidimensional. In this paper, we consider the SIR version
(combining the SIR-I and SIR-II approaches) of the PMS estimator and we establish the asymptotic
distribution of the estimated matrix of interest. Then the asymptotic normality of the eigenprojector
on the estimated effective dimension reduction (e.d.r.) space is derived as well as the asymptotic
distributions of each estimated e.d.r. direction and its corresponding eigenvalue.
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1. Introduction
The existing multivariate sliced inverse regression (SIR) methods (see [1,17]) are some
adaptations and extensions of the univariate usual SIR approach (introduced by Li [16]
and called SIR-I hereafter) when the response variable y is assumed to be q-dimensional
(q > 1). These methods are named: complete slicing method, marginal slicing method,
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pooled marginal slicing (PMS) method and alternating SIR method. Barreda et al. [3] focus
on some extentions of the existing multivariate SIR approaches by using the SIR method
which is not blind for symmetric dependencies.
All these multivariate methods examine the relationship between the response variable
y and a p-dimensional regressor variable x via a semiparametric regression approach. The
corresponding model assumes that the dependency between the regressor and the response
variable is described by the K linear combinations ′1x, . . . ,
′
Kx. In other words, the distri-
bution of y given x depends only on these K linear combinations. The associated dimension
reduction model can be written this way:
y =

g1(
′
1x, . . . ,
′
Kx, ε1)
...
gq(
′
1x, . . . ,
′
Kx, εq).
(1)
The error terms εj are assumed independent of x and the gj ’s are unknown real-valued
functions. Clearly, the k are not identiﬁable. Given a sample {(yi, xi), i, . . . , n} of inde-
pendent observations of (y, x), the objective of the multivariate SIR approaches is to ﬁnd
the effective dimension reduction (e.d.r.) space, namely the linear subspace B spanned by
the unknown -vectors, without assuming the functional form of the gj ’s an the distribution
of the εj ’s and without estimating the link functions gj .When K is small (K  p), the data
can be effectively reduced by projecting x along the e.d.r. directions (a basis of the e.d.r.
space) for further study of their relationship with y. Nonparametric smoothing methods
(kernel, smoothing splines, …) can be used in order to estimate the gj ’s.
This paper focuses on the asymptotic normality of the PMS estimator based on the SIR
approach. In Section 2, we give an overview of the univariate SIR method and we describe
the corresponding PMS estimator. In Section 3, we state the main results. The asymptotic
distribution of the estimatedmatrix of interest is obtained inTheorem1.Then the asymptotic
normality of the eigenprojector on the estimated e.d.r. space is derived in Theorem 2, as
well as the asymptotic distributions of each estimated e.d.r. direction and its corresponding
eigenvalue. The proofs are in the Appendix A.
2. Pooled marginal slicing estimator
First, we give a panorama of the univariate SIR approach, then we describe the corre-
sponding PMS estimator.
2.1. Overview of the univariate SIR method
We give an overview of the univariate SIR approaches (that is when q = 1).While there
are several possible variations, the basic principle of SIRmethods (SIR-I, SIR-II or SIR) is
to reverse the role of y and x. Instead of regressing the univariate y on the multivariate x, the
covariable x is regressed on the response variable y. The SIR-I estimates based on the ﬁrst
moment E(x|y) have been studied extensively (see for instance [2,6,8,13,14,16,18,24]). But
this approach is “blind” for symmetric dependencies (see [7,15]). Then, SIR-II estimates
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based on the inverse conditional second moment V(x|y) have been suggested (see for
instance [7,15,16]). Hence these two approaches concentrate on the use of the inverse
conditional moments E(x|y) or V(x|y) to ﬁnd the e.d.r. space. For increasing the chance
of discovering all the e.d.r. directions, the idea of the SIR method is to conjugate these
informations: if an e.d.r. direction can only be marginally detected by SIR-I or SIR-II, a
suitable combination of these two methods may sharpen the result.
Let us now recall the geometric properties of the model. Let T denote a monotonic
transformation of y. In order to conjugate information from the SIR-I and SIR-II approaches,
Li [16] considered, for  ∈ [0, 1], the eigen-decomposition of the matrix
−1M,
where  = E(x),  = V(x) and M = (1 − )MI−1MI + MII. The matrices MI and
MII are respectively the matrices used in the usual SIR-I and SIR-II approaches. They are
deﬁned as follows:MI = V(E(x|T (y))) andMII = E
{
(V(x|T (y))− E(V(x|T (y))))−1
(V(x|T (y))− E(V(x|T (y))))′} . It can be shown that, under the linearity condition (2)
deﬁned in Remark 3, the eigenvectors associated with the largest K eigenvalues of −1M
are some e.d.r. directions. Let us remark that, when  = 0 (resp.  = 1), SIR is equivalent
to SIR-I (resp. SIR-II).
Li [16] proposed a transformation T, called a slicing, which categorizes the response
y into a new response with H >K levels. The support of y is partitioned into H non-
overlapping slices s1, . . . , sh, . . . , sH . With such transformation T, the matrices of interest
are now written as
MI =
H∑
h=1
ph(mh − )(mh − )′ and MII =
H∑
h=1
ph
(
Vh − V
)
−1
(
Vh − V
)
,
where ph = P(y ∈ sh), mh = E(x|y ∈ sh), Vh = V(x|y ∈ sh) and V =∑Hh=1 phVh.
So, it is straightforward to estimate these matrices by substituting empirical versions of
the moments for their theoretical counterparts, and therefore to obtain the estimation of the
e.d.r. directions. Each estimated e.d.r. direction converges to an e.d.r. direction at rate
√
n,
see for instance [16,18]. Asymptotic normality of the SIR estimates has been studied by
Gannoun and Saracco [10].
Remark 1. The practical choice of the slicing function T is discussed in [15,16,19]. Note
that the user has to ﬁx the slicing strategy and the numberH of slices. The SIR theory makes
no assumption about the slicing strategy. In practice, there are naturally two possibilities: to
ﬁx the width of the slices or to ﬁx the number of observations per slice. In their investigation
of SIR-I, various researchers have preferred the second approach. Then, from the sample
point of view, the slices are such that the number of observations in each slice is as close
to each other as possible. In order to avoid artiﬁcial reduction of dimension, H must be
greater than K. Also, in order to have at least two cases in each slice, H must be less than
[n/2]where [a] denotes the integer part of a. Li [16] noticed that the choice of the slicing is
less crucial than the choice of a bandwidth as in kernel-based methods. Simulation studies
show that the inﬂuence of “slicing parameter” is small when the sample size is greater than
100. Note that, in order to avoid the choice of a slicing, kernel-based estimate of SIR-I has
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been investigated, see [2,23]. However, these methods are hard to implement with regard to
basic Slicing one and are computationally slow. Moreover, Bura [4] and Bura and Cook [5]
proposed a parametric version of SIR-I. Note that determining the number K (of indices) is
considered by Li [16], Schott [20] and Ferré [9], for the SIR-I method.
Remark 2. The practical choice of  can be based on the test approach proposed by Saracco
[19], this approach does not require the estimation of the link function. Two cross-validation
criteria have been also developed by Gannoun and Saracco [11] to select the parameter ,
note that these criteria require the kernel smoothing estimation of the link function.
Remark 3. Note that one crucial condition for the success of SIR methods is
E(b′x|′1x, . . . ,′Kx) is linear for any b. (2)
Note that (2) is satisﬁed when x has an elliptically symmetric distribution. It does not seem
possible to verify (2), this involves the unknown directions of main interest as a start. As
Li [16] pointed out, this linearity condition is not a severe restriction. Using a Bayesian
argument of Hall and Li [12], we can infer that (2) holds approximatively for many high
dimensional data sets.
2.2. Pooled marginal slicing estimator based on SIR
In the multidimensional framework of model (1), only the basic SIR-I theory has been
used. Li et al. [17] andAragon [1] considered several estimationmethods in this multivariate
context. Thesemethods are named: complete slicingmethod,marginal slicingmethod, PMS
method and alternating SIR method. Barreda et al. [3] introduced their corresponding SIR
version. Hereafter, we give a short description of the PMS method based on the SIR
approach.
In the following, let y(j) denote the jth component of the q-dimensional vector y, let yi
be the ith observed q-dimensional vector y, let y(j)i denote the jth component of yi , and let
xi be the ith observed p-dimensional vector x.
2.2.1. Population version
The idea of this method is to consider the q univariate SIR methods of each component
y(j) of y on x (based on a speciﬁc slicing Tj ) and to combine the correspondingM matrices
(denoted byM(j)j ) in the following pooling:
M,P =
q∑
j=1
wjM
(j)
j (3)
for positive weigths wj and parameters j . Note that, in the M,P matrix, the  index
stands for the vector (1, . . . , q) and the P index stands for “pooled”. Each transformation
Tj categorizes each response y(j) into a new response with Hj >K levels. We assume
that the support of each y(j) is partitioned into Hj ﬁxed slices s(j)1 , . . . , s
(j)
h , . . . , s
(j)
Hj
. For
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j = 1, . . . , q, the matricesM(j)j are deﬁned as follows:
M
(j)
j = (1− j )M(j)I −1M(j)I + jM(j)II
with
M
(j)
I = V(E(x|Tj (y(j))))
=
∑Hj
h=1 p
(j)
h (m
(j)
h − )(m(j)h − )′,
M
(j)
II = E
{(
V(x|Tj (y(j)))− E(V(x|Tj (y(j))))
)
−1
×
(
V(x|Tj (y(j)))− E(V(x|Tj (y(j))))
)′}
=
∑Hj
h=1 p
(j)
h
(
V
(j)
h − V
(j)
)
−1
(
V
(j)
h − V
(j)
)
=
∑Hj
h=1 K
(j)
h 
−1K(j)h ,
where p(j)h = P(y(j) ∈ s(j)h ), m(j)h = E(x|y(j) ∈ s(j)h ), V(j)h = V(x|y(j) ∈ s(j)h ), V
(j) =∑Hj
h=1 p
(j)
h V
(j)
h and K
(j)
h =
√
p
(j)
h (V
(j)
h − V
(j)
).
Under the linearity condition (2), the eigenvectors associated with the largest K eigen-
values of −1M,P are e.d.r. directions. In the following, we assume that these K e.d.r.
directions, denoted by b1, . . . , bK , span the e.d.r. space.
2.2.2. Sample version
Let 1[.] be the indicator function and let 1(j)h = 1[y(j) ∈ s(j)h ]. Then p(j)h = E(1(j)h ),
m
(j)
h = E(x1(j)h )/p(j)h and V (j)h = E(xx′1(j)h )/p(j)h −
(
E(x1
(j)
h )/p
(j)
h
) (
E(x1
(j)
h )/p
(j)
h
)′
.
So, it is straightforward to estimate these matrices and therefore the e.d.r. directions.
Let {(yi, xi), i = 1, . . . , n} be a sample of observations from model (1) and let 1(j)hi =
1[y(j)i ∈ s(j)h ]. The empirical mean and covariance matrix of the xi’s are given by x =
n−1
∑n
i=1 xi and ̂ = xx′ − x x′ where xx′ = n−1
∑n
i=1 xix′i . Moreover, let us write
1
(j)
h = n−1
∑n
i=1 1
(j)
hi , x1
(j)
h = n−1
∑n
i=1 xi1
(j)
hi , xx
′1(j)h = n−1
∑n
i=1 xix′i1
(j)
hi , V̂
(j)
h =(
xx′1(j)h /1
(j)
h
)
−
(
x1
(j)
h /1
(j)
h
)(
x1
(j)
h /1
(j)
h
)′
and V̂
(j) =∑Hjh=1 1(j)h V̂ (j)h .
By substituting empirical versions of these moments for their theoretical counterparts,
M
(j)
I andM
(j)
II are then estimated by
M̂
(j)
I =
Hj∑
h=1
1
(j)
h
((
x1
(j)
h /1
(j)
h
)
− x
)((
x1
(j)
h /1
(j)
h
)
− x
)′
and
M̂
(j)
II =
Hj∑
h=1
K̂
(j)
h ̂
−1
K̂
(j)
h , (4)
where K̂(j)h =
(
1
(j)
h
)−1/2 (
V̂
(j)
h − V̂
(j)
)
.
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In the following, we denote the estimated e.d.r. directions by bˆ1, . . . , bˆK which are the
eigenvectors associated with the K largest eigenvalues of ̂−1M̂,P . The e.d.r. space E is
estimated by Eˆ, the linear subspace generated by the bˆk’s.
Remark 4. From a practical point of view, as in [1], two kinds of weigths wj can be used:
equal weigths or weigths proportional to the major eigenvalues found by a preliminary
univariate SIR analysis of each component of y.
Remark 5. In (3), the parameters j are individually chosen for each univariate SIR
method. For the choice of the j ’s, the method based on the test approach of Saracco [19]
which does not require the estimation of the link function can be used.
3. Asymptotic results
In the sequel, the notation Xn −→d X means that Xn converges in distribution to X as
n → ∞. Let D1 ⊗D2 denote the Kronecker product of the matrices D1 and D2 (see [22]
for some useful properties of the Kronecker product). From now on, for each s × s matrix
D = (d(jk)), let vec(D) = (d(11), . . . , d(s1), d(21), d(22), . . . , d(ss))′ be the s2-dimensional
column vector of all elements of D.
The assumptions which are necessary to state our results are gathered together below for
easy reference.
(A1). {(yi, xi), i = 1, . . . , n} is a sample of independent observations from model (1).
(A2). The supports of each component y(j) of y are partitioned into Hj ﬁxed slices
s
(j)
1 , . . . , s
(j)
h , . . . , s
(j)
Hj
such that p(j)h = 0.
(A3). The covariance matrix  is positive deﬁnite.
(A4). We assume that K is known and the K largest eigenvalues of −1M,P are non-null
and satisfy: 1> . . . > K > K+1, where K + 1p.
Let us denote by  = {1, . . . , K} the set of the K eigenvalues associated with the
e.d.r. space, that is, the K largest eigenvalues of −1M,P . Let P =∑k∈ Pk be the -
orthogonal eigenprojector on the e.d.r. space, where Pk = bkb′k. Let ̂ = {̂1, . . . , ̂K}
be the set of the K largest eigenvalues of ̂−1M̂,P . The ̂-orthogonal eigenprojector onto
the estimated e.d.r. space Eˆ is P̂ =∑̂k∈̂ P̂̂k where P̂̂k = b̂kb̂′k̂.
Theorem 1 gives the asymptotic distribution of ̂−1M̂. Starting from this limit distribu-
tion, the asymptotic distributions of the eigenelements describing the estimated e.d.r. space
are derived in Theorem 2. These eigenelements are the eigenprojector onto the estimated
e.d.r. space, the estimated e.d.r. directions and their corresponding eigenvalues.
Theorem 1. Under assumptions (A1), (A2) and (A3),
√
n
(
̂
−1
M̂,P − −1M,P
)
−→d , (5)
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where  is such that vec() is normally distributed with mean zero and covariance matrix
C deﬁned at (7).
Theorem 2. Under the assumptions (A1), (A2), (A3) and (A4), we have
(i) √n (P̂ − P ) −→d P , where P is such that vec(P ) is normally distributed with
mean zero and covariance matrix CP deﬁned at (10).
(ii) √n(bˆk − bk) −→d bk , where bk has the normal distribution with mean zero and
covariance matrix Cbk deﬁned at (14).
(iii) √n(ˆk − k) −→d k , where k has a normal distribution with mean zero and
variance Ck = [b′k ⊗ b′k]C[bk ⊗ bk].
These theorems generalize the results obtained by Gannoun and Saracco [10] in which
the semiparametric model contains only one dependent variable y (that is for q = 1).
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Appendix A.
Throughout the proof, Is denotes the s×s identity matrix, and 0s1,s2 stands for the s1×s2
null matrix.
A.1. Proof of Theorem 1
The proof relies on the Central Limit Theorem and the Delta method (see for example
[21, TheoremA, p. 122]). It is divided into ﬁve steps.
Step 1: Application of the Central Limit Theorem.
For i = 1, . . . , n and j = 1, . . . , q, deﬁne the (Hj +pHj +p2Hj)-dimensional column
vector
U
(j)
i =
(
1
(j)
1i , . . . , 1
(j)
Hj i
, x′i1
(j)
1i , . . . , x
′
i1
(j)
Hj i
, vec(xix
′
i1
(j)
1i )
′, . . . , vec(xix′i1
(j)
Hj i
)′
)′
.
Let dq =∑qj=1Hj + pHj + p2Hj .
For i = 1, . . . , n, deﬁne the (dq + p + p2)-dimensional column vector
Ui =
(
U
(1)′
i , . . . , U
(q)′
i , x
′
i , vec(xix
′
i )
′)′
)′
.
Under (A1), the vectors Ui, i = 1, . . . , n are independent and identically distributed.
For j = 1, . . . , q and h = 1, . . . , Hj , write m˜(j)h = E
(
x1
(j)
h
)
and V˜ (j)h = E
(
xx′1(j)h
)
.
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Then the mean (j)U of U
(j)
i is
(j)U =
(
p
(j)
1 , . . . , p
(j)
Hj
, m˜
(j)′
1 , . . . , m˜
(j)′
Hj
, vec(V˜
(j)
1 )
′, . . . , vec(V˜ (j)Hj )
′)′ .
Therefore, the mean U of Ui is
U =
(
(1)′U , . . . ,
(q)′
U ,
′, vec(+ ′)′
)′
.
To give the expression to the covariance matrix of Ui , we need additional notations:
• M = E (x(x′ ⊗ x′)) and N = E ((xx′)⊗ (xx′));
• for j = 1, . . . , q and h = 1, . . . , Hj , M˜(j)h = E
(
x(x′ ⊗ x′)1(j)h
)
and N˜ (j)h =
E
(
(xx′)⊗ (xx′)1(j)h
)
;
• for j = l, h = 1, . . . , Hj and k = 1, . . . , Hk , pˇ(j l)hk = E
(
1
(j)
h 1
(l)
k
)
, mˇ
(j l)
hk =
E
(
x1
(j)
h 1
(l)
k
)
, Mˇ
(jl)
hk = E
(
x(x′ ⊗ x′)1(j)h 1(l)k
)
, Nˇ
(j l)
hk = E
(
(xx′)⊗ (xx′)1(j)h 1(l)k
)
,
and Qˇ(j l)hk = E
(
vec(xx′)vec(xx′)′1(j)h 1
(l)
k
)
.
The covariance matrix U of Ui is then
U =
[
A11 A12
A′12 A22
]
,
where for u, v = 1, 2, the blocks Auv are the following:
• A11 =
[Aj l] where, for j = 1, . . . , q,
[Ajj ] =

B
(j)
11 B
(j)
12 B
(j)
13
B
(j)′
12 B
(j)
22 B
(j)
23
B
(j)′
13 B
(j)′
23 B
(j)
33

and for j = l,
[Aj l] =

C
(jl)
11 C
(jl)
12 C
(jl)
13
C
(jl)′
12 C
(jl)
22 C
(jl)
23
C
(jl)′
13 C
(jl)′
23 C
(jl)
33
 .
For u, v = 1, . . . , 3, the blocks B(j)uv are the following:
B
(j)
11 =

p
(j)
1 (1− p(j)1 ) −p(j)2 p(j)1 . . . −p(j)Hj p
(j)
1
−p(j)1 p(j)2 p(j)2 (1− p(j)2 ) . . . −p(j)Hj p
(j)
2
.
.
.
.
.
.
. . .
.
.
.
−p(j)1 p(j)Hj . . . . . . p
(j)
Hj
(1− p(j)
Hj
)
 ,
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B
(j)
12 =

(1− p(j)1 )m˜(j)′1 −p(j)1 m˜(j)′2 . . . −p(j)1 m˜(j)′Hj
−p(j)2 m˜(j)′1 (1− p(j)2 )m˜(j)′2 . . . −p(j)2 m˜(j)′Hj
.
.
.
.
.
.
. . .
.
.
.
−p(j)
Hj
m˜
(j)′
1 . . . . . . (1− p(j)Hj )m˜
(j)′
Hj
 ,
B
(j)
13 =

(1− p(j)1 )vec(V˜ (j)1 )′ −p(j)1 vec(V˜ (j)1 )′ . . . −p(j)1 vec(V˜ (j)Hj )
′
−p(j)2 vec(V˜ (j)1 )′ (1− p(j)2 )vec(V˜ (j)2 )′ . . . −p(j)2 vec(V˜ (j)Hj )
′
.
.
.
.
.
.
. . .
.
.
.
−p(j)
Hj
vec(V˜
(j)
1 )
′ . . . . . . (1− p(j)
Hj
)vec(V˜
(j)
Hj
)′
 ,
B
(j)
22 =

V˜
(j)
1 − m˜(j)1 m˜(j)′1 −m˜(j)1 m˜(j)′2 . . . −m˜(j)1 m˜(j)′Hj
−m˜(j)2 m˜(j)′1 V˜ (j)2 − m˜(j)2 m˜(j)′2 . . . −m˜(j)2 m˜(j)′Hj
.
.
.
.
.
.
. . .
.
.
.
−m˜(j)
Hj
m˜
(j)′
1 . . . . . . V˜
(j)
Hj
− m˜(j)
Hj
m˜
(j)′
Hj
 ,
B
(j)
23 =

M˜
(j)
1 − m˜(j)1 vec(V˜ (j)1 )′ −m˜(j)1 vec(V˜ (j)2 )′ . . . −m˜(j)1 vec(V˜ (j)Hj )
′
−m˜(j)2 vec(V˜ (j)1 )′ M˜(j)2 − m˜(j)2 vec(V˜ (j)2 )′ . . . −m˜(j)2 vec(V˜ (j)Hj )
′
.
.
.
.
.
.
. . .
.
.
.
−m˜(j)
Hj
vec(V˜
(j)
1 )
′ . . . . . . M˜(j)
Hj
− m˜(j)
Hj
vec(V˜
(j)
Hj
)′
 ,
B
(j)
33 =

N˜
(j)
1 − vec(V˜ (j)1 )vec(V˜ (j)1 )′ −vec(V˜ (j)1 )vec(V˜ (j)2 )′ . . . −vec(V˜ (j)1 )vec(V˜ (j)Hj )
−vec(V˜ (j)2 )vec(V˜ (j)1 )′ N˜(j)2 − vec(V˜ (j)2 )vec(V˜ (j)2 )′ . . . −vec(V˜ (j)2 )vec(V˜ (j)Hj )
′
.
.
.
.
.
.
. . .
.
.
.
−vec(V˜ (j)
Hj
)vec(V˜
(j)
1 )
′ . . . . . . N˜ (j)
Hj
− vec(V˜ (j)
Hj
)vec(V˜
(j)
Hj
)′
 .
For u, v = 1, . . . , 3, the (h, k) elements of the blocks C(jl)uv are the following:
[C(jl)11 ]hk = pˇ(j l)hk − p(j)h p(l)k ,
[C(jl)12 ]hk = mˇ(j l)′hk − p(j)h m˜(l)′k ,
[C(jl)13 ]hk = vec(Vˇ (j l)hk )′ − p(j)h vec(V˜ (l)k )′,
[C(jl)22 ]hk = Vˇ (j l)hk − m˜(j)h m˜(l)′k ,
[C(jl)23 ]hk = Mˇ(jl)hk − m˜(j)h vec(V˜ (l)k )′,
[C(jl)33 ]hk = Qˇ(j l)hk − vec(V˜ (j)h )vec(V˜ (l)k )′,
• A12 =
 B
(1)
...
B(q)
 , where B(j) =

B(j)11 B(j)12
B(j)21 B(j)22
B(j)31 B(j)32
 with
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B(j)11 =

m˜
(j)′
1 − p(j)1 ′
...
m˜
(j)′
Hj
− p(j)Hj ′
 ,
B(j)12 =

vec(V˜
(j)
1 )
′ − p(j)1 vec(+ ′)′
...
vec(V˜
(j)
Hj
)′ − p(j)Hj vec(+ ′)′
 ,
B(j)21 =

V˜
(j)
1 − m˜(j)1 ′
...
V˜
(j)
Hj
− m˜(j)Hj ′
 ,
B(j)22 =

M˜
(j)
1 − m˜(j)1 vec(+ ′)′
...
M˜
(j)
Hj
− m˜(j)Hj vec(+ ′)′
 ,
B(j)31 =
[
M˜
(j)
1 − vec(V˜ (j)1 )′ · · · M˜(j)Hj − vec(V˜
(j)
Hj
)′
]
,
B(j)32 =
[
N˜
(j)
1 − vec(+ ′)vec(V˜ (j)1 )′ · · · N˜ (j)Hj − vec(+ ′)vec(V˜
(j)
Hj
)′
]
,
• A22 =
[
 M − vec(+ ′)′(
M − vec(+ ′)′)′ N − vec(+ ′)vec(+ ′)′
]
.
From the Central Limit Theorem,
√
n
(
U − U
) −→d N (0,U), where U = n−1∑n
i=1 Ui .
Step 2: Asymptotic distribution of some intermediate random variables.
In order to use the Delta method, we stack the variables comprising the matrices M̂(j)I ,
M̂
(j)
II and ̂ into the vector
U1 =
(
Uˇ (1), . . . , Uˇ (q), x′, vec(xx′)′
)′
,
where
Uˇ (j) =
(
1
(j)
1 , . . . , 1
(j)
Hj
,
(
x1
(j)
1 /1
(j)
1
)′
, . . . ,
(
x1
(j)
Hj
/1
(j)
Hj
)′
,
vec
(
xx′1(j)1
)′
/1
(j)
1 , . . . , vec
(
xx′1(j)Hj
)′
/1
(j)
Hj
)′
.
We deﬁne the function f1 from Rdq+p+p
2
to Rdq+p+p2 by
f1
(
(u(1)′, . . . , u(q)′, d ′, e′)′
)
=
(
u
(1)′
1 , . . . , u
(q)′
1 , d
′, e′
)′
,
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where
u(j) =
(
a(j)′, b(j)′1 , . . . , b
(j)′
Hj
, c
(j)′
1 , . . . , c
(j)′
Hj
)′
and
u
(j)
1 =
(
a(j)′, b(j)′1 /a
(j)
1 , . . . , b
(j)′
Hj
/a
(j)
Hj
, c
(j)′
1 /a
(j)
1 , . . . , c
(j)′
Hj
/a
(j)
Hj
)′
with a(j) = (a1, . . . , aHj )′ ∈ RHj (assumed non-null), b(j)h ∈ Rp and c(j)h ∈ Rp
2Hj are
column vectors.
Under (A2), it is clear that U1 = f1
(
U
)
.
Let us deﬁne 1 = f1(U) =
(
(1)1 , . . . ,
(q)
1 ,
′, vec(+ ′)′
)′
where
(j)1 =
(
p
(j)
1 , . . . , p
(j)
H ,m
(j)′
1 , . . . , m
(j)′
Hj
, vec
(
V˜
(j)
1
)′
/p
(j)
1 , . . . ,
vec
(
V˜
(j)
Hj
)′
/p
(j)
Hj
)′
.
Let us also deﬁne 1 = F ′1UF1, where F1 = f ′1/u
∣∣
E
. Here and subsequently the
notation g|E is the evaluation of g at the expectation of its argument. After straightforward
calculations, we get
F1 =

Fˇ
(1)
1
. . .
Fˇ
(q)
1
0dq ,p 0dq ,p2
0p,dq Ip 0p,p2
0p2,dq 0p2,p Ip2

,
where
Fˇ
(j)
1 =

IHj
− m˜
(j)′
1
(p
(j)
1 )
2
. . .
− m˜
(j)′
Hj
(p
(j)
Hj
)2
−vec(V˜
(j)
1 )
′
(p
(j)
1 )
2
. . .
−vec(V˜
(j)
Hj
)′
(p
(j)
Hj
)2
0pHj ,Hj
Ip/p
(j)
1
. . .
Ip/p
(j)
Hj
0pHj ,p2Hj
0p2Hj ,Hj 0p2Hj ,pHj
Ip2/p
(j)
1
. . .
Ip2/p
(j)
Hj

.
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Since f1 satisﬁes the required conditions of the Delta method theorem and from Step 1,
we get
√
n
(
U1 − 1
) −→d N (0,1).
Step 3: Asymptotic distribution of the vector stacking the matrices M̂(j)I , K̂
(j)
h and ̂.
Let us deﬁne f2 on Rdq+p+p
2
to Rqp
2+p2∑qj=1 Hj+p2 as follows:
f2
(
(v(1)′, . . . , v(q)′, d ′, e′)′
)
=
(
v
(1)′
1 , . . . , v
(q)′
1 , (d − vec(ee′))′
)′
,
where v(j) =
(
a(j)′, b(j)′1 , . . . , b
(j)′
Hj
, c
(j)′
1 , . . . , c
(j)′
Hj
)′
and
v
(j)
1 =

Hj∑
h=1
a
(j)
h vec
[
(b
(j)
h − d)(b(j)h − d)′
]
√
a
(j)
1
{
c
(j)
1 − vec(b(j)1 b(j)′1 )−
Hj∑
j=1
a
(j)
j [c(j)j − vec(b(j)j b(j)′j )]
}
...√
a
(j)
Hj
{
c
(j)
Hj
− vec(b(j)Hj b
(j)′
Hj
)−
Hj∑
j=1
a
(j)
j [c(j)j − vec(b(j)j b(j)′j )]
}

.
It is clear that
f2
(
U1
) = (vec(M̂(1)I )′, vec(K̂(1)1 )′, . . . , vec(K̂(1)H1 )′, . . . ,
vec(M̂
(q)
I )
′, vec(K̂(q)1 )
′, . . . , vec(K̂(q)Hq )
′, vec(̂)′
)′
and
f2(1) =
(
vec(M
(1)
I )
′, vec(K(1)1 )
′, . . . , vec(K(1)H1 )
′, . . . , vec(M(q)I )
′,
vec(K
(q)
1 )
′, . . . , vec(K(q)Hq )
′, vec()′,
)′
.
Let us also deﬁne 2 = F ′21F2
where F2 = f
′
2
u
∣∣∣∣∣
E
=

Fˇ
(1)
2
. . .
Fˇ
(q)
2
0dq ,p2
F˜
(1)
2 · · · F˜ (q)2 E7
0p2,p2+p2∑qj=1Hj Ip2

, Fˇ
(j)
2 =

E
(j)
1 E
(j)
2
E
(j)
3 E
(j)
4
0p2Hj ,p2 E
(j)
5

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and F˜ (j)2 =
[
E
(j)
6 0p,p2Hj
]
, with
E
(j)
1 =

(m
(j)
1 − )′ ⊗ (m(j)1 − )′
...
(m
(j)
Hj
− )′ ⊗ (m(j)Hj − )′
 ,
E
(j)
2 =

1
2
√
p
(j)
1
[(1− 3p(j)1 )vec(V
(j)
1 )
′ − (j)1 ] −
√
p
(j)
2 vec(V
(j)
1 )
′ . . . −
√
p
(j)
Hj
vec(V
(j)
1 )
′
−
√
p
(j)
1 vec(V
(j)
2 )
′ . . . . . .
.
.
.
.
.
. . . .
. . .
.
.
.
−
√
p
(j)
1 vec(V
(j)
Hj
)′ . . . . . . 1
2
√
p
(j)
Hj
[(1− 3p(j)
Hj
)vec(V
(j)
Hj
)′ − (j)Hj ]

,
E
(j)
3 =

p
(j)
1 [Ip ⊗ (m(j)1 − )′ + (m(j)1 − )′ ⊗ Ip]
...
p
(j)
Hj
[Ip ⊗ (m(j)Hj − )′ + (m
(j)
Hj
− )′ ⊗ Ip]
 ,
E
(j)
4 =

√
p
(j)
1 (p
(j)
1 − 1)	(j)1
√
p
(j)
2 p
(j)
1 	
(j)
1 . . .
√
p
(j)
Hj
p
(j)
1 	
(j)
1√
p
(j)
1 p
(j)
2 	
(j)
2
. . . . . .
...
... . . .
. . .
...√
p
(j)
1 p
(j)
Hj
	(j)Hj . . . . . .
√
p
(j)
Hj
(p
(j)
Hj
− 1)	(j)Hj

,
E
(j)
5 =

√
p
(j)
1 (p
(j)
1 − 1)Ip2
√
p
(j)
2 p
(j)
1 Ip2 . . .
√
p
(j)
Hj
p
(j)
1 Ip2√
p
(j)
1 p
(j)
2 Ip2
. . . . . .
...
... . . .
. . .
...√
p
(j)
1 p
(j)
Hj
Ip2 . . . . . .
√
p
(j)
Hj
(p
(j)
Hj
− 1)Ip2

,
E
(j)
6 =
Hj∑
h=1
p
(j)
h
(
Ip ⊗ (−m(j)h )′ + (−m(j)h )′ ⊗ Ip
)
,
E7 = −(Ip ⊗ ′ + ′ ⊗ Ip)
and, for h = 1, . . . , Hj , (j)h =
∑
k =h
p
(j)
k vec(V
(j)
k )
′ and 	(j)h = (Ip ⊗m(j)′h +m(j)′h ⊗ Ip).
Since f2 satisﬁes the required conditions of the Delta method theorem and from Step 2,
we get
√
n
(
f2
(
U1
)− f2(1)) −→d N (0,2).
Step 4: Asymptotic distribution of the vector stacking the matrices M̂(j)I , K̂
(j)
h and ̂
−1
.
Let R be the matrix
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R =
[
Ip2+p2∑qj=1Hj 0p2+p2∑qj=1Hj ,p2
0p2,p2+p2∑qj=1Hj ,p2 −(−1 ⊗ −1)
]
. (6)
Under (A3), and using the ﬁrst order approximation ̂−1 .= −1 − −1(̂ − )−1 and
Step 3, we get
√
n


vec(M̂
(1)
I )
vec(K̂
(1)
1 )
...
vec(K̂
(1)
H1
)
...
vec(M̂
(q)
I )
vec(K̂
(q)
1 )
...
vec(K̂
(q)
Hq
)
vec(̂
−1
)

−

vec(M
(1)
I )
vec(K
(1)
1 )
...
vec(K
(1)
H1
)
...
vec(M
(q)
I )
vec(K
(q)
1 )
...
vec(K
(q)
Hq
)
vec(−1)


.= R√n


vec(M̂
(1)
I )
vec(K̂
(1)
1 )
...
vec(K̂
(1)
H1
)
...
vec(M̂
(q)
I )
vec(K̂
(q)
1 )
...
vec(K̂
(q)
Hq
)
vec(̂)

−

vec(M
(1)
I )
vec(K
(1)
1 )
...
vec(K
(1)
H1
)
...
vec(M
(q)
I )
vec(K
(q)
1 )
...
vec(K
(q)
Hq
)
vec()


,
which converges in distribution to N (0, CR) where CR = R2R′.
Step 5: Asymptotic distribution of
√
nvec
(
̂
−1
M̂,P − −1M,P
)
.
For the p×p matricesA(j), B(j)1 , …, B(j)Hj and C, let f3 be deﬁned fromR
p2(2+∑qj=1Hj )
to Rp
2 by
f3
((
vec(A(1))′, vec(B(1)1 )
′, . . . , vec(B(1)H1 ), . . . , vec(A
(q))′, vec(B(q)1 )
′, . . . ,
vec(B
(q)
Hq
)′, vec(C)′
)′)
=
∑q
j=1 wjvec
(
C
[
(1− j )A(j)CA(j) + j
∑Hj
h=1 B
(j)
h CB
(j)
h
])
.
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It is clear that
f3
((
vec(M̂
(1)
I )
′, vec(K̂(1)1 )
′, . . . , vec(K̂(1)H1 )
′, . . . , vec(M̂(q)I )
′, vec(K̂(1)1 )
′, . . . ,
vec(K̂
(1)
H1
)′, vec(̂−1)′
)′) = vec (̂−1M̂,P )
and
f3
((
vec(M
(1)
I )
′, vec(K(1)1 )
′, . . . , vec(K(1)H1 )
′, . . . , vec(M(q)I )
′, vec(K(q)1 )
′, . . . ,
vec(K
(q)
H1
)′, vec(−1)′
)′) = vec (−1M,P ) .
Let us also deﬁne
C = F ′3CRF3, (7)
where
F3 = f
′
3
u
∣∣∣∣∣
E
=

Fˇ
(1)
3
...
Fˇ
(q)
3
E8
 (8)
with
Fˇ
(j)
3 = wj

(1− j )(Ip ⊗ −1M(j)j +M(j)j −1 ⊗ Ip)(Ip ⊗ −1)
j (Ip ⊗ −1K(j)1 +K(j)1 −1 ⊗ Ip)(Ip ⊗ −1)
...
j (Ip ⊗ −1K(j)Hj +K
(j)
Hj
−1 ⊗ Ip)(Ip ⊗ −1)

and
E8 =
∑q
j=1 wj
(
(1− j )(Ip ⊗ −1M(j)j +M(j)j −1 ⊗ Ip)(M(j)j ⊗ Ip)
+j
∑Hj
h=1 (Ip ⊗ 
−1K(j)h +K(j)h −1 ⊗ Ip)(K(j)h ⊗ Ip)
)
.
Since the Delta method applies to f3 and, from Step 4, a ﬁnal application of the Delta
method leads to
√
nvec
(
̂
−1
M̂,P − −1M,P
)
−→d N (0, C).
A.2. Proof of Theorem 2
Let M be a square matrix of order p. We set ||M|| = [max eigenvalue of (−1M ′
M)]1/2, as in [22]. The Moore–Penrose generalized inverse of M is denoted byM+.
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Under the assumptions of theTheorem2, ̂−1M̂,P converges in probability to−1M,P .
Thus with probability 1, for n sufﬁciently large, we have∣∣∣∣∣∣̂−1M̂,P − −1M,P ∣∣∣∣∣∣ K/2. (9)
(i) From Theorem 1 and (9), we are now in position to apply Lemma 4.1 of Tyler [22], so
Pˆ = P −
∑
k∈
[
Pk
(
̂
−1
M̂,P − −1M,P
) (
−1M,P − kIp
)+
+
(
−1M,P − kIp
)+ (
̂
−1
M̂,P − −1M,P
)
Pk
]
+ Eˆo,
where ∣∣∣∣∣∣Eˆo∣∣∣∣∣∣  (1+ 1 − KK
)(
2
K
∣∣∣∣∣∣̂−1M̂,P − −1M,P ∣∣∣∣∣∣)2
×
(
1− 2
K
∣∣∣∣∣∣̂−1M̂,P − −1M,P ∣∣∣∣∣∣)−1 .
Let P = −∑k∈ [Pk(−1M,P − kIp)+ + (−1M,P − kIp)+Pk ]. From
the above, it follows that
√
n
(
Pˆ − P
)
−→d P . We remark that vec(P ) = Cvec()
whereC = −
∑
k∈w
[
(M,P−1 − kIp)+ ⊗ Pk + P ′k ⊗ (−1M,P − kIp)+
]
. Note
that (−1M,P−kIp)+ canbe replaced bySk =
∑
l =k
1
l−k Pl .Thenvec(P ) follows
the normal distribution N (0, CP ) where
CP = CCC′. (10)
(ii) This result is a straightforward application of the Lemma 2 of Saracco [18]. We ﬁrst
show that
√
n
([
vec
(
̂
−1
M̂,P
)
vec
(
̂
) ]− [ vec (−1M,P )
vec()
])
−→d ∗, (11)
where
∗ =
(
vec()
vec()
)
follows the normal distribution N(0, C∗) with C∗ given by (13). The proof of this results is
based on slight modiﬁcations of Step 4 and Step 5 in the proof of Theorem 1.
Take
R∗ =
[
R
0p2,p2(1+∑qj=1 Hj ) Ip2
]
,
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where R is deﬁned in (6). Then, by the use of Step 3 in the proof of Theorem 1,
√
n
(
[vec(M̂(1)I )′, vec(K̂(1)1 )′, . . . , vec(K̂(1)H1 )′, . . . , vec(M̂
(q)
I )
′,′ vec(K̂(q)1 )
′, . . . ,
vec(K̂
(q)
Hq
)′, vec(̂−1)′, vec(̂)′]′ − [vec(M(1)I )′, vec(K(1)1 )′, . . . , vec(K(1)H1 )′, . . . ,
vec(M
(q)
I )
′, vec(K(q)1 )
′, . . . , vec(K(q)Hq )
′, vec(−1)′, vec()′]′
)
.= R∗√n
(
[vec(M̂(1)I )′, vec(K̂(1)1 )′, . . . , vec(K̂(1)H1 )′, . . . , vec(M̂
(q)
I )
′,′ vec(K̂(q)1 )
′,
. . . vec(K̂
(q)
Hq
)′, vec(̂−1)′]′ − [vec(M(1)I )′, vec(K(1)1 )′, . . . , vec(K(1)H1 )′, . . . ,
vec(M
(q)
I )
′, vec(K(q)1 )
′, . . . , vec(K(q)Hq )
′, vec(−1)′]′
)
−→d N (0, CR∗), (12)
where CR∗ = R∗2R∗′.
For the p×p matrices A, B(j)1 , …, B(j)Hj , C, D, let f ∗3 be deﬁned from R
p2(2+q+∑qj=1Hj )
to Rp
2+p2 by
f ∗3
([
vec(A(1))′, vec(B(1)1 )
′, . . . , vec(B(1)H1 )
′, . . . , vec(A(q))′, vec(B(q)1 )
′, . . . ,
vec(B
(q)
Hq
)′, vec(C)′, vec(D)′
]′)
=
 q∑j=1 wjvec(C[(1− j )A(j)CA(j) + j
Hj∑
h=1
B
(j)
h CB
(j)
h ])
vec(D)
 .
It is clear that
f ∗3
(
[vec(M̂(1)I )′, vec(K̂(1)1 )′, . . . , vec(K̂(1)H1 )′, . . . , vec(M̂
(q)
I )
′,′ vec(K̂(q)1 )
′, . . . ,
vec(K̂
(q)
Hq
)′, vec(̂−1)′, vec(̂)′]′
)
=
(
vec
(
̂
−1
M̂,P
)
vec
(
̂
) )
and
f ∗3
(
[vec(M(1)I )′, vec(K(1)1 )′, . . . , vec(K(1)H1 )′, . . . , vec(M
(q)
I )
′, vec(K(q)1 )
′, . . . ,
vec(K
(q)
Hq
)′, vec(−1)′, vec()′]′
)
=
(
vec
(
−1M,P
)
vec ()
)
.
Let us also deﬁne
C∗ = F ∗′3 CR∗F ∗3 , (13)
where
F ∗3 =
f ∗′3
u
∣∣∣∣∣
E
=
[
F3 0p2(1+q+∑qj=1Hj ),p2
0p2,p2 Ip2
]
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withF3 deﬁned in (8). Since theDeltamethod applies tof ∗3 and, from (12), a ﬁnal application
of the Delta method leads to (11).
Therefore, we get
√
n(bˆk − bk) −→d bk where
bk = M∗k∗ = (−1M,P − kIp)+bk −
1
2
(b′kbk)bk
with M∗k =
[
b′k ⊗ (−1M,P − kIp)+ − 12bk(b′k ⊗ b′k)
]
. Then bk follows the normal
distribution N (0, Cbk ) where
Cbk = M∗k C∗M∗′k . (14)
(iii) Using Theorem 1, Corollary 4 of Saracco [18] givesk = b′kbk . Then we use only
the fact that k = (b′k ⊗ b′k)vec() to complete the proof.
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