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Comunicacion eciente entre vehculos
aplicando un algoritmo multi-objetivo paralelo
Jamal Toutouh y Enrique Alba
Resumen| El encaminamiento de datos en redes
vehiculares presenta un desafo debido a los frecuen-
tes e inesperados cambios de topologa. En este estu-
dio presentamos un algoritmo de optimizacion multi-
objetivo paralelo para tratar este tipo de problemas
con el n de maximizar la cantidad de datos que se
intercambian y minimizar los tiempos de transmision.
Esta forma de abordarlo es novedosa porque en este
dominio la mayora de trabajos de optimizacion em-
plean tecnicas secuenciales y/o mono-objetivas, hecho
que limita su ecacia. Los resultados experimentales
muestran que el algoritmo optimizado mejora de for-
ma signicativa a las otras propuestas en el estado del
arte. Ademas, la aplicacion de nuestro modelo parale-
lo obtiene una eciencia computacional mayor de un
86%.
Palabras clave|optmizacion multi-objetivo, parale-
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I. Introduccion
Las redes vehiculares ad-hoc, mas conocidas por
su nombre en ingles VANETs (Vehicular ad hoc net-
works), son redes de comunicacion inalambrica sin
infraestructura formadas por los dispositivos de los
usuarios de las carreteras (unidades de abordo de los
vehculos, telefonos inteligentes, etc.) y distintos ele-
mentos de la infraestructura vial como semaforos y
paneles informativos (ver Fig. 1). Estas redes ofrecen
la oportunidad para desarrollar aplicaciones revolu-
cionarias en el ambito de la seguridad y eciencia vial
mediante el intercambio continuo de informacion del
traco y de las maniobras de los usuarios.
Fig. 1. Esquema basico de comunicacion en VANETs.
El encaminamiento de datos (o routing) en VA-
NETs presenta un desafo mayor que en redes movi-
les ad-hoc o MANETs (mobile ad-hoc networks) de-
bido a la alta volatilidad de su topologa provocada
por el empleo de una tecnologa de comunicacion de
covertura limitada (IEEE 802.11p) y las altas veloci-
dades de los nodos. Ademas, las aplicaciones suelen
tener requisitos crticos de tiempo real. As, desde
entornos academicos e industriales se esta invirtien-
do mucho esfuerzo en tratar este problema [1].
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El protocolo de encaminamiento Ad hoc On De-
mand Vector (AODV) [2] ha sido estudiado por di-
versos autores para optimizar su rendimiento en VA-
NETs [3], [4]. Una de las formas de mejorarlo es en-
contrando la conguracion optima de sus parame-
tros. Sin embargo, el numero de parametros como el
rango de los mismos impide la aplicacion de meto-
dos de optimizacion exactos o enumerativos. Por ello
se han analizado diferentes metaheursticas mono-
objetivo en este proposito [5], [6].
En este trabajo se aplica una version paralela del
algoritmo de cumulo de partculas de velocidad li-
mitada multi-objetivo o SMPSO (Speed-constrained
Multi-objective Particle Swarm Optimization) [7] al
problema de optimizacion del protocolo AODV en
VANETs. La metodologa consiste en explorar el es-
pacio de busqueda formado por todas las combina-
ciones de los 11 parametros (continuos y discretos)
que forman conguraciones factibles de AODV, para
as encontrar aquellas que optimizen su rendimiento.
Esta es una propuesta novedosa en este dominio,
puesto que la mayora de trabajos previos en op-
timizacion de comunicaciones en VANETs emplean
metaheursticas mono-objetivo [5], [8], [9], es decir,
evaluan las soluciones empleando una funcion agre-
gativa en la que cada uno de los objetivos es pondera-
do de acuerdo a un peso dado. Este tipo de metodos
tienen el problema de que los pesos elegidos inuyen
crticamente en la solucion. Posteriormente, se ha
utilizado el algoritmo multi-objetivo (MO) NSGA-II
(Non-dominated Sorting Genetic Algorithm, II) pa-
ra optimizar el protocolo de encaminamiento OLSR
(Optimized Link State Routing) en VANETs [10].
Emplear un modelo distribuido del algoritmo per-
mite mejorar el tiempo de busqueda puesto que este
ejecuta en paralelo la evaluacion de todas las solucio-
nes (simulaciones de VANETs computacionalmente
costosas). As, el numero de evaluaciones de la so-
lucion no se ve tan limitado como en los algorimos
secuenciales y se puede incrementar tanto el nume-
ro de soluciones que emplea el algoritmo como el de
generaciones que se llevan a cabo [6], [9].
Globalmente, las principales contribuciones de es-
te trabajo son: i) introducir el uso de algoritmos pa-
ralelos multi-objetivos para tratar el problema de op-
timizacion en VANETs y ii) optimizar el rendimiento
de AODV cuando se emplea en etornos vehiculares.
El texto se organiza como sigue. A continuacion se
introduce el routing en VANETs, el protocolo AODV
y su problema de optimizacion MO. La Seccion III
resume la bibliografa relacionada con nuestro traba-
jo. La Seccion IV describe el SMPSO y la variante
utilizada en este estudio. La Seccion V presenta la
metodologa y los detalles de implementacion. Los
experimentos y el analisis de resultados se muestran
en la Seccion VI. Finalmente, la Seccion VII contiene
las conclusiones y el trabajo futuro.
II. Encaminamiento de datos eficiente en
VANETs
Esta seccion introduce el problema del routing en
VANETs, presenta el protocolo AODV y dene el
problema multi-objetivo que se trata en este trabajo.
A. Encaminamiento de datos en redes vehiculares
Las comunicaciones VANET sufren de continuas
perdidas de enlace, fragmentacion de la red y con-
tinuos cambios de topologa, provocado principal-
mente por la velocidad a la que se mueven los no-
dos (vehculos) y al uso de tecnologas de acceso
inalambrico de covertura limitada (IEEE 802.11p).
Por esto, cuando se dene una arquitectura VANET
es de vital importancia aplicar una estrategia de en-
caminamiento de datos efcienciente que maximice la
cantidad de datos que se intercambia y que minimice
los tiempos de transmision de los datos.
Existen diversas lneas de investigacion en la de-
nicion de protocolos para VANETs [1], [11]. Dentro
del variado conjunto de soluciones propuestas, noso-
tros nos centramos en un protocolo de la tipologa
unicast. La funcion principal de este tipo de protoco-
los es la de encaminar paquetes de datos a un unico
destino va comunicaciones multi-salto. Los vehcu-
los que se encuentran en la ruta de los datos de-
ben retransmitir los paquetes hacia el nodo destino.
Ademas, estos protocolos no deben generar una car-
ga de control excesiva, pero tiene que ser suciente
para tener la informacion de las rutas actualizadas.
B. El protocolo de encaminamiento AODV
AODV [2] es un protocolo unicast para redes
inalambricas ad-hoc que pertenece a la familia de
protocolos reactivos, es decir, calcula la ruta cuando
se va a empezar a transmitir y se mantiene solo du-
rante la transmision. Diferentes variantes de AODV
se han propuesto para VANETs porque al ser reacti-
vo ofrece un rendimiento aceptable y no genera una
carga de control excesiva [3], [12], [13].
El proceso de busqueda de la ruta empieza cuando
el nodo origen difunde un paquete Routing Request
(RREQ) en el que se indica el destino. Entonces,
los demas nodos de la red retransmiten el paquete
RREQ a sus vecinos hasta que llega al nodo destino o
se alcanza un numero de saltos determinado. Cuando
el nodo destino recibe el RREQ responde al nodo
origen enviandole la informacion sobre la ruta en un
paquete Route Replay (RREP) de forma unicast. El
nodo origen espera el RREP hasta que lo recibe o
hasta que pasa un tiempo maximo de espera.
El funcionamiento de AODV viene determinado
por una serie de parametros cuya conguracion in-
uye drasticamente en su rendimiento: cinco tem-
porizadores y seis contadores. La Tabla I presenta
estos parametros, Sel valor de referencia que sugiere
el AODV RFC 3561 para MANETs, los rangos de
los parametros y su tipo (continuo R o discreto Z).
TABLA I
Parametros de configuracion de AODV.
Parametro Valor RFC Rango Tipo
HELLO INTERVAL 1.0 s [1.0, 20.0] R
ACTIVE ROUTE TIMEOUT 3.0 s [1.0, 20.0] R
MY ROUTE TIMEOUT 6.0 s [1.0, 40.0] R
NODE TRAVERSAL TIME 0.040 s [0.01, 15.0] R
MAX RREQ TIMEOUT 10.0 s [1.0, 100.0] R
NET DIAMETER 35 [3, 100] Z
ALLOWED HELLO LOSS 2 [0, 20] Z
REQ RETRIES 2 [0, 20] Z
TTL START 1 [1, 40] Z
TTL INCREMENT 2 [1, 20] Z
TTL THRESHOLD 7 [1, 60] Z
C. Optimizacion multi-objetivo del protocolo AODV
El problema de la busqueda de conguraciones
factibles de parametros ecientes para AODV no es
un problema facil [5]. El numero y el rango de los
parametros que gobiernan el protocolo denen un
espacio de busqueda lo sucientemente grande para
hacer inutil el uso de metodos exactos y enumerati-
vos para resolverlo. Por contra, el uso de algoritmos
metaheursticos de optimizacion es viable puesto que
calculan conguraciones optimizadas en tiempos de
ejecucion razonables [5], [8], [14], [15].
La evaluacion de las conguraciones se realiza me-
diante el analisis de diferentes metricas de calidad de
servicio del protocolo tras simularlo. Las metricas
mas utilizadas son: el porcentaje de paquetes recibi-
dos respecto de los enviados o PDR (packet delivery
ratio), el tiempo que emplea un paquete en llegar a
su destino o E2ED (end-to-end delay) y la carga ge-
nerada por un protocolo en relacion con la cantidad
de datos enviados o NRL (normalized routing load).
La mayora de trabajos previos emplea me-
taheursticas mono-objetivo y utiliza las tres metri-
cas para evaluar las soluciones (conguraciones). Es-
te tipo de metodos tienen el problema de que los pe-
sos elegidos inuyen crticamente en la busqueda y la
solucion. Ademas, devuelven una unica solucion y lo
deseable es tener un conjunto de soluciones optimas
que ponderen los objetivos de forma distinta.
En este trabajo hemos denido el problema de
optimizacion multi-objetivo del protocolo AODV
en VANETs. Buscamos conguraciones factibles de
AODV que optimicen dos objetivos enfocados a los
dos requisitos mas importantes en el routing en VA-
NETs: maximizar la cantidad de datos que se inter-
cambian (PDR) y minimizar los tiempos de transmi-
sion (E2ED). Estos dos objetivos son cotrapuestos,
porque cuanto mayor es la cantidad de paquetes que
viajan a traves de la red mayor es la probabilidad
de que aparezcan problemas de acceso al medio, por
lo que los nodos tardan mas en retransmitir los pa-
quetes. Y viceversa, si la cantidad de paquetes que
se transmiten es menor (bajo PDR), el tiempo que
tardan los paquetes en llegar al destino es menor.
III. Trabajo relacionado
Esta seccion resume la bibliografa en el dise~no
de protocolos de encaminamiento a partir de mo-
dicaciones sobre AODV y en la aplicacion de me-
taheursticas a la optimizacion en VANETs.
Para mejorar el rendimiento de AODV en redes
vehiculares han aparecido diferentes variantes. Se
han propuesto el AODV BD [3], que reduce los tiem-
pos de transferencia encapsulando datos en los pa-
quetes RREQ, y AODV OBD [16], que selecciona
un subconjunto de los nodos que retransmiten los
paquetes RREQ y RREP para reducir la carga de
red. En el IADOV los nodos almacenan informacion
de enrutamiento a nodos de hasta dos saltos de dis-
tancia mejorando el proceso de establecimiento de la
ruta [13]. A su vez, se ha propuesto mantener rutas
alternativas por si la ruta principal falla [4].
En la literatura existen diversos trabajos que em-
plean metaheursticas para resolver problemas de op-
timizacion en MANETs y VANETs y se dividen en
dos grandes grupos: aquellos que emplean las me-
taheursticas directamente sobre elementos de la red
para resolver on-line algun problema de eciencia de
la red [17], [18] y aquellos que las utilizan para op-
timizar o-line el funcionamiento del protocolo bus-
cando una conguracion eciente del protocolo [19],
[20], [21], como es el caso de este analisis.
Existe un numero limitado de trabajos que apli-
quen la segunda estrategia en VANETs. El proto-
colo de transferencia de datos VDTP fue optimi-
zado para mejorar la transferencia de archivos en-
tre vehculos [22]. Los protocolos de routing AODV
y OLSR fueron optimizados en terminos de PDR,
NRL y E2ED empleando un grupo de metaheursti-
cas mono-objetivo secuenciales en [5] y [8], respecti-
vamente. OLSR tambien fue optimizado empleando
un algoritmo MO, el NSGA-II [10].
El rendimiento de los algoritmos empleados en to-
dos estos trabajos previos se ve limitado por el ele-
vado coste computacional de la evaluacion de la fun-
cion objetivo. As, diferentes analisis han reducido
el coste computacional de las metaheursticas mono-
objetivo aplicando modelos paralelos [6], [9].
Nuestro trabajo trata el problema de optimiza-
cion o-line de protocolos VANET empleando una
tecnica multi-objetivo paralela. Por lo que se resuel-
ven dos de los principales problemas en este domi-
nio: la obtencion de un unica solucion condicionada
por unos pesos preestablecidos y la evaluacion de la
funcion objetivo un numero muy limitado de veces
debido a su alto coste computacional.
IV. Algoritmo paralelo multi-objetivo de
cumulo de partculas propuesto
Esta seccion describe el algoritmo de cumulo de
partculas (SMPSO) utilizado para resolver el pro-
blema de optimizacion multi-objetivo del encamina-
miento de datos en VANETs, as como el modelo de
paralelizacion aplicado para mejorar la eciencia de
la busqueda de conguraciones ecientes de AODV.
A. Algoritmo SMPSO
Las metaheursticas MO (MMO) aparecen para
resolver problemas de optimizacion multi-objetivo.
Una MMO halla un conjunto de soluciones optimi-
zadas no dominadas que se llama frente de Pareto
y que representan diferentes compromisos de acuer-
do con las funciones objetivo [23]. En este estudio se
aplica la MMO SMPSO al encaminamiento de datos
en VANETs. El problema consiste en optimizar dos
objetivos en conicto entre s: maximizar la cantidad
de datos que se intercambia y minimizar los tiempos
de transferencia.
El pseudocodigo del SMPSO se presenta en el Al-
goritimo 1. Las soluciones se denominan partcu-
las y se agrupan en cumulos (C). Las soluciones
no-dominadas se agrupan en un archivo de lderes
(L) que se actualiza cada iteracion de acuerdo a
la distancia de agrupamiento o crowding distance
(Lnea 10). De forma iterativa sobre cada una de las
partculas se aplican los operadores de actualizacion
de velocidad y posicion, de mutacion (operador de
turbulencia) y de evaluacion (lneas 5-8). Finalmen-
te, en la Lnea 11 se actualiza el estado del cumulo.
Algoritmo 1 Pseudocodigo de SMPSO.
C  incializarcumulo()
L inicializar archivo lideres()
while not condicion de parada() do
for all particulai 2 C do
calcular velocidad(particulai)
actualizar posicion(particulai)
mutar(particulai)
evaluar(particulai)
end for
L actualizar archivo lideres()
actualizar estado cumulo(C)
end while
B. Modelo paralelo para SMPSO
La evaluacion de soluciones en los problemas de
optimizacion en VANET se realiza mediante proce-
sos computacionalmente costosos de simulacion de
la red (tiempos de ejecucion del orden de minutos).
Esto obliga a limitar el numero de evaluaciones de
la funcion objetivo usando conjuntos de soluciones
peque~nos y/o aplicando un numero de generaciones
reducido, afectando negativamente la efectividad de
la metaheurstica empleada. Por ello proponemos la
distribucion de la evaluacion de las partculas en-
tre distintas unidades de procesamiento para que se
ejecuten en paralelo. As podemos incrementar el ta-
ma~no de los cumulos y el numero de generaciones.
Fig. 3. Modelo maestro-esclavo aplicado en el pSMPSO.
El SMPSO paralelo (pSMPSO) propuesto esta ca-
tegorizado dentro del modelo maestro-esclavo [24].
Fig. 2. Metodologa empleada para la optimizacion multi-objetivo de AODV en VANETs.
El maestro realiza todas las operaciones del pSM-
PSO salvo la evaluacion de las soluciones (Lnea 8
del Algoritmo 2) que se distribuye a traves de la
arquitectura paralela (ver Fig. 3). As, no existe nin-
guna diferencia entre la version secuencial (un solo
procesador) y la paralela en la forma de la explora-
cion del espacio de busqueda. Los algoritmos 2 y 3
presentan los pseudocodigos de los procesos maestro
y esclavo del pSMPSO, respectivamente.
Algoritmo 2 Proceso maestro del pSMPSO.
C  incializarcumulo()
L inicializar archivo lideres()
while not condicion de parada() do
for all particulai 2 C do
calcular velocidad(particulai)
actualizar posicion(particulai)
mutar(particulai)
end for
for all particulai 2 C do in paralelo
enviar datos a esclavoi(particulai)
esperar datos de esclavoi(particulai; valores fitnesi)
mutar(particulai)
end for
L actualizar archivo lideres()
actualizar estado cumulo(C)
end while
Algoritmo 3 Proceso esclavoi de pSMPSO.
particulai  esperar datos de maestro()
valores fitnesi  evaluar(particulai)
enviar datos de esclavoi(particulai; valores fitnesi)
V. Optimizacion de AODV usando pSMPSO
Esta seccion introduce la metodologa llevada a
cabo y presenta detalles sobre la codicacion del pro-
blema, el metodo de evaluacion de las soluciones y
los diferentes operadores implementados.
A. Metodologa general
En este estudio tratamos el problema de encontrar
conguraciones de AODV de forma que maximicen
el PDR y minimicen el E2ED cuando se emplea en
VANETs. Para ello vamos a utilizar pSMPSO que
hemos implementado utilizando la bibliotecas jMe-
talCpp [25] y pthread. Como se muestra en la Fig. 2
la evaluacion de las soluciones (conguraciones) se
realiza mediante su simulacion en una VANET em-
pleando el simulador de redes network simulator 2
(ns-2) [26] y analizando el PDR y el E2ED. Los va-
lores de las dos metricas se envan al proceso maestro
que los aplica para seguir con los computos.
B. Codicacion del problema
El funcionamiento de AODV esta gobernado por
la conguracion de 11 parametros. As, las partcu-
las se representan mediante un vector de 11 compo-
nentes, uno por cada uno de los parametros (ver la
Fig. 4). La codicacion y el rango de cada uno de los
componentes del vector vienen dados en la Tabla I.
Fig. 4. Representacion del vector solucion.
C. Evaluacion de soluciones
Este problema multi-objetivo tiene dos objetivos
contrapuestos: maximizar el PDR y minimizar el
E2ED. As, hemos denido dos funciones objetivo,
f1(s) y f2(s), dadas por las ecuaciones 1 y 2. En las
cuales, PDR(s) y E2ED(s) son los PDR y E2ED
medios de la VANET cuando se simula la congura-
cion s, respectivamente. Por lo tanto, el problema de
optimizacion multi-objetivo de AODV en VANETs
viene dado por la minimizacion de f1(s) y f2(s).
f1(s) =
1
PDR(s)
f1(s) 2 [0;01; 1) (1)
f2(s) = E2ED(s) f2(s) 2 (0; 1) (2)
D. Operadores propuestos
En esta seccion se presenta los operadores de ini-
ciacion y mutacion denidos para optimizar AODV.
D.1 Inicializacion de las soluciones
El operador de inicializacion propuesto distribuye
las soluciones de un cumulo en diferente areas del es-
pacio de busqueda. Se divide el espacio de busqueda
en num particulas (tama~no del cumulo) subespa-
cios diagonales y se aloja en cada subespacio cada
solucion (ver Ecuacion 3).
x
(0)
s;i = z(i;MIN) + 
s i 2 [0; 10]; s 2 [0; num particulas] (3)
El valor inicial del componente i del vector solu-
cion s (x
(0)
s;i ) viene dado por el valor 
s que se calcula
a partir de z(i;MIN) y los lmietes de cada uno de
los subespacios y un valor aleatorio  2 [0; 1] (ver
Ecuacion 4). Los valores z(i;MIN) y z(i;MAX) son el
valores mnimo y maximo del rango de valores que
cada parametro i pueden tomar (ver la Tabla I).
s =

s+ 
num particulas

  z(i;MAX)   z(i;MIN) (4)
D.2 Mutacion o turbulencia de las partculas
El operador de mutacion o turbulencia introdu-
ce nueva informacion generada de forma pseudo-
aleatoria en el cumulo. Para generar solo soluciones
factibles se ha denido dentro de los rangos de los
parametros de conguracion de AODV.
La Ecuacion 6 presenta el movimiento de la com-
ponente i de la solucion s (xts;i) que viene dado por
i, un valor aleatorio uniformemente distribuido, y
el rango de los parametros de AODV (ver la Tabla I).
xts;i = x
(g)
s;i + i 
 
z(i;MAX)   z(i;MIN)

(5)
i 2 [ 0;5; 0;5]
El nuevo valor de la componente i del vector so-
lucion s (x
(g+1)
s;i ) viene denido por la Ecuacion 6.
Si el valor de xtemps;i esta dentro del rango de va-
lores del parametro de conguracion i, entonces
x
(g+1)
s;i =x
temp
s;i . Si x
temp
s;i > z(i;MAX) o x
temp
s;i <
z(i;MIN), entonces a x
(g+1)
s;i se le asigna el valor mas
alto o mas bajo del rango de valores del parametro
i, respectivamente.
x
(g+1)
s;i =
8><>:
xtemps;i ; if x
t
s;i 2 [z(i;MAX); z(i;MIN)]
z(i;MAX); if new xs;i > z(i;MAX)
z(i;MIN); if new xs;i < z(i;MIN)
(6)
VI. Resultados experimentales
Esta seccion presenta los aspectos principales de la
experimentacion: i) los escenarios VANET denidos
para evaluar las comunicaciones, ii) los experimen-
tos de conguracion de pSMPSO, iii) los resultados
en terminos de ecacia y eciencia y iv) la compara-
cion de nuestra propuesta con el estado del arte. La
plataforma paralela empleada para ejecutar los ex-
perimentos cuenta con un procesador Opteron 6172
Magny-Core de 24 nucleos de 2.1 GHz, con 24 GB
de RAM y CentOS Linux como sistema operativo.
A. Escenarios VANET para la simulacion
Se han denido 30 escenarios VANET a partir de
los datos reales de una zona residencial de la ciu-
dad de Malaga (Espa~na). Estos escenarios cubren
tres areas de diferente tama~no de la zona que se han
llamado U1, U2 y U3 (ver la Fig. 5). En estos es-
cenarios distintos numeros de vehculos se mueven
siguiendo patrones inteligentes de conduccion y cum-
pliendo con las normas de traco (ver la Tabla II).
TABLA II
Especificacion de los escenarios VANET.
Nombre
Tama~no Numero de Numero de
del area vehculos transmisiones
U1 120000 m2 20 10
U2 240000 m2
20 10
30 15
40 20
U3 360000 m2
30 15
45 23
60 30
75 38
90 45
105 53
Los resultados de las comunicaciones VANET se
obtienen del simulando la red durante 180 segundos.
Los nodos se han congurado siguiendo los estanda-
res para entornos vehiculares. La Tabla III resume
las caractersticas principales de la red simulada. Los
30 escenarios representan una variedad de situacio-
nes diferentes (variando tama~no de la red, densidad
del traco y patrones de comunicacion).
Fig. 5. Mapa de los escenarios VANET.
TABLA III
Detalles de las comunicaciones VANET.
Parametro Valor/Protocolo
Modelo de propagacion Nakagami
Ancho de banda del canal 6 Mbps
Capas fsica y de acceso al medio IEEE 802.11p
Capa de red AODV
Capa de transporte UDP
Tama~no de los paquetes de datos 512 bytes
Tasa de datos 64/128/256 kbps
Duracion de las transmisiones 60 s
B. Conguracion del pSMPSO
En este estudio se ha analizado un pSMPSO de
24 partculas que llevara a cabo las evaluaciones de
todas las soluciones en paralelo (24 hebras). A con-
tinacion, se indica como se ha congurado la proba-
bilidad de mutacion y la condicion de parada.
B.1 Probabilidad de mutacion
Para congurar la probabilidad de mutacion (pM )
se han realizado unos experimentos iniciales en los
que se ha empleado un pSMPSO que realiza 300 ge-
neraciones y emplea el escenario U2 de 20 vehcu-
los para la evaluacion de las soluciones. El conjun-
to de candidatos a ser la probabilidad de muta-
cion del pSMPSO en este problema es el denido
por f 14L=0,023, 12L = 0; 045, 1L=0,091, 10;5L=0,182g
siendo L the el tama~no del vector solucion (L = 11).
Se han llevado a cabo 10 ejecuciones independien-
tes para cada pM y como condicion de parada rea-
lizar 450 generaciones. Se ha analizado el valor del
hipervolumen [27] del frente de Pareto obtenido pa-
ra comparar los resultados. Como se muestra en la
Tabla IV la conguracion que obtiene el mayor hiper-
volumen mediano (0,758) es pM=0,091, por lo que
esa es la probabilidad elegida.
TABLA IV
Hipervolumen mediano obtenido para cada pM .
pM 0,023 0,045 0,091 0,182
Hipervolumen 0,738 0,755 0,785 0,747
B.2 Condicion de parada
Para poder hacer un estudio mas able sobre la
eciencia del pSMPSO se ha decidido utilizar un cri-
terio de parada basado en la calidad de las soluciones
obtenidas. De este modo se evita poner como crite-
rio de parada un numero dado de generaciones dado
porque condicionara sustancialmente los tiempos de
ejecucion. Por ello, el criterio de parada se ha de-
nido como obtener un frente de Pareto cuyo hiper-
volumen sea igual o superior al hipervolumen me-
diano obtenido con pM=0,091 (0,785), o sobrepasar
las 450 generaciones (evitando tiempos de ejecucion
excesivos).
C. Resultados del proceso de optimizacion MO
Se han realizado 30 ejecuciones independientes del
pSMPSO para tratar el problema de optimizacion de
AODV en VANETs y hemos evaluado los frentes de
Pareto obtenidos calculando su hipervolumen (IHV ),
epsilon (I) y spread (I). La Tabla V muestra los
valores mnimo (Mn), mediano (Med) y maximo
(Max) obtenidos para cada una de las metricas.
TABLA V
Resultados para las 30 ejecuciones de pSMPSO.
Metrica Mn Med Max
Hipervolumen (IHV ) 0,777 0,786 0,799
Epsilon (I) 2,195 2,807 4,493
Spread (I) 0,603 0,706 0,911
El maximo valor de hipervolumen es 0,799, que
es mayor que el valor de umbral de hipervolumen
establecido en la condicion de parada. Esto se debe
a que han habido cinco ejecuciones que han parado
tras haber llevado a cabo el maximo de generaciones.
La Fig. 6 muestra la distribucion de las soluciones
en todos los frentes de Pareto obtenidos. El frente de
Pareto optimizado se obtiene de todas las soluciones
no-dominadas para las 30 ejecuciones independien-
tes. Estas soluciones presentan diferentes valores pa-
ra cada uno de las funciones objetivo.
Fig. 6. Frentes de Pareto obtenidos por pSMPSO.
Para comparar las soluciones obtenidas se utiliza
su distancia al vector ideal (vi) [28]. Las componen-
tes del vector ideal contienen el mejor valor obte-
nido para cada uno de los objetivos. Para nuestro
problema vi=[0; 01, 1; 936]. La Tabla VI muestra los
resultados de la funcion objetivo (y los valores para
las metricas PDR y E2ED) para las soluciones que
han obtenido los mnimos de f1(s) y f2(s), es decir, el
maximo PDR (Max-PDR) y mnimo E2ED (Mn-
E2ED), respectivamente. Tambien se muestran los
mismos valores para la solucion que obtiene la menor
distancia con vi (Mn-Dist), de una hipotetica solu-
cion que representa la conguracion que se sugiere
en el AODV RFC (AODV-RFC ) y la mediana para
cada una de las funciones objetivo (pSMPSOmed).
TABLA VI
Valores de las funciones objetivo y resultados en
terminos de PDR y E2ED.
f1(s)
PDR(s) f2(s) =E2ED(s)
(en%) (en ms)
Mn-Dist 0,012 86,206 2,485
Max-PDR 0,010 100,00 3,461
Mn-E2ED 0,019 51,282 1,937
AODV-RFC 0,012 80,521 28,882
pSMPSOmed 0,011 89,286 3,101
Al ser dos objetivos contrapuestos los que se op-
timizan en este problema (maximizar PDR y mini-
mizar E2ED) las soluciones que obtienen los opti-
mos para cada uno de los objetivos (Max-PDR y
Mn-E2ED) obtienen resultados muy pobres para el
otro en comparacion con las demas. La solucion que
representa la conguracion de los expertos (AODV-
RFC ) obtiene PDR competitivo de 80,521% aunque
es menor que la mediana de las soluciones obteni-
das con pSMPSO (89,286%), pero el E2ED es de
28,882 ms., de una orden de magnitud mayor que
cualquiera de las conguraciones calculadas de for-
ma automatica. As, la solucion que minimiza la dis-
tacia al vector ideal obtiene una buena solucion de
compromiso (PDR=86,201% y E2ED=2,485 ms.).
D. Coste y eciencia computacional
En esta seccion vamos a analizar tanto el coste
computacional como la eciencia del modelo paralelo
utilizado. La Tabla VII muestra los valores mnimo
(Mn), mediano (Med) y maximo (Max) del numero
de generaciones llevadas a cabo y el tiempo requerido
por las 30 ejecuciones independientes.
TABLA VII
Coste computacional de pSMPSO optimizando AODV.
Mn Med Max
Numero de generaciones 77 337 450
Tiempo de ejecucion (minutos) 103 452 616
El tiempo maximo de ejecucion supera las 10 ho-
ras (616 mins.), este tiempo se ha dado cuando el al-
goritmo ha parado por alcanzar el valor maximo de
generaciones. La ejecucion que han convergido con
mayor celeridad ha tardado 103 mins. en nalizar.
La mediana de los tiempos de ejecucion queda esta-
blecida en 452 mins (7 horas y 32 minutos).
Las metricas mas empleadas evaluar el rendimien-
to de un algoritmo paralelo son la eencia compu-
tacional (em) y el speedup (Sm) [24]. El speedup mi-
de cuantas veces es mas rapido un algoritmo para-
lelo que su version secuencial y se dene como la
relacion entre el tiempos que requieren un algoritmo
secuencial (T1) y su version paralela (Tm) que em-
plea m procesadores en resolver un mismo problema
(Ecuacion 7). La eciencia computacional es valor
normalizado del speedup con respecto al numero de
procesadores (Ecuacion 8).
Sm =
T1
Tm
' E[T1]
E[Tm]
(7)
em =
Sm
m
(8)
Para poder calcular los valores de speedup se ha te-
nido que ejecutar SMPSO (secuencial) en las mismas
condiciones que pSMPSO para poder disponer de su
tiempo de ejecucion (T1). La Tabla VIII presenta los
resultados experimentales sobre el rendimiento del
pSMPSO sobre 24 nucleos (m=24), donde E[T24] y
E[T1] son los tiempos medios empleados para ejecu-
tar pSMPSO y SMPSO, respectivamente.
TABLA VIII
Evaluacion de la eficiencia computacional y speedup.
E[T24] (mins.) E[T1] (mins.) Speedup Eciencia
422,190 10383,449 20,829 0,868
La version secuencial del algoritmo ha necesitado
de media 10383 minutos (6,1 das) para terminar.
As, el speedup conseguido es de 20,829, lo que sig-
nica una eciencia computacional de 86,8%. Estos
resultados justican la aplicacion del model paralelo
que se plantea en este estudio.
E. Validacion de las conguraciones
Para conrmar la ecacia de la metodologa de
optimizacion que se presenta en este trabajo hemos
realizado una serie de experimentos de validacion.
Estos experimentos consisten en la comparativa de
diferentes propuestas de AODV en el estado del ar-
te en 30 escenarios VANET (ver Seccion VI-A) te-
niendo en cuenta tres metricas distintas: PDR, NRL
y E2ED. Las conguraciones que se comparan son:
la conguracion obtenida que minimiza la distancia
con el vi y que llamaremos pSMPSO, la congura-
cion estandard propuesta en el RFC 3651 (RFC ),
una version optimizada utilizando PSO (GN ) en [5]
y otra optimizada aplicando una version paralela
mono-objetivo de PSO (pPSO) propuesta en [6].
La Tabla IX muestra los valores medios obtenidos
de cada una de las metricas agrupadas por el area
geograca (U1, U2 y U3) y para los 30 escenarios
(Global). En negrita se resaltan los mejores valores
para cada metrica.
En terminos de cantidad de datos entregados
(PDR) se observa que en general la conguracion
que proponemos ofrece el mejor comportamiento (en
Global el PDR de pSMPSO es 63,643%). Si diferen-
ciamos por areas geogracas, pSMPSO obtiene los
mejores resultados en U1 y U2 y RFC en U3.
Si analizamos la carga de red generada por el pro-
tocolo de encaminamieto (NRL), no se observa una
tendencia clara aunque globalmente GN genera de
media menos carga que los demas. Los resultados son
dependientes del tama~no del area geograca donde
TABLA IX
Valores medios de las metricas de calidad de servicio
para las configuraciones de AODV comparadas.
Conguraciones
Metricas
PDR NRL E2ED
Escenarios U1
pSMPSO 67,936 0,430 15,358
RFC 55,779 0,544 56,067
pPSO 62,997 0,380 36,968
GN 63,635 0,341 48,657
Escenarios U2
pSMPSO 92,738 0,031 4,016
RFC 78,184 0,040 17,100
pPSO 72,737 0,032 12,926
GN 72,259 0,033 13,101
Escenarios U3
pSMPSO 26,955 0,167 3,916
RFC 56,890 0,357 41,403
pPSO 26,378 0,096 8,620
GN 25,475 0,097 5,178
Global
pSMPSO 63,643 0,209 7,763
RFC 63,618 0,314 38,190
pPSO 54,037 0,169 19,504
GN 53,789 0,157 22,312
se dene la VANET. As, para las areas U1, U2 y U3
las conguraciones que han generado la menor car-
ga de red son GN (0,341), pSMPSO (0,031) y pPSO
(0,096), respectivamente.
Finalmente, en terminos de tiempos de entrega
de paquetes (E2ED), se observa que la congura-
cion que hemos calculado empleando pSMPSO ob-
tiene claramente los mejores resultados para todas
las areas geogracas (15,358, 4,016 y 3,916 ms. pa-
ra las areas U1, U2 y U3, respectivamente). Esto es
realmente importante, puesto que en este tipo de re-
des las aplicaciones requieren de tiempos de entrega
mnimos menores de 20 ms.
As, con los resultados obtenidos en los experimen-
tos de validacion podemos concluir que la congura-
cion obtenida por pSMPSO es la mas equilibrada y
ofrece claramente los mejores resultados en terminos
de PDR y E2ED. Porque aunque RFC entrega una
mayor cantidad de paquetes en en el area U3 , los
tiempos de entrega que requiere (E2ED de RFC es
41,4 ms.) son de una orden de magnitud mayor que
los necesitados por las otras conguraciones.
VII. Conclusiones y trabajo futuro
Este trabajo trata el problema de la optimizacion
del encaminamiento de datos en redes vehiculares.
Para ello se propone el uso de pSMPSO, una me-
taheurstica multi-objetivo paralela, para optimizar
el protocolo AODV. Esta es una propuesta novedosa
en este ambito, puesto que en el estado del arte ape-
nas se han combinado una estrategia multi-objetivo
con un modelo paralelo para resolver este problema.
En este estudio, se ha implementado una version
paralela de pSMPSO que emplea 24 unidades de pro-
ceso para evaluar en paralelo 24 partculas (solucio-
nes) empleando el paradigma maestro-esclavo. Asi,
se ha conseguido un speedup de 20,8 sobre la ver-
sion secuencial, lo que signica una eciencia compu-
tacional de 86,8%. Estos resultados justican el uso
del modelo paralelo planteado.
A su vez, hemos realizado una serie de experimen-
tos de validacion para conrmar la ecicacia de la
metodologa de optimizacion empleada para opti-
mizar AODV. Los resultados obtenidos comparan-
do distintas propuestas del estado del arte con una
de las conguraciones optimizadas claramente mues-
tran que la conguracion que hemos optimzado em-
pleando pSMPSO es la connguracion mas eciente,
mas equilibrada y aquella que entrega una mayor
cantidad de datos en el menor tiempo posible.
Las principales lneas de trabajo futuro son: i) ana-
lizar nuevos algoritmos multi-objetivo y operadores
que puedan adaptarse mejor al problema que se tra-
ta, ii) aplicar un nuevo modelo paralelo que permita
la evaluacion de las soluciones sobre varios escena-
rios distintos durante el proceso de optimizacion, y
iii) analizar los protocolos optimizados en prubas de
concepto reales empleando vehculos equipados con
dispositivos de comunicacion inalambrica.
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