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Abstract. We report some experimental results on the performance of several sequential and 
parallel programs implementing the tensor product formulation of Strassen’s matrix multipli- 
cation algorithm that we presented recently in this journal [I]. 
1. INTRODUCTION 
Strassen’s matrix multiplication algorithm is based on a factorization of 2 x 2 matrix multi- 
plication that requires only 7 multiplications instead of the usual 8. Since the factorization 
makes no use of the commutativity of multiplication, it can be used recursively to multiply 
2” x 2” matrices in terms of 2n-’ x 2”-l matrices and obtain an algorithm which is asymp- 
totically faster than the usual algorithm (O(n’Oz7) vs. O(n3)). In [l], we presented a tensor 
product formulation of an iterative version of this algorithm. The tensor product formulas 
that arise are easily translated into programs [2]. 
The details of the translation of various tensor product formulations of Strassen’s algo- 
rithm to sequential and parallel programs are presented in [3]. Here, we will simply report on 
the performance of these programs. We implemented and tested three sequential Strassen’s 
algorithm on the Encore Multimax System [4]. The parallel programs were implemented us- 
ing Encore Parallel Threads [5]. For 512 x 512 matrices, our best sequential program is 1.78 
times faster than regular matrix multiplication. By using a parallel tensor product formu- 
lation, we can achieve nearly linear speedup. Our best parallel program on eight processors 
ran 7.98 times faster than our best sequential program. 
2. PERFORMANCE OF SEQUENTIAL PROGRAMS 
All of our programs for Strassen’s algorithm assume that the input matrices and the 
output matrix are stored by columns. The first sequential program, strl, is based on the 
the tensor product formula in Theorem 2 from [l]. This formula requires that the input 
matrices and the output matrix be stored recursively by columns and in 2 x 2 blocks. In 
strl, we explicitly convert the input matrices to block recursive representation, and convert 
the output matrix from block recursive representation to column major representation. The 
timings of strl and a sequential program for regular matrix multiplication algorithm, mm, 
are given in Table 1. 
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Table 1. Sequential execution times and speedup (sets). 
Algorithm 
Matrix Size 
16 x16 32 x32 64 x64 128 x128 256 x256 512 x512 
mm 0.210 1.659 13.310 108.338 880.692 7042.150 
strl 0.436 3.015 21.087 148.512 1353.172 
str2 0.378 2.839 21.051 153.948 1423.063 
str3 
block size 4 x4 0.252 1.701 11.704 80.993 576.120 
block size 8 x8 0.235 1.605 10.985 75.877 527.926 4732.765 
block size 16 x16 - 1.660 11.352 78.262 543.654 3955.838 
block size 32 x32 - 12.396 85.194 590.291 4116.902 
block size 64 x64 - _ 96.268 665.201 4596.510 
block size 128 ~128 - 771.051 5299.715 
I block size 256 x256 1 - 1 - 1 - I - I - 1 6201.780 1 
Sequential Speedup 0.89 1.03 1.21 1.43 1.67 1.49 
The second sequential program, str2, is based on the tensor product formula in Theorem 3 
from [l]. In str2 the matrix conversion operations are distributed over the computation steps 
of Strassen’s algorithm. Table 1 shows that str2 becomes slower than strl when the matrix 
size increases. This is due to the cost of address computation for matrix conversion in each 
computation step of str2. Program strl requires 72.4” copy operations to convert a 2n x 2” 
matrix. If we distribute the conversion operations over the computation steps of str2, it 
requires (7n - 4*)/3 steps to convert a matrix. Therefore, str2 will become less efficient 
than strl when the matrix size increases. 
The timings of strl and str2 in Table 1 are all greater than the timings of mm. This result 
is consistent with the operation count of Strassen’s algorithm [6]. The regular matrix multi- 
plication algorithm mm for 2n x 2” matrices, uses 4” (2* - 1) additions and 8” multiplications 
for a total operation count of 2.8” - 4”. Both implementations strl and str2 of Strassen’s 
algorithm, which recurse down to 2 x 2 matrices of scalars, use 6(7” - 4”) additions and 7” 
multiplications for a total operation count of 7nt1 -6.4”. Since (7”+‘-6.4”) > (2.8” -4”), 
for n < 10, it would appear that Strassen’s algorithm is not efficient for matrices smaller 
than 21° x 21°. 
However, this is true only if we recurse all the way down to 2 x 2 matrices of scalars. If 
instead we apply Strassen’s algorithm recursively until 2k x 2k blocks are obtained and then 
use the regular matrix multiplication algorithm to multiply the 2’ x 2k blocks, we obtain 
a variant algorithm with a different operation count. A program for this block Strassen’s 
algorithm str3 is easily obtained from str2 by applying the operations in the tensor product 
formula of str2 to 2” x 2k blocks [3]. Table 1 gives the timings of str3 for various terminating 
block sizes. The block Strassen’s algorithm runs faster than the regular matrix multiplication 
algorithm when the matrix size is as small as 32 x 32. When the matrix size is less than 
512 x 512, Table 1 shows that the optimal block size is 8 x 8. This is consistent with the 
operation count of the block Strassen’s algorithm. The block Strassen’s algorithm requires 
7+“(2 . 8k + 5 + 4k) - 6. 4” scalar additions and multiplications for multiplying 2” x 2” 
matrices with the block size 2” x 2 k. The number of operations is minimized when R = 3. 
However, when the matrix size is 512 x 512, the timing for the block size 8 x 8 is greater than 
that for the block size 16 x 16. This deviation is probably caused by the cost of page faulting 
to handle the large memory requirements of Strassen’s algorithm. The space complexity of 
the block Strassen’s algorithm for multiplying 2n x 2” matrices is 0(7n-k4k) with 2k x ‘2’ 
blocks. For 512 x 512 input, the difference in operational count between k = 3 and k = 4 is 
small and is outweighed by the advantage in reducing memory requirements by using k = 4. 
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We define a sequential speedup 
Sequential Speedup E 
time for mm 
time for str3 with block size 8 x 8 
to compare the timings of mm and str3. The speedup goes down when the matrix size 
increases to 512 x 512. As explained earlier, this is due to the memory requirement of 
Strassen’s algorithm. If we compare the timing with str3 of block size 16 x 16, the speedup 
is improved to 1.78. 
3. PERFORMANCE OF PARALLEL PROGRAMS 
We implemented a parallel program, eptl, based on the block Strassen’s algorithm using 
Encore Parallel Threads [5]. A “thread” is a lightweight process that can execute a task in 
parallel with other threads created by the program. The tensor product formula for str3 
was translated to its parallel form eptl which creates a thread for each of its parallel tasks 
[3]. Table 2 gives the timings of eptl for three matrix sizes with fixed terminating block 
size 8 x 8 using from one to eight processors. 
Table 2. Parallel execution times for eptl (sets). 
Matrix Number of Processors 
Size 1 2 3 4 5 6 7 8 
64 x64 12.693 6.456 4.384 3.429 2.754 2.344 2.076 1.837 
128 x128 103.919 52.907 36.737 27.645 22.683 18.878 16.042 13.988 
256 x256 1495.003 931.093 504.967 304.827 203.820 153.717 127.362 108.176 
Table 3. Parallel overhead and speedup for eptl. 
Matrix Size Overhead Thread Speedup Real Speedup 
64 x64 0.135 6.91 5.98 
128 X128 0.270 7.43 5.42 
256 x256 0.647 13.82 4.88 
We define the following overhead, thread speedup, and real speedup for eptl: 
Overhead E 
time for eptl using one processor - time for str3 
time for eptl using one processor 
1 
Thread Speedup z 
time for eptl using one processor 
time for ept 1 using eight processors ’ 
Real Speedup q 
time for str3 
time for ept 1 using eight processors ’ 
Table 3 gives these measures for the block size 8 x 8. These timings indicate that perfor- 
mance is heavily dependent on the underlying implementation of the thread package. For a 
discussion of thread management alternatives and their effect on performance see [7]. The 
high increase of the overhead suggests that performance is degraded if too many threads 
are created. For example, eptl creates 256 to 2401 threads in separate iterations when 
multiplying 256 x 256 matrices with the block size 8 x 8. 
The second parallel program, ept2, limits the number of threads created. This can be 
done by modifying the tensor product formula for eptl. In ept2, a number is chosen for 
a thread limit and the program creates a number of threads, consistent with the tensor 
product factorization, as close as possible to the limit [3]. Table 4 gives the timings of ept2 
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with thread limits ranging from 1 to 500 for multiplying 256 x 256 matrices with the block 
size 8 x 8. For the optimal limit of 75 threads on 8 processors, we obtain a real speed up for 
ept2 of 7.98! 
Table 4. Parallel execution times for ept2 for various thread limits (sets). 
Thread Number of Processors 
Lower Bound 1 2 3 4 5 6 7 8 
1 505.918 324.985 265.121 205.081 205.248 206.336 147.570 149.875 
25 506.713 259.573 176.617 135.962 104.925 94.138 74.488 74.15: 
50 509.991 257.435 171.644 129.789 103.778 87.745 74.700 66.317 
75 1 510.568 ~257.721~171.917~130.109~103.800~ 87.6631 74.5981 66.145 
100 1 513.552 ~259.482~173.018~131.766~104.609~ 83.3971 75.813) 67.616 
125 513.615 258.935 172.525 131.627 104.454 88.442 75.740 67.326 
150 516.619 259.282 172.979 131.810 104.756 88.614 75.826 67.508 
175 512.896 259.272 173.084 131.887 104.811 88.713 75.847 67.531 
I 200 5 515.564 98 795 308.323 260 1 5 205.438 173 97 ~131.477(105.537 148.997 117.782 89.124 98 93 85.104 76 4 3 67.631 75 3 5
In this short report, we have presented the data from some tests of the performance of 
various programs implementing Strassen’s matrix multiplicational result of our formulation 
of the algorithm in terms of tensor products. Our implementation of the last parallel version 
ept2 makes an essential use of the tensor product formulation. The number of parallel tasks 
can be reduced or increased by permuting various factors in the tensor product formula. In 
this way, ept2 creates a number of tasks a close as possible to the thread limit constraint. 
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