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Abstract
For a given matrix interval A = 〈A,A〉 and a given vector interval b = 〈b, b〉 the notation
A ⊗ x = b if ⊕ = max represents an interval system of linear max-separable equations. We
define and characterize several types of solutions and solvability of interval systems of max-
separable linear equations.
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1. Introduction
Systems of max-separable linear equations are used in several branches of applied
mathematics. Systems of linear equations over max-plus algebra can assist in mod-
elling and analysis of discrete event systems [1,7] and those over max–min algebra
in modelling of fuzzy relations [8]. Choosing unsuitable values for the matrix entries
and right-hand side can lead to unsolvable systems. Methods of restoring solvab-
ility by modifying the input data have been studied in [3,4] and by dropping some
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equations in [2]. Another possibility is to replace each entry by an interval of possible
values. Then we talk about an interval system of linear equations. In [9], several
types of solvability of interval systems over classical algebra are reviewed. Strong
and weak solvability of max-separable interval system and possible, tolerance and
universal solutions have been studied in [5,6]. In this paper we study other solvability
concepts of interval systems and give a necessary and sufficient conditions for them.
2. Preliminaries
Let (B,⊕,⊗) be an algebraic structure with two binary operations. (B,⊕,⊗) is
called max-plus algebra, if
B = R ∪ {−∞}, a ⊕ b = max{a, b}, a ⊗ b = a + b
and it is called max–min algebra, if
B = 〈0, 1〉, a ⊕ b = max{a, b}, a ⊗ b = min{a, b}.
Let m, n be given positive integers. Denote by M = {1, 2, . . . , m}, N = {1, 2, . . . , n}.
The set of all m × n matrices over B is denoted by B(m, n) and the set of all column
n-vectors over B by B(n).
For a given matrix interval A = 〈A,A〉 with A,A ∈ B(m, n), A  A and a given
vector interval b = 〈b, b〉 with b, b ∈ B(m), b  b the notation
A ⊗ x = b (1)
represents an interval system of linear max-separable equations of the form
A ⊗ x = b (2)
such that A ∈ A, b ∈ b.
Each system of the form (2) is said to be a subsystem of system (1), if A ∈ A,
b ∈ b.
We say, that interval system has a constant matrix if A = A and has a constant
right-hand side, if b = b.
The principal solution of a system (2) is defined by
x∗j (A, b) = min
i∈M{bi; aij > bi} (3)
(where min ∅ = 1 by definition) for the max–min case and
x∗j (A, b) = min
i∈M{bi − aij } (4)
for the max-plus case for each j ∈ N . A general definition of x∗(A, b) for max-
separable algebras is described in [10].
To find solutions of interval systems we need to know conditions for solvability
of its systems. The following assertions describe the importance of principal solution
for solvability of (2).
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Lemma 1 [7,10]. Let A ∈ B(m, n) and b ∈ B(m) be given. Then
(a) if A ⊗ x = b for some x ∈ B(n), then x  x∗(A, b) and
(b) A ⊗ x∗(A, b)  b.
Theorem 1 [10]. Let A ∈ B(m, n) and b ∈ B(m) be given. Then system A ⊗ x = b
is solvable if and only if x∗(A, b) is its solution.
Proof. The “if” part is trivial. For the converse implication suppose that the system
A ⊗ x = b is solvable and the vector x∗(A, b) is not its solution. Then there exists a
vector x such that A ⊗ x = b and by Lemma 1(a) x  x∗(A, b). If A ⊗ x∗(A, b) /= b
then by Lemma 1(b) there exists i ∈ M such that [A ⊗ x∗(A, b)]i < bi . Using mono-
tonicity we get bi = [A ⊗ x(A, b)]i  [A ⊗ x∗(A, b)]i < bi , a contradiction. 
Now we want to describe how the principal solution varies when the entries of
matrix A or vector b are changed.
Lemma 2. Let A ∈ B(m, n), b, d ∈ B(m) be such that b  d. Then x∗(A, b) 
x∗(A, d).
This assertion is trivial for the max-plus algebra, a proof for the max–min case is
introduced in [3].
Lemma 3. Let b ∈ B(m), C,D ∈ B(m, n) be such that D  C. Then x∗(C, b) 
x∗(D, b).
Proof. We shall analyse two cases:
I. Suppose that (B,⊕,⊗) is the max-plus algebra. Using (4), we have
x∗j (C, b) = min
i∈M{bi − cij }, x
∗
j (D, b) = min
i∈M{bi − dij } for all j ∈ N.
Since D  C we have dij  cij and therefore bi − cij  bi − dij for each i ∈ M,
j ∈ N .
Hence mini∈M {bi − cij }  mini∈M {bi − dij }, which implies x∗j (C, b)  x∗j (D, b)
for all j ∈ N.
II. Suppose that (B,⊕,⊗) is the max–min algebra. Using (3) we have
x∗j (C, b) = min
i∈M{bi; bi < cij }, x
∗
j (D, b) = min
i∈M{bi; bi < dij } for all j ∈ N.
The assumption dij  cij implies {bi; bi < dij } ⊆ {bi; bi < cij }.
Now, we shall consider two cases:
(i) {bi; bi < dij } /= ∅ then mini∈M {bi; bi < cij }  mini∈M {bi; bi < dij }, i.e.
x∗j (C, b)  x∗j (D, b).
(ii) {bi; bi < dij } = ∅, then x∗j (D, b) = 1, which implies x∗j (C, b)  x∗j (D, b).

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3. Universal solutions
The universal solution is defined by Rohn [9] for interval systems of linear equa-
tions in classical algebra. Cechlárová [5] dealt with universal solutions of interval
systems of max-separable equations.
Definition 1. A vector x ∈ B(n) is a universal solution of system (1) if A ⊗ x = b
for each A ∈ A and each b ∈ b.
Theorem 2 [5]. A vector x is a universal solution of (1) if and only if it is a solution
of the system A ⊗ x = b, A ⊗ x = b.
Now we derive some more properties of interval systems with universal
solution.
Lemma 4. If an interval system (1) has a universal solution then b = b.
Proof. Suppose that x is a universal solution. Then for any fixed A ∈ A equations
A ⊗ x = b,A ⊗ x = b imply b = b. 
Therefore, in what follows we shall deal with interval systems with a constant
right-hand side.
Theorem 3. A vector x is a universal solution of an interval system (1) with a
constant right-side b = b = b if and only if
A ⊗ x = A ⊗ x = b. (5)
Proof. If x is a universal solution then the equation A ⊗ x = b is fulfilled also for A
and A. For the converse implication suppose that x fulfills (5) and A ∈ A is arbitrary.
From monotonicity of ⊗ and the assumption we get b = A ⊗ x  A ⊗ x  A ⊗
x = b and so x is a universal solution. 
Theorem 4. An interval system (1) with a constant right-hand side b = b = b has
a universal solution if and only if
A ⊗ x∗(A, b) = b (6)
and in this case x∗(A, b) is the maximum universal solution.
Proof. Suppose that vector y is a universal solution. Then by Theorem 3 A ⊗ y =
A ⊗ y = b. Using Lemma 1 we have y  x∗(A, b).
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Monotonicity of ⊗ implies
b = A ⊗ y  A ⊗ x∗(A, b)  A ⊗ x∗(A, b)  b.
Hence A ⊗ x∗(A, b) = b.
For the converse implication suppose that A ⊗ x∗(A, b) = b. By monotonicity
bA ⊗ x∗(A, b) and by Lemma 1 we get A ⊗ x∗(A, b) b. Hence A ⊗ x∗(A, b)=
b. By Theorem 3 vector x∗(A, b) is a universal solution. The inequality y  x∗(A, b)
means that x∗(A, b) is the maximum universal solution. 
Example 1. In the max–min algebra let us take
A =

〈0.3, 0.3〉 〈0.5, 0.6〉 〈0.3, 0.4〉〈0.3, 0.4〉 〈0.6, 0.9〉 〈0.4, 0.4〉
〈0.4, 0.8〉 〈0.3, 0.8〉 〈0.6, 0.7〉

 and b =

0.40.4
0.6

 .
We compute x∗(A, b) = (0.6, 0.4, 0.6)T. Since A ⊗ x∗(A, b) = b the given interval
system has a universal solution equal to x∗(A, b) and for each universal solution y
the inequality y  (0.6, 0.4, 0.6) holds.
Example 2. In the max-plus algebra let us take
A =

 〈8, 9〉 〈6, 7〉 〈10, 12〉〈11, 13〉 〈11, 13〉 〈8, 13〉
〈6, 10〉 〈8, 9〉 〈12, 13〉

 and b =

1015
12

 .
We compute x∗(A, b) = (1, 2,−2)T and since A ⊗ x∗(A, b) = (9, 13, 10)T /= b the
given interval system does not have a universal solution.
4. Tolerance solvability
Rohn [9] defined a tolerance solution of interval system of linear equations in
classical algebra. Cechlárová [5] dealt with tolerance solutions of interval system of
max-separable equations.
Definition 2. A vector x ∈ B(n) is a tolerance solution of an interval system (1) if
for each A ∈ A the vector A ⊗ x belongs to 〈b, b〉.
Theorem 5 [5]. A vector x is a tolerance solution of an interval system (1) if and
only if
A ⊗ x  b, (7)
A ⊗ x  b. (8)
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We can further extend notion of tolerance solvability.
Definition 3. We say that an interval system (1) is
(i) tolerance solvable if there exists a vector x ∈ B(n) such that for each A ∈ A
vector A ⊗ x belongs to 〈b, b〉,
(ii) weakly tolerance solvable if for each A ∈ A there exists x ∈ B(n) such that
vector A ⊗ x belongs to 〈b, b〉,
(iii) strongly tolerance solvable if for each A ∈ A and for each x ∈ B(n) vector
A ⊗ x belongs to 〈b, b〉.
It is easy to see that any strongly tolerance solvable interval system is tolerance
solvable and any tolerance solvable interval system is weakly tolerance solvable.
Cechlárová [5] proved a necessary and sufficient condition for tolerance solvability.
Theorem 6 [5]. An interval system (1) is tolerance solvable if and only if
A ⊗ x∗(A, b)  b. (9)
Now we shall deal with weak tolerance solvability.
Theorem 7. An interval system (1) is weakly tolerance solvable if and only if
A ⊗ x∗(A, b)  b (10)
holds for each A ∈ A.
Proof. Suppose that A ∈ A is fixed. Then the existence of x ∈ B(n) such that A ⊗
x ∈ 〈b, b〉 is equivalent to tolerance solvability of the system with constant matrix
A = A = A which is according to Theorem 6 equivalent to (10). Therefore, an in-
terval system (1) is weakly solvable if and only if inequality (10) is fulfilled for each
matrix A ∈ A.
Theorem 8. Let (B,⊕,⊗) be the max–min algebra. An interval system is weakly
tolerance solvable if and only if it is tolerance solvable.
Proof. For the “only if” part suppose that the system is not tolerance solvable.
Hence, due to Theorem 6 there exists r ∈ M such that
[A ⊗ x∗(A, b)]r < br i.e.
⊕
j∈N
arj ⊗ x∗j (A, b) < br .
Hence
arj ⊗ x∗j (A, b) < br (11)
holds for all j ∈ N .
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We shall construct a matrix A ∈ A such that [A ⊗ x∗(A, b)]r < br .
Define sets N1, N2 as follows:
N1 = {j ∈ N : arj < br}, N2 = {j ∈ N : arj  br }.
A matrix A ∈ A is defined as follows:
aij =
{
aij for each i ∈ M, j ∈ N1,
aij for each i ∈ M, j ∈ N2.
The entries of the vector x∗(A, b) are equal to
x∗j (A, b) =
{
x∗j (A, b) for each j ∈ N1,
x∗j (A, b) for each j ∈ N2.
Therefore
[A ⊗ x∗(A, b)]r =
⊕
j∈N
arj ⊗ x∗j (A, b)
=

⊕
j∈N1
arj ⊗ x∗j (A, b)

⊕

⊕
j∈N2
arj ⊗ x∗j (A, b)

 .
For j ∈ N1 we have arj < br which implies arj ⊗ x∗j (A, b) < br and hence⊕
j∈N1 arj ⊗ x∗j (A, b) < br .
For j ∈ N2 the inequality (11) implies x∗j (A, b) < br .
Therefore arj ⊗ x∗j (A, b) < br and
⊕
j∈N2 arj ⊗ x∗j (A, b) < br .
We proved that [A ⊗ x∗(A, b)]r < br and due to Theorem 7 the interval system
is not weakly tolerance solvable.
The “if” part follows from Definition 3.
Remark. The assertion of Theorem 8 is not true for the max-plus algebra. Example
3 can serve as a counterexample.
Example 3. For the max-plus algebra let us take
A =

 〈4, 5〉 〈1, 5〉 〈0, 4〉〈2, 4〉 〈5, 6〉 〈4, 5〉
〈7, 11〉 〈4, 6〉 〈2, 4〉

 and b =

 〈3, 5〉〈5, 7〉
〈7, 10〉

 .
x∗(A, b) = (−1, 0, 1)T and since A ⊗ x∗(A, b) = (3, 5, 6)T the given interval sys-
tem is not tolerance solvable. We show that it is weakly tolerance solvable. For this
purpose we prove that [A ⊗ x∗(A, b)]i  bi for each A ∈ A and each i ∈ M .
Recall that due to Lemma 3 x∗(A, b)  x∗(A, b) therefore A ⊗ x∗(A, b)  A ⊗
x∗(A, b). Hence
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[A ⊗ x∗(A, b)]i  bi for i ∈ {1, 2}. We prove that [A ⊗ x∗(A, b)]3  b3 for each
A ∈ A. By definition x∗1 (A, b) = mini∈{1,2,3}{bi − ai1} and we have three possibil-
ities:
(i) x∗1 (A, b) = b1 − a11  0 then a31 ⊗ x∗1 (A, b)  7  b3.
(ii) x∗1 (A, b) = b2 − a21  3 then a31 ⊗ x∗1 (A, b)  10  b3.
(iii) x∗1 (A, b) = b3 − a31, then a31 ⊗ x∗1 (A, b) = b3  b3.
Hence [A ⊗ x∗(A, b)]3  b3 for each A ∈ A and the given interval system is
weakly tolerance solvable.
To formulate a necessary and sufficient condition for weak tolerance solvability
in the max-plus algebra we denote for each p ∈ M by C(p) the matrix with the
following entries
c
(p)
ij =
{
aij for i = p, j ∈ N,
aij for i ∈ M, i /= p, j ∈ N. (12)
Lemma 5. Let (B,⊕,⊗) be the max-plus algebra. Then
[C(p) ⊗ x∗(C(p), b)]p  [A ⊗ x∗(A, b)]p
for each p ∈ M and for each matrix A ∈ A.
Proof. Let p ∈ M be fixed. We prove the inequality
c
(p)
pj ⊗ x∗j (C(p), b)  apj ⊗ x∗j (A, b)
i.e. c(p)pj + x∗j (C(p), b)  apj + x∗j (A, b)
for each j ∈ N and each matrix A ∈ A. By definition
x∗j (C(p), b) = min
k∈M{bk − c
(p)
kj } = min
{
min
k /=p{bk − akj }, bp − apj
}
and we have two possibilities:
1. If x∗j (C(p), b) = bp − apj  mink /=p{bk − akj } then c(p)pj + x∗j (C(p), b) = apj +
bp − apj = bp. Now we prove that apj + x∗j (A, b) = bp i.e.x∗j (A, b) = bp −
apj for each A ∈ A. Suppose that x∗j (A, b) /= bp − apj , i.e. mink∈M{bk − akj } /=
bp − apj then mink∈M{bk − akj } = mink /=p{bk − akj } < bp − apj . Hence
mink /=p{bk − akj } < bp − apj , a contradiction. We get apj + x∗j (A, b) = c(p)pj +
x∗j (C(p), b) = bp.
2. If x∗j (C(p), b) = mink /=p{bk − akj } < bp − apj then x∗j (A, b) = mink∈M{bk −
akj } = min{mink /=p{bk − akj }, bp − apj }min{mink/=p{bk − akj }, bp − apj } =
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min{x∗j (C(p), b), bp − apj }. We analyse two cases. If bp − apj < x∗j (C(p), b)
then x∗j (A, b)  bp − apj , apj + x∗j (A, b)  bp and using Lemma 1 we get
apj + x∗j (A, b) = bp. Hence c(p)pj + x∗j (C(p), b) apj + x∗j (A, b). If bp − apj 
x∗j (C(p), b) then x∗j (A, b)  x∗j (C(p), b) and c
(p)
pj + x∗j (C(p), b)  apj +
x∗j (A, b)  apj + x∗j (A, b). 
Theorem 9. Let (B,⊕,⊗) be the max-plus algebra. An interval system (1) is weakly
tolerance solvable if and only if C(p) ⊗ x∗(C(p), b)  b for each p ∈ M.
Proof. If an interval system (1) is weakly tolerance solvable then by Theorem 7
A ⊗ x∗(A, b)  b for each A ∈ A and since C(p) ∈ A for each p ∈ M the assertion
holds. For the converse implication suppose that C(p) ⊗ x∗(C(p), b)  b for each
p ∈ M . Then by Lemma 5 [A ⊗ x∗(A, b)]p  [C(p) ⊗ x∗(C(p), b)]p  bp for each
A ∈ A and each p ∈ M which implies A ⊗ x∗(A, b)  b for each A ∈ A and by
Theorem 7 an interval system is weakly tolerance solvable.
Example 4 (Continuation). By (12) we have
C(1)=

 4 1 04 6 5
11 6 4

 , C(2) =

 5 5 42 5 4
11 6 4

 ,
C(3)=

5 5 44 6 4
7 4 2


and
x∗(C(1), b) = (−1, 1, 2)T, x∗(C(2), b) = (−1, 0, 1)T,
x∗(C(3), b) = (0, 0, 1)T.
Since C(1) ⊗ x∗(C(1), b) = (3, 7, 10)T  b, C(2) ⊗ x∗(C(2), b) = (5, 5, 10)T 
b, C(3) ⊗ x∗(C(3), b) = (5, 6, 7)T  b, the given interval system is weakly tolerance
solvable.
Theorem 10. Let (B,⊕,⊗) be the max–min algebra. An interval system is strongly
tolerance solvable if and only if bi = 0 and bi  maxj∈N {aij } for all i ∈ M.
Proof. Denote x0 = (0, 0, . . . , 0)T ∈ B(n) and x1 = (1, 1, . . . , 1)T ∈ B(n). Then
[A ⊗ x0]i = 0, [A ⊗ x1]i = max
j∈N {aij } (13)
for each i ∈ M .
From monotonicity of ⊗ we get 0  [A ⊗ x]i  maxj∈N {aij } for each i ∈ M .
Obviously, if bi = 0 and bi  maxj∈N {aij } for each i ∈ M then A ⊗ x ∈ 〈b, b〉
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for each vector x ∈ B(n) and the interval system is strongly tolerance solvable.
For the converse implication suppose that there exists i ∈ M such that bi > 0 or
bi < maxj∈N {aij } then [A ⊗ x0]i < bi or [A ⊗ x1]i > bi and the interval system is
not strongly tolerance solvable.
Remark. In the max-plus algebra an interval system can not be strongly tolerance
solvable because xj → ∞ implies aij + xj → ∞ therefore [A ⊗ x]i → ∞ and the
set of all vectors A ⊗ x is unbounded.
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