Extreme low-resolution(LR) activity recognition plays a vital role in privacy protection. In the meantime, remote target recognition is also critical, especially in surveillance cameras. In this problem, the information capacity of LR data is relatively rare. How to exploit high-resolution(HR) data for improving the accuracy of LR action recognition is a notable issue. In this work, we make full use of the HR information of separate spatial and temporal features to promote LR recognition by acquiring better attention. Experiments show that our proposed method can improve LR recognition accuracy up to 4.4%. Moreover, related experiments are implemented in the well-known datasets (e.g. UCF101 and HMDB51).
Introduction
With the increasing number of cameras, video understanding has been significantly investigated, especially in the field of action recognition. This technology has an extensive range of applications in many fields, such as public security and personal entertainment, and it is an integrated part of our life. Many related works have shown excellent results with deep learning developed at the speed of light, such as TwoStream (Simonyan and Zisserman 2014) , C3D (Tran et al. 2015) , and LRCN (Donahue et al. 2015) . The performance has been rapidly improved in the well-known public datasets (UCF101 (Kuehne et al. 2011 ) and HMDB51 (Soomro, Zamir, and Shah 2012) ). However, the vast majority of actions in the real world are not as clear and complete as those in the public datasets, especially in video surveillance where recognition algorithms are much needed to prevent unexpected accidents. In this field, popular methods cannot obtain acceptable accuracy.
There is another critical issue -privacy. Cameras are ubiquitous and overused nowadays, which exist in somatosensory games, mobile phones, and even televisions. Moreover, the monitoring data is often not processed locally and uploaded to the server cloud because of limited computational power. The way of analyzing data is easy to be attacked by hackers, and the related data has a risk of data leakage. In * The corresponding author is Long Chen.
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Figure 1: The figure is the result of the inference of the RESNET-34 network on UCF101. The entire picture is divided into 8 columns, each representing a sampled image from the corresponding interval. The first row is the original images of the input. The next four rows represent the product of the original images and the output of the resnet blocks, from shallow to deep, representing the focus area for the different blocks. The last row is the weight of each interval in the final result. In all attention visualization, color represents its importance, and white is the most important one.
order to solve this problem, many technologies have been developed, such as selective image blurring (Boyle, Edwards, and Greenberg 2000) , obscuring (Raval et al. 2014) , and various other transformations. A more straightforward and more effective way to address this problem is to directly collect LR data when recording, which also can reduce the cost of video recording facilities and storage capacity. Many previous works (Chen et al. 2017 ) (Xu et al. 2018 ) (Ryoo, Kim, and Yang 2018) have shown that only 12*16 resolution image frames can reach an acceptable accuracy to detect a specific action. The face is usually less than 25 (5*5) pixels in the resolution, in which case it is impossible to identify a person.
As the target changes from a large enough one to a few pixels, the valid information decreases sharply. When a 256*340 image, the ordinary resolution of UCF101, sam-pled down to 12*16, the amount of data remaining is about 0.2% of the original one. In this case, most of the information is lost. How to identify the desired information in very few pixels? There are many related works in face recognition, such as the ones developed in (Ge et al. 2018) , (Lu, Jiang, and Kot 2018) . These algorithms have some common features, that is, they all make use of the vital HR information to assist LR face recognition. The key issue is to choose the most appropriate supervision signal among the massive information. Moreover, a huge amount of information will make the LR feature module more complex. In our work, we chose spatial-temporal attention as supervisory information, shown in Figure 1 . This feature is straightforward yet meaningful and represents the concern of network. Specifically, the concern refers to the key intervals in the temporal dimension and the region of the action that occurs in the spatial dimension.
In this paper, we use spatial-temporal attention transfer to help recognize actions at extreme low resolution. More specifically, we propose a new method based on transfer learning to utilize more accurate signal from the powerful teacher network, which uses higher resolution image frames as input and can help student network to distinguish which frame is more effective and which part is more likely to act. Our approach outperforms the previous state-of-the-art LR action recognition approaches by a significant margin on datasets HMDB51 and UCF101.
To summarize, the contributions of this work are given as follows:
• We use spatial-temporal attention transfer, a novel distillation learning method, to recognize action of extreme LR data.
• Our action recognition approach reaches the state-of-theart performance level.
• We put forward a new strategy for dynamically adjusting weights, named rolling weights, and a unsupervised method for data augmentation to leverage various resolution supervisor signal effectively.
Related Work
Action recognition has developed rapidly in recent years with the help of deep learning. Mainstream algorithms can be divided into mainly three categories. The first kind of algorithm is characterized by taking two streams as input and then estimating them jointly. The work of (Simonyan and Zisserman 2014) uses CNN with only RGB images as input to process spatial dimension information and another network is used with multi-frame density optical flow input to analyze temporal data and combine two output of action classification through multi-task training method to remove over-fitting and get better results. Secondly, only the continuous frames of RGB are used as input, and the feature is extracted by 3D convolution, then logical classification is carried out. As a pioneering work in the field of 3Dl convolution, C3D used only eight layers of the neural network to achieve high precision. The subsequent P3D (Qiu, Yao, and Mei 2017) and R2PLUS1D networks (Tran et al. 2018) , factorizing the 3D convolutional enablers into separate spatial and temporal components, have achieved better results. The third type usually uses the recurrent neural network to help the network identify better actions in the temporal dimension. LRCN (Donahue et al. 2015 ) constructs a recurrent sequence model, which is directly connected to the new visual convolutional network and can be jointly trained to learn temporal dynamics and convolutional perceptual representations. In our proposed method, we use RESNET-34 and R2PLUS1D-18 as feature extraction backbones.
Teacher-student learning, as one of distillation methods, has also been used in recent years. Typically, teacher network has a better performance or more abundant data, which can help student network to grasp the key features better. For example, (Ge et al. 2018 ) uses teacher network to help student network with faster inference but poorer performance to select training data to enhance the accuracy of face recognition. In speech recognition, (Meng et al. 2018 ) proposes a condition-robust unsupervised domain adaptation method, which uses this novel learning paradigm for unsupervised learning. (Bhardwaj, Srinivasan, and Khapra 2019) proposes a more intensive teacher student by using sparse picture frames as input. However, in the field of LR action recognition, there is no relevant practice.
There are also some related achievements in the field of LR recognition. (Wang et al. 2016b ) put forward this problem first, then tried several conventional methods and put forward an improved model for this problem. (Lu, Jiang, and Kot 2018) used the shared network to identify diverse resolution data respectively and then narrows the differences in the mimic layer to improve the accuracy further. (Li et al. 2019 ) expanded the LR image to a higher quality one through deconvolution to better recognize human faces. In the field of LR action recognition, (Chen et al. 2017 ) proposed a semi-coupled, later-sharing network, which makes student network have more accurate weights by sharing part of the weights of both teacher network and student network. (Ryoo, Kim, and Yang 2018) used the embedding technique for recognition, which uses different downsampling methods to make the network embed this map to its weights.
The Approach
In this section, we describe our proposed method in details: (1) The basic structure, including the input, feature extraction, temporal attention module, training strategy, and teacher-student learning;(2) Loss function, containing the detailed description of spatial attention loss and temporal attention loss; (3) Unsupervised training method; and (4) Rolling weights, a dynamically adjusting weights strategy.
The basic structure
In order to estimate the attention of different time intervals in the video, we use snippets sampled from the whole video as the smallest unit of video analysis in the network we use. In this method, each snippets uses one image or successive frames to predict the action category and then performs video-level prediction on all the results of snippets. figure) , the network performs feature extraction and temporal attention estimation for each interval. The key area in the feature extraction and the crucial interval of the temporal attention module are learned by the T-Net, then this information is passed to S-Net. The transfer process is implemented by a loss function that includes SAT and TAT.
When predicting the snippet-level classification results, we both used 2D and 3D convolution to extract feature, based on their respective advantages. For the difference of snippet importance, we specially designed a temporal attention module, which gives different weights according to its feature.
Input For taking into account each time interval of the video, we use snippets sampled from the whole video as the basic unit of video analysis rather than continuous frames. In our experiment, each snippet uses one RGB image or continuous RGB frames to predict the action category and then performs video-level prediction on all the results of snippets. The reason why the optical flow is not used is to highlight our time attention module and the corresponding TS learning.
Feature Extraction A general backbone is needed to extract the input data. In our experiment section, we both used the 2D convolution that occupies smaller memory and the more powerful 3D convolution. RESNET-34 is used as a 2D convolution network, which only has 3.6 * 10 9
FLOPs.Therefore, we can use more intervals in limit memory. For the higher accuracy requirement, we also use a slow yet powerful R2PLUS1D model. Compared with other 3D convolution networks, this structure replaces the 3D convolutional filters size N * t * d * d with a (2+1)D block consisting of M 2D convolutional filters of size N * 1 * d * d and N temporal convolutional filters of size M * t * 1 * 1
Temporal Attention Module In order to capture the importance of each interval, different with TSN (Wang et al. 2016a) , we specially designed a temporal attention module to estimate corresponding importance, as shown in Figure 3 . Specifically, we use the feature of each interval as input and stack all features together to perform two fully-connected layers, K-dimensional and 64-dimensional, respectively (K is the number of intervals). This result is multiplied by their corresponding features to produce the final result. The additional 64 dimension layer is added to acquire more data to transfer so that student network can learn more in follow-up TS learning.
Training Details We use stochastic gradient descent(SGD) as our loss optimization method. The pertained weight from IMAGENET (Deng et al. 2009 ) or KINET-ICS (Kay et al. 2017 ) also is used as our initialization weight to accelerate our convergence process. That also Teacher-Student Learning (TS Learning) We construct the same network of teachers and students with different resolution as input, called teacher network (T-Net) and student (S-Net). More specifically, we input the HR data (256 * 340) into the T-Net and the LR data (12 * 16), sampled from the HR data into S-Net. By continuously forcing the intermediate processing output of the two networks, spiral attention and temporal attention, students can better grasp what the network should pay attention. We integrate the spatial and temporal attention differences into the loss equation, as shown in Figure 2 .
Spatial-Temporal Attention Transfer Loss
The primary purpose of this part is to describe the loss function, which is the critical part of the whole network. In this part, we force S-Net to be closer to the T-Net, so as to use the T-Net to pay more precise attention.
Spatial Attention Transfer Loss (SAT) To define our spatial attention mechanism, we assume that the absolute weight of hidden neurons can be used as a measure of the importance of this neuron. It is logical that we minimize the weight of the same index layer of the two networks to reduce the spatial attention difference. The reason is that the network of teachers with more data and better performance is more sensitive to the same action and the area of T-Net attention is more likely to be the key information of action judgment. The smaller the difference in the intermediate output between the two networks, the more accurate the S-Net attention. That is, the network can better notice the key parts that lead to the classification of behavior. However, the parameters of T-Net, supervision signal for the S-Net ,are very complex. If all weights are used as supervisory signals, the whole network will run slowly when calculating losses. Besides, the T-Net must have parameters that deal with its own feature, which may interfere with the TS learning. So we need to pick the most representative output. In our proposed methods, RESNET-34 is used as the backbone in our experiment. Correspondingly, we choose each resnet block output as attention. For 3D data, we sum all the channel dimension and generate spatial attention. To make the difference more obvious, we squared the subtracted data in the spatial dimension. Let S, T, and W S , W T denote student, teacher and their weights correspondingly. Let also Res denote the resnet block outputs pairs of both networks for which we want to transfer attention maps. Then we can define the following SAT loss:
where
) are respectively the j-th pair of student and teacher attention maps in vectorized form, and p refers to norm type (in the experiments we use P = 2).
Temporal Attention Transfer Loss (TAT) In order to observe the role of different time zones in the final result generation process and focus on a period with more precise behavior information, we divide the total length of action video into K copies. Unlike TSN, which directly considers all modules to be of the same importance, we have designed a time attention module specifically for this purpose. It takes the results of the feature extraction module as input, processes data through two fully-connected (FC) layers, and finally normalizes the data results to [0,1] interval through a softmax layer. The output is assumed as the importance of each time segment, which is multiplied by the corresponding features to get the final video-level result. In the proposed temporal loss function, we subtract the output temporal attention module weight between S-Net and T-Net, so as to force S-Net to pay more attention to the time interval which is easy to judge the action category. Besides the final FC layer, we also designed a 64-dimensional hidden layer to magnify the differences in intermediate processing. In order to make the difference more significant, we use the same method as spatial attention loss and use the square method to deal with the difference. We define the following TAT loss as:
f c denote the FC layer outputs pairs in temporal attention module.
Total Loss In addition to the two loss functions mentioned above, we also added cross-entropy loss (CE) to help the network be sensitive to the final results. Cross-entropy is often used as a loss function for classification problems. Its value represents the difference between the final output and the label in video-level prediction. We define the total loss as:
where W CE , W SAT , W T AT are the weight of crossentropy loss, the weight of spatial attention loss, and the weight of temporal attention loss, respectively..
Unsupervised Training Method
LR data cannot directly utilize existing pre-training weights because of its different low-level features from existing common datasets. Data plays a crucial role in supervising learning. For video data, this kind of data has several times more pixels than normal images and usually needs more parameters for processing. If the amount of data is insufficient, it often causes the problem of over-fitting. Because the fixed-parameter T-Net can encode data without labels, which can be used as supervisory information, we use an unsupervised training method to solve the problem of over-fitting in our training. Moreover, S-Net cannot directly learn T-Net from the parameter level but can learn through the results of different data. This makes the higher need of the training data. Specifically, in our unsupervised learning process, there are certain requirements for training data; that is, the main body of action is human and contains a complete action rather than cut-off video. There are a number of datasets in open source data that meet our requirements. The datasets we ultimately use are SPORTS-1M (Karpathy et al. 2014 ) and KI-NETICS (Carreira and Zisserman 2017) . It should be noted that we only use the video part of the data without its labels. In our unsupervised training, we only use SAT and TAT in the loss function. We use this unsupervised training method before the formal training to use extra data to overcome the over-fitting.
Rolling Weights
When we define the spatial and temporal loss function, we use the output generated by each resnet block and each FC layer as mentioned above. However, when the output of different layers are added in a loss function according to a certain proportion, 10%-20%-30%-40% in spatial part and 33%-66% in temporal part, the final result is unsatisfactory. We believe that the reason for this problem is that the deeper layer, which accounts for a large proportion, has a large gap between the two networks and hard to learn. It is necessary to modify the weights of the shallower layer rather than the weights of the deeper layer itself. Because deep information is based on the shallow part of the networks due to the different resolution, the features that need to be extracted from the shallow layers of the two networks are not very close. To solve this problem, we propose a training method to update the weights, that is, the weights of different parts change with the training. Specifically, we alternately use (40%, 30%, 20%, 10%), (30%, 40%, 20%, 10%), (20%, 30%, 40%, 10%), and (10%, 20%, 30%, 40%) in spatial part and alternately use (66%, 33%) and (33%, 66%) in temporal part in every 10 epochs. The purpose is to enable the network to learn the weight better behind.
Experiments Dataset and Setting
Low-Resolution HMDB Dataset : HMDB dataset is one of the most famous public datasets for action classification, which contains more than 7000 videos with 51 different action categories. The dataset is composed of the videos mostly collected from YouTube, including movie scenes. It often serves as a standard benchmark for the evaluation of activity classification.
We resized the HMDB videos to 12*16 using the average downsampling, while also include the lens blur term and the Gaussian noise term. For the videos with non-3:4 aspect ratio, a center cropping was used. The standard evaluation setting of the dataset using 3 provided training/testing splits was followed, performing the 51-class video classification.
Low-Resolution UCF101 Dataset : The UCF101 dataset contains 101 action classes and 13, 320 video clips. We follow the evaluation scheme of the THUMOS13 challenge and adopt the three training/testing splits for evaluation. Each split in UCF101 includes about 9.5K training and 3.7K test videos.
For an easier comparison, we used the same downsampling strategy as HMDB51, including the resize resolution and center crop. The low-resolution UCF101 has never been used in other LR action recognition methods before because the size of the people in the data set is so small that it is difficult to identify them compared with HMDB51. After considering this reason, we still choose this dataset because we can achieve very high accuracy in HR data. (our prec@1 can reach 90% using R2PLUS1D on UCF101, and the same structure can only reach 62% of prec@1 on HMDB51). The T-Net accuracy plays a crucial role in teacher-student architecture.
Implementation Details
In our experiments, we used two backbones as the feature extraction module, RESNET-34(2D) and R2PLUS1D-18(3D). The reason is that the two networks have their advantages and can show the different characteristics of the network. In the network represented by RESNET-34 with the 2D image as input, the memory usage is small, which means that the video of the same duration can be divided into more intervals in limited memory. In this way, the interval can contain more precise information, and temporal attention information is more accurately transmitted to SNet. R2PLUS1D-18 uses continuous frames as input. It usually takes up more video memory, but it can handle complex information better, especially for video data, which is critical for teacher-student architecture. Because of the above Table 1 : The results on the low-resolution UCF101 dataset using RESNET-34 for different weights are shown. The first four row are fixed weight, and the last row is the rolling weight, which is described in detail in Sec. 3. The term Overall, SAT, TAT denote CE-SAT-TAT, Res1-Res2-Res3-Res4(the output from each resnet block), FC1-FC2(the output in temporal attention module), respectively. advantages, the input for RESNET-34 is a single-frame image, and the whole video is divided into eight intervals. For R2PLUS1D-18, the input is five consecutive frames and divided into four intervals. Our entire training process is as follows: First, a single model training is conducted, including T-Net with HR data as input and S-Net with LR data as input, then a teacherstudent model joint training is performed. In the single model training process, we use the mini-batch SGD to learn the network parameters, and the batch size is set to 256 and momentum is set to 0.9. We used pre-training weights from IMAGENET and KINETICS, which partially reduced the problem of over-fitting. The initial learning rate is 0.001, and the learning rate is divided by 10 for every 20 epoch. The first five epochs use the warm-up technique to find the direction of the gradient descent better. A total of 50 epoch were performed. Only cross-entropy was used as the loss function. We use the techniques of location jittering, horizontal flipping, cropping, and scale jittering for data augmentation.
TS leaning is trained in the second stage. The weight of the three parts has a significant effect on the final result. We conducted related experiments on the above problems, and the experimental results are shown in Table 1 . We can see that, for the fixed weight, the best results are obtained when CE, SAT, and TAT are both 1/3. This can indicate that both SAT and TAT play a supporting role for the final result. For the weights in the middle of the SAT, the accuracy of the gradually-increase (1/15-2/15-4/15-8/15) weight is lower than the equal weight (1/4-1/4-1/4-1/4) of the weight at different overall weights, which shows that the weight setting directly according to the importance of the final result does not achieve the best. The reason is the deep processing depends on the output of the shallow network. TAT weight setting is the same as the SAT. The rolling weight exceeds all the fixed weights because the contradiction between the importance of different weights and the dependence of adjacent weights is solved.
Visualization of Spatial-Temporal Attention
The proposed method is to make the LR network pay more attention to the part that is easier to distinguish the action recognition, the critical area for spatial information and the critical interval for temporal information, which are searched by T-Net. In this subsection, we visualize the spatial attention and temporal attention to show how our method improves in attention. In order to make the effect of the temporal attention module more prominent, we used RESNET-34 as the backbone in this experiment, which can have more intervals in the limited memory. In the process of spatial attention visualization, we randomly sample one frame at corresponding intervals as input. Then the input goes through four resnet blocks. We perform the average operation on the output of each resnet block in the channel dimension. Then the result is resized to the shape of the input by the bilinear interpolation, and finally, we multiply it by the original image. In the temporal attention visualization process, we process each of the interval 512-dimensional features into a two-layer FC layer. Finally, the attention value for each interval is generated. We extend the range of this number change to 0-255 and then display it on the last row of the image.
As shown in Figure 4 , we can identify the action is typing from HR input frames. The next four rows show that the unlearned spatial attention, the brighter area, is rightsided. And the left-sided area, which is more informative, is selected by T-Net and transferred to S-Net, the right one. The last row shows that temporal attention has improved by our proposed method. It is worth noting that all the unlearned temporal attention values are almost 1, representing the same importance of each interval. We improved it after applying our proposed method.
Comparison at Different Resolutions
Even though most of the relevant experiments are based on 12*16 resolution, we still believe that experiments at multiple resolutions are necessary. For two reasons, more resolution comparison experiments are beneficial for balancing trade-off issues with resolution and accuracy, in practice. Another reason is that we prove that our method is valid at all different resolutions.
As shown in Table 2 , our method works at different resolutions, and the accuracy gradually decreases with increasing resolution. The increase in prec@1 is 4.19%, 3.87%, 1.79%, and 1.12%, respectively. The improvement of prec@5 is much smaller, from 2.67% to 0.48%. As the resolution increases, the accuracy of action recognition and spatial-temporal attention are more accurate. Therefore, the effect of TS learning decreases. The results on the low-resolution UCF101 dataset with our spatial-temporal attention transfer are shown. The student row is the baseline of the entire experiment, and then through the attention information from T-Net to improve accuracy. We used the SAT, TAT and SAT+TAT, respectively, to prove the effectiveness of our proposed method. Besides we use rc and ut present the rollings weights and unsupervised training method, respectively. 
Exploration Study
In this subsection, we focus on our proposed learning methods and its best practices. We have conducted experiments to prove the effectiveness of our proposed method. In this experiment, we used two backbones, RESNET-34 and R2PLUS1D-18 as backbones, respectively. We only used RGB images as input and did not use optical flow. We did the relevant experiments to get the best practices.. We used the 0.5-0.5-0, 0.5-0-0.5, 0.33-0.33-0.33 to represent SAT, TAT, SAT+TAT respectively. In addition, we used the training strategy of rolling weight to make the weights easier to learn. Unsupervised learning is also added to the training because it avoids over-fitting.
As can be seen in Table 3 , the performance is increased by 5.37% and 5.97%, respectively, under RESNET-34 and R2PLUS1D-18, after applying our proposed method. The latter is better than the former because T-Net has higher accuracy (78.82% in , which can provide more information. For the same reason, the latter network is also relatively stronger with LR data than the former one. After applying our proposed spatial and temporal attention loss function, the accuracy has been im- proved obviously on each network. It is worth noting that the TAT module has a smaller boost on R2PLUS1D than on RESNET-34. This is because of the different amount of intervals, and RESNET-34 can have a more precise range for sampling frames. The proposed rolling weight to solve the contradiction between the importance of different weights and the dependence of adjacent weights also helps with accuracy in both networks. Finally, unsupervised learning partially solved the problem of over-fitting by adding unlabeled data, which has been increased by 1.13% in RESNET-18 and 1.71% in R2PLUS1D-18.
Comparison with the State-of-the-Art
After assembling all the techniques described, we test it on the challenging datasets: 12*16 HMDB51. The results are summarized in Table 4 . It is not difficult to observe that our results outperform all state-of-the-art approaches on LR action classification, including Pooled Time Series (PoT) (Ryoo, Rothrock, and Matthies 2015) , Inverse Super Resolution (ISR) (Ryoo et al. 2017) , Semi-coupled Twostream Fusion ConvNets (Chen et al. 2017) , Multi-Siamese Embedding CNNs (Ryoo, Kim, and Yang 2018) and FullyCoupled Two-Stream Spatiotemporal Networks (Xu et al. 2018) . Our best result outperforms these methods by 4.4% on the low-resolution HMDB51 dataset.
Conclusion
In this paper, we used spatial-temporal attention transfer to help student network to improve accuracy in LR data. Our approach achieved state-of-the-art performance on the 12*16 HMDB51 dataset, which is widely used for LR action recognition. This is primarily due to the more precise spatial-temporal attention, which is provided by teacher network. The unsupervised learning for data augmentation and the learning strategy of the rolling weights significantly promoted the improvement of the accuracy.
