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Abstract 
Ford, J.A. and R.-A. Ghandhari, On the use of curvature estimates in quasi-Newton methods, Journal of 
Computational and Applied Mathematics 35 (1991) 185-196. 
In previous work, Ford and Ghandhari (1989) considered the use of nonlinear gradient models for quasi-New- 
ton methods. By means of such models, values of the objective function (in addition to values of the gradient) 
were utilised in updating formulae. Numerical experiments provided evidence that such an approach could yield 
gains, in terms of the evaluations required, but at the cost of the solution of a nonlinear equation at each 
iteration. In a subsequent paper, Ford and Ghandhari (to appear) have developed alternative models which 
enable the parameter to be determined explicitly. In this paper, we shall consider further models (of the general 
type introduced in the latter paper) which determine the parameter explicitly by employing estimates of the 
curvature of the objective function, thus following a technique first introduced by Biggs (1971, 1973). We 
conclude by presenting the results of numerical tests on the new methods. 
Keywords: Unconstrained optimisation, quasi-Newton methods. 
1. Introduction 
The following outline indicates a general procedure which describes the manner in which 
quasi-Newton methods are used to solve the problem of locating an unconstrained minimum of 
an objective function f(x) (where x E R” and f is twice continuously differentiable). (The 
gradient and Hessian of f are denoted by g(x) and G(x), respectively.) 
Repeat 
(a) Given a current estimate x of the minimum (z, say) of f, compute a “better” estimate x* 
(for example, by employing either a line-search or a trust-region technique (see [7])). 
(b) Define 
s=x*-xx, 
X(T) = x + TS, 
y = g(x*) - g(x) = g* - g, say. 
0) 
(2) 
(3) 
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(c) Update the existing Hessian approximation (B) or its inverse (H) to produce a new 
approximation (B * or H * ) which satisfies 
B*s =y or H *y = s (the “secant” equation). (4) 
(4 x:=x*. 
Until x* is an acceptable estimate of z. 
Equation (4), which is the basis of most quasi-Newton methods (for example, the BFGS 
method (Broyden [4], Fletcher [6], Goldfarb [14], Shanno [16]) and the DFP method (Davidon 
[5], Fletcher and Powell [S])), is equivalent to employing a linear model for g( x( T)) on the ray 
IL = { x( 7): r > 0} (see [12], for example). Ford and Saadallah introduced a nonlinear model 
(involving a parameter 19) for g(x( T)) on the ray IL and determined the parameter (and, 
consequently, the model) by using an estimate of the curvature at x and equating this to the 
curvature predicted by the model used for g( x( T)). Using the chain rule, the following equality 
involving the exact Hessian (evaluated at x*) may be derived: 
This relation was called the “Newton equation” by Ford and Saadallah. They argued that the 
secant equation should be regarded as an approximation to the Newton equation in which the 
right-hand side is estimated by means of backward differences, that is, 
dg 
dr 7=1 
-g(x*) -g(x) =y. 
By introducing alternative (nonlinear) models for g( x( r)), it is possible to obtain other estimates 
(which we will denote (in general) by W) for dg/dT 1 T=l. Therefore we write (by analogy with the 
secant equation) 
B*s=w (5) 
as our approximation to the Newton equation. 
Since B is an approximation to G(x) and sTG( x)s is the curvature of f in the direction s at 
x, Ford and Saadallah have utilised sTBs as an estimate of this curvature. This led to the 
following equation: 
d 
~‘2 7=. = sTBs, 
from which the parameter in the model was determined. In a different approach to the problem 
of determining the parameter, Ford and Ghandhari [9] introduced several algorithms which 
employ values of the function f. This was accomplished via the equation 
/IsTdx(4 dT=f(x*)-f(x). 
0 
Ford and Ghandhari [ll] also introduced a general class of models for the gradient 
g(K T) = rp(K r>a + b, (8) 
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where 8 is a parameter to be determined and where a and b are obtained via substituting for g* 
and g in (8): 
Y 
a=- 
91 - ‘PO ’ 
b=g-Y*, 
1 0 
where 
Vo=cp(kOL ‘pl = 07 1) 
and y is as in equation (3). 
In this paper, we examine three algorithms whose underlying gradient models belong to the 
general class (8). The general properties of the model (8) which have been discussed in [ll], will 
briefly be reviewed in the next section. The three algorithms to be introduced here are denoted 
by C, D and E, in order to distinguish them from the algorithms called A and B developed in 
[ll]. For C and E, we employ an estimate of the curvature at x *, while, in D, we utilise an 
estimate corresponding to x. To evaluate curvature estimates (at x and/or x *), we employ 
function values and derivatives at x and x * (or, equivalently, at 7 = 0 and 7 = 1, respectively). 
For later use, we define r( 7) to be the curvature of the function f in the direction s at the point 
corresponding to 7 on the ray IL, so that 
2. Review of the general model 
Substituting for a and b from (9), equation (8) becomes 
and, consequently, 
dg d -- 
dr % - Vo y7 
where 
We define 
Using (5) and (12), we obtain 
w = PY, 
where 
4 
P= 
‘pl - ‘PO . 
01) 
(12) 
(13) 
(144 
(14’4 
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A family of quasi-Newton methods (known as the Broyden family), dependent upon a scalar 
parameter (4, say), was introduced by Broyden [3]. This family may be written in the following 
form: 
T 
fJ+*y=jJ+ q- - HyvTH + +!lUT, 
SY YTHY 
(15) 
where 
u= (yTHy) A-+- “( Y HY 
This family includes the BFGS and DFP methods ( I$ = 1 and + = 0, respectively) among its 
members. Fletcher [6] introduced a class of formulae which is a subset of the Broyden family, by 
restricting + to lie in the interval [0, 11. All members of this subset (which is known as the 
“convex class” of formulae) have a very important property: namely, that if B (or H) is positive 
definite, then so is B * (or H * ) (provided that sTy > 0). This property, for example, guarantees 
that the vector p = - Hg is a descent direction (see [7]) on every iteration. In like manner, for the 
general model, this condition becomes 
STW > 0, that is, P(S’Y>‘O, 
using (14). The inequality sTy > 0 may be satisfied by imposing a stability condition in 
determining whether x * is acceptable (see below). Therefore, in order to maintain sTw > 0, we 
require 
p > 0. 06) 
On substituting w for y in (15), it is possible that the condition number (denoted by K( .), say) 
of the matrix so obtained is significantly worse than that from use of the vector y. Ford and 
Ghandhari [ll] have investigated this issue and have derived a criterion by means of which it is 
possible to restrict the deterioration in the conditioning of the matrices. As a result, they chose to 
restrict the value of p as follows: 
0.2 < p < 4.0, (17) 
in order to control the ratio of K( H,*y) to K( He*“). (Here, H,*y and H,U” are the matrices 
generated from H by means of the vectors y and w, respectively, for a given value of + in (15) 
and in its analogue (with y replaced by w).) 
The equation (10) for the general model (11) becomes 
or 
-EL= r(r) 
‘pl - ‘PO Uo(Y - 1) ’ 
using (13). If we define 
r(0) r(1) c =- 
0 
00 
, Cl = - 
00 
> 
(18) 
(1% 
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then we may determine the parameter via r(O) or r(l), respectively, by making use of one or 
other of the following relations: 
CPA CO 
‘PI - To y-l’ 
and 
6 Cl =- 
‘PI - ‘PO y-l’ 
(21) 
3. Algorithm C 
Using (14) and (21) the following explicit form for w is obtained: 
w = PY, (22a) 
where 
P=l 
y-l’ (22b) 
In other words, in this case w does not depend on the precise form of the function cp( 13, 7). To 
analyse this and other algorithms, we shall assume that the point x* accepted as the new 
estimate of the minimum satisfies the following stability conditions: 
f(x* > <f(x) + asTg, (23a) 
sTg* > psTg, (23b) 
where the constants CY and p satisfy the restrictions 
CY E (0, OS] ) P E (ff, 11 (24) 
(compare [7], for example). It follows, from (23b) and (24), that, if s is a descent direction for f 
at the point x (that is, a0 < 0), then 
Since sTy 
to p > 0. 
employ a 
y<P<l. (25) 
> 0 is implied by imposing (23b), it is evident that the condition S=W > 0 is equivalent 
Again, since y < 1 (by (25)), p in equation (22) will be positive, provided that we 
negative value for c,. To obtain estimates for ci, we have used interpolatory processes 
based on either cubic or quadratic polynomials. The following expressions (whose derivations are 
indicated in the Appendix) have been used as estimates for cl: 
cl,, =y-1, (26a) 
cl,* =2(v-v, (26b) 
cl,=4y+2-6X. (26~) 
Each of these estimates gives rise to a different algorithm, when used in conjunction with 
equations (5) and (22). (In particular, employing (26a) leads, of course, to w = y.) An alternative 
means of utilising the available estimates is as follows: at each iteration, we start with (what is 
believed to be) the best estimate of c1 (namely, cl, (arising from cubic interpolation)). If this 
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estimate is acceptable, we determine the parameter and, hence, the vector w. Otherwise, we may 
select the next best estimate and repeat the process until either we obtain an acceptable value or 
all of the estimates have been rejected. In the latter case, we set w = y. The foregoing describes 
the algorithm “Ccl” whose performance is reported in Section 6. We point out that, whenever 
the estimate cl, is utilised, the algorithm will be equivalent (on that iteration) to Biggs’s method 
[2], as we now show: using (26c), w in (22) becomes 
4y + 2 - 6X 
w= 
i y-l ye i 
Substituting this value of w in (5), we have 
B*s = 
( 
4~ + 2 - 6X 
y-l y* 1 
(27) 
Biggs’s algorithm is a special case of the symmetric Huang family (see, for example, [7]); that is, 
B’s=+ 
holds in place of B *s = y (the secant equation), where 
T 
1 
“?* =4sTg* + 2,'g'6(f* -f) 
or 
Y-l 
“?* = 4y + 2 - 6h ’ 
using (13). Substituting (29) in (28) leads to (27). 
In order to control the ratio of K( H+*“) to K( H,*y), we require any estimate used for ci to 
satisfy the bounds 
4(y - 1) < ci -=z 0.2(y - l), 
as a result of the inequalities (17). 
4. Algorithm D 
In this algorithm, the general form (8) with the specific choice 
is employed. Consequently, 
‘1 -8 
‘plJ=l, v1=1+(y c&J;= -0, d = @+@2. (31) 
Using (20) (relating to curvature of the function at x), we obtain the value of 0 from the 
following expression: 
CO 
8=y-l ~ - 1. (32) 
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From (14) and (28), the vector w is obtained (after simplification) as 
w = PY, 
where 
1 Y-l 
p=1+8=c,. 
(334 
(33b) 
Hence, to ensure that sTw > 0, we require 
CO - >o. 
Y-l 
Since y < 1 (using (25)), we must, therefore, only employ negative estimates of co or, equiv- 
alently, the curvature estimate at x must be positive. We have used essentially the same 
techniques for estimating co as for ci and (again) they are described in the Appendix. We thus 
obtain 
CO,, =y-1, (34a) 
CO,, = 2(h - l), (34b) 
CO, = 6h - 2y - 4. (34c) 
An algorithm (which we call “DcO”), similar in nature to that described in Section 3, may now be 
constructed, by using these estimates in order of acceptability. 
To control the condition number of H,*” in relation to H:Y, we enforce the bounds (17) 
which are equivalent (in this case) to 
5.o(y - 1) < co < i(y - 1). 
5. Algorithm E 
In this algorithm, we use the following model for the gradient: 
g(8, 7) = a~‘+~ + b, 
which belongs to the general class (8). Comparing this model and (8) gives 
cp(B, T) = P+l, 
(35) 
(36) 
and, consequently, 
‘po=O, ‘p1=I, &=8+1. (37) 
Using (14) and (37), 
w=py, @a) 
where 
p=1+8. (38b) 
Ford and Ghandhari [ll] have described one method for the determination of 8, for this model, 
by using (7): 
y-1 8= x_l -2. 
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Table 1 
BFGS Ccl DcO Eel BFGS Ccl DcO Eel 
Rosenbrock function (n = 2) “Extended Rosenbrock” (n = 10) 
a 32,42 28,32* 30,37 31, 37 a 26,37 * 30,41 29,39 31,41 
b 379,520 311,436 326,436 313,414* b 137,201 105,165* 113,181 115,178 
49, 61 44,54 41, 53* 42,54 51,65 42,52* 45,58 42, 54 
62, 81 48,68 48,66 * 47, 69 34, 36 30,37 33,35 31,35* 
Rosenbrock cubic function (n = 2) “Extended Rosenbrock” (n = 20) 
a 41,49 32, 37 2838 28,36 * ; 23,40 * 26,43 25,42 27,44 
b 418,569 329, 455 351,438* 329,440 144,245 131,212 127,214 127,212* 
c 98,133 73, 89* 78,96 75,95 C 51,63 50,62 4856 * 46,57 
d 199,276 155,201 166,204 151,197* d 26,33* 27, 34 26,33* 26,33* 
Rosenbrock cliff function (n = 2) 
a 21, 30 19,28* 1829 
b 21,25 14,25 19, 23* 
zi 18,26 9 5 17,26 9 4 21,26 18
Brown badly-scaled function (n = 2) 
a 14, 50 14,48 13,47* 
b 32,65 31, 56 21,50* 
: 14,51*  51 17,59 3 48* 21, 15 55 0
19,28* 
20.24 
16.26 * 
18, 24* 
17,50 
25,51 
20,54 
15,50 
Box “difficult” exponential (n = 3) 
; 25, 38 54 30 23,26 35 43 * 24,26 
43,48 
C 54,96 46,77 47,76 * 
d 90,118 83,101 83,96 
Powell badly-scaled function (n = 2) 
; 147,189 6 2 126,158 18 9 132,156* 
122,159 
176,218 147,180 * 152,189 
160,202 134,162 131,157* 
24,27 
35,40 * 
48,78 
71,90* 
131,164 
129,154* 
154,183 
136,169 
Wood’s function (n = 4) 
; 78,97 80 101 69, 73 94 83* 
68,96 62,90 
38,49 32,41* 
76,95 4 88
62,83* 
33, 41 
71,85 5 91* 
66, 89 
34,42 
Powell quartic function (n = 4) 
; 39,42 0 48,49 30 34* 39,42 41,45 
37,38* 50,51 
53, 57 42,44* 43,45 43,45 
42,49 * 42,49 * 51,57 49,55 
Extended Powell quartic (n = 12) 
a 43,50 46,52 37,42* 
b 62,68 58.65 58,64 
; 54,61 70 82 65,72 7 84 73,84 55 62
35,44 
57,63* 
53,58 67 77 * 
Extended Powell quartic (n = 20) 
43,57 36,57 31,48* 39,56 ; 
37,54 38,51 38,51 36,49 * 
2 46,57 79 91* * 52,62 8 97 48,60 81 94 48,61 87 100 
Biggs’s “ EXP4” function (n = 4) Biggs’s “ EXP6” function (n = 6) 
a 33,36 29, 32 30, 34 28,31* a 54,69 54,68 56,67 * 54,68 
b 31, 35 29, 31* 31,33 31, 33 b 110,125 95,105 98,106 91,102* 
fr 256,337 149 221 213,271* 130 19 230,273 141 00 211,272 134 0 fr 137, 89 94 -57 130,148 84 96 79, 86 93 83* 78, 82 87 83* 
Scaled thermistor function (n = 3) 
a 231,309 206,257 209,253 199,243* 
b 138,182 120,148* 123,148 l21,151 
a 107,134 2 62 189,249 07 1 4 103,123* 1 40 116,141 0 26* 
Watson function (n = 12) 
a 40,76 38,63 
b 36, 61 31,58* 
36, 61* 37,62 
34.61 34,61 
Penalty function I (n = 20) 
a 89,113 72,97 * 79,101 75,100 
b 161,202 134, 181 140,175 139,170* 
Weibull function (n = 3) 
; 62,80 55 71 50,68 2 5
: 32,47 81 100 35,50 72 9
Penalty function I (n = 10) 
a 77,94 62,75 
b 165,210 124,163 
Penalty function I (n = 30) 
; 155,232 89 141 128,199* 76 32
51,66 49,66 * 
52,63* 52,63* 
33,47 30,44* 
72, 85 * 70,88 
66,71* 68,80 
130,154* 134,166 
84,132 83,134 
137,199 134,199 
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Table 1 (continued) 
BFGS Ccl DcO Eel BFGS Ccl DcO Eel 
Discrete boundary value function (n = 20) Discrete boundary value function (n = 30) 
; 43,101* 6877 43,101* 43,101* * 43, lOl* 71,175 * 71,175 * 71,175 * 71,175 * 
65,75* 65,75 65,75* 
a b
98,117 97,116* 97,116* 97,116* 
C 67, 85 66, s4* 66, s4* 66, 84* 93,131* 93,131* 93,131* 93,131* 
d 49,86 * 49,86 * 49,86 * 49,86 * 74,140 * 74,140 * 74,140 * 74,140 * 
Variably-dimensioned function (n = 20) 
10,43* 10,43* 10,43* 10,43* 
9,50* 9,50* 9,50* 9,50* 
Variably-dimensioned function (n = 30) 
a 9,39* 9,39* 9,39* 9,39* 
b 9,42* 9,42* 9,42* 9,42* 
Variably-dimensioned function (n = 40) 
; 
10,41* 10,41* 10,41* 10,41* 
10,59 * 10,59* 10,59* 10,59* 
Penalty function II (n = 20) 
a 137,201 141,214 115,180 120,179* 
b 196,319 164,284* 186,297 192,303 
Penalty function II (n = 25) 
50, 80 42,79 44,77 * 43,78 
39,63 40,66 38,62 41,61* 
Penalty function II (n = 30) 
a 347,444 333,415 
b 207,315 212,318 
325,408* 341,418 
213, 318 208, 311* 
Chained Rosenbrock function (n = 32) Broyden triangular function (n = 30) 
386,460 395,459 382,444* 405,467 a 18,81 17,73* 18.80 18,80 
290,386 314,402 293,378* 294, 387 b 22,96 * 23,101 23,100 23,101 
The “ VAR” function (n = 45) Coope’s “F55” function (n = 55) 
58,83* 58, 83* 58,83* 58, 83* 120,235 122,233 130,231* 126,232 
60,109 61,107* 61,107* 60,109 78,124 77,123* 85,142 79,126 
Alternatively, using (21) and (37), we obtain 
A further algorithm may be constructed on the basis of these two possible value for 8, in 
which the value of 8 is determined by calculating the unweighted least-squares solution of (39) 
and (40). This gives 
i 
Y-X 
w= A-1 +y?I $3 
1 
which forms the basis for the algorithm “Eel”. 
It is important to note that, in the particular case when f is a quadratic function (in which 
case 2A = y + l), substituting any of the estimates for c1 or c0 in any of the algorithms proposed 
here leads to w =y. This is as desired, since, in this case, g is a linear function of 7 and, hence, y 
is an exact estimate of dg/dr. 
6. Numerical tests 
The performance of the three methods described above (Ccl, DcO, Eel), together with that of 
a standard BFGS algorithm, has been evaluated by applying all four methods to a test set of 32 
functions. Each function was minimised from a variety of starting points, giving 100 test cases in 
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Table 2 
Overall results 
BFGS Ccl DcO Eel 
Grand totals 8762, 12384 8041,11382 8029,11090 7969, 11108 
Scores 20 40 44 44 
Ranking scores 190 289 313 307 
all. In order to render the comparison of the four methods as unbiased as possible, all the 
methods utilised essentially the same code, the only differences lying in the definition of the 
vector w/y for the update of H. A line-search technique based on cubic interpolation was used 
to locate the next estimate x* at each iteration, but other procedures for locating x* (for 
example, a “ trust-region” or “restricted-step” method) are not excluded by or incompatible with 
the methods developed here. 
The functions used in the tests are well known from the literature and, in most cases, their 
definitions may be found in [15]. Considerations of space preclude a full description of the test 
set (including the starting points for each function), but this may be found in [lo]. The italicised 
letters in Table 1 indicate the starting point for the relevant function. For each function and test 
problem, two integers are recorded. The first is the number of iterations required for conver- 
gence, and the second gives the number of function and gradient evaluations. For each test 
problem, the method returning the best performance (determined by the smallest function 
evaluation count (ties being resolved by iteration counts)) is indicated by an asterisk. In Table 2, 
overall totals of iterations and evaluations are tabulated, together with a count of the number of 
best performances for each method (“Scores”) and a “Ranking score” determined by awarding, 
for each test problem, 4 for the best performance, 3 for the next best, and so on. 
7. Summary and conclusions 
Three minimisation algorithms which employ function-value information, via curvature esti- 
mates, have been constructed. Each method gives rise to a modified version of the secant 
equation in which the vector y is effectively multiplied by a scalar p. By means of a result of [ll], 
the value of p proposed by any of these methods may be assessed for its possible effect on the 
conditioning of the inverse Hessian approximation, and modified, if necessary. The numerical 
tests reported in Table 1 and summarised in Table 2 provide evidence that all three of the new 
methods are capable of yielding computational gains, when assessed against a comparable 
algorithm using the standard definition of y. On the basis of Table 2, method Ccl would appear 
to be slightly inferior to methods DcO and Eel, whose performances are very similar, overall. On 
the basis of the results for problems of higher dimension (say, 20 or greater), DcO may, possibly, 
be preferred over Eel, however, but the evidence, at this stage, is not conclusive. The better of 
the two methods based directly on utilising function values and developed by Ford and 
Ghandhari [ll] (namely, method ‘B’) required, for the same test set, 11256 evaluations and 7946 
iterations. On the basis of these figures and a straight comparison between DcO (scoring 63) and 
B (scoring 57) we tentatively conclude that DcO is, again, to be preferred. 
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Appendix 
195 
Estimation of curvature at x and x * 
Curvature estimates at x and/or x * in the direction s = x - x * may be evaluated by means 
of one of the following [we define T(T) = f (x + TS)]. 
(a) Using an interpolating cubic poZynomia1 between T = 0 and T = 1, employing the four items 
of data r(O), r(l), ~‘(0) and ~‘(1). We obtain these estimates of the two curvatures: 
(curvature at x) = (6X - 2y - 4)u,, (41) 
(curvature at x*) = (4y + 2 - 6A)u0 (42) 
(using (12), in both cases). 
(b) Using an interpolating quadratic polynomial between r = 0 and r = 1, based on a selection 
from the four items of data T(O), r(l), ~‘(0) and w’(l). Using, first, n(O), ~(1) and ~‘(0) with 
equation (12) the following estimate is obtained: 
(curvature at x) = 2(X - 1)~~. (43) 
Using ~‘(0) and ~‘(1) yields 
(curvature at x or x*) = (y - 1)~~. (44) 
Finally, using T(O), ~(1) and ~‘(1) results in 
(curvature at x) = 2(y - X)u,. (45) 
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