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Abstract
We present the transient analysis of the system content in a two-class discrete-time MX /D/1 priority queue. In particular,
we derive an expression for the generating function of the transient system contents of both classes at the beginning of slots.
Performance measures are calculated from this generating function. To illustrate our approach we conclude with some examples.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
In recent years, there has been much research devoted to the incorporation of multimedia applications in packet-
based networks (e.g. IP networks). Different types of traffic need different QoS standards. For real-time interactive
applications, it is important that mean delay and delay-jitter are bounded, while for non real-time applications, the
loss ratio and throughput are the restrictive quantities. In order to guarantee acceptable delay boundaries to delay-
sensitive traffic (such as voice/video), several scheduling schemes – for switches, routers, etc – have been proposed
and analyzed, each with their own specific algorithmic and computational complexity.
Amongst these scheduling disciplines are some well-known strategies like weighted round-robin (WRR) [12],
weighted fair queueing (WFQ) or generalized processor sharing (GPS) [16], earliest deadline first (EDF) [11],
probabilistic priority (PP) [19], Head-Of-Line (HOL) priority scheduling (see e.g. [23]) and HOL priority scheduling
with priority jumps (HOL-PJ) [14]. All these scheduling disciplines give some kind of transmission priority to delay-
sensitive traffic over delay-insensitive traffic. The most drastic one in this respect is the strict priority scheduling
discipline. With this scheduling, packets are classified in a number of priority classes, based on their delay constraints.
As long as packets of the highest priority class are present in the queueing system, this type of traffic is served. Packets
of lower priority can only be transmitted when no higher priority traffic is present in the system. As already mentioned,
this is the most drastic way to meet the QoS constraints of delay-sensitive traffic (and thus the scheduling with the
most disadvantageous consequences to the delay-insensitive traffic), but also the easiest one to implement.
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In this paper, we focus on the transient behavior of a discrete-time M X/D/1 queue with a HOL priority scheduling
discipline and two priority classes. The numbers of per-slot arrivals are series of independent and identically
distributed (i.i.d.) random variables, the service times are deterministically equal to one slot and there is one server
to transmit the packets. One type of arriving traffic (type 1) has priority over another type of traffic (type 2). Thus,
a packet of type-1 traffic is transmitted at the beginning of a slot, if at least one is present. Only when there are no
packets of type 1, a packet of type 2 can be scheduled for transmission.
The steady-state behavior of HOL priority queueing models is well understood, see e.g. [18] for an overview of
some basic models. In the recent literature, emphasis is put on more complex priority queueing models. Examples are
multi-server priority queueing models [6,9], priority queueing models with correlation in the arrival process [3,13,15,
20,22,24], priority queueing models with acceptance control [1,4] and priority models with server vacations [8].
Results on the transient behavior of priority queueing systems however are scarce. One of the few exceptions
is [10], wherein the time-dependent and steady-state behavior of a continuous-time non-preemptive priority queue is
analyzed. Transient performance measures are useful for a whole number of reasons, including (a) the determination
of the time necessary to reach the steady state, (b) the analysis of systems with time-dependent or quasi-stationary
arrival rates and (c) the characterization of the buffer size in overload situations.
Transient analyses of queueing models are notoriously hard. For particular (non-priority) queueing systems, one
may find explicit expressions for the time-dependent probability generating function of the queue content. This is
e.g. the case for the M/M/1 queueing system [17] and the M/E − r/1 queueing system [5]. Inversion of these
transform functions is possible but involve Bessel functions. Various authors have obtained expressions for the z-
transform of the sequence of the probability generating functions of the queue content at consecutive epochs in time.
Bruneel [2] performs a transient analysis of the discrete-time M X/Geo/1 queue. The z-transform of the probability
generating functions of the queue content is obtained in terms of known probability generating functions and the z-
transform of the probability that the queue is empty at the consecutive slot boundaries. An ad-hoc method is provided
to find the latter probabilities. A similar approach is followed in [7], wherein a discrete-time queue with a correlated
train arrival process is studied.
Here, we perform a transient analysis by using a generating functions approach. From the obtained generating
functions, expressions are calculated for some interesting performance measures such as the time-dependent
probability of having an empty buffer and the time-dependent mean system contents of both priority classes. The
queueing model is identical to the model in [21]. In [21], we analyzed (a.o.) the steady-state system contents of both
classes, while in this paper, we focus on the transient system contents. We put hereby great emphasis on how to obtain
the exact transient performance measures (such as the moments) from the generating functions, which is a non-trivial
problem. We therefore extend the transient analysis in buffers with a FIFO queueing discipline described in [2] in
order to have an algorithm to obtain these transient performance measures.
The outline is as follows. In the following section, we introduce the mathematical model. In Sections 3 and 4,
we investigate the time-dependent system contents. Section 3 relates the generating function of the time-dependent
system contents to some unknown boundary functions, which are investigated in Section 4. We illustrate our approach
by means of a few examples in Section 5. Finally, some conclusions are drawn in Section 6.
2. Mathematical model
We consider a single-server queueing system with infinite buffer space. Time is assumed to be slotted and one
server transmits packets at the rate of one packet per slot. Two types of traffic arrive at the system, namely packets
of type 1 and packets of type 2. We denote the number of arrivals of type j during slot k by a(k)j ( j = 1, 2). The
numbers of arrivals are assumed to be i.i.d. from slot-to-slot and are characterized by their joint probability mass
function a(m, n) = Prob[a(k)1 = m, a(k)2 = n] and their joint probability generating function (pgf) A(z1, z2), defined
and given by
A(z1, z2) , E
[
z
a(k)1
1 z
a(k)2
2
]
=
∞∑
m=0
∞∑
n=0
a(m, n)zm1 z
n
2 .
Notice that the numbers of arrivals from both types within a slot can be correlated. Furthermore, we denote the total
number of arriving packets during slot k by a(k)T , a
(k)
1 + a(k)2 and let AT (z) , E
[
za
(k)
T
]
= A(z, z) denote the
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corresponding pgf. The pgfs of the number of arrivals of type 1 and type 2 are defined as A1(z) , E
[
za
(k)
1
]
= A(z, 1)
and A2(z) , E
[
za
(k)
2
]
= A(1, z) respectively. Finally, the arrival rate of type- j packets ( j = 1, 2) is denoted and
given by λ j = A′j (1), while the total arrival rate is denoted and given by λT = A′T (1).
3. Analysis
We denote the type- j system content at the beginning of slot k + 1 by u(k)j ( j = 1, 2). Furthermore, the joint pgf of
u(k)1 and u
(k)
2 is denoted by U
(k)(z1, z2), i.e., U (k)(z1, z2) , E
[
z
u(k)1
1 z
u(k)2
2
]
. The system contents are characterized by
the following set of system equations:
u(k)1 =
[
u(k−1)1 − 1
]+ + a(k)1 (1)
u(k)2 =

[
u(k−1)2 − 1
]+ + a(k)2 if u(k−1)1 = 0
u(k−1)2 + a(k)2 if u(k−1)1 > 0,
(2)
where [.]+ denotes the maximum of the argument and 0. The first equation can be understood by noticing that
transmission of type-1 packets is not influenced by type-2 packets. That is, one type-1 packet is transmitted in a
slot when there are packets of that type present at the beginning of that slot. A type-2 packet on the other hand can
only be transmitted, if there are no type-1 packets waiting in the queue at the end of the previous slot (because of
the priority scheduling). This leads to the second equation. The system equations then yield the following relation
between U (k)(z1, z2) and U (k−1)(z1, z2) by means of some standard z-transform manipulations:
U (k)(z1, z2) = A(z1, z2)
{
z2 − 1
z2
U (k−1)(0, 0)+ z1 − z2
z1z2
U (k−1)(0, z2)+ 1z1U
(k−1)(z1, z2)
}
. (3)
Define U (x, z1, z2) as the z-transform of the sequence U (k)(z1, z2) with respect to the time parameter k,
i.e.,U (x, z1, z2) ,
∑∞
k=0U (k)(z1, z2)xk . Multiplying both sides of Eq. (3) with xk and summing over all k = 1, ..,∞
then leads to the following expression for U (x, z1, z2):
U (x, z1, z2) =
z1U (0)(z1, z2)+ x A(z1,z2)z2 [z1(z2 − 1)U (x, 0, 0)+ (z1 − z2)U (x, 0, z2)]
z1 − x A(z1, z2) . (4)
Under the assumption that U (0)(z1, z2)- the joint pgf of the system contents of both types at the beginning of the
first slot - is known, there are still two unknown functions in the right-hand side of Eq. (4), namely U (x, 0, z2) and
U (x, 0, 0). U (x, 0, 0) is the z-transform of the sequence U (k)(0, 0), i.e., U (x, 0, 0) describes the evolution in time of
the probability of an empty buffer. U (x, 0, z2) is the z-transform of the sequence U (k)(0, z2) and is thus the evolution
in time of the partial pgf of the class-2 system content given that there are no class-1 packets present. Once we have
found expressions for these generating functions, the transient behavior of the type-1 and type-2 system contents
can be found by expanding Eq. (4) about x = 0. More specifically, we show in the following subsections how to
calculate means (and higher moments) of the total system content and of the system contents of type 1 and type
2 from expression (4). Determination of the unknown boundary functions (U (x, 0, 0) and U (x, 0, z2)) and/or the
corresponding sequences (
{
U (k)(0, 0), k ≥ 0} and {U (k)(0, z2), k ≥ 0}) is the subject of Section 4.
3.1. Total system content
By substituting z1 and z2 by z in Eq. (4), we find:
UT (x, z) = zU
(0)
T (z)+ x AT (z)(z − 1)UT (x, 0)
z − x AT (z) , (5)
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with UT (x, z) , U (x, z, z) and U (k)T (z) = U (k)(z, z). So, concerning the transient total system content, the
only unknown is UT (x, 0), or equivalently, the only unknowns are the transient probabilities of an empty system
U (k)T (0), k ≥ 0.
The moment generating property of pgfs then leads to expressions of various (time-dependent) moments of the
total system content. For example, if E
[
u(k)T
]
denotes the mean total system content at the beginning of slot k + 1, or,
E
[
u(k)T
]
, dU
(k)
T (z)
dz
∣∣∣∣
z=1
, then the transform function of the sequence
{
E
[
u(k)T
]
, k ≥ 0
}
can be found from UT (x, z)
as:
∞∑
k=0
E
[
u(k)T
]
xk = ∂UT (x, z)
∂z
∣∣∣∣
z=1
. (6)
Taking the first derivative in z of both sides of Eq. (5), substituting z by 1 and using Eq. (6), we obtain:
∞∑
k=0
E
[
u(k)T
]
xk =
E
[
u(0)T
]
+ xUT (x, 0)
1− x −
(1− λT )x
(1− x)2 . (7)
Since the coefficients in xk have to be equal in both sides of Eq. (7), this equation is equivalent with
E
[
u(k)T
]
= E
[
u(k−1)T
]
+ λT − 1+U (k−1)T (0), (8)
for all k ≥ 1. Eq. (8) can thus be used to recursively calculate the mean total system content E
[
u(k)T
]
, once the
sequence
{
U (k)T (0), k ≥ 0
}
is known. Note that this last equation can also be directly retrieved from the system
equations (1)–(2). If one wants to also calculate higher moments though, the calculated pgfs come in handy.
As already mentioned, we show how to calculate the unknown sequence
{
U (k)T (0), k ≥ 0
}
(or its transform
function) in the next section.
3.2. Type-1 system content
The substitution of z2 by 1 (and z1 by z for ease of notation) in Eq. (4) yields
U1(x, z) = zU
(0)
1 (z)+ x A1(z)(z − 1)U1(x, 0)
z − x A1(z) , (9)
with U1(x, z) , U (x, z, 1) and U (k)1 (z) = U (k)(z, 1). So, this equation is very similar to Eq. (5). Therefore, we get a
similar recursive expression (like expression (8)) for the mean type-1 system content:
E
[
u(k)1
]
= E
[
u(k−1)1
]
+ λ1 − 1+U (k−1)1 (0), (10)
for all k ≥ 1. Eq. (10) can thus be used to recursively calculate the mean type-1 system content E
[
u(k)1
]
, once the
sequence
{
U (k)1 (0), k ≥ 0
}
is known.
3.3. Type-2 system content
By substituting z1 by 1 (and z2 by z) in Eq. (4), we find
U2(x, z) = zU
(0)
2 (z)+ x A2(z)(1− z)[U (x, 0, z)−UT (x, 0)]
z(1− x A2(z)) , (11)
with U2(x, z) , U (x, 1, z) and U (k)2 (z) = U (k)(1, z). So, in this case the remaining two unknowns are U (x, 0, z) and
UT (x, 0), or equivalently, the sequences
{
U (k)(0, z), k ≥ 0} and {U (k)T (0), k ≥ 0}.
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Again, the moment generating property of pgfs leads to an expression of the mean type-2 system content E
[
u(k)2
]
(and higher moments) during the consecutive slots, i.e.,
∞∑
k=0
E
[
u(k)2
]
xk = ∂U2(x, z)
∂z
∣∣∣∣
z=1
. (12)
Taking the first derivative in z of both sides of Eq. (11), and substituting z by 1, we obtain:
∞∑
k=0
E
[
u(k)2
]
xk =
E
[
u(0)2
]
+ x[UT (x, 0)−U1(x, 0)]
1− x +
λ2x
(1− x)2 . (13)
Since the coefficients in xk have to be equal in both sides of Eq. (13), we find the following recursive equation for the
mean type-2 system content,
E
[
u(k)2
]
= E
[
u(k−1)2
]
+ λ2 +U (k−1)T (0)−U (k−1)1 (0), (14)
for all k ≥ 1. From Eq. (14), the mean type-2 system content E
[
u(k)2
]
can be recursively calculated once the sequences{
U (k)T (0), k ≥ 0
}
and
{
U (k)1 (0), k ≥ 0
}
are known.
Notice that Eqs. (8), (10) and (14) fulfil the relation E
[
u(k)T
]
= E
[
u(k)1
]
+ E
[
u(k)2
]
, as expected. Furthermore,
higher moments and cross moments (such as the covariance) of the type 1 and type 2 system content can also be
recursively calculated by computing higher-order derivatives of U (x, z1, z2) (i.e., of expression (4)). Notice that –
although for the mean type-2 system contents it suffices to calculate UT (x, 0) and U1(x, 0) – U (x, 0, z) will have to
be determined if one wants to calculate higher moments of the type-2 system contents and/or cross moments of the
system contents of both types. As an example, we show the expression of the variance of u(k)2 :
Var
[
u(k)2
]
= Var
[
u(k−1)2
]
+ λ2(1− λ2)+ Var
[
a(k−1)2
]
+ 2λ2E
[
u(k)2
]
−
(
E
[
u(k)2
]
− E
[
u(k−1)2
])
−
((
E
[
u(k)2
])2 − (E [u(k−1)2 ])2)− 2E [u(k−1)2 |u(k−1)1 = 0]Prob [u(k−1)1 = 0] . (15)
Since
E
[
u(k−1)2 |u(k−1)1 = 0
]
Prob
[
u(k−1)1 = 0
]
= ∂U
(k−1)(0, z2)
∂z2
∣∣∣∣∣
z2=1
(16)
the variance of the transient class-2 system content can be recursively calculated from expression (15) when
U (x, 0, z2) or the sequence
{
U (k)(0, z2), k ≥ 0
}
are known.
4. Determination of the unknowns
In this section we show how to calculate the boundary functions U (x, 0, 0) and U (x, 0, z2), or alternatively, the
sequences
{
U (k)T (0), k ≥ 0
}
and
{
U (k)(0, z2), k ≥ 0
}
respectively. We apply two different methods. The first method
is only useful for specific arrival processes, while the second one is more generally applicable.
4.1. Calculation of the boundary functions
Applying Rouche´’s theorem, it can be shown that the denominator of the right-hand side of Eq. (4) has one zero
in the unit circle for z1 for given values of x and z2 (|x | < 1, |z2| < 1), namely X (x, z2) , x A(X (x, z2), z2). One
easily shows that U (x, z1, z2) is analytic for all x and z j with |x | < 1 and |z j | < 1 ( j = 1, 2). Therefore X (x, z2)
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must also be a zero of the numerator of the right-hand side of (4), i.e.,
X (x, z2)U
(0)(X (x, z2), z2)
+ x A(X (x, z2), z2)
z2
[X (x, z2)(z2 − 1)U (x, 0, 0)+ (X (x, z2)− z2)U (x, 0, z2)] = 0. (17)
This can be transformed into
U (x, 0, z2) = z2U
(0)(X (x, z2), z2)+ X (x, z2)(z2 − 1)U (x, 0, 0)
z2 − X (x, z2) , (18)
if A(0, z2) 6= 0. When A(0, z2) = 0, X (x, z2) = 0 and (17) is always valid. We discuss this special case at the end of
this subsection. Applying Rouche´’s theorem once more, it can be proved that the denominator of the right-hand side
of Eq. (18) has one zero in the unit circle for z2 for given value of x (|x | < 1), namely Y (x) , X (x, Y (x)). Since
U (x, 0, z2) is finite in the unit circle, Y (x) must also be a zero of the numerator of the right-hand side of (18), i.e.,
Y (x)U (0)(X (x, Y (x)), Y (x))+ X (x, Y (x))(Y (x)− 1)U (x, 0, 0) = 0.
This yields
U (x, 0, 0) = U
(0)(Y (x), Y (x))
1− Y (x) . (19)
From (4), (18) and (19), it is obvious that the two boundary functions U (x, 0, z2) and U (x, 0, 0) and thus also
U (x, z1, z2) itself are fully determined, once the functions X (x, z2) and Y (x) are explicitly known. Since these
functions are only implicitly defined, this proves to be a hard task in general. However for specific choices of A(z1, z2),
this is rather straightforward.
Finally, we need to invert the obtained expression of U (x, z1, z2) to obtain the sequence
{
U (k)(z1, z2), k ≥ 0
}
. We
discuss this further in Section 5, when we touch upon some examples.
Special case: If A(0, z∗2) = 0 for a particular z∗2 (|z∗2| < 1), X (x, z∗2) = 0 irrespective of x . Taking the limit of
expression (18) for z2 → z∗2, we find
U (x, 0, z∗2) = U (0)(0, z∗2). (20)
So in this case U (x, z1, z∗2) is always explicitly found by this first method and we thus exclude the case A(0, z2) = 0
in the second method.
4.2. Calculation of the transient sequences
In this section we show how to calculate the sequences directly, since the determination of z1 = X (x, z2) as a
solution of
z1 − x A(z1, z2) = 0, (21)
for given values of x and z2, may be hard for general A(z1, z2). To do that we observe that solving Eq. (21) for the
unknown x , for given values z1 and z2 is straightforward. This solution is given by
x = f (z1, z2) , z1A(z1, z2) . (22)
It is clear from Eq. (22), that if |z1| < 1 is chosen sufficiently small – say |z1| < ε – and |z2| < 1, |x | = | f (z1, z2)| is
also smaller than unity as | f (z1, z2)| ≈ |z1|/|A(0, z2)| for small |z1| and since we have assumed |A(0, z2)| > 0 (see
also the special case in the previous subsection).
In the remainder of this subsection, we first show in detail how to calculate the U (k)T (0) from (5). UT (x, z) must be
analytic for (x, z) = ( f (z, z), z) and |z| < ε, since | f (z, z)| < 1 for |z| < ε. Since the denominator of (5) is zero for
(x, z) = ( f (z, z), z), the numerator must vanish too, or,
zU (0)T (z)+ f (z, z)AT (z)(z − 1)UT ( f (z, z), 0) = 0.
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Since f (z, z) = z/AT (z), this leads to
UT ( f (z, z), 0) = U
(0)
T (z)
1− z , (23)
for |z| < ε. We now show that the former expression is sufficient to derive the probabilities U (k)T (0). U (k)T (0) is by
definition the coefficient of xk in the expansion of UT (x, 0) about x = 0. In other words, using complex analysis,
U (k)T (0) can be obtained as the residue of the function x
−k−1UT (x, 0) in x = 0. This residue can be calculated as
follows:
U (k)T (0) =
1
2pi i
∮
C0
UT (x, 0)x−k−1dx, (24)
with i = √−1 and C0 a small contour which surrounds x = 0, but no singularities ofUT (x, 0). Changing the variable
x by the variable z with x = f (z, z) (with f (z1, z2) as defined in (22)), this expression transforms into
U (k)T (0) =
1
2pi i
∮
C1
UT ( f (z, z), 0) f (z, z)−k−1
d f (z, z)
dz
dz, (25)
with C1 the transformation of C0 in the z-plane, which circles the point z = 0 exactly once. We may choose C0 such
that |z| < ε on the contour C1. Therefore, we can use expression (23), leading to
U (k)T (0) =
1
2pi i
∮
C1
U (0)T (z)AT (z)
k−1[AT (z)− zA′T (z)]
1− z z
−k−1dz. (26)
Since this expression only contains known functions and quantities, it leads to the determination of U (k)T (0).
Performing the contour integration in expression (26) – by means of any method – yields the U (k)T (0)’s. A practical
interpretation of (26) is the following: U (k)T (0) is the coefficient of z
k in the expansion about z = 0 of
P(k)T (z) =
U (0)T (z)AT (z)
k−1[AT (z)− zA′T (z)]
1− z . (27)
The calculation of this coefficient, using any method – depending on the particular form of U (0)T (z) and AT (z) – thus
gives U (k)T (0), for this specific k. In Section 5, we will discuss through an example how this can be done.
A similar technique can also be used to calculate the sequence
{
U (k)(0, z2), k ≥ 0
}
. U (x, 0, z2) must be analytic
for (x, z2) = ( f (z1, z2), z2), |z2| < 1 and |z1| < ε, since | f (z1, z2)| < 1 for |z1| < ε and for any z2 within the unit
disk. Since the denominator of (4) is zero for (x, z2) = ( f (z1, z2), z2), the numerator must vanish too:
z1U
(0)(z1, z2)+ f (z1, z2)A(z1, z2)z2 [z1(z2 − 1)UT ( f (z1, z2), 0)+ (z1 − z2)U ( f (z1, z2), 0, z2)] = 0.
Using (22), we find:
U ( f (z1, z2), 0, z2) = z2U
(0)(z1, z2)+ z1(z2 − 1)UT ( f (z1, z2), 0)
z2 − z1 , (28)
for |z1| < ε and |z2| < 1.U (k)(0, z2) is by definition the coefficient of xk in the expansion ofU (x, 0, z2) about x = 0.
We thus have
U (k)(0, z2) = 12pi i
∮
C ′0
U (x, 0, z2)x−k−1dx, (29)
with C ′0 a small contour which surrounds x = 0, but no singularities of U (x, 0, z2). Changing the variable x by the
variable z1 with x = f (z1, z2) this expression transforms into
U (k)(0, z2) = 12pi i
∮
C ′1
U ( f (z1, z2), 0, z2) f (z1, z2)−k−1
∂ f (z1, z2)
∂z1
dz1, (30)
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with C ′1 the transformation of C ′0 in the z1-plane, which circles the point z1 = 0 exactly once. Choosing C ′0 such that|z| < ε on contour C ′1, we can use expression (28), leading to
U (k)(0, z2) = 12pi i
∮
C ′1
z2U (0)(z1, z2)+ z1(z2 − 1)UT (z1/A(z1, z2), 0)
z2 − z1
A(z1, z2)− z1 ∂A(z1,z2)∂z1
A(z1, z2)−k+1
× z−k−11 dz1. (31)
Since this expression only contains known functions and quantities, it leads to the determination of U (k)(0, z2).
U (k)(0, z2) is for instance the coefficient of zk1 in the expansion about z1 = 0 of
P(k)(z1, z2) = z2U
(0)(z1, z2)+ z1(z2 − 1)UT (z1/A(z1, z2), 0)
z2 − z1
A(z1, z2)− z1 ∂A(z1,z2)∂z1
A(z1, z2)−k+1
. (32)
Recall that obtaining the unknown function UT (z, 0) – which still appears in this expression – was the topic of the
first part of this section. Note further that by substituting z2 by 1 in expression (31) the sequence
{
U (k)1 (0), k ≥ 0
}
is
calculated.
5. Examples
In this section, we demonstrate our methods by two examples. The joint pgf of the numbers of arrivals of class 1
and class 2 in a random slot is given by
A(z1, z2) =
(
1− λ1
N
(1− z1)− λ2N (1− z2)
)N
. (33)
This is in fact the arrival process in an output queue of a non-blocking output-queueing switch with N inlets and N
outlets, a Bernoulli process with arrival rate λT and independent and uniform routing. An arriving packet is assumed
to be of class j with probability λ j/λT ( j = 1, 2).
We demonstrate the two methods discussed in Section 4 in detail for particular values of N : the method in
Section 4.1 for N = 2 and the one in Section 4.2 for N = ∞.
5.1. The case N = 2
In this case, explicit expressions for X (x, z2) and Y (x) – as defined in Section 4.1 – can be found:
X (x, z2) = 2− λ1(2− λ1)x + λ1λ2x(1− z2)− 2
√
1− λ1(2− λ1)x + λ1λ2x(1− z2)
λ21x
, (34)
and
Y (x) = 2− λT (2− λT )x − 2
√
1− λT (2− λT )x
λ2T x
, (35)
respectively. One then obtains an explicit expression for U (x, z1, z2) by substituting expressions (18)–(19) and
(34)–(35) in expression (4). To calculate the required performance measures from this expression such as the
probability of the system contents being zero, the mean system contents, higher moments of the system contents
and/or the cross moments of the system contents, two steps have to be taken:
• an expansion about x = 0 and
• appropriate derivatives for z1 and z2 in 0 or 1.
The order in which these steps are executed is not fixed, albeit that it plays an important role. When the expansion
about x = 0 is done first, the pgfs U (k)(z1, z2) are found and these contain all information about the distribution of
the transient system contents of both classes. This means that all moments can be calculated from these pgfs by taking
the derivatives in the second step. As a consequence, only the second step has to be applied multiple times when
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more than one moment is required. The expansion about x = 0 however requires a recursive computation (as will be
demonstrated later). If this expansion is done before the derivatives in z1 and z2 are taken, this recursive computation is
performed on functions in two variables, which results in a computational burden when many recursions are necessary.
If on the other hand the derivatives for z1 and z2 in 0 or 1 are taken first, the expansion about x = 0 leads to a recursive
computation on numbers, which is computational more efficient. In that case both steps have to be repeated though
when more than one moment is to be calculated.
As mentioned, the expansion about x = 0 is computationally the hardest step, because it leads to a recursive
procedure in the time index. For the specific arrival process discussed in this subsection, a number of square-root
functions appear in the final expression of U (x, z1, z2) (see expressions (34) and (35)), which have to be expanded
about x = 0. As an example, we show how to (recursively) calculate the coefficients H j (z2) of the square root in
expression (34), i.e., of the function
H(x, z2) ,
√
1− λ1(2− λ1)x + λ1λ2x(1− z2). (36)
Taking the logarithmic derivative of this expression with respect to x , we obtain
∂H(x,z2)
∂x
H(x, z2)
= −λ1(2− λ1)+ λ1λ2(1− z2)
2(1− λ1(2− λ1)x + λ1λ2x(1− z2)) .
Replacing H(x, z2) and ∂H(x, z2)/∂x by their respective series expansions
∑∞
j=0 H j (z2)x j and
∑∞
j=1 j H j (z2)x j−1,
we find
2(1− λ1(2− λ1)x + λ1λ2x(1− z2))
∞∑
j=1
j H j (z2)x
j−1 = (−λ1(2− λ1)+ λ1λ2(1− z2))
∞∑
j=0
H j (z2)x
j .
By identification of the coefficients of x j in both sides of this equation, the following recursive calculation of H j (z2)
is found:
H1(z2) = −λ1(2− λ1)+ λ1λ2(1− z2)2 H0(z2)
and
H j (z2) = 2 j − 32 j (λ1(2− λ1)− λ1λ2(1− z2))H j−1(z2), j ≥ 2.
Since H0(z2) = H(0, z2) = 1, all H j (z2) can be calculated recursively.
To demonstrate typical transient behavior, we show a couple of figures in the remainder of this subsection. In
Fig. 1, the transient mean contents of the total, class-1 and class-2 system are shown for λ1 = λ2 = 0.4, starting
from an empty system (a) or from a system with a FIFO scheduling discipline which is in the steady state (b). The
latter figure thus gives the transient mean system contents when the scheduling discipline is switched from a FIFO
scheduling discipline to a priority discipline. As can be seen, the mean values go to their respective steady-state values
for k →∞ (for the steady-state values, see [21]). Notice that the steady-state total system content is identical for the
FIFO and the priority scheduling disciplines. Therefore, the mean total system contents remains constant in time in
Fig. 1b.
In Fig. 2(a), we depict the variances of the transient total, class-1 and class-2 system contents starting from an empty
system. In Fig. 2(b), the correlation coefficient of the transient class-1 and class-2 system contents is shown, also when
the system is empty at the beginning. The correlation coefficient increases for increasing k, but stays negative. This can
be explained as follows: the buffer is empty in the beginning and since the numbers of per-slot arrivals of both classes
are heavily negatively correlated, the system contents of both classes will also be heavily negatively correlated in the
beginning. The further in time though, the more packets of both types that are buffered. As a result the correlation
coefficient increases.
5.2. The case N = ∞
In this case, Eq. (33) becomes
A(z1, z2) = eλ1(z1−1)eλ2(z2−1), (37)
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(a) Starting with an empty system. (b) Starting with a steady-state FIFO system.
Fig. 1. Transient mean total, class-1 and class-2 system contents.
(a) Variances. (b) Correlation coefficient.
Fig. 2. Second-order moments.
i.e., the numbers of per-slot arrivals of class 1 and class 2 are two mutually independent Poisson distributions.
Expression (21) is a transcendental equation in z1 in this case and therefore we use the method proposed in Section 4.2
in this example. Obtaining the required performance measures – i.e., the transient probabilities of the system, the class-
1 buffer or the class-2 buffer being empty, the mean transient system contents of both classes, etc – requires mostly
the calculation of (27) and/or (32), expanding this expression about z = 0 (z1 = 0 respectively) and calculating the
coefficient of zk (zk1 respectively) in this expansion, and this for all k. Note that a similar discussion on that in the
previous example is possible about the order in which the expansions about 0 and the derivatives for z1 and z2 in 0 or
1 (to obtain the required moment) are taken.
We explain here in detail how the sequence
{
U (k)T (0), k ≥ 0
}
can be calculated from expression (27). The
expansion of (32) is similar albeit more complex. Eq. (27) can be written as
P(k)T (z) = P(0)T (z)Qk(z) (38)
in this case, with
P(0)T (z) =
1− λT z
1− z U
(0)
T (z),
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Qk(z) = ekλT (z−1)
and λT = λ1 + λ2. Let p(0)T (n), u(0)T (n) and qk(n) denote the coefficients in the series expansion about z = 0 of
P(k)T (z), U
(0)
T (z) and Qk(z) respectively. Since U
(k)
T (0) is the coefficient of z
k in the series expansion of P(k)T (z) about
z = 0 and since the product of generating functions translates to a convolution of the corresponding coefficients, it
follows from (38) that
U (k)T (0) =
k∑
n=0
p(0)T (n)qk(k − n). (39)
It thus remains for us to calculate p(0)T (n) and qk(n) for 0 ≤ n ≤ k. It is easily seen that the p(0)T (n)’s are given by
p(0)T (n) = u(0)T (n)+ (1− λT )
n−1∑
l=0
u(0)T (l) (40)
and that the qk(n)’s are given by
qk(n) = e−kλT (kλT )
n
n! , n ≥ 0. (41)
Substituting (40) and (41) in (39) yields the sequence
{
U (k)T (0), k ≥ 0
}
.
As already mentioned, (32) can be expanded about z1 = 0 in a similar way. Note that the U (k)T (0)’s show up in
these calculations since UT (x, 0) appears in (32).
6. Conclusions
In this paper, we studied the transient behavior of a priority queueing system. Packets of two types arrive in the
system and packets of type 1 have priority over packets of type 2. Using generating functions, we analyzed the transient
generating functions of the system contents of both classes at the beginning of slots. Furthermore, we showed how to
calculate the moments of the transient system contents of both types and of the total system contents. We illustrated
our analytic approach by means of a couple of examples.
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