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Abstract
We prove existence, smoothness and ergodicity results for semilinear parabolic problems
on inﬁnite dimensional spaces assuming the Logarithmic Sobolev inequality is satisﬁed. As a
consequence we construct a class of nonlinear Markov semigroup which are hypercontractive.
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1. Introduction
One of the largely unexplored areas of inﬁnite-dimensional analysis, potentially of
great importance for understanding of large interacting systems, is the wealth of non-
linear problems. In this paper we make a progress in exploration of the semilinear
equations of the following form:

t
u(t) = Lu(t)+ V (u(t)),
u(0) = f,
(C)
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where L is a Markov generator, V certain admissible nonlinear function and  a coupling
constant.
Before we get to explaining a possible mathematical meaning such nonlinear problem
can have which involve all corresponding consequences in terms of existence, smooth-
ness and ergodic behaviour, we would like to emphasise some aspects which make it
interesting for inﬁnite-dimensional analysis. First of all one natural class of problems
is provided by the requirement of the product property. That is a condition that if
ui solves problem (C) with a Markov generator Li on a ﬁnite-dimensional space Mi ,
with i = 1, 2, then their product solves similar problem on M1 ×M2 with the same
nonlinearity and generator L ≡ L1+L2. On top of that one could also request that the
nonlinear operator on the right-hand side of the equation resembles a (conservative)
Markov generator in the sense that it vanishes on constants. Then it is possible to see
that the class of interesting problems includes the following equations

t
u(t) = Lu(t)+ 
p
u(t) log
|u(t)|p
|u(t)|p ,
u(t = 0) = f
(C∞)
deﬁned with some probability measure (or possibly time-dependent probability kernel)
 and some p1. (We remark that particular examples of similar type were considered
long time ago in case of nonlinear Schrödinger equation in ﬁnite dimensions in [BBM],
see also references therein. For a nice introduction as well as references on equations
of nonlocal and nonlinear reaction–diffusion type see [Fre].) For the product property
one would request  to be a product measure. In our work we will be particularly
interested in a case when  is a Gibbs measure  and the generator L is given by a
Dirichlet form in L2(). In this setup an interesting and natural situation arises if the
following Logarithmic Sobolev inequality is satisﬁed

(
z2 log
z2
z2
)
2c|∇z|2 (LS2)
with a coefﬁcient c∈(0,∞) independent of a function z. This inequality was intensively
studied in the recent past and proven to be true in a large domain of interesting examples
of Gibbs measures on inﬁnite-dimensional spaces (see [GZ] and references therein). We
will apply various aspects of such inequality and related structure to study the class
of corresponding semilinear problems. In particular we will see that in the presence
of (LS2) one gains the monotonicity of nonlinear operator in a nontrivial region of
positive ’s determined by the value of the logarithmic Sobolev coefﬁcient c.
Before we get to the presentation of the results in a general setup, we would like
to point out that in the case when the Gibbs measure is constructed by just taking
a product of inﬁnitely many copies of a given probability measure 0 on a ﬁnite-
dimensional smooth connected Riemannian manifold M for which the Logarithmic
Sobolev inequality is true with a coefﬁcient c0 > 0, as long as  < 1c0 the corresponding
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problem (with p = 2) has a unique solution for any initial data given as a product
of ﬁnitely many sufﬁciently smooth functions each dependent on a different single
coordinate. Moreover the free problem possess certain natural particle structure with
spectrum of the nonlinear generator restricted to the n-particle subspace having a linear
in n bound from below. (It would be interesting to investigate this structure in the
general case with nontrivial interaction.) In this region the solutions possess some
ergodicity properties which can break down when  = 1
c
. This can be explicitely
demonstrated in case of product of Gaussian measures on the real line, in which case
there exists inﬁnitely many stationary solutions for which (LS2) is satisﬁed with the
equality sign. (This is also related to the sharpness problem of (LS2), i.e. a problem
when the log-Sobolev coefﬁcient c equals to the inverse of the spectral gap, for which
interesting studies were done in [R], see also references therein.)
Another interesting feature of the nonlinear problems (C∞) is the fact that in the
free case with certain measures 0 with tails decaying faster than the Gaussian ones,
(as for example those satisfying so called (LSq ) inequalities, with q ∈ (1, 2), [BZ]),
the free problem with time zero data given by a cylinder function has a solution for
any real coupling constant —a feature which disappears when a nontrivial interaction
is introduced.
In the ﬁrst part of this paper we study the Cauchy problem (C∞) looking for existence
and the properties of a weak solution in the sense that for any sufﬁciently smooth
function , which may also depend on time, and any T ∈ (0,∞), one has
u(t)|T0 −
∫ T
0
(
u(t)

t

)
dt =
∫ T
0
(
Lu(t)+ 
p
u(t) log
|u(t)|p
|u(t)|p
)
dt,
where  is a Gibbs measure on inﬁnite product space satisfying the Logarithmic Sobolev
inequality. Focusing our description on the case p = 2, (the other cases are to a large
extend similar), by employing a ﬁnite-dimensional approximation we prove that for
 < 1
c
a weak solution exists and is unique. Moreover in the interesting case  ∈
(0, 1
c
)—when Logarithmic Sobolev inequality makes an essential difference—we show
that the positivity and contractiveness are preserved; thus we can talk about a nonlinear
Markov semigroup. Furthermore, we show that in this case
(u(t)− u(t))2e−εt(f − f )2
with some constant ε ∈ (0,∞). Additionally, assuming that the time zero data f belongs
to the domain of the Dirichlet form and that the following 2-condition, [BE,Bak2] is
satisﬁed
2(z)|∇|∇z‖2 + |∇z|2
with some ,  ∈ (0,∞) we prove the following exponential decay for the square of
the gradient
|∇u(t)|2e−εt|∇f |2
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with some ε ∈ (0,∞). We note that the second-order term on the left-hand side of the
2-condition comes usually for free. It is interesting to note that it plays an essential
role in our proof.
We conclude the ﬁrst part by showing that if  ∈ (0, 1
c
), then the following hyper-
contractivity estimates is true
‖u(t)‖Lq(t)C(t)‖u(0)‖L2
with q(t) ≡ 1+ et where  = 1
c
−  and C(t) ∈ [1,∞).
In the second part of the paper we consider the semilinear problem as the following
integral equation
u(t) = Ptf +
∫ t
0
ds Pt−sV (u(s)) (I)
with Pt ≡ etL. The key objective there is to take advantage of over-contractivity proper-
ties which provide additional smoothness to prove existence and uniqueness of solutions
for non-smooth initial data without relaying on ﬁnite-dimensional approximation. Un-
like in ﬁnite-dimensional situation the semigroup cannot be ultracontractive, (neither
in Lp nor in some Sobolev spaces), but various coercive inequalities imply ﬁnite time
smoothing properties from Lp to some Orlicz spaces with integrable exponent. Natu-
rally the Logarithmic Sobolev inequality (LS2) (together with a bit of spectral theory)
immediately provides the following property
‖Ptf ‖N2
C
t
‖f ‖2
with exponent  = 12 and Orlicz function N2(x) ≡ x2 log(1 + x2). This in itself is
not sufﬁcient to provide a better smoothness property unless we remain content with
a weaker Orlicz space. We indicate however that other coercive inequalities such as
(LSq), with q ∈ (0, 2), provide a possibility of decreasing the exponent  and by
this enable a proof of higher smoothing properties. This is something which is rather
difﬁcult to read off in the previous approach, but which seems to be natural from
the point of view of inﬁnite dimensional analysis. Thus in this approach we have
a chance to consider a stronger notion of solution of inﬁnite-dimensional nonlinear
problems provided some regularity properties are known for the free semigroup. In
the last part of the paper we elaborate more on some class of models encountered in
applications.
Unlike in the ﬁrst part, we concentrate on local nonlinear problems. Such problems
may be more natural if we do not know a priori an invariant measure, eventhough we
may loose the (strict) Markovianity property in this setup.
While in both cases we built our study up over the general framework known in
classical ﬁnite-dimensional PDE theory, we provide a nontrivial inﬁnite-dimensional
implementation naturally based on achievements of inﬁnite-dimensional analysis during
the last two decades. These results provide us with new interesting classes of nonlinear
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Markov semigroups which are hypercontractive as well as some initial existence and
regularity theory for local nonlinear problems.
1.1. Preliminaries
Let  ≡ ×i∈RMi , where Mi = M with M being a smooth connected and ﬁnite-
dimensional Riemannian manifold and R an inﬁnite countable set. For a ﬁnite subset
 ⊂ R we deﬁne a natural projection    →  ∈ M ≡ ×i∈Mi . A function
f :  → R is called a (smooth) cylinder function iff there exists a ﬁnite set  ⊂ R
and a (smooth) function f :M → R such that f () = f(). The gradient operators
∇ on the ﬁnite-dimensional manifolds induces a natural gradient on cylinder functions
as follows
∇f () ≡ (∇f)().
It can be extended by linearity to a larger class of sufﬁciently smooth functions. Let
, (resp. , with  ⊂ R), be the smallest sigma algebra of sets in  such that
all ﬁnite-dimensional projection, (resp. all projections associated with points in ),
are measurable. Let  be a Gibbs measure on (,) such that its restriction to any
sigma algebra , with a ﬁnite set , is absolutely continuous with respect to the
Lebesgue measure on M and that the corresponding density is smooth enough so
that the integration by parts formula holds. Let L be a Markov generator given by the
following Dirichlet form
−fLf = |∇f |22,
where the square of the gradient is given by an extension of the natural square of the
gradient inherited from the ﬁnite dimensional product manifolds. Thus we have
|∇f |22 ≡
∑
i∈R
|∇if |2.
We will assume that on some sufﬁciently large subset of the domain of the generator
L, we have
|∇f |22 = 12
(
Lf 2 − 2fLf
)
.
Later on we assume that the Logarithmic Sobolev inequality (LS2) is satisﬁed for 
with the square of the gradient associated to L.
On numerous occasions we will use the following well-known Young-type inequality
x yx log x − x + ey
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for x ∈ R+ and y ∈ R. When applied with functions zˆ2 ≡ z2z2 and log wˆ2 ≡ log w
2
w2 in
place of x and y, respectively, it yields, after integration with the probability measure
, the so-called variational characterisation of the entropy
 z2 log wˆ2 z2 log zˆ2. (1)
2. Markov-type semilinear Cauchy problems
In this part we study the following Cauchy problem

t
u(t) = Lu(t)+ 
2
u(t) log
u2(t)
u2(t)
,
u(0) = f,
(C)
where L is a Markov generator associated to the Dirichlet form of a measure  which
satisﬁes the Logarithmic Sobolev inequality. We remark that although we focus our
description on this particular case, our general method works as well in case of a class
of nonlinearities V which have the product (or sub-product) property. This includes in
particular all examples of the similar form with 2 replaced by any p1 as well as
others for which the expectation (uqV (u)) with some power q can be dominated by
similar expressions for case already indicated in (C∞). Note that in general it is not
requested that the nonlinearity is globally Lipschitz.
2.1. Finite-dimensional approximation and existence of weak solution
In this section, we adapt the Galerkin procedure of ﬁnite-dimensional approximation
to our problem. Consider an orthonormal basis (i )i∈N in L2() such that each i
belongs to the domain of L and is bounded (such basis exists in our setting). Let
HN ≡ Span{i : i = 1, . . . , N} for some ﬁnite N. We want to show that for any 	 > 0
there exists uN,	 ∈ C1 ((0,∞),HN) satisfying the following Cauchy problem

t
uN,	(t)=LuN,	(t)+ 2 V	(uN,	(t)),
uN,	(t = 0)= fN, (2)
where for any z ∈ HN ,
V	(z) ≡ z log
([
	+ zˆ2
]
(1+ 	)−1
)
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with zˆ2 = z2z2 and fN ≡
∑
i=1,...,N (f i )i . The function f ∈ L2() is ﬁxed in
what follows. Note that the extra factor (1 + 	)−1 is introduced here for the operator
L+ 2 V	 to vanish on constants (for any 	0).
In this ﬁnite-dimensional subspace, problem (2) reduces to a vectorial ODE thanks
to the identiﬁcation of any function v ∈ C1 ((0,∞),HN) to the vector-valued function
c = (c1, . . . , cN) ∈ C1
(
(0,∞),RN ) of its coordinates in the considered basis, that is
v(t) =∑i=1,...,N ci(t) i . Multiplying both sides of the equation by j , j = 1, . . . , N ,
and integrating with the measure  we obtain the expected reformulation as an ordinary
differential equation
d
dt
cj (t)=
∑
i=1,...,N
Ajici(t)+ 2 V˜	,j (c1(t), . . . , cN(t)),
cj (0)= (j f ), (3)
where
Aji ≡ jLi = −(∇j · ∇i )
and V˜	,j : RN → R is deﬁned by
V˜	,j (c1, . . . , cN) ≡ 
(
j V	(v)
)
with v =∑i=1,...,N cii . Clearly {Aji}i,j=1,...,N is a nonpositive matrix. We will show
that V˜	,j are Lipschitz.
Lemma 2.1. There is a constant KN,	 ∈ (0,∞) such that for any c = (c1, . . . , cN)
and d = (d1, . . . , dN) in RN , we have
|V˜	,j (c)− V˜	,j (d)|KN,	
 ∑
i=1,...,N
|ci − di |2
1/2 . (4)
Proof. Fix c and d in RN and deﬁne v =∑i=1,...,N ci i and w =∑i=1,...,N di i so
that
V˜	,j (c) = 
(
jV	(v)
)
and V˜	,j (d) = 
(
jV	(w)
)
.
Using the linear interpolation v ≡  v + (1− ) w, note that
V	(v)− V	(w) =
∫ 1
0
d
d
d
V	(v).
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We have
d
d
V	(v) = (v − w) log
(
(1+ 	)−1
(
	+ vˆ2
))
+ v
(
	+ vˆ2
)−1 d
d
(
vˆ2
)
.
It remains to compute
v
d
d
(
vˆ2
)
= v d
d
(
v2

(
v2
)) = 2 vˆ2
(
(v − w)− v  (v (v − w))

(
v2
) ) . (5)
So that
V	(v)− V	(w) = A (v − w)+ B,
where A and B are two random variables given by
A =
∫ 1
0
d
[
log
(
(1+ 	)−1
(
	+ vˆ2
))
+ 2 vˆ
2

	+ vˆ2
]
and
B = −2
∫ 1
0
d
vˆ2
	+ vˆ2
v  (v(v − w))

(
v2
) .
Consequently,
|V˜	,j (c)− V˜	,j (d)|
∣∣ (j A (v − w))∣∣+ ∣∣ (j B)∣∣  ‖A‖∞ ‖v − w‖L2() + ‖B‖∞ .
To estimate these uniform norms, we note that, for any z ≡∑i=1,...,N aii ∈ HN , we
have z2 =∑i=1,...,N |ai |2 and thus∥∥∥zˆ2∥∥∥∞ M2N ≡ ∑
i=1,...,N
‖i‖2∞ <∞.
Thus, ﬁrst,∣∣∣log ((1+ 	)−1 (	+ zˆ2))∣∣∣  max{log (1+M2N) , ∣∣∣log (	 · (1+ 	)−1)∣∣∣}
which is ﬁnite, whereas trivially∥∥∥vˆ2/ (	+ vˆ2)∥∥∥∞ 1.
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On the other hand, coming back to exact expressions and using Cauchy–Schwarz
inequality twice, one gets
|v  (v(v − w))|
=
∣∣∣∣∣ ∑
i=1,...,N
(ci + (1− )di) i
∣∣∣∣∣ ·
∣∣∣∣∣ ∑
i=1,...,N
(ci + (1− )di) (ci − di)
∣∣∣∣∣

 ∑
i=1,...,N
(ci + (1− )di)2
  ∑
i=1,...,N
‖i‖2∞
1/2  ∑
i=1,...,N
|ci − di |2
1/2
and so
∣∣∣v  (v(v − w)) / (v2)∣∣∣ MN
 ∑
i=1,...,N
|ci − di |2
1/2 .
Eventually, we get the Lipschitz estimate (4) with
KN,	 ≡ max
{
log
(
1+M2N
)
,
∣∣∣log (	 · (1+ 	)−1)∣∣∣}+ 2 (1+MN) <∞
which ends the proof. 
Consequently, (3) and (2) jointly admit unique solutions cN,	 and uN,	 on (0,∞)
such that
uN,	(t) =
∑
i=1,...,N
c
N,	
i (t) i .
Lemma 2.2. Suppose  ∈ LS2(c). If there is ε ∈ [0, 1) such that  ∈ (0, 1−εc ], thenfor any t ∈ (0,∞) one has
u2
N,	(t)+ 2ε
∫ t
0
ds|∇uN,	(s)|2f 2.
Proof. Multiplying both sides of (2) by uN,	 and after integration with the measure ,
we get the following differential equation:
d
dt
1
2
u2
N,	 = −|∇uN,	|2 +

2

(
uN,	V	(uN,	)
)
.
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Next we note that, thanks to (1),

(
uN,	V	(uN,	)
) =  (u2
N,	 log v
2
)
= 
(
u2
N,	 log vˆ
2
)

(
u2
N,	 log uˆ
2
N,	
)
,
where v2 = (1 + 	)−1
(
	+ uˆ2
N,	
)
has mean v2 = 1. Hence we get the following
differential inequality:
d
dt
1
2
u2
N,	 − |∇uN,	|2 +

2

(
u2
N,	 log uˆ
2
N,	
)
.
If we suppose that the following Logarithmic Sobolev inequality is satisﬁed

(
w2 log wˆ2
)
2c |∇w|2
with a constant c ∈ (0,∞) independent of w, then we get
d
dt
1
2
u2
N,	 + ε|∇uN,	|2
1
2
(
− 1− ε
c
)
u2
N,	 log uˆ
2
N,	.
Hence for  ∈ (0, 1−ε
c
], we obtain
d
dt
1
2
u2
N,	 + ε|∇uN,	|20.
Thus after integration from 0 to t and multiplying by 2, we arrive at the following
inequality:
u2
N,	(t)+ 2ε
∫ t
0
ds|∇uN,	(s)|2f 2Nf 2.
This ends the proof of Lemma 2.2. 
Lemma 2.3. Suppose  ∈ LS2(c). If there is ε ∈ (0, 1) such that  ∈ (0, 1−εc ], then
for any ﬁxed i ∈ N the family {cN,	i (t) : N ∈ N, 	 > 0} is equicontinuous.
Proof. Using Eq. (2), we have
|cN,	i (t + h)− cN,	i (t)| =
∣∣ (i (uN,	(t + h)− uN,	(t)))∣∣
=
∣∣∣∣∫ t+h
t
ds
(
−∇i · ∇uN,	(s)+ 2iV	(uN,	(s))
)∣∣∣∣ .
(6)
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We note that for any function z,
v2 ≡ (1+ 	)−1 (	+ zˆ2)1
if and only if zˆ2 ≡ z2z2 1. Thus, consider the following decomposition:

[
i V	(z)
] =  [
 (zˆ21) i z log v2]+  [
 (zˆ2 > 1) i z log v2] . (7)
Since by our choice of the basis ‖i‖u ≡ sup |i | is ﬁnite, the ﬁrst term on the right-
hand side of (7) satisﬁes
∣∣∣ [
 (zˆ21) iz log v2]∣∣∣  ‖i‖u (z2) 12  [
 (zˆ21) (zˆ2) 12 ∣∣∣log v2∣∣∣]
 2 ‖i‖u
(
z2
) 1
2

[


(
zˆ21
)
(zˆ2/v2)
1
2 |v log v|
]
 2
e
‖i‖u
(
z2
) 1
2
as
for zˆ21, we have v21 and zˆ2/v21. (8)
Furthermore, the second term can be bounded as follows∣∣∣ [
 (zˆ2 > 1) iz log v2]∣∣∣  12
[


(
zˆ2 > 1
)
(A2i +
1
A
z2) log v2
]
 A
2
‖i‖2u 
[


(
zˆ2 > 1
)
v2
]
+ 1
2A
(
z2 log v2 + 
[


(
zˆ21
)
z2
∣∣∣log v2∣∣∣])
 A
2
‖i‖2u +
1
2A
z2 log zˆ2 + 1
2Ae
z2
for any A > 0. To get the last bound, we used successively that v2 = 1, then the
variational characterisation (1) and ﬁnally (8) once again. Hence combining the above
estimates, we get
∣∣ [iV	(z)]∣∣  2
e
(
z2
) 1
2 ‖i‖u + A2 ‖i‖
2
u +
1
2Ae
z2 + 1
2A
z2 log zˆ2
 A
(
1
e
+ 1
2
)
‖i‖2u +
1
Ae
(
1+ 1
2
)
z2 + 1
2A
z2 log zˆ2.
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Inserting this to (6), we arrive at
|cN,	i (t + h)− cN,	i (t)| 
(
A
2
|∇i |2 + A2 ‖i‖
2
u
)
· |h|
+
∣∣∣∣∣
∫ t+h
t
ds
(
1
2A
|∇uN,	(s)|2 + 3 4Ae u
2
N,	(s)
+ 
4A
u2
N,	(s) log
u2
N,	(s)
u2
N,	(s)
)∣∣∣∣∣ .
Now if Logarithmic Sobolev inequality is satisﬁed with a coefﬁcient c, using also
Lemma 2.2 (with ε = 0), we get
|cN,	i (t + h)− cN,	i (t)| 
(
1
2
|∇i |2 + 2‖i‖
2
u
)
· A |h|
+ 1
2A
(
(1+ c)
∣∣∣∣∫ t+h
t
ds|∇uN,	(s)|2
∣∣∣∣+ 3 2e f 2 · |h|
)
.
Now, if  ∈ (0, 1−ε
c
], for some ε ∈ (0, 1), again applying Lemma 2.2 (with initial
condition uN,	(t) or uN,	(t + h) according to the sign of h) we have
ε
∣∣∣∣∫ t+h
t
ds|∇uN,	(s)|2
∣∣∣∣  ∣∣∣u2N,	(t)− u2N,	(t + h)∣∣∣ f 2.
So for any 0 < t < T with any T ∈ (0,∞), we have
|cN,	i (t + h)− cN,	i (t)| 
(
1
2
|∇i |2 + 2‖i‖
2
u
)
· A |h| + 3 
4e
|h|
A
f 2
+ 1+ (1− ε)
2Aε
f 2.
By choosing A = |h|− 12 , we conclude that
|cN,	i (t + h)− cN,	i (t)|Di · |h|
1
2 (9)
with some constant Di ∈ (0,∞) independent of N and 	. This ends the proof of the
uniform continuity (with respect to N and 	 > 0) of the family of functions cN,	i . 
Now invoking the arguments based on the Arzela–Ascoli theorem (allowing to chose
convergent subsequences and apply diagonal procedure; see the proof of Theorem III.4.1
in [LSU]) we arrive at the following existence result:
Theorem 2.4. Suppose  ∈ LS2(c) and  ∈ (0, 1c ). Then a weak solution of the semi-
linear Cauchy problem (C) exists for any initial data in L2().
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2.2. Positivity
Theorem 2.5. Suppose  ∈ LS2(c) and  ∈ (0, 1c ). If the initial condition satisﬁes
f 0, -a.e., then a weak solution of the semilinear Cauchy problem (C) satisﬁes
u(t)0, -a.e., for any t0.
Proof. Assume the nonpositive part u−t of the solution ut ≡ u(t) is not equal to
zero a.e. Multiplying the partial differential equation by the smoothed out version of
nonpositive part of the solution, after integration and removing the smoothing (see
[WZYL]), we arrive at
1
2
(u−t )2 =
1
2
(f−)2 +
∫ t
0
ds
{
(u−s Lu−s )+
1
2
(u−s )2 log
(u−s )2
u2s
}
= 1
2
(f−)2 +
∫ t
0
ds
{
(u−s Lu−s )+
1
2
(u−s )2 log
(u−s )2
(u−s )2
}
+
∫ t
0
ds
1
2
(u−s )2 log
(u−s )2
u2s
.
Note that we made an essential use of the local property of L. If  ∈ (0, 1
c
], then using
logarithmic Sobolev inequality and taking into the account that (u
−
t )
2
u2t
1, we get
1
2(u
−
t )
2 12(f
−)2.
Thus if the initial data satisﬁes f 0, we arrive at the conclusion that u−t = 0, −a.e.,
which contradicts our original assumption. 
2.3. Contractivity
Theorem 2.6. Suppose  ∈ LS2(c) and  ∈ (0, 1c ). If the initial condition satisﬁes‖f ‖∞ < ∞, then a weak solution of the semilinear Cauchy problem (C) satisﬁes
|u(t)|‖f ‖∞, -a.e., for any t0.
Proof. Assume the nonnegative part (ut − ‖f ‖∞)+ of the function ut − ‖f ‖∞ is
nonzero. Multiplying the partial differential equation by the smoothed out version of
nonpositive part of the solution, after integration and removing the smoothing, we
arrive at
1
2
(ut − ‖f ‖∞)2+ =
1
2
(f − ‖f ‖∞)2+
+
∫ t
0
ds
{
((us − ‖f ‖∞)+L(us − ‖f ‖∞)+)
+ 1
2

(
(us − ‖f ‖∞)+us log uˆ2s
)}
52 P. Fougères, B. Zegarlin´ski / Journal of Functional Analysis 228 (2005) 39–88
with uˆ2s ≡ u2s /u2s . Since by our previous results u2s f 2‖f ‖2∞, on the support of
(us − ‖f ‖∞)+ we have
log uˆ2s 0.
Hence, applying algebraic inequality |ab| 12a2 + 12b2 to
(us − ‖f ‖∞)+us = [(us − ‖f ‖∞)+][
(us‖f ‖∞)us],
we get
(us − ‖f ‖∞)+us log uˆ2s 
1
2
(us − ‖f ‖∞)2+ log uˆ2s +
1
2

(

(us‖f ‖∞)u2s log uˆ2s
)
 1
2
(us − ‖f ‖∞)2+ log
(us − ‖f ‖∞)2+
(us − ‖f ‖∞)2+
+ 1
2

(

 (us‖f ‖∞) u2s log uˆ2s
)
.
Thus, if Logarithmic Sobolev inequality is satisﬁed and  ∈ (0, 1
c
), we have
((us − ‖f ‖∞)+L(us − ‖f ‖∞)+)+ 12
(
(us − ‖f ‖∞)+us log uˆ2s
)
((us − ‖f ‖∞)+L(us − ‖f ‖∞)+)
+ 1
2

{
1
2
(us − ‖f ‖∞)2+ log
(us − ‖f ‖∞)2+
(us − ‖f ‖∞)2+
+1
2

 (us‖f ‖∞) u2s log uˆ2s
}
0,
where we have used
((us − ‖f ‖∞)+L(us − ‖f ‖∞)+) = −(|∇(us − ‖f ‖∞)+|2) = −(|∇(
+us)|2)
(see [WZYL, Lemma 2.1.3]) together with

+u2s log uˆ2s 
(

+u2s log

+u2s

+u2s
)
,
where 
+ ≡ 
 (us‖f ‖∞). In this situation, we get
(us − ‖f ‖∞)2+(f − ‖f ‖∞)2+.
P. Fougères, B. Zegarlin´ski / Journal of Functional Analysis 228 (2005) 39–88 53
This implies that
(us − ‖f ‖∞)+ = 0, -a.e.
which contradicts our original assumption and ends the proof. 
2.4. Uniqueness
Theorem 2.7. Suppose  ∈ LS2(c) and  ∈ (0, 1c ). Then a weak solution of the semi-
linear Cauchy problem (C) is unique.
Proof. Suppose ut and vt are two different solutions of the semilinear Cauchy problem
with the same initial data and let wt ≡ ut − vt be their difference. Note that, with
ut () ≡ ut + (1− )vt and uˆ2t () ≡ ut ()2/ut ()2, we have
d
d
[
ut () log uˆ2t ()
]
= wt log uˆ2t ()+ 2wt − 2 ut ()
 (ut () wt )

(
ut ()2
) , (10)
where we used formula (5). Hence wt satisﬁes the following relation

t
wt = Lwt + 12wt
∫ 1
0
d log uˆ2t ()+ wt − 
∫ 1
0

.
ut ()
ut ()2
(ut ()wt )
and consequently, multiplying by wt and then integrating with ,

t
1
2
w2t = wtLwt +
1
2

∫ 1
0
dw2t log uˆ2t ()+ w2t − 
∫ 1
0
d
((ut ()wt ))2
ut ()2
.
Therefore in case 0, (the case  < 0 can be handled by different arguments), we
get
1
2
w2t 
∫ t
0
ds
[
wsLws + 12
∫ 1
0
dw2s log uˆ2t ()+ w2s
]
. (11)
Assuming w2s > 0, we have following (1)
w2s log uˆ2t ()
(
w2s log wˆ2s
)
.
From this we conclude that
1
2
w2t 
∫ t
0
ds
[
wsLws + 12
(
w2s log wˆ2s
)
+ w2s
]
. (12)
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In case  ∈ (−∞, 1
c
], this simpliﬁes to the following inequality:
w2t 2
∫ t
0
ds w2s . (13)
Since w2s 4f 2, the iteration of the last integral inequality leads to the conclusion
that w2t = 0, which contradicts our assumption that two solutions ut and vt with the
same initial data are different. This ends the proof of uniqueness. 
2.5. Long-time behaviour
In the linear case ( = 0), the exponential decrease of the variance of ut is described
thanks to the so-called Spectral Gap inequality
m (u− u)2|∇u|2,
with a constant m ∈ (0,∞) independent of the function u. Such an inequality occurs in
a larger scale than the log-Sobolev inequality (see for example [Fou2,GR] and references
therein). When it occurs, m denotes the best admissible constant in it. Recall that a
Logarithmic Sobolev inequality with constant c implies a spectral gap inequality with
the estimate m 1
c
.
Theorem 2.8. Suppose  ∈ LS2(c) and  ∈ (0, (c + 1/m)−1). Then there is a constant
M ∈ (0,∞), M = 2m(1−  (c + 1/m)), such that for any t0
(ut − ut )2e−Mt(f − f )2.
Proof. Consider the equation for ut − ut

t
(ut − ut ) = Lut + 2
[
ut log uˆ2t − 
(
ut log uˆ2t
)]
.
Multiplying by ut − ut and integrating with the measure , we obtain
1
2

t

(
(ut − ut )2
)
=  (ut Lut )+ 2 
(
(ut − ut )
(
ut log uˆ2t
))
.
As log zˆ2 vanishes on constants, consider the interpolated function ut () ≡ ut + (1−
)ut to get as in the previous proof
1
2

t

(
(ut − ut )2
)
=  (ut Lut )+  
(
(ut − ut )2
)
+ 
2
∫ 1
0
d
[

(
(ut − ut )2 log uˆ2t ()
)
−2 ( (ut () (ut − ut )))
2

(
ut ()2
) ] .
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Neglecting the last term and using the variational characterisation of entropy (1), we
now obtain

t
1
2
(ut − ut )2utLut + (ut − ut )2 + 2
[
(ut − ut )2 log (ut − ut )
2
(ut − ut )2
]
.
Then, we bound the right-hand side of our differential inequality as follows. For any
 ∈ (/m, 1−  c] (such ’s exist as  ∈ (0, (c + 1/m)−1)), applying both Logarithmic
Sobolev and Spectral Gap inequalities, we get

t
1
2
(ut − ut )2
 (− m) (ut − ut )2 + 12
(
− (1− )1
c
)

[
(ut − ut )2 log (ut − ut )
2
(ut − ut )2
]
 (− m) (ut − ut )2.
Choosing  = 1−  c gives the result after integrating the above differential inequality.
2.6. Gradient estimates
Under stronger assumptions about the smoothness of initial conditions and the gen-
erator L the following result is true in which we use the following notation:
2(z) ≡ 12L|∇z|2 − ∇z · ∇Lz.
Theorem 2.9. Suppose
2(z)|∇|∇z‖2 + |∇z|2 (BE)
with some ,  ∈ (0,∞). Then for any  ∈ (0, (∧1)), the solution ut of the semilinear
problem satisﬁes
|∇ut |2e−2(−)t|∇f |2
provided that |∇f |2 is ﬁnite.
Remark. An argument due to Bakry [Bak2] ensures that (BE) with  = 1 follows
from the a priori weaker curvature inequality 2(z)|∇z|2 provided L satisﬁes the
diffusion property (see the last section for more details). It is interesting to note that
the proof of the above result makes an essential use of the extra term.
Proof of Theorem 2.9. By the general (linear) Bakry–Emery theory, if (BE) occurs,
 satisﬁes a Logarithmic Sobolev inequality with constant c 1 so that for  ∈ (0, )
56 P. Fougères, B. Zegarlin´ski / Journal of Functional Analysis 228 (2005) 39–88
the solution ut of the semilinear problem exists. To prove the above gradient estimate
we consider the equation for ∇ut

t
∇ut = L∇ut + [∇, L]ut + 12∇
[
ut log uˆ2t
]
. (14)
Since
∇
[
ut log uˆ2t
]
= (∇ut ) log uˆ2t + 2∇ut
therefore after multiplication (14) by ∇ut and integrating with  (with necessary regu-
larisation and limiting procedure if necessary), we get

t
1
2
|∇ut |2 =  (∇ut∇Lut)+ |∇ut |2 + 12|∇ut |
2 log uˆ2t
  (∇ut∇Lut)+ |∇ut |2 + 12|∇ut |
2 log
|∇ut |2
|∇ut |2 .
Since
 (∇ut∇Lut) = −2(ut )
we see that if
2(z)|∇|∇z‖2 + |∇z|2
with some ,  ∈ (0,∞), we get

t
1
2
|∇ut |2 − |∇|∇ut‖2 − |∇ut |2 + |∇ut |2 + 12|∇ut |
2 log
|∇ut |2
|∇ut |2 .
Using the logarithmic Sobolev inequality with constant  for , we get that, provided
 ∈ (0,  ∧ ),

t
1
2
|∇ut |2 − (− )|∇ut |2,
whence we obtain
|∇ut |2e−2(−)t|∇f |2
provided that |∇f |2 is ﬁnite. 
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2.7. Hypercontractivity
Theorem 2.10. Suppose  ∈ LS2(c) and  ∈ (0, 1c ). Then the semigroup deﬁned by
the Cauchy problem (C) is hypercontractive, that is ∃C(t) ∈ (0,∞) such that for any
t0, we have
‖u(t)‖qC(t)‖u(0)‖2
with q ≡ q(t) ≡ 1+ et ,  ∈ (0, 1
c
− ).
Proof. To avoid technical problems, we restrict ourselves to the case when u(t) > 0.
Let q ≡ q(t) ≡ 1+ et . Then we have
d
dt
log ‖ut‖q = − q˙
q2
log ‖ut‖qq + 1‖ut‖qq

(
u
q
t
q˙
q
log uqt + uq−1t

t
ut
)
.
Thus if ut is a solution of the Cauchy problem, one gets
d
dt
log ‖ut‖q =− q˙
q
log ‖ut‖q + 1‖ut‖qq

(
u
q
t
q˙
q
log |ut | + uq−1t Lut
)
+ 1‖ut‖qq

2

(
u
q
t log
u2t
u2t
)
= 1‖ut‖qq
([
+ q˙
q
]

(
u
q
t log
|ut |
‖ut‖q
)
+ uq−1t Lut
)
+ 
(
log
‖ut‖q
‖ut‖2
)
.
Hence integrating over t we get
log
‖ut‖q
‖ut‖2 =
∫ t
0
ds
1
‖us‖qq
([
+ q˙
q
]

(
u
q
s log
|us |
‖us‖q
)
+ uq−1s Lus
)
+ 
∫ t
0
ds
(
log
‖us‖q
‖us‖2
)
.
Assuming that the Logarithmic Sobolev inequality is satisﬁed with a coefﬁcient c ∈
(0,∞) and that
+ q˙
q
= +  1
1+ exp{−t}
1
c
we arrive at the following inequality:
log
‖ut‖q
‖ut‖2  log
‖u‖2
‖ut‖2 + 
∫ t
0
ds
(
log
‖us‖q
‖us‖2
)
.
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If ‖ut‖q is ﬁnite on bounded intervals, iterating the above inequality one arrives at the
desired bound. 
Remark. Naturally given the hypercontractivity of the nonlinear semigroup one could
hope to be able to implement the Holley–Stroock strategy [HS,GZ], to prove the uniform
decay to equilibrium. For this we would need to prove a suitable form of ﬁnite speed
of propagation of information property with respect to the uniform norm. We hope to
study this problem elsewhere.
2.8. Semilinear problems with time-dependent averaging
In this part we study the following Cauchy problem

s
us(x) = Lus(x)+ 2us(x) log
u2s (x)
Pt−s(u2s )(y)
,
u(x, 0) = f (x),
(Ct )
where L is the Markov generator of a strongly hypercontractive semigroups in the sense
that there is a constant c ∈ (0,∞) such that, for any t0[
Pt
(
F 2 logF 2
)
− Pt(F 2) · logPt(F 2)
]
2cPt |∇F |2,
where
|∇F |2 ≡ 12LF 2 − FLF.
Such property is true provided the following 2-condition holds
2(F )|∇(|∇F |)|2 + |∇F |2 (2(, ))
with some ,  ∈ (0,∞) (together with some smoothness assumptions about the kernel
which are inherent in the considerations of [BE]; see last section for more detail). In
this situation much of that we showed above can be repeated including the following
property:
Theorem 2.11. Suppose 2(, ))-condition is satisﬁed with  ∈ (0, /c]. Then the
solution ut of the time-dependent Cauchy problem (Ct ) satisﬁes the following gradient
contractivity property:
|∇ut |2e−2(−)tPt |∇f |2.
Proof. (Neglecting the regularity issue, which can be approached via ﬁnite-dimensional
approximation provided additional technical assumptions on the generator are satisﬁed).
P. Fougères, B. Zegarlin´ski / Journal of Functional Analysis 228 (2005) 39–88 59
Note that if ut solves (Ct ), then we have
1
2

s
Pt−s(|∇us |2)(y)
= Pt−s
(
−1
2
L|∇us |2 + ∇us · ∇Lus + 2∇us · ∇
(
us log
u2s
Pt−s(u2s )(y)
))
(y)
= Pt−s
(
−2(us)+ 2 |∇us |
2 log
u2s
Pt−s(u2s )(y)
+ |∇us |2
)
(y)
Pt−s
(
−2(us)+ 2 |∇us |
2 log
|∇us |2
Pt−s(|∇us |2)(y) + |∇us |
2
)
(y).
Using our assumption (2(, )), we get
1
2

s
Pt−s(|∇us |2)(y)  Pt−s
(
− |∇(|∇us |)|2 − |∇us |2
+
2
|∇us |2 log |∇us |
2
Pt−s(|∇us |2)(y) + |∇us |
2
)
(y).
If now the semigroup satisﬁes the LS2(c), we obtain
1
2

s
Pt−s(|∇us |2)(y) −
[
− c]Pt−s |∇|∇us‖2(y)− (− )Pt−s (|∇us |2) (y).
Hence, if − c0, then the above implies the following differential inequality:
1
2

s
Pt−s(|∇us |2)(y) − (− )Pt−s
(
|∇us |2
)
(y).
By standard arguments this implies the following bound
|∇ut |2(y)e−2(−)Pt
(
|∇u0|2
)
(y)
which ends the proof. 
3. Abstract semilinear problem
In this section we consider the following abstract semilinear problem:
t u = Lu+ Vu, (15)
where u is a curve t ∈ [0, T ] → ut ∈ X, in some Banach space X, starting at a given
f ∈ X. It is assumed that L is an unbounded linear operator in X which generates
a C0 contraction semigroup on X, and V is a (nonlinear) operator from X to another
60 P. Fougères, B. Zegarlin´ski / Journal of Functional Analysis 228 (2005) 39–88
Banach space Y ⊃ X for which the injection of X in Y is continuous. Moreover we
request that V satisﬁes the following condition:
Strong locally Lipschitz continuity: the operator V : X → Y is locally Lipschitz on
bounded sets that is, for any M ∈ (0,∞), there exists a constant M ∈ (0,∞) such
that, for any u, v ∈ BX(0,M),
‖Vu− Vv‖Y M ‖u− v‖X. (16)
Here, BX(0,M) = {u ∈ X : ‖u‖XM}.
As Y ⊃ X, the action of V may be regarded as a loss of regularity. Provided
the semigroup satisﬁes some regularizing properties which counterbalance this loss of
regularity, one can give a stronger sense to a solution of the Cauchy problem associated
with (15). This is the aim of our second assumption:
Smoothing properties: The semigroup generated by the operator L extends to the C0
semigroup (Pt )t0 on Y . The semigroup maps continuously Y to X for any t > 0.
Moreover, for any T ∈ (0,∞), there is a positive function hT ∈ L1[0, T ] such that
∀t ∈ [0, T ], ‖Pt‖Y→XhT (t). (17)
This abstract setting was essentially introduced in [T, vol. III Chapter 15] and refer-
ences therein, and applied in the scales of classical Sobolev spaces. (In case when V
does not induce a loss of regularity, that is when X = Y , it is described in more com-
plete detail in [CH]. See also [LSU,WZYL,Go,Bar] and references therein for further
description of nonlinear parabolic problems and related semigroup theory.) As we shall
see, this setting is useful when dealing with the following local problem
t u = Lu+ V (u), (18)
on a given measured space (, T , ), that is when the operator V corresponding to
this problem (18) is a local (or pointwise) operator Vu = V (u) deﬁned with a real
(nonlinear) function V which is continuous but not necessarily Lipschitz. The Banach
spaces X and Y are then appropriate subspaces of the space L0() of (classes of)
measurable functions. We will study this important example in more detail in Section 4
where applications of the present abstract viewpoint are described in inﬁnite dimensions.
Before that, we will discuss in this section the problems of existence and uniqueness
in our general setting.
3.1. Integral solutions and ﬁxed point problem
Under the assumptions of the strong locally Lipschitz hypothesis (16) in certain
Banach space and the smoothing property of semigroup (17), in this initial part we
present a general way to deal with the Cauchy problem associated with (15) treated as
a ﬁxed point problem of a suitable integral operator.
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Consider the space C0T (X) of continuous functions from [0, T ] to X equipped with
the supremum norm
‖u‖X,T = max
s∈[0,T ] ‖us‖X.
The best constant M in condition (16) is called the Lipschitz (semi)norm of V on the
ball BX(0,M) and is denoted by M ≡ ‖V‖Lip,M.
Under assumptions (16) and (17), we deﬁne the following operator on C0T (X):
(u)t = Ptu0 +
∫ t
0
ds Pt−s(Vus). (19)
Lemma 3.1. The operator  is well deﬁned and maps the space C0T (X) into itself.
Proof. First, for any ﬁxed t ∈ [0, T ], the integral in (19) has to be understood as the
limit in X of
∫ 
0 ds Pt−s(Vus) as  < t goes to t (note that s ∈ [0, ] → Pt−s(Vus) ∈ X
is continuous). It is easy to see that this limit exists since, using (17) and (16), we
have
∫ ′

ds ‖Pt−s(Vus)‖X
(
M ‖u‖X,T + ‖V(0)‖Y
) ∫ ′

ds hT (t − s)
with M‖u‖X,T , which goes to 0 as ′ go to t . This proves that  is well deﬁned.
Secondly, for any u ∈ C0T (X) and 0r tT ,
∥∥(u)t − (u)r∥∥X  ‖Ptu0 − Pru0‖X + ∫ r0 ds ‖(Pt−s − Pr−s)(Vus)‖X
+
∫ t
r
ds ‖Pt−s(Vus)‖X.
The ﬁrst term goes to 0 as t goes to r (or conversely r to t) as the semigroup is
C0. As previously, the third term may be bounded from above by a constant times∫ t
r
ds hT (t − s) and so also goes to 0. Finally, as Pt−s − Pr−s = Pr−s(Pt−r − Id), the
second term is less than∫ r
0
ds hT (r − s) ‖(Pt−r − Id)(Vus)‖Y .
As, for any ﬁxed s, ‖(Pt−r − Id)(Vus)‖Y goes to 0 as t > r goes to r and is uni-
formly bounded in t > r , the dominated convergence theorem ensures that t →
(u)t is right continuous. As for the left continuity, bound the above integral by
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0 ds hT (s)
∥∥(Pt−r − Id)(Vumax (r−s,0))∥∥Y which goes to 0 as r < t goes to t for the
same reason. 
Consequently, we may lay down the following:
Deﬁnition 3.2. A ﬁxed point of  in C0T (X) is called an integral solution for the
semilinear problem (15).
There is a deeper reason to consider such integral solutions than the apparent analogy
to the integral formulation of the usual Cauchy problem in ODEs. We would like to
describe this brieﬂy as follows. Assume that the domains of L in X and Y contain a
nice algebra of smooth functions A. Let V be as in (18) and suppose that V is smooth
(so that A is stable by the action of V) and that A is also stable by Pt . If us ∈ A
for any s (a condition which could potentially be ensured by regularity theory), then,
following Hille–Yosida theorem, t → Pt−s(Vus) is differentiable in X. Provided the
initial condition u0 = f also belongs to A, t → (u)t satisﬁes in X
t(u)t = LPtf + Vut +
∫ t
0
ds LPt−s(Vus) = L(u)t + Vut .
Thus if ut is a ﬁxed point of the operator , it also solves our abstract Cauchy
problem.
3.2. Uniqueness problem for integral solutions
Before we discuss the existence problem, we show the following uniqueness result:
Theorem 3.3. Suppose that V satisﬁes the strongly locally Lipschitz condition (16) and
that the semigroup is smoothing in the sense of (17) with hT ∈ L1+[0, T ] for some
 > 0. Then, for any T > 0, there exists at most one integral solution on [0, T ] to the
Cauchy problem {
t u = Lu+ Vu,
u|t=0 = f (20)
for any f ∈ X.
Proof. Suppose there exist two different solutions u and v of (20). Deﬁne w = u− v.
From the deﬁnition of integral solutions, we get
‖wt‖X
∫ t
0
ds ‖Pt−s(Vus − Vvs)‖X.
Using the estimate of the operator norm in (17), we get
‖wt‖X
∫ t
0
ds hT (t − s) ‖Vus − Vvs‖Y .
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Setting M(T ) = max (‖u‖X,T , ‖v‖X,T ) and using the smoothing property of the semi-
group, we obtain
‖wt‖XM(T )
∫ t
0
ds hT (t − s) ‖ws‖X. (21)
Because of the possible singularity of hT (t − s) at t , we cannot apply directly Gron-
wall’s lemma to this integral inequality. Nevertheless, we will show that this inequality
still implies that wt = 0, for all t ∈ [0, T ]. Indeed, iterating inequality (21), for any
n ∈ N, we bound ‖wt‖X by(
M(T )
)n ∫ t
0
ds1 hT (t − s1)
∫ s1
0
ds2 hT (s1 − s2) . . .
∫ sn−1
0
dsn hT (sn−1 − sn)
∥∥wsn∥∥X

(‖u‖X,T + ‖v‖X,T ) (M(T ))n (h∗ nT ∗ 1)(t),
where(
h∗ nT ∗ 1
)
(t) =
∫ t
0
ds1 hT (t − s1)
∫ s1
0
ds2 hT (s1 − s2) . . .
∫ sn−1
0
dsn hT (sn−1 − sn),
is the iteration of the convolution
f ∗ g(t) =
∫ t
0
f (t − s) g(s) ds.
Using the following Lemma 3.4 proven below, we obtain ‖wt‖X = 0. 
Lemma 3.4. Let hT ∈ L1+([0, T ]). Then, for any t ∈ [0, T ] and 1 < p1+ ,(
h∗ nT ∗ 1
)
(t)‖hT ‖np
(
tn/n!)1/q,
where q = p/(p − 1) is the conjugate of p.
Proof. Deﬁne g = hT 1I[0,T ] considered as a function on the real line. Then g ∈ L1+(R).
We have
(
h∗ nT ∗ 1
)
(t) =
∫
Rn
ds1 . . . dsn1IDn(s1, . . . , sn) g(t − s1) g(s1 − s2) . . . g(sn−1 − sn),
where Dn =
{
(s1, . . . , sn) ∈ Rn : 0snsn−1 · · · s1 t
}
. Hölder’s inequality leads
to the expected bound after computing∫
Rn
ds1 . . . dsn g
p(t − s1) gp(s1 − s2) . . . gp(sn−1 − sn)
thanks to the change of variable ui = si−1 − si , i = 1, . . . n (with s0 = t). 
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3.3. Local existence
In the case hT (t) = CT t−, for some  < 1, the following result one can ﬁnd in
[T]. Recall that here hT is a general positive function in L1([0, T ]).
Theorem 3.5. Assume as previously that the strong locally Lipschitz hypothesis (16)
and the smoothing property (17) are satisﬁed by V and L, respectively. Then there
exists a time T > 0 and an integral solution on [0, T ] of the Cauchy problem (20) for
any initial data f ∈ X.
Proof. Let f ∈ X be given. We have to prove that, provided the time T > 0 is small
enough, the operator  is a contraction on some closed subspace Z ⊂ C0T (X). Recall
that the latter is equipped with the uniform norm ‖·‖X,T . Given M ∈ (0,∞), for any
T > 0, we deﬁne
ZM,T = BC0T (X)(f,M) ∩
{
u ∈ C0T (X) : u(0) = f
}
,
where BC0T (X)(v,M) is the closed ball of center v and radius M in C
0
T (X) and ft = f ,
for any t ∈ [0, T ].
Let u ∈ ZM,T for some T0 > T > 0. Then (u)s equals f for s = 0. Moreover, for
any t ∈ [0, T ],
‖(u)t − f ‖X‖Ptf − f ‖X +
∫ t
0
ds ‖Pt−s(Vus)‖X. (22)
But, ‖us‖X‖u‖X,T M+‖f ‖X. Consequently, using successively (17) and (16), one
has
∫ t
0
ds ‖Pt−s(Vus)‖X 
∫ t
0
ds hT0(t − s) ‖Vus‖Y

(
M+‖f ‖X
(
M + ‖f ‖X
)+ ‖V(0)‖Y) ∫ T
0
hT0(s) dsM/2
for T small enough. As (Pt )t0 is C0, we also get
max
0 tT
‖Ptf − f ‖XM/2
provided T is sufﬁciently small. Consequently, there exists 0 < T1 < T0 such that, for
any 0 < T < T1, ZM,T is invariant with respect to action of .
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Let us now look at the contraction properties of . Let 0 < T < T1 as above and
u, v ∈ ZM,T . For any 0 tT , again using (17) and (16), we get
‖(u)t −(v)t‖X 
∫ t
0
ds hT0(t − s)‖Vus − Vvs‖Y
 M+‖f ‖X
∫ T
0
hT0(s) ds ‖u− v‖X,T .
So  is a contraction on ZM,T for T small enough and then admits a ﬁxed point. 
A much more precise result is given in [CH] when no loss of regularity occurs and
so no smoothing is involved. It provides an explicit estimate (in terms of ‖f ‖X) of the
length T (f ) of the interval where the above solution exists. Although the computation
is made a bit harder in the present setting, we still can get a similar result.
Let T > 0. Recall that hT (·) ∈ L1([0, T ]) is the positive control for the blow-up of
the norm of ‖Pt‖X→Y as t goes to 0. For any 0 tT , deﬁne
HT (t) =
∫ t
0
hT (s) ds.
This is a one to one and onto (increasing) function from [0, T ] to [0, HT (T )]. Note
that HT (T ) = ‖hT ‖1,[0,T ].
Theorem 3.6 (Local existence improved). Assume again that the strong locally Lip-
schitz hypothesis (16) and the smoothing property (17) are satisﬁed by V and L,
respectively. Let T0 > 0 be given. Fix M > 0 and R > M and deﬁne
T M,R = H−1T0
(
min
(
HT0(T0),
R −M
R R + ‖V(0)‖Y ,
1
2 (R + 1)
))
, (23)
where R ≡ ‖V‖Lip,R is nondecreasing in R > 0.
Then, for any f ∈ X with ‖f ‖XM , there exits an integral solution on
[
0, T M,R
]
of the Cauchy problem (20).
Proof. Fix f ∈ BX(0,M) and R > M . For any T > 0, deﬁne
ER,T = BC0T (X)(0, R) ∩
{
u ∈ C0T (X) : u(0) = f
}
.
Note that f ∈ ER,T . Let u ∈ ER,T for some T0 > T > 0. We still have (u)s = f for
s = 0. Moreover, for any t ∈ [0, T ],
‖(u)t‖X‖Ptf ‖X +
∫ t
0
ds ‖Pt−s(Vus)‖XM +
∫ t
0
ds ‖Pt−s(Vus)‖X, (24)
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as the semigroup is contracting on X. But, ‖us‖X‖u‖X,T R. Consequently, as in
the previous proof,
∫ t
0
ds ‖Pt−s(Vus)‖X 
∫ t
0
ds hT0(t − s) ‖Vus‖Y

(
R R + ‖V(0)‖Y
)
HT0(T )R −M,
provided
HT0(T )
R −M
R R + ‖V(0)‖Y .
Consequently, for
T1(M,R) = H−1T0
(
min
(
HT0(T0),
R −M
R R + ‖V(0)‖Y
))
,
ER,T is invariant w.r.t. the action of  for any 0 < T < T1(M,R). Moreover, if we
choose such a T , then, for any u, v ∈ ER,T ,
‖(u)t −(v)t‖XR HT0(T )‖u− v‖X,T  12 ‖u− v‖X,T ,
provided
HT0(T )
1
2 (R + 1) .
And the result follows. 
Remark 3.7. It is possible to simplify the expression in (23) for some R = R(M) of
order M as goes to ∞. Indeed, rewrite trivially
R −M
R R + ‖V(0)‖Y 
1
2 (R + 1)
as R R + ‖V(0)‖Y 2 (R −M) R + 2 (R −M), which follows easily by assuming{ ‖V(0)‖Y R −M,
R2 (R −M).
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Hence, R(M) = 2M + ‖V(0)‖Y works and we get a solution on
[
0, TM,T0
]
for
TM,T0 = H−1T0
(
min
(
HT0(T0), (2 (2M + ‖V(0)‖Y )+ 2)−1
))
. (25)
with the notation r ≡ (r) for the extensive argument r = 2M + ‖V(0)‖Y .
3.4. Blow-up or global existence?
In [CH], Cazenave and Haraux present an alternative for the behaviour in time of the
(unique) local solution. Although it was stated in a less general setting, it is essentially
based on the local existence and uniqueness results we have already proved and so still
remains true here.
3.4.1. An alternative
Theorem 3.8. Assume (16) and (17) are true with hT ∈ L1+([0, T ]). Then, for any
f ∈ X, there exists a maximal interval [0, T (f )) for the unique solution of the Cauchy
problem (20). Moreover, for any T0 > 0 and any t ∈ [0, T (f )),
T‖ut‖X,T0T (f )− t, (26)
where TM,T0 is deﬁned as in (25). Consequently, we have the following alternative
(i) T (f ) = ∞.
(ii) T (f ) <∞ and limt→T (f ) ‖ut‖X = ∞.
Proof. This is the same argument as in [CH]. Following Theorems 3.6 and 3.3, we may
construct a unique integral solution u with initial condition f on a maximal interval
[0, T (f )).
Let us prove (26) by contradiction. Assume on the contrary that there exists a time
t ∈ [0, T (f )) such that T˜ def.= T‖ut‖X,T0 > T (f )− t . Using once again Theorem 3.6, one
may consider the solution v of the integral equation on [0, T˜ ] with initial condition ut .
That is, for any s ∈ [0, T˜ ]
vs = Psut +
∫ s
0
dr Ps−r (Vvr).
It allows to consider the following continuous function w ∈ C0
t+T˜ (X):
ws =
{
us for s ∈ [0, t],
vs−t for s ∈ [t, t + T˜ ].
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Thanks to the linearity and the semigroup property of (Pr)r0, one may easily check
that w is still an integral solution of the Cauchy problem with initial condition f . By
deﬁnition of T (f ), one gets t + T˜ T (f ). A contradiction.
Now, assume that T (f ) < ∞ and choose T (f ) < T0 < ∞. For any t ∈ [0, T (f )),
one has T (f )− t < T0 so that (26) leads to
min
(
HT0(T0), (2 (2M + ‖V(0)‖Y )+ 2)−1
)
HT0(T (f )− t) < HT0(T0).
We end up with
(2 (2M + ‖V(0)‖Y )+ 2)−1 HT0(T (f )− t)
which gives the result as t goes to T (f ) as limr→0HT0(r) = 0 and (·) is nondecreas-
ing. 
3.4.2. A priori bound and global existence
Our aim now is to ﬁnd out under which condition the above maximal interval is
always [0,∞), that is we are in case (i) in Theorem 3.8 for any initial condition f . The
key point is an a priori estimate on the norm of ut in X which is given by an integral
inequality. We will show that this inequality holds provided the following condition is
satisﬁed:
Continuous control for the loss of regularity: There exists a nondecreasing positive
continuous function W on [0,∞) such that, for any u ∈ X,
‖V(u)‖Y W(‖u‖X). (27)
We will see later that such an estimate may be seen as a reinforcement of the previous
locally Lipschitz assumption (16). For any p > 0, deﬁne Wp(s) =
(
W
(
s1/p
))p
. We
will also assume that, for some p01,
Divergence assumption: for the function W in (27),∫ ∞
0
ds
Wp0(s)
= ∞. (28)
Remark 3.9. The boundedness of the corresponding integral for the inverse of V is
sufﬁcient to ensure a blow-up for the solution of problem (18) in a weak sense. See
[Chi] for more details.
Theorem 3.10 (Global existence). Assume that, in addition to (16), the operator V
satisﬁes (27) with W such that (28) holds for some p0 > 1. Suppose furthermore that
(17) is true with hT ∈ Lq0([0, T ]) for q0 = p0/(p0 − 1). Then, for any f ∈ X, the
Cauchy problem (20) admits a unique integral solution ut on [0,∞). Consequently,
there exists a nonlinear C0 semigroup (St )t0 on X such that for any f ∈ X, ut = Stf .
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The proof of this theorem is an easy consequence of Theorem 3.8 and of the following
two results:
Lemma 3.11 (Nonlinear Gronwall Lemma). Let F be a nondecreasing positive con-
tinuous function on [0,∞) such that∫ ∞
0
ds
F (s)
= ∞.
Then, for any real numbers A, B0, the solution of the autonomous ODE

d
dt
(t) = B F((t)),
(0) = A,
(29)
is well deﬁned on the entire half-line [0,∞). Moreover, if  is a continuous function
on [0, T ] satisfying, for any 0 tT ,
(t)A+ B
∫ t
0
F((s)) ds,
then, for any 0 tT ,
(t)(t).
Corollary 3.12 (A priori bound). Under the same assumptions than in Theorem 3.10,
the unique integral solution u of (20) satisﬁes, for any t < T (f ),
‖ut‖p0X (t),
where  is the solution of (29) for A = 2p0−1 ‖f ‖p0X , B = 2p0−1‖hT ‖p0q0,[0,T ] and
F = Wp0 .
Proof of Lemma 3.11. The function K(t) = ∫ t0 ds/(BF(s)) is an increasing C1 dif-
feomorphism from [0,∞) into itself. Consequently, (t) = K−1(t +K(A)). Moreover,
denoting
(t) = A+ B
∫ t
0
F((s)) ds,
we have ′(t) = BF((t))BF((t)). Thus for any t ∈ [0, T ], K ◦ (t)K ◦ (t)
and therefore (t)(t)(t). 
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Proof of Corollary 3.12. From the deﬁnition of the solution and similar estimates as
previously, if T < T (f ), then for any t ∈ [0, T ],
‖ut‖X‖f ‖X +
∫ t
0
ds hT (t − s) ‖Vus‖Y .
Using (27), then Hölder inequality and taking the p0-power, one gets
‖ut‖p0X 2p0−1 ‖f ‖p0X + 2p0−1
(∫ t
0
hT (s)
q0 ds
)p0/q0 ∫ t
0
(
W(‖us‖X)
)p0 ds
and a use of Lemma 3.11 concludes the proof. 
4. Local problems in inﬁnite dimensions
We shall apply now the abstract setting presented above to examples of semi-
linear problems where the operator V is local on the space of measurable functions
L0(, T , ), for a probability space (, T , ), in the sense that it is given by the
composition with a measurable function V : R→ R as follows Vu() = V (u()). X
and Y are suitable Banach spaces of functions with monotone norms (i.e. satisfying
0f g ⇒ ‖f ‖‖g‖).
4.1. Lipschitz estimates for Young functions
Before dealing with an explicit analysis in inﬁnite dimensions, where the key roles
will be played by the Logarithmic Sobolev inequalities and Orlicz spaces, we study
the case when the function V is a smooth Young function satisfying the following 2
condition: there exists a constant K > 2 such that, for any s ∈ R,
V (2 s)KV(s).
The reader may refer to [RR] for basics (and also a complete treatise) on Young
functions and Orlicz spaces. The following lemma gives an estimate of the slopes of
V in term of the values of V (rather than the derivatives).
Lemma 4.1. For any x "= y ∈ R and any  > 0,
|V (x)− V (y)|
(
V (|x − y|/)+ (K − 2)
∫ 1
0
dV ( x + (1− ) y)
)
. (30)
In particular,
∣∣∣∣V (x)− V (y)x − y
∣∣∣∣V (1)+ (K − 2) ∫ 1
0
dV ( x + (1− ) y). (31)
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Proof. Let x "= y be to real numbers and deﬁne x =  x + (1− ) y. Then we have
|V (x)− V (y)|
(∫ 1
0
d
∣∣V ′(x)∣∣) |x − y|.
Hence using Young’s inequality, we get∫ 1
0
d
∣∣V ′(x)∣∣ |x − y|

V
( |x − y|

)
+
∫ 1
0
dV ∗
(
V ′(x)
)
,
where V ∗ denotes the Young function dual to V . Now, for any z0, V ∗(V ′(z)) =
V ′(z) z− V (z). But,
(K − 1) V (z)
z
 V (2 z)− V (z)
z
= V ′((1+ ) z)V ′(z)
so that V ∗(V ′(z))(K − 2) V (z). It leads to the following bound for the Lipschitz
constant ∫ 1
0
d
∣∣V ′(x)∣∣ |x − y|

V
( |x − y|

)
+ (K − 2)
∫ 1
0
dV (x). 
Thanks to this result, we may prove that the continuous control (27) ensures that the
operator V also satisﬁes the locally Lipschitz assumption (16).
Lemma 4.2. Assume we may estimate the norm of V(u) as in (27): there exists a
nonnegative continuous function W on [0,∞) such that, for any u ∈ X,
‖V(u)‖Y W(‖u‖X). (32)
Then V : X → Y is locally Lipschitz continuous on bounded sets.
Proof. Let us ﬁx M > 0 and estimate the Lipschitz norm on BX(0,M). To this end,
consider functions u and v in this ball. Then following (30) with  = ‖u− v‖X, we
get
‖V(u)− V(v)‖Y 
(∥∥∥∥V( u− v‖u− v‖X
)∥∥∥∥
Y
+ (K − 2)
∫ 1
0
d‖V(u())‖Y
)
‖u− v‖X.
Hence, using (32),
‖V(u)− V(v)‖Y 
(
W(1)+ (K − 2)
∫ 1
0
dW(‖u()‖X)
)
‖u− v‖X

(
W(1)+ (K − 2) max
s∈[0,M]W(s)
)
‖u− v‖X. 
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4.2. Logarithmic Sobolev inequality and Orlicz spaces
For q ∈ (1,∞), we introduce a Young function Nq(x) def.= |x|q log(1+|x|q) and denote
by LNq (), or simply LNq , the associated Orlicz space equipped with the associated
Luxemburg norm
‖u‖Nq = inf
{
 > 0 :
∫
Nq(u/) d1
}
.
For the previous abstract presentation to be useful, we need to identify the Banach
spaces X and Y . To this end, suppose we are in the inﬁnite-dimensional setting in-
troduced in Section 1.1 where a local Dirichlet structure is provided with a square of
the gradient form and probability measure . The speciﬁcity of inﬁnite dimension is
that Sobolev inequalities are no longer available, but under certain conditions can be
replaced by Logarithmic Sobolev inequalities. Given such a coercive inequality, one
can obtain the following smoothing property of the semigroup Pt ≡ etL.
Theorem 4.3. Suppose the following Logarithmic Sobolev inequality is satisﬁed

(
w2 log
w2
w2
)
2c |∇w|2
with some constant c ∈ (0,∞) independent of the functions w.
Then, for any T > 0, there exists CT ∈ (0,∞), such that for any t ∈ (0, T ]
‖Pt‖L2→LN2 CT t−
1
2 .
Proof. First, with w˜ = w − w,
‖Ptw‖N2‖Pt w˜‖N2 + |w| ‖1‖N2‖Pt w˜‖N2 + |w|,
so that ‖Ptw‖2N22 ‖Pt w˜‖2N2 + 2 (w)2. Now, following [BG], one notes that for any
function f , one has
‖f − f ‖2N23/2 sup
a∈R

(
(f + a)2 log (f + a)
2
(f + a)2
)
(see also [A-S] for a quick presentation). Applying this to f = Ptw and using Loga-
rithmic Sobolev inequality, one gets
‖Ptw‖2N26 c  |∇Ptw|2 + 2 (w)2 .
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Since by spectral theory, with dEw denoting the spectral measure of the generator L
associated to the vector w, we have
 |∇Ptw|2 =
∫ ∞
0
 e−2t dEw sup
0
 e−2t ‖w‖22
1
2 e t
‖w‖22
we get
‖Ptw‖2N2
(
2+ 3 c
et
)
‖w‖22
whence, with CT ≡
(
2 T + 3 c
e
) 1
2
, for any t ∈ (0, T ] we have
‖Ptw‖N2CT t−
1
2 ‖w‖2
which ends the proof. 
This theorem indicates that good candidates to play the role of X and Y are, respec-
tively, LNq Orlicz spaces and Lebesgue Lq spaces. The next step is then to guess which
Young function V could satisfy the continuous control for loss of regularity assumption
(27). A ﬁrst answer is given by the following proposition.
Proposition 4.4. Deﬁne Vq(x) = Nq(x)1/q . For any w ∈ LNq , one has
∥∥Vq(w)∥∥q  e 1q Vq(‖w‖Nq)+ ‖w‖Nq .
Proof. Suppose ‖w‖Nq > 0 and set w˜ ≡ w‖w‖Nq . We recall that∫
Nq(w˜) d = 1.
With this notation using Lemma 4.5 given below, we have
‖Vq(w)‖q =
(∫
Nq(w) d
)1/q
=
(∫
Nq(‖w‖Nq w˜) d
)1/q

(∫ [
Nq(‖w‖Nq )|w˜|q + ‖w‖qNqNq(w˜)
]
d
) 1
q

(
Nq(‖w‖Nq )
) 1
q
‖w‖q
‖w‖Nq
+ ‖w‖Nq .
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Following Lemma 4.6 proven later, we get
‖Vq(w)‖qe
1
q Vq(‖w‖Nq )+ ‖w‖Nq
which ends the proof. 
Lemma 4.5. For any 0,
Nq( z)
{
q Nq(z) if 1,
q Nq(z)+Nq()|z|q if 1.
Lemma 4.6. The inclusion of LNq into Lq is continuous and
‖w‖qe
1
q ‖w‖Nq .
Proof of Lemma 4.5. On the one hand, if 0 < 1, Nq( z) = q |z|q log(1 +
q |z|q)q Nq(z). On the other hand, when 1,
Nq( z) = q |z|q log(1+ q |z|q)
= q |z|q
(
log(q)+ log
(
1
q
+ |z|q
))
 q |z|q (log(1+ q)+ log(1+ |z|q)) = Nq() |z|q + q Nq(z). 
Proof of Lemma 4.6. Suppose ﬁrst that ‖w‖Nq = 1. Since for ||(e− 1)
1
q we have
||qNq(), therefore we get∫
|w|q d =
∫
|w| (e−1) 1q
|w|q d+
∫
|w| (e−1) 1q
|w|q d
 (e − 1)+
∫
Nq(w) d = e.
Hence, for ‖w‖Nq = 1, ‖w‖q =
(∫ |w|q d) 1q  e 1q . The general case follows by
homogeneity. 
Unfortunately to apply Theorem 3.10 for the Young function Vq with q = 2, we note
that the exponent p0 necessary to ensure (28) must be less than 2. Consequently, q02
and the smoothing function hT (t) = CT t−1/2 cannot be in Lq0([0, T ]). Nevertheless,
any stronger smoothing than the one we deduced directly from LS2 would work. Let
us now summarise this.
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Theorem 4.7. Let V = Vq . Suppose that, for some  ∈ (0, 12 ), one has, for any T > 0,
there exists a constant CT ∈ (0,∞) such that for any t ∈ [0, T ], we have
‖Pt‖Lq→LNq CT t−. (33)
Then, there exits a unique integral solution of the associated Cauchy problem (20).
Remark 4.8. One can expect that such a better smoothing (33) is satisﬁed for Gibbs
measures with faster than Gaussian tails. We remark that in such a case a Logarithmic
Sobolev inequality LSq with index 1 < q < 2, holds, (see [BZ]), from which the
stronger smoothing of the semigroup Pt should follow (as we indicate in Section 4.3).
To get some applications of the above abstract viewpoint under the smoothing pro-
vided by LS2, we need to modify the considered Young function. Using the properties
of Vq studied before, we construct below a class of examples satisfying all the require-
ments of our general theory. (Naturally another class of examples can be constructed
via interpolation techniques in Orlicz spaces.)
Proposition 4.9. Let V be a Young function such that, for any s ∈ R,
V (s)Vq(|s|) 1 +  (34)
for some ,  > 0 and some 1. Then, for any u ∈ LNq ,
‖V (u)‖qW
(
‖u‖Nq
)
with
W(s) = as (log (1+ sq))1/(q) + bs+ 
for a =  1/q e1/q and b =  1/q e(1−1/)/q .
Proof. We may consider that V (s) = Vq(|s|) 1 and  = 1,  = 0. Note that, as 1,
for any s0, log (1+ sq) log (1+ sq). Consequently, using also Hölder inequality,
‖V (u)‖qq =
∫
|u|q (log (1+ |u|q))1/ d
 1/
∫
|u|q (1−1/) (|u|q log (1+ |u|q))1/ d
 1/
(∫
|u|q d
)1−1/ (∫
|u|q log (1+ |u|q) d)1/.
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In other words,
‖V (u)‖q1/q ‖u‖1−1/q
∥∥Vq(u)∥∥1/q .
Recalling Lemma 4.6 and Proposition 4.4, we get
‖V (u)‖q  1/q e(1−1/)/q ‖u‖1−1/Nq
(
e1/q Vq
(
‖u‖Nq
)
+ ‖u‖Nq
)1/
 1/q e1/q ‖u‖1−1/Nq V
1/
q
(
‖u‖Nq
)
+ 1/q e(1−1/)/q ‖u‖Nq .
This ends the proof. 
Theorem 4.10. Assume the Logarithmic Sobolev inequality LS2 holds. Let V be a
Young function satisfying the 2 condition and (34) with q = 2 and some  > 1.
Deﬁne V the associated operator from LN2() to L2(). Then, for any initial condition
f ∈ LN2(), the Cauchy problem {
t u = Lu+ Vu,
u0 = f,
admits a unique integral solution. Moreover the solution of this problem is given by a
nonlinear C0-semigroup (St )t0 in LN2().
Proof. Consider the function W deﬁned in Proposition 4.9. Let p01. Then
∫∞
1
ds
Wp0 (s)
has the same behaviour as ∫ ∞
1
dr
r (log (1+ r))p0/2 .
Consequently, (28) is true provided p02 . Choose 2 < p02 . Then its conjugate
q0 is strictly less than 2. Consequently, the smoothing bound hT (t) = CT t−1/2 deduced
from Theorem 4.3 satisﬁes hT ∈ Lq0([0, T ]). Thus recalling Lemma 4.2, we see that
all requirements for applying Theorem 3.10 are fulﬁlled. 
4.3. Stronger smoothing under LSq
4.3.1. The model
Let  ≡ MZd ≡ { = (i ∈ M)i∈Zd }, with M being a smooth, connected and
ﬁnite-dimensional Riemannian manifold.
Let Ui ≡ Ui (i ), i ∈ Z, be smooth convex functions such that
0 < inf
i∈Zd
∫
e−Ui (x) dx sup
i∈Zd
∫
e−Ui (x) dx <∞.
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Let  ≡ {X}, X ⊂⊂ Zd , |X|1, be a collection of smooth bounded cylinder func-
tions, (dependent only on X ≡ (i : i ∈ X), respectively), and such that
‖‖u,2 ≡ sup
i∈Zd
 ∑
X⊂⊂Zd
Xi
‖X‖u + ∑
j∈Zd
[
‖∇jX‖u + ‖∇j∇iX‖u
]
 <∞,
(35)
where ‖ · ‖u denotes the uniform norm. For  ⊂⊂ Zd , we set
U ≡
∑
i∈
Uii )+
∑
X∩"=∅
X(X).
(Note that i’s can include nonconvex perturbations of single spin convex potential
Ui .) Using this energy functional, we deﬁne
E(f ) ≡
∫
e−U(˜◦)f (˜ ◦ ) d˜∫
e−U(˜◦) d˜
,
where
(˜ ◦ )i ≡
{
˜i if i ∈ ,
i if i ∈ c.
A measure  is called a Gibbs measure on  for local speciﬁcation {E}⊂⊂Zd iff
for any integrable function f one has
E·f = f
for all  ⊂⊂ Zd . For any  ⊂ Zd and i ∈  we have
E(fLig) ≡ −E∇if · ∇ig
for any functions f and g for which both sides make sense. Thus we have
Lif = eUidivi
(
e−Ui∇if
)
= if − ∇iUi · ∇if,
where divi and ∇i are with respect to i and Ui ≡ U{i}.
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We introduce the following Markov generator
L ≡
∑
i∈Zd
Li
which is well deﬁned on a domain including all smooth cylinder functions. Conse-
quently we have
−(fLg) =
∑
i∈Zd
(∇if · ∇ig)
and if Ptf ≡ etLf ≡ ft is the corresponding Markov semigroup, we also have
fPtg = gPtf.
For a construction of the semigroup (Pt )t0 in the space of bounded continuous
functions we refer to [GZ], (see also [Z,Y,H,DZ], and references therein).
We note that in the present setup one has
|∇z|22 ≡
1
2
(Lz2 − 2zLz) =
∑
i
|∇iz|2
and the generator L has the following diffusion property (or chain rule): for any
(localised) smooth vector functions f = (f1, . . . , f) on  ( ∈ N) and any smooth
function  on R,
L(f1, . . . , f) =
∑
k=1
k(f ) Lfk +
∑
k,l=1
2k,l(f ) L∇fk · ∇fl. (36)
Let
2(z) ≡ 12L|∇z|
2 − ∇z · ∇Lz
=
∑
i,j
1
2
Li |∇j z|2 − ∇j z · ∇jLiz.
The geometric notion of curvature and dimension for abstract diffusion semigroups was
introduced by Bakry and Emery [BE]. It provides an “optimal” control of constants
for Sobolev-type inequalities [Bak1,L] (see also [Fou1]). As for inﬁnite dimensions,
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arguments due to Bakry [Bak2] lead to a similar control for the log-Sobolev constant
for heat kernel. The key point is the following:
Proposition 4.11. Suppose the generator L satisﬁes the diffusion property (36) and
that, with some  ∈ (0,∞), for any sufﬁciently smooth function z, one has
2(z)|∇z|2
then the following improvement holds: for any smooth function z,
2(z) |∇|∇z‖2 + |∇z|2.
We say that  satisﬁes the LSq inequality iff there is a constant cq ∈ (0,∞) such
that
f q log
f q
f q
cq|∇f |qq
for any nonnegative function f for which
|∇f |qq ≡
∑
i∈Zd
|∇if |q
is  integrable.
By ‖f ‖Nq , q ∈ (1, 2], we denote the Orlicz norm of a function f associated to the
measure  and the following Orlicz function Nq(x) ≡ |x|q log(1+ |x|q). It is known,
(see e.g. [BZ]), that there is a constant aq ∈ (0,∞) such that
a−1q · 
(
|f − f |q log |f − f |
q
|f − f |q
)
‖f − f ‖qNq aq · 
(
|f − f |q log |f − f |
q
|f − f |q
)
. (37)
4.3.2. Regularity estimates
Theorem 4.12. Suppose the conditional expectations E ,  ⊂⊂ Zd , satisfy LSq for
some q ∈ (1, 2] with a constant cq ∈ (0,∞) independent of  and  ∈ . Let 
be the corresponding Gibbs measure which also satisﬁes LSq . Then for any function
f ∈ L2() which depends on a ﬁnite number of coordinates {i : i ∈ f } there is a
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constant C ≡ C(f ) ∈ (0,∞) such that for any 0 < t1
‖ft − f ‖N2
C
t
q
4
‖f − f ‖L2 . (38)
Proof. Using equivalence of the N2-Orlicz norm and relative entropy it is sufﬁcient to
obtain a bound for the latter. First we note
f 2t log
f 2t
f 2t

(
(ft − f )2 log (ft − f )
2
(ft − f )2
)
+ 2(ft − f )2. (39)
Since the square of L2 norm is nonincreasing with time, it is sufﬁcient to ﬁnd an
appropriate bound for the ﬁrst term on the right-hand side. Thus later on in the proof
we assume that our function f has mean zero. For a given cylindric function f with
mean zero localised in a set f , choosing  ⊂⊂ Zd such that f ⊂ , we have
f 2t log
f 2t
f 2t
= 
(
E
(
f 2t log
f 2t
Ef
2
t
))
+ 
(
Ef
2
t log
Ef
2
t
Ef
2
t
)
.  (40)
We estimate the integrand in the ﬁrst term using the following lemma (see [BZ]).
Lemma 4.13. If E ,  ⊂⊂ Zd , satisfy LSq for some q ∈ (1, 2] with a constant
cq ∈ (0,∞), then
E
(
(F − EF)2 log (F − EF)
2
E(F − EF)2
)
 2
qcq
qq
||1−q/2
(
E
(
|∇F |22
))q/2 (
E (F − EF)2
)1−q/2
.
Proof. Substituting (F − EF)2/q into LSq , we get
E
(
(F − EF)2 log (F − EF)
2
E2(F − EF)
)
cqE
(
|∇(F − EF)2/q |qq
)
.
We note that
|∇(F − EF)
2
q |qq = 2
q
qq
|F − EF |2−q |∇F |qq
and therefore by Hölder inequality we have
E
(
|∇(F − EF)2/q |qq
)
 2
q
qq
(
E|∇F |2q
)q/2 (
E(F − EF)2
)1−q/2
.
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Since
|∇F |q ||1/q−1/2|∇F |2
we arrive at
E
(
|∇(F − EF)2/q |qq
)
 2
q
qq
||1−q/2
(
E|∇F |22
)q/2 (
E(F − EF)2
)1−q/2
.
This completes the proof of Lemma 4.13. 
Application of this lemma yields the following bound in case f is a cylindric function
of mean zero localised in a set f ⊂ 

(
E
(
f 2t log
f 2t
Ef
2
t
))
 2
qcq
qq
||1−q/2
[(
E
(
|∇ft |22
))q/2 (
E (ft − Eft )2
)1−q/2]
.
Since the expectation on the right-hand side can be bounded from above with the
use of Hölder inequality, we arrive to the following inequality:

(
E
(
f 2t log
f 2t
Ef
2
t
))
 2
qcq
qq
||1−q/2
(
|∇ft |22
)q/2 (
 (ft − ft )2
)1−q/2
.
Estimating the Dirichlet form with the use of spectral theory and using the monotonicity
of the L2 norm, we arrive at the following bound for a cylindric function localised in
f ⊂ 

(
E
(
(ft − f )2 log (ft − f )
2
E(ft − f )2
))
 2
qcq
qq
||1−q/2 e
−m(1−q/2)t
tq/2
 (f − f )2 ,
(41)
where we have used the fact that in case  satisﬁes LS2 the generator has a spectral
gap m2/c2. To complete the proof of Theorem 4.12 we need to estimate the second
term on the right-hand side of (40). To this end we use LS2 as follows:

(
E(ft − f )2 log E(ft − f )
2
E(ft − f )2
)
c2|∇c
(
E(ft − f )2
)1/2 |22.
82 P. Fougères, B. Zegarlin´ski / Journal of Functional Analysis 228 (2005) 39–88
We note that for i ∈ c we have
|∇i
(
EF
2
)1/2 |222E|∇iF |2 + 2
 ∑
X∩"=∅,
Xi
‖∇iX‖u
 · EF 2.
Hence
|∇c
(
E(ft − f )2
)1/2 |22
2|∇cft |22 + 2
∑
i∈c
∑
X∩"=∅,
Xi
‖∇iX‖u
 e−mt · (f − f )2 (42)
Thus to ﬁnish the proof we need to ﬁnd an suitable estimate on |∇cft |22 with f ⊂ .
To this end we use the following lemma:
Lemma 4.14. Suppose f is a cylinder function localised in a set f ⊂  ⊂⊂ Zd .
Then there is a constant C ≡ C() such that
|∇cft |22C  (f − f )2 .
Proof. Applying the fundamental theorem of calculus we have
|∇ift |2 = Pt |∇if |2 +
∫ t
0
ds
d
ds
Pt−s |∇ifs |2
with the derivative satisfying
d
ds
Pt−s |∇ifs |2 = Pt−s
(
−L|∇ifs |2 + 2∇ifs∇iLfs
)
= Pt−s
(
−L|∇ifs |2 + 2∇ifsL∇ifs
)
+ Pt−s (2∇ifs[∇i , L]fs)
 Pt−s (2∇ifs[∇i , L]fs) .
By deﬁnition of the generator we get
∇ifs[∇i , L]fs = −
∑
j
∇ifs · ∇i∇jU · ∇j fs
≡ −
∑
j
∇ifs · (	ijU ′′i +
∑
j
∇i∇j) · ∇j fs
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= −
∑
j
∇ifs · (	ijU ′′i +
∑
Xi,.j
∇i∇jX) · ∇j fs

∑
Xi
‖∇2i X‖u · |∇ifs |2 +
∑
j∈Zd\{i}
∑
Xi,.j
‖∇i∇jX‖u · |∇ifs | · |∇j fs |
 0|∇ifs |2 +
∑
j∈Zd\{i}
ij · |∇j fs |2
with
0 ≡ sup
i∈Zd
∑
Xi
‖∇2i X‖u +
∑
j∈Zd\{i}
∑
Xi,.j
‖∇i∇jX‖u,
ij ≡
∑
Xi,.j
‖∇i∇jX‖u for i "= j.
Note that by our assumption (35) we have
A ≡ sup
i∈Zd
∑
j∈Zd
ij <∞.
Since f is localised in f ⊂ , for any i ∈ c we have |∇if |2 = 0 and therefore
|∇ift |20
∫ t
0
ds Pt−s |∇ifs |2 +
∑
j∈Zd\{i}
ij
∫ t
0
ds Pt−s |∇j fs |2.
Hence, integrating both sides with respect to the measure  and summing over all
i ∈ c, we arrive at
|∇cft |2  0
∫ t
0
ds |∇cfs |2 +
∑
i∈c
∑
j∈Zd\{i}
ij
∫ t
0
ds |∇j fs |2
 (0 + A)
∫ t
0
ds |∇fs |2(0 + A)(f − f )2.
This ends the proof of Lemma 4.14. 
Using Lemma 4.14 together with inequality (42), we arrive at the following bound:
|∇c
(
E(ft − f )2
)1/2 |22
2
0 + A+ ∑
i∈c
∑
X∩"=∅
Xi
‖∇iX‖u
 e−mt · (f − f )2.
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This together with relations (39)–(41) yields
f 2t log
f 2t
f 2t
(t) ·  (f − f )2 (43)
with
(t) ≡ 2
qcq
qq
||1−q/2 e
−m(1−q/2)t
tq/2
+ 2
1+ 0 + A+ ∑
i∈c
∑
X∩"=∅
Xi
‖∇iX‖u
 e−mt .
Finally a simple use of the relation (37) together with (43), concludes the proof of
Theorem 4.12.
4.3.3. Gradient estimate
Theorem 4.15. Suppose the conditional expectations E ,  ⊂⊂ Zd , satisfy LSq for
some q ∈ (1, 2] with a constant cq ∈ (0,∞) independent of  and  ∈ . Let 
be the corresponding Gibbs measure which also satisﬁes LSq . Then for any function
f ∈ L2() which depends on a ﬁnite number of coordinates {i : i ∈ f } there is a
constant D ≡ D(f ) ∈ (0,∞) such that for any 0 < t1
‖|∇ft |2‖N2
D
t
1
2+ q4
‖f − f ‖L2 .
Proof. Case q ∈ (1, 2). First of all we have

(
E
(
|∇ft |22 log
|∇ft |22
E|∇ft |22
))
 2
qcq
qq
||1−q/2
(
|∇|∇ft |2|22
)q/2 (
|∇ft |22
)1−q/2
. (44)
Let us note that
|∇|∇ft |2|22 = 
∣∣∣∣12 |∇ft |−12 ∇|∇ft |22
∣∣∣∣2
2
=
∑
i
∑
j∈
|∇ft |−22 |∇ift |2 · |∇j∇ift |2

∑
i
∑
j∈
|∇j∇ift |2 = −
∑
i
∑
j∈
∇ift · Lj∇ift
=  (Lft · Lft )−
∑
i
∑
j∈
∇ift · [Lj ,∇i]ft
 1
2et2
 (f − f )2 −
∑
i
∑
j∈
∇ift · [Lj ,∇i]ft .
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Since
−[Lj ,∇i]ft = −∇i∇jU · ∇j ft = −	ijU ′′i · ∇ift − ∇i∇j · ∇j ft
we get
−
∑
i
∑
j∈
∇ift · [Lj ,∇i]ft 
∑
i
∑
j∈
ij|∇ift | · |∇j ft | −
∑
i∈
U ′′i · |∇ift |2

∑
i
∑
j∈
ij|∇ift | · |∇j ft |.
The right-hand side of (4.3.3) can be bounded as follows:
∑
i
∑
j∈
ij|∇ift | · |∇j ft | 
∑
i
∑
j∈
2ij

1
2
|∇ft |22

∑
i
∑
j∈
2ij

1
2
1
2et
(f − f )2.
Combining this with (4.3.3), by simple arguments we get
|∇|∇ft |2|22
 12et2 +
∑
i
∑
j∈
2ij

1
2
1
2et
 (f − f )2. (45)
After inserting into the right-hand side of (44), for t ∈ (0, 1) we arrive at

(
E
(
|∇ft |22 log
|∇ft |22
E|∇ft |22
))
C1() · 12et1+q/2 (f − f )
2 (46)
with a constant
C1() ≡ 2
qcq
qq
||1−q/2
1+
∑
i
∑
j∈
2ij

1
2

q/2
.
Next we note that

(
E|∇ft |22 log
E|∇ft |22
E|∇ft |22
)
c2
(∣∣∣∣∇c (E|∇ft |22) 12 ∣∣∣∣2
)
(47)
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and

(∣∣∣∣∇c (E|∇ft |22) 12 ∣∣∣∣2
)
2|∇c |∇ft |2|22 + 2
∑
i∈c
∑
X∩"=∅
Xi
‖∇iX‖u
 · |∇ft |22. (48)
The last factor in the second term on the right-hand side of (48) can be bounded using
spectral theory by 1/(2et) (f − f )2. On the other hand for the ﬁrst term on the
right-hand side, in a similar way as in (45) we have
|∇c |∇ft |2|22 
∑
i
∑
j∈c
|∇j∇ift |2
=  (Lft · Lcft)−∑
i
∑
j∈c
∇ift · [Lj ,∇i]ft
 1
2et2
 (f − f )2 −
∑
i
∑
j∈c
∇ift · [Lj ,∇i]ft .
Hence following arguments of (4.3.3) we get
−
∑
i
∑
j∈c
∇ift · [Lj ,∇i]ft 
∑
i
∑
j∈c
ij|∇ift | · |∇j ft | −
∑
i∈
U ′′i · |∇ift |2

∑
i
∑
j∈c
ij|∇ift | · |∇j ft |.
This can be bounded as follows∑
i
∑
j∈c
ij|∇ift | · |∇j ft |

(
sup
k
∑
i
ik
)∑
j∈c
|∇ift |2

1
2
· |∇ft |2
 1
(2e)
1
2 t
1
2
(
sup
k
∑
i
ik
)∑
j∈c
|∇ift |2

1
2 (
(f − f )2
) 1
2
 C
1
2
(2e)
1
2 t
1
2
(
sup
k
∑
i
ik
)
(f − f )2,
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where in the last step we have used Lemma 2.4. Combining (44)–(4.3.3), (46), (4.3.3)
and (4.3.3) we arrive at the following bound

(
|∇ft |22 log
|∇ft |22
|∇ft |22
)
C˜() 1
t1+q/2
(f − f )2
with some constant C˜() ∈ (0,∞). Hence, if f ⊂ , there is a constant D ≡ D()
such that
‖|∇ft |2‖N2 D()
1
t
1
2+ q4
· ‖f − f ‖L2
and this ends the proof. 
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