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DIRECTIONS DE MAJORATION D’UNE FONCTION
QUASICONVEXE ET APPLICATIONS
Charki Amara
Communicated by R. Lucchetti
Abstract. We introduce the convex cone constituted by the directions
of majoration of a quasiconvex function. This cone is used to formulate a
qualification condition ensuring the epiconvergence of a sequence of general
quasiconvex marginal functions in finite dimensional spaces.
1. Introduction. Dans les proble`mes de sensibilite´ et de convergence
le comportement a` l’infini des fonctions conside´re´es joue un roˆle important. Ce
comportement est en ge´ne´ral de´crit par la notion de fonctionnelle asymptote ([5],
[10], [26],. . . ). Dans ce travail, qui se situe en dimension finie, on introduit la
notion de direction de majoration d’une fonction. Il s’agit d’une de´finition tre`s
naturelle qui est particulie´rement bien adapte´e aux fonctions quasiconvexes. Pour
de telles fonctions l’ensemble des directions de majoration est un coˆne convexe
qui est inclus, en ge´ne´ral strictement, dans l’ensemble des points ou` la fonction-
nelle asymptote de la fonction prend des valeurs ne´gatives ou nulles (proposition
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3.1). Lorsque la fonction est convexe, semicontinue infe´rieurement (s.c.i.) et pro-
pre, on retrouve le coˆne asymptote de la fonction au sens de Rockafellar. On
utilise le coˆne des directions de majoration pour obtenir l’e´piconvergence d’une
suite de sommes en niveaux de fonctions quasiconvexes (the´ore`me 5.1). Nous ap-
pliquons ce re´sultat a` l’e´piconvergence de fonctions marginales quasiconvexes plus
ge´ne´rales (corollaire 6.3) et, en particulier, aux fonctions images quasiconvexes
(corollaire 6.5). Le the´ore`me 5.1 permet aussi de retrouver les re´sultats classiques
d’e´piconvergence de fonctionnelles convexes (voir notamment les corollaires 6.1
et 6.2). Le coˆne des directions de majoration d’une fonction quasiconvexe per-
met e´galement d’affaiblir, dans le cas quasiconvexe, la condition classique [26,
the´ore`me 3.2] assurant la semicontinuite´ infe´rieure et l’exactitude d’une fonction
marginale (corollaire 6.4).
2. Notations et de´finitions. Dans ce qui suit X de´signe un espace
vectoriel de dimension finie.
On rappelle que les limites supe´rieures et infe´rieures d’une suite (An)n∈N de par-
ties de X sont de´finies respectivement par
lim sup
n→+∞
An := {x ∈ X : x = lim
k→+∞
xnk : xnk ∈ Ank ∀k ∈ N}
lim inf
n→+∞
An := {x ∈ X : x = lim
n→+∞
xn : xn ∈ An ∀n ∈ N}.
On dit que (An)n∈N converge vers A ⊂ X au sens de Painleve´-Kuratowski
(P-K) si
lim sup
n→+∞
An ⊂ A ⊂ lim inf
n→+∞
An.
On note alors
A = lim
n→+∞
An.
A toute fonction f de´finie de X dans R on associe son epigraphe
epi f := {(x, α) ∈ X × R : f(x) ≤ α}.
On dit que la suite (fn)n∈N e´piconverge vers la fonction f , si la suite
(epi fn)n∈N converge au sens de (P-K) vers epi f dans l’espace X × R. On note
alors :
f = e− lim
n→+∞
fn.
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A toute partie A de X on associe sa fonction indicatrice δA de´finie par
δA(x) = 0 si x ∈ A, δA(x) = +∞ si x ∈ X\A.
Le coˆne asymptote de A est l’ensemble
A∞ := { lim
n→+∞
εnxn : εn ց 0;xn ∈ A ∀n ∈ N}.
Lorsque A est convexe, son coˆne asymptote est l’ensemble
0+A = {y ∈ X : x+ λy ∈ A ∀λ ≥ 0,∀x ∈ A}.
Si de plus A est ferme´e on a ([9], [20],. . . )
A∞ = 0
+A =
⋂
λ>0
λ(A− x)
ou` x est un point arbitraire de A. Dans ce qui suit on convient de poser
Ø∞ = 0
+Ø = Ø.
A toute fonction f de X dans R, on associe sa fonctionnelle asymptote
f∞ ([5], [10]) de´finie par
(2.1) f∞(y) = inf
{
lim inf
n→+∞
εnf
(
xn
εn
)
: εn ց 0;xn → y
}
pour tout y ∈ X.
Lorsque f est convexe propre, sa fonctionnelle asymptote est la fonction
f0+ de´finie, pour tout y ∈ X, par
f0+(y) := sup
x∈dom f
(f(x+ y)− f(x))
ou` dom f := {x ∈ X : f(x) < +∞} de´signe le domaine effectif de f . On a aussi
la relation [20]
(2.2) 0+(epi f) = epi (f0+).
Si, de plus, f est s.c.i., c’est a` dire si f est dans Γ0(X), les fonctionnelles f∞ et
f0+ co¨ıncident ([5], [10], [20]) et on a, pour tout y ∈ X,
f0+(y) = sup
λ>0
f(x+ λy)− f(x)
λ
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ou` x est un point arbitraire de dom f .
Rappelons que la somme vectorielle de deux parties A et B de X est
donne´e par : A + B = {a + b : a ∈ A, b ∈ B}. Cette somme est vide si et
seulement si A ou B est vide.
Si f et g sont deux fonctions de X dans R leur somme en niveaux est la
fonction f△g de´finie sur X par
(f△g)(x) = inf{f(u) ∨ g(v) : u+ v = x} ∀x ∈ X
ou` a ∨ b = max(a, b), pour tout (a, b) ∈ R× R.
En notant, pour toute fonction f de X dans R et tout re´el r,
{f < r} := {x ∈ X : f(x) < r}, {f ≤ r} := {x ∈ X : f(x) ≤ r},
on sait que
{f∆g < r} = {f < r}+ {g < r}.
Cette relation justifie a` la fois la terminologie “somme en niveaux” et le fait que
cette ope´ration pre´serve la quasiconvexite´ . Rappelons a` cette occasion qu’une
fonction f est quasiconvexe si {f ≤ r} est convexe pour tout r ∈ R. Ceci e´quivaut
au fait que {f < r} est convexe pour tout r ∈ R ([7]).
D’autres proprie´te´s de cette ope´ration sont donne´es ci-dessous (voir [2],
[21], [22], [23]) :
∀r ∈ R, {f ≤ r}+ {g ≤ r} ⊂ {f∆g ≤ r}
inf
X
(f∆g) = inf
X
f ∨ inf
X
g
dom (f∆g) = dom f + dom g.
On dit que f∆g est exacte si pour tout x ∈ X l’inf est atteint dans la de´finition
de (f∆g)(x).
Pour l’etude de l’e´piconvergence d’une suite de sommes en niveaux de
fonctions quasiconvexes, nous aurons besoin d’une caracterisation de l’e´piconvergen-
ce en termes de tranches. Cette caracte´risation est donne´e par le the´ore`me
suivant duˆ a` M. Volle [25] (voir [6] pour une autre caracte´risation):
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The´ore`me 2.1. La suite (fn)n∈N e´piconverge vers f si et seulement si
pour tout re´el r les conditions suivantes sont re´alise´es
lim sup
n→+∞
{fn < r} ⊂ {f ≤ r}
lim inf
n→+∞
{fn < r} ⊃ {f < r}.
3. Directions de majoration.
De´finition 3.1. Soit f : X −→ R. On dit que y ∈ X est une direction
de majoration de f , s’il existe (x, r) ∈ X × R tels que
f(x+ λy) ≤ r pour tout λ ≥ 0.
On note Cf l’ensemble des directions de majoration de f .
Les relations entre Cf et la fonctionnelle asymptote de f sont precise´es
ci-dessous:
Proposition 3.1. 1) Si dom f 6= Ø, alors Cf est un coˆne tel que
0 ∈ Cf ⊂ {f∞ ≤ 0}.
2) Si f est convexe propre, alors {f0+ ≤ 0} ⊂ Cf , l’inclusion pouvant eˆtre
stricte; si, de plus, f est s.c.i., i.e. si f ∈ Γ0(X), alors
(3.1) Cf = {f0
+ ≤ 0}.
3) Si f est quasiconvexe, alors Cf est un coˆne convexe; si, de plus, f est s.c.i.,
alors
(3.2) Cf =
⋃
r∈R
0+{f ≤ r} =
⋃
r>infX f
0+{f ≤ r}.
P r e u v e. 1) Il est facile de voir que Cf est un coˆne contenant l’origine.
Soit y ∈ Cf ; pour (x, r) ∈ X × R ve´rifiant f(x+ λy) ≤ r pour tout λ ≥ 0, on a
d’apre´s (2.1),
f∞(y) ≤ lim inf
n→∞
1
n
f
(
1
n
x+ y
1
n
)
≤ lim
n→∞
1
n
r = 0,
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soit y ∈ {f∞ ≤ 0}, d’ou` Cf ⊂ {f∞ ≤ 0}.
2) Soit y ∈ {f0+ ≤ 0}. D’apre´s (2.2), (y, 0) ∈ 0+(epi f), ce qui signifie,
par de´finition du coˆne asymptote convexe, que l’ine´galite´ f(x + λy) ≤ f(x) a
lieu pour tout λ ≥ 0 et tout x ∈ dom f ; en particulier y ∈ Cf , d’ou` l’inclusion
{f0+ ≤ 0} ⊂ Cf . Cette inclusion est stricte pour la fonction de´finie sur R
2 par
f(0, 0) = 0, f(x, y) = 0 si x > 0 et y > 0, f(x, y) = +∞ sinon. On a en effet
{f0+ ≤ 0} = (R∗+ ×R
∗
+) ∪ {(0, 0)} et Cf = R
+ × R+.
Lorsque f est dans Γ0(X), on a f0
+ = f∞, et l’autre inclusion est ve´rifie´e
d’apre´s 1).
3) Soient y1, y2 dans Cf . Il existe alors (x1, x2) ∈ X×X et r ∈ R tels que
f(x1+ λy1) ≤ r et f(x2+ λy2) ≤ r pour tout λ ≥ 0. Comme f est quasiconvexe,
alors f
(
1
2
(x1 + x2) +
1
2
λ(y1 + y2)
)
≤ r pour tout λ ≥ 0, d’ou` (y1 + y2) ∈ Cf .
Le coˆne Cf est alors convexe.
Supposons que f est quasiconvexe s.c.i. Pour tout r ∈ R tel que
{f ≤ r} 6= Ø on a
0+{f ≤ r} =
⋂
λ>0
λ({f ≤ r} − x)
avec x ∈ {f ≤ r} quelconque.
On a alors les e´quivalences suivantes :
y ∈ Cf ⇔ ∃r ∈ R,∃x ∈ {f ≤ r} tel que x+ λy ∈ {f ≤ r},∀λ > 0
⇔ ∃r ∈ R tel que y ∈ 0+{f ≤ r}
⇔ y ∈
⋃
r∈R
0+{f ≤ r}.
Ainsi, Cf =
⋃
r∈R
0+{f ≤ r} =
⋃
r>infX f
0+{f ≤ r}. 
Remarques 3.1.
1) Meˆme lorsque f est quasiconvexe s.c.i., le coˆne convexe Cf n’est pas
force´ment ferme´. Pour le voir prenons par exemple X = R2, f(x, y) = |y|
x
si
x > 0, f(x, y) = +∞ si x ≤ 0 et y 6= 0, et f(0, 0) = 0. Pour tout r > 0 = inf
R2
f
on a {f ≤ r} = {(x, y) ∈ R2 : x ≥ 0 et −rx ≤ y ≤ rx} qui est un coˆne convexe
ferme´; f est donc quasiconvexe s.c.i. et 0+{f ≤ r} = {f ≤ r} pour tout r > 0.
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Donc, d’apre´s la formule 3.2, Cf =
⋃
r∈R
{f ≤ r} = (R+
∗×R)∪ {(0, 0)}. Ici Cf est
un coˆne convexe qui n’est pas ferme´ dans R2.
2) L’inclusion
Cf ⊂ {f∞ ≤ 0}
peut eˆtre stricte, meˆme pour des fonctions quasiconvexes s.c.i.. Pour le voir,
prenons la fonction f de´finie sur R par f(x) = 0 si x ≤ 1, f(x) = ln(x) si x > 1.
On a alors {f∞ ≤ 0} = R et Cf =]−∞, 0].
Proposition 3.2. Lorsque f est convexe Cf co¨ıncide avec l’ensemble
Bf := {y ∈ X : ∃x ∈ dom f : f(x+ λy) ≤ f(x),∀λ ≥ 0}.
P r e u v e. Il est imme´diat que l’inclusion Bf ⊂ Cf a toujours lieu. In-
versement, soit y ∈ Cf ; il existe alors (x, r) dans X × R ve´rifiant f(x+ λy) ≤ r
pour tout λ ≥ 0. Soit β ≥ 0. Pour tout λ > β, on a
f(x+ βy) = f
(
β
λ
(x+ λy) + (1−
β
λ
)x
)
≤
β
λ
r + (1−
β
λ
)f(x).
En faisant tendre λ vers +∞ on obtient f(x + βy) ≤ f(x). Ceci e´tant vrai
pour tout β ≥ 0, on a donc y ∈ Bf . 
Remarques 3.2. Lorsque f est quasiconvexe, l’inclusion Bf ⊂ Cf peut
eˆtre stricte. Pour le voir, conside´rons la fonction f de´finie sur R par f(x) = −e−x.
On a facilement Bf = ]−∞, 0] 6= Cf = R.
4. Semicontinuite´ infe´rieure et exactitude de la somme en niveaux
de deux fonctions quasiconvexes s.c.i. Avant d’e´tablir un re´sultat con-
cernant l’exactitude et la semicontinuite´ infe´rieure de la somme en niveaux,
inte´ressons nous au cas particulier ou` l’espace X est de dimension un (X = R).
On a alors le re´sultat suivant
The´ore`me 4.1. La somme en niveaux de deux fonctions quasiconvexes
s.c.i. de´finies sur R a` valeurs dans R est toujours s.c.i.
La preuve re´sulte de la relation (voir [23, proposition 2.3]) :
(4.1) {f∆g ≤ r} =
⋂
s>r
({f ≤ s}+ {g ≤ s}),
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et du lemme suivant:
Lemme 4.1. La somme de deux convexes ferme´s de R est toujours
convexe ferme´e.
P r e u v e. Les convexes de R sont les intervalles, et la somme de deux
intervalles ferme´s est un intervalle ferme´.
Remarques 4.1. Dans le the´ore`me 4.1, l’exactitude de f∆g n’a pas
toujours lieu comme l’indique l’exemple suivant: f(x) = 0, g(x) = ex pour tout
x ∈ R. On a alors f∆g(x) = 0 pour tout x ∈ X, et f∆g n’est pas exacte.
Le the´ore`me suivant nous donne l’exactitude et la semicontinuite´ infe´rieure
de la somme en niveaux de deux fonctions quasiconvexes s.c.i., sous une condition
faisant intervenir les directions de majoration de ces fonctions.
The´ore`me 4.2. Soient f, g : X −→ R, deux fonctions quasiconvexes
s.c.i. Supposons que
(4.2) Cf ∩ −Cg = {0}.
Alors f∆g est quasiconvexe, s.c.i. et exacte.
P r e u v e. Pour de´montrer la semicontinuite´ infe´rieure de f∆g, et vu la
formule 4.1, il suffit de de´montrer que pour tout s ∈ R l’ensemble {f ≤ s} +
{g ≤ s} est ferme´. Soit alors s ∈ R tel que les ensembles {f ≤ s} et {g ≤ s}
soient non vides. La condition (4.2) et la relation (3.2) entraˆınent que
0+{f ≤ s} ∩ −0+{g ≤ s} = {0}. D’apre´s le crite`re de fermeture de Dieudonne´
([11]), {f ≤ s}+ {g ≤ s} est alors ferme´ pour tout s ∈ R.
Montrons maintenant que f∆g est exacte. Soit x ∈ X; conside´rons la
fonction h de´finie de X dans R par
h(u) := f(u) ∨ g(x− u) pour tout u ∈ X.
Si h ≡ +∞, le re´sultat est e´vident. Sinon, il est facile de ve´rifier
que la fonction h est quasiconvexe, s.c.i., et que pour tout r ∈ R on
a {h ≤ r} = {f ≤ r} ∩ (x − {g ≤ r}); on sait alors [20, corollaire 8.3.3] que
0+{h ≤ r} = 0+{f ≤ r} ∩ −0+{g ≤ r} = {0} pour tout r > inf
X
h. La fonction
h est donc inf-compacte, et atteint alors sa borne infe´rieure. 
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Remarques 4.2.
1)Le re´sultat du the´ore`me 4.1 est de caracte`re global. Pour la semicon-
tinuite´ infe´rieure et l’exactitude d’une fonction marginale en un point donne´, il
existe des re´sultats ge´ne´raux avec d’autres conditions. Voir par exemple [3], [12],
[19] etc.
2) Dans [22, the´ore`me 3.1], la condition qui assure la semicontinuite´
infe´rieure et l’exactitude de la somme en niveaux de deux fonctions convexes
s.c.i. est
{f0+ ≤ 0} ∩ −{g0+ ≤ 0} est un sous-espace vectoriel de X.
Par contre dans le the´ore`me 4.2, la condition (4.2) ne peut eˆtre remplace´e par la
condition
Cf ∩ −Cg est un sous-espace vectoriel de X.
Conside´rons en effet les fonctions f et g, de´finies sur R2 par f(x, 0) = −
1
1+ | x |
,
f(x, y) = +∞ si y 6= 0 ; g(x, y) = −1 si (x, y) ∈ A, et g(x, y) = 1 sinon, ou`
A :=
{
(x, y) ∈ R2 : x > 0 et y ≥
1
x
}
. On a que Cf ∩ −Cg = R × {0} est un
sous-espace vectoriel de R2, alors que {f∆g ≤ 0} = A+R×{0} = R×R∗+ n’est
pas ferme´.
3) Le meˆme exemple que ci-dessus montre que la condition
Bf ∩ −Bg = {0}
ou` Bf (resp Bg) est l’ensemble de´finie dans la proposition 3.2, ne suffit pas non
plus, pour que le the´ore`me 4.2 reste vrai. En effet, il est facile de ve´rifier que
Bf = {(0, 0)} et Bg = R
+ × R+, donc Bf ∩ −Bg = {(0, 0)}, alors que f∆g n’est
pas s.c.i.
4) La condition (4.2) est en fait e´quivalente a` la condition :
Pour tout r ∈ R tel que {f ≤ r} 6= Ø et {g ≤ r} 6= Ø
0+{f ≤ r} ∩ −0+{g ≤ r} = {0}.
Il est alors naturel de se demander si l’existence d’un re´el r ve´rifiant ces
conditions est suffisante pour que le the´ore`me 4.2 reste vrai. La re´ponse est
ne´gative. En effet, si nous reprenons l’exemple pre´ce´dent, on a, pour r = −1,
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{f≤−1}={(0, 0)} et {g≤−1}=A. De sorte que 0+{f≤−1}∩−0+{g≤−1}={(0, 0)},
alors que f∆g n’est pas s.c.i.
5. Epiconvergence de sommes en niveaux de fonctions quasi-
convexes. L’e´tude de l’e´piconvergence d’une suite de sommes en niveaux de
fonctions quasiconvexes ne´cessite quelques pre´liminaires donne´s sous forme de
lemmes.
Rappelons que X de´signe un espace vectoriel re´el de dimension finie.
Lemme 5.1. Soit (xn)n∈N une suite non borne´e a` valeurs dans X. Il
existe alors une sous-suite (xnk)k∈N et une suite de re´els positifs (εk)k∈N tendant
vers 0, telles que la suite (εkxnk)k∈N converge vers un e´le´ment non nul de X.
P r e u v e. Soit ||.|| une norme surX. Puisque (xn)n∈N n’est pas borne´e, on
peut en extraire une sous-suite (xni)i∈N d’e´le´ments non nuls. La suite
(
xni
||xni ||
)
i∈N
e´tant borne´e, on peut en extraire une sous-suite convergente, soit
(
xnik
‖xnik‖
)
k∈N
.
En posant alors εk =
1
‖xnik‖
, pour tout k ∈ N, on voit que la suite (εk)k∈N est
positive et tend vers 0, et que la suite (εkxnik)k∈N converge vers un e´le´ment de
norme e´gale a` 1. 
Lemme 5.2. Soit (An)n∈N une suite de convexes de X telle que
lim inf
n→+∞
An 6= Ø.
Supposons qu’il existe une suite (ank)k∈N, et une suite (εnk)k∈N, de re´els positifs
tendant vers 0 telles que
ank ∈ Ank pour tout k ∈ N et lim
k→+∞
εnkank = a.
Alors, pour toute partie convexe ferme´e A de X telle que
lim sup
n→+∞
An ⊂ A
on a
a ∈ 0+A.
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P r e u v e. A e´tant convexe ferme´, pour de´montrer que a ∈ 0+A, il suffit
de de´montrer que pour un certain u ∈ A, u+ λa est dans A pour tout λ > 0.
Prenons u ∈ lim inf
n→+∞
An. Il existe alors une suite (un)n∈N telle que un ∈ An pour
tout n ∈ N et lim
n→+∞
un = u. Soit (unk)k∈N la sous-suite de (un)n∈N correspondant
a` la suite (ank)k∈N de l’hypothe`se. Pour λ > 0, la suite (λεnk)k∈N est positive et
tend vers 0. Il existe alors k ∈ N tel que 0 ≤ λεnk ≤ 1, pour tout k ≥ k. Puisque
les Ank sont convexes, on a
ynk := unk + λεnk(ank − unk) ∈ Ank ∀k ≥ k.
Or, lim
k→+∞
ynk = u + λa. Donc u+ λa ∈ lim sup
n→+∞
An ⊂ A. Ceci e´tant vrai pour
tout λ > 0, on a bien a ∈ 0+A. 
Lemme 5.3. Soient (An)n∈N, (Bn)n∈N deux suites de sous ensembles de
X. Supposons qu’il existe deux suites (A′n)n∈N, (B
′
n)n∈N d’ensembles convexes, et
deux convexes ferme´s A, B de X tels que
An ⊂ A
′
n , Bn ⊂ B
′
n pour tout n ∈ N,
lim inf
n→+∞
A′n 6= Ø, lim inf
n→+∞
B′n 6= Ø,
lim sup
n→+∞
A′n ⊂ A, lim sup
n→+∞
B′n ⊂ B,
et
0+A ∩ −0+B = {0}.
Alors
lim sup
n→+∞
(An +Bn) ⊂ lim sup
n→+∞
(An) + lim sup
n→+∞
(Bn).
P r e u v e. Soit z ∈ lim sup
n→+∞
(An + Bn). Il existe deux suites (xnk)k∈N,
(ynk)k∈N ve´rifiant xnk ∈ Ank ⊂ A
′
nk
, ynk ∈ Bnk ⊂ B
′
nk
et z = lim
k→+∞
(xnk + ynk).
Supposons que l’une de ces deux suites n’est pas borne´e, disons (xnk)k∈N.
D’apre´s le lemme 5.1, il existe une sous-suite (xnki )i∈N, une suite (εi)i∈N de re´els
positifs tendant vers 0, et un e´le´ment non nul x de X tels que lim
i→+∞
εixnki = x.
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On a alors lim
i→+∞
εiynki = −x. Puisque lim sup
n→+∞
A′n ⊂ A et lim sup
n→+∞
B′n ⊂ B, le
lemme (5.2) nous donne alors x ∈ 0+A ∩ −0+B = {0}, ce qui est impossible.
Ainsi (xnk)k∈N, (ynk)k∈N sont borne´es et on peut en extraire deux sous-suites
(xnkj )j∈N et (ynkj )j∈N convergeant respectivement vers u et v; il en re´sulte que
z = lim
j→+∞
(xnkj + ynkj ) = u+ v ∈ lim sup
n→+∞
An + lim sup
n→+∞
Bn. 
Remarques 5.1. Avec les hypothe`ses du lemme 5.3, on peut avoir
lim inf
n→+∞
An ou lim inf
n→+∞
Bn vide. Le re´sultat reste vrai. Ce cas se pre´sente d’ailleurs
dans la preuve du the´ore`me 5.1.
Nous pouvons maintenant e´noncer le re´sultat principal concernant l’e´pi-
convergence d’une suite de sommes en niveaux de fonctions quasiconvexes :
The´ore`me 5.1. Soient f ,g,fn,gn, (n ∈ N) des fonctions quasiconvexes
definies sur X a` valeurs dans R telles que f = e− lim
n→+∞
fn et g = e− lim
n→+∞
gn,
avec dom f 6= Ø et dom g 6= Ø. Supposons que
Cf ∩ −Cg = {0}.
Dans ces conditions la suite (fn∆gn)n∈N e´piconverge vers la fonction f∆g.
P r e u v e. Soit r ∈ R. Montrons que {f∆g < r} ⊂ lim inf
n→+∞
{fn∆gn < r}.
D’apre´s le the´ore`me 2.1, {f < r} ⊂ lim inf
n→+∞
{fn < r} et {g < r} ⊂ lim inf
n→+∞
{gn < r}.
Par ailleurs on a toujours
lim inf
n→+∞
{fn < r}+ lim inf
n→+∞
{gn < r} ⊂ lim inf
n→+∞
({fn < r}+ {gn < r}).
Donc
{f∆g < r} = {f < r}+ {g < r} ⊂ lim inf
n→+∞
{fn∆gn < r}.
Montrons maintenant que lim sup
n→+∞
{fn∆gn < r} ⊂ {f∆g ≤ r}.
En posant t := max(r, (inf f ∨ inf g) + 1) ∈ R on a, d’apre´s le the´ore`me 2.1,
Ø 6= {f < t} ⊂ lim inf
n→+∞
{fn < t}, Ø 6= {g < t} ⊂ lim inf
n→+∞
{gn < t}
et
lim sup
n→+∞
{fn < t} ⊂ {f ≤ t}, lim sup
n→+∞
{gn < t} ⊂ {g ≤ t}.
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Vu que Cf∩−Cg = {0} on a en particulier 0
+{f ≤ t}∩−0+{g ≤ t} = {0}.
Puisque {fn < r} ⊂ {fn < t} et {gn < r} ⊂ {gn < t} pour tout n ∈ N, le lemme
5.3 nous donne alors lim sup
n→+∞
{fn∆gn < r} = lim sup
n→+∞
({fn < r} + {gn < r}) ⊂
lim sup
n→+∞
{fn < r}+ lim sup
n→+∞
{gn < r}.
Avec le the´ore`me 2.1 on a donc
lim sup
n→+∞
{fn∆gn < r} ⊂ {f ≤ r}+ {g ≤ r} ⊂ {f∆g ≤ r},
ce qui ache`ve la de´monstration. 
6. Applications. Dans le cas ou` les fonctions sont convexes, on retrouve
le re´sultat suivant duˆ a` S. Traore et M. Volle [22, the´ore`me 3.5] :
Corollaire 6.1. Soit f , g, fn, gn, (n ∈ N), des fonctions convexes de
X dans R telles que: f = e − lim
n→+∞
fn, g = e − lim
n→+∞
gn avec f et g propres.
Supposons que
{f0+ ≤ 0} ∩ −{g0+ ≤ 0} = {0}.
Alors
f∆g = e− lim
n→+∞
(fn∆gn).
P r e u v e. Re´sulte imme´diatement du the´ore`me 5.1 et de la relation
(3.1). 
Rappelons que l’inf-convolution de deux fonctions f et g de´finies sur X a`
valeurs dans R est la fonction fg de´finie sur X par
(fg)(x) := inf
u∈X
{f(u) + g(x− u)}.
Le re´sultat suivant [18, the´ore`me 4], concernant l’e´piconvergence d’une suite d’inf-
convolutions de fonctions convexes, peut aussi se de´duire du the´ore`me 5.1.
Corollaire 6.2. Soit f , g, fn, gn, (n ∈ N), des fonctions convexes
de´finies sur X a` valeurs dans R telles que: f = e − lim
n→+∞
fn, g = e − lim
n→+∞
gn
avec f et g propres.
Supposons que :
(6.1) 0+(epi f) ∩ −0+(epig) = {0}.
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Alors :
fg = e− lim
n→+∞
(fngn).
P r e u v e. Conside`rons les fonctions F , G, Fn, Gn, (n ∈ N) de´finies sur
X × R par F (x, r) = f(x) − r; G(x, r) = g(x) − r; Fn(x, r) = fn(x) − r et
Gn(x, r) = gn(x)− r pour tout (x, r) dans X ×R.
Notons que ces fonctions sont convexes et que pour tout s ∈ R et tout n ∈ N,
{Fn ≤ s} = epi (fn − s) et {Gn ≤ s} = epi (gn − s). Il re´sulte que ({Fn ≤ s})n∈N
et ({Gn ≤ s})n∈N convergent respectivement vers {F ≤ s} = epi (f − s) et
{G ≤ s} = epi (g − s), ceci pour tout s ∈ R. En particulier F = e − lim
n→+∞
Fn
et G = e − lim
n→+∞
Gn. De plus, les relations {F ≤ s} = epi (f − s), {G ≤ s} =
epi (g−s) entraˆınent, avec la condition (6.1), que 0+{F ≤ s}∩−0+{G ≤ s} = {0}
pour tout s > inf
X×R
F∆G et donc que CF ∩ −CG = {0}. D’apre´s le the´ore`me 5.1
on a alors F∆G = e− lim
n→+∞
(Fn∆Gn). On a par ailleurs (cf [4]) (Fn∆Gn)(x, r) =
1
2
(fngn)(x) −
1
2
r et (F∆G)(x, r) =
1
2
(fg)(x) −
1
2
r pour tout (x, r) ∈ X × R.
On en de´duit facilement que (fngn)n∈N e´piconverge vers fg. 
Conside´rons maintenant le cas des fonctions marginales quasiconvexes
ge´ne´rales. On de´signe par Z un autre espace de dimension finie. On de´duit du
the´ore`me 5.1 le re´sultat suivant :
Corollaire 6.3. Soient F , Fn (n ∈ N), des fonctions quasiconvexes
de´finies sur X × Z a` valeurs dans R telles que F = e− lim
n→+∞
Fn et domF 6= Ø.
Supposons que
(6.2) {x ∈ X : (x, 0) ∈ CF } = {0}.
Alors la suite (mn)n∈N des fonctions quasiconvexes de´finies sur Z par
mn(z) := inf
x∈X
Fn(x, z) e´piconverge vers m, de´finie par m(z) := inf
x∈X
F (x, z); en
particulier m est s.c.i. et, de plus, exacte.
P r e u v e. Soit Ψ la fonction de´finie sur X × Z par Ψ(x, z) = +∞
si z 6= 0 et Ψ(x, 0) = −∞. Pour tout n ∈ N et tout z ∈ Z on
a mn(z) = inf
(x,u)∈X×Z
(Fn(x, u) ∨Ψ(−x, z − u)), autrement dit mn = Fn∆Ψ(0, .)
pour tout n ∈ N. D’autre part il est facile de voir que la condition (6.2) est
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e´quivalente a` la condition CF ∩ −CΨ = CF ∩ X × {0} = {(0, 0)}. D’apre´s le
the´ore`me 5.1, (mn)n∈N e´piconverge donc vers m = F∆χX×{0}(0, .); de plus m est
s.c.i. et exacte sur Z. 
Lorsque, dans le corollaire 6.3, la suite (Fn)n∈N est constante, on obtient
le re´sultat suivant :
Corollaire 6.4. Soit F une fonction quasiconvexe s.c.i. de´finie sur
X × Z a` valeurs dans R. Supposons que
(6.3) {x ∈ X : (x, 0) ∈ CF } = {0}.
Alors la fonction marginale m associe´e a` F est s.c.i. et exacte sur Z.
Remarques 6.1. Le corollaire 6.4 ame´liore, dans le cas quasiconvexe, le
re´sultat de C. Zalinescu, qui suppose que ∀x 6= 0 F∞(0, x) > 0 [26, the´ore`me
3.2], en effet, et comme l’indique l’exemple 3.1 (2), l’inclusion CF ⊂ {F∞ ≤ 0}
peut eˆtre stricte.
Pour terminer conside´rons le cas des fonctions images. Etant donne´e une
application line´aire A : X −→ Z on de´signe par GrA := {(x, z)∈X×Z : A(x)= z}
et ImA := {z ∈ Z : ∃x ∈ X : A(x) = z} respectivement le graphe et l’image de
A. En pre´sence d’une fonction f : X −→ R, on de´signe par (Af)(z) := inf(f(x) :
A(x) = z), (z ∈ Z) la fonction image de f par A, avec la convention inf Ø = +∞.
Si f est quasiconvexe Af l’est aussi. Concernant l’e´piconvergence des fonctions
images quasiconvexes on peut e´noncer:
Corollaire 6.5. Soient f, fn(n ∈ N) : X −→ R des fonctions quasicon-
vexes telles que f = e − lim
n→+∞
fn avec dom f 6= Ø, et soient A,An : X −→ Z
(n ∈ N) des applications line´aires telles que (An)n∈N converge vers A. Supposons
que
KerA ∩ Cf = {0}.
Dans ces conditions la suite (Anfn)n∈N e´piconverge vers la fonction Af ; en par-
ticulier Af est s.c.i. et, de plus, exacte en tout point de ImA.
P r e u v e. Remarquons tout d’abord que pour tout n ∈ N et tout z ∈ Z
on a Anfn(z) = infx∈X(fn(x)+ δ{z}oAn(x)). Les fonctions Fn de´finies sur X ×Z
par Fn(x, z) = fn(x) + δ{z}oAn(x) sont quasiconvexes et (Fn)n∈N e´piconverge
vers la fonction F de´finie sur X × Z par F (x, z) = f(x) + δ{z}oA(x). En effet,
la quasiconvexite´ de´coule imme´diatement des relations {Fn < r} = Gr(An) ∩
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({fn < r} × Z) pour tout r ∈ R. Pour l’e´piconvergence, montrons d’abord que
lim sup
n→+∞
{Fn < r} ⊂ {F ≤ r}. Pour cela prenons (x, z) ∈ lim sup
n→+∞
{Fn < r}. Il
existe alors une suite (xnk , znk)k∈N ve´rifiant (xnk , znk) ∈ {Fnk < r} pour tout
k ∈ N et lim
k→+∞
(xnk , znk) = (x, z). On a donc Ankxnk = znk et xnk ∈ {fnk < r}.
Mais Ankxnk converge vers Ax = z et, d’apre´s le the´ore`me 2.1, x∈lim sup
n→+∞
{fn<r}
⊂ {f ≤ r}, d’ou` (x, z) ∈ {F ≤ r}.
Montrons maintenant que {F < r} ⊂ lim inf
n→+∞
{Fn < r}.
Pour (x, z) ∈ {F < r} on a (x, z) ∈ GrA et x ∈ {f < r} ⊂ lim inf
n→+∞
{fn < r}.
Il existe alors une suite (xn)n∈N telle que xn ∈ {fn < r} et lim
n→+∞
xn = x. En
posant zn = Axn on a que la suite (zn) converge vers Ax = z, donc (x, z) ∈
lim inf
n→+∞
{Fn < r}. L’e´piconvergence de´coule alors du the´ore`me 2.1. Enfin, les
relations {F ≤ r} = GrA ∩ ({f ≤ r} × Z) pour tout r ∈ R, entraˆınent que
CF = GrA ∩ (Cf × Z) et donc que {x ∈ X : (x, 0) ∈ CF} = KerA ∩ Cf = {0}.
Le corollaire 6.3 permet alors de conclure. 
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