Let K denote a field and let V denote a vector space over K with finite positive dimension. We consider a pair of linear transformations A : V → V and A * : V → V that satisfy (i)-(iv) below:
Introduction
Throughout this note K will denote a field and V will denote a vector space over K with finite positive dimension. Let End(V ) denote the K-algebra of all K-linear transformations from V to V .
For A ∈ End(V ) and for a subspace W ⊆ V , we call W an eigenspace of A whenever W / = 0 and there exists θ ∈ K such that W = {v ∈ V |Av = θv}. We say A is diagonalizable whenever V is spanned by the eigenspaces of A. We now recall the notion of a tridiagonal pair. 
Note 1.2.
It is a common notational convention to use A * to represent the conjugate-transpose of A. We are not using this convention. In a tridiagonal pair A, A * the linear transformations A and A * are arbitrary subject to (i)-(iv) above.
We refer the reader to [1] [2] [3] [5] [6] [7] for background information on Leonard pairs.
In this note we obtain the following two results. Let A, A * denote a tridiagonal pair from Definition 1.1. First, we show that each of A, A * is determined up to affine transformation by the V i and V * i . Secondly, we characterize the Leonard pairs among the tridiagonal pairs. We prove both results using a certain decomposition of the underlying vector space called the split decomposition [1, Section 4].
The split decomposition
In this section we recall the split decomposition [1, Section 4] . We start with a comment. Referring to Definition 1.1, since V 0 , V 1 , . . . , V d are the eigenspaces of A and since A is diagonalizable we have
Similarly
For 0 i d define
By [1, Theorem 4.6],
and for 0 i d both
For 0 i d let θ i (resp. θ * i ) denote the eigenvalue of A (resp. A * ) associated with the eigen space V i (resp. V * i ). Then by [1, Theorem 4.6] both
where
A subalgebra of End(V )
The following subalgebra of End(V ) will be useful to us. Referring to Definition 1.1, let D denote the subalgebra of End(V ) generated by A. In what follows we often view D as a vector space over K. The dimension of this vector space is d + 1 since A is diagonalizable with d + 1 eigenspaces. Therefore {A i |0 i d} is a basis for D. There is another basis for D that is better suited to our purpose. To define it we use the following notation. Let K[λ] denote the K-algebra of all polynomials in an indeterminate λ that have coefficients in K. For 0 i d we define
We note that τ i is monic with degree i. Therefore {τ i (A)|0 i d} is a basis for D. Combining (7) and (9) we find
The following lemma is a variation on [1, Lemma 6.5]; we give a short proof for the convenience of the reader. 
Define
for 0 r i − 1 and put
We show W violates Definition 1.1(iv). Observe that W / = 0 since the nonzero vector u ∈ W 0 by (11) and since W 0 ⊆ W . Next we show W / = V . By (12), for 0 r i − 1 we have
. By this and (13) we find
Combining this with (2) 
By Definition 1.1(iii) we have
Combining (14) and (15) 
By Definition 1.1(ii) we have
Combining (16) 
Each of A, A * is determined by the eigenspaces
Let the tridiagonal pair A, A * be as in Definition 1.1. In this section we show that each of A, A * is determined up to affine transformation by the eigenspaces V i , V * i . Our main result is based on the following proposition. 
There exist scalars r, s in K such that X = rA + sI.
Proof. (i) ⇒ (ii):
Assume X / = 0; otherwise the result is trivial. Pick a nonzero u ∈ V * 0 and note that u ∈ U 0 by (5). We have Xu ∈ V * 0 + V * 1 by assumption so
in view of (5). Recall {τ i (A)|0 i d} is a basis for D. We assume X ∈ D so there exist
We show α i = 0 for 2 i d. Suppose not and define η = max{i|2 i d, α i = 0}. We will obtain a contradition by showing The following is our first main theorem. 
A characterization of the Leonard pairs
In this section we obtain a characterization of the Leonard pairs among the tridiagonal pairs. This characterization is based on the notion of the switching element of a Leonard pair [4] . We briefly recall this notion. Let the tridiagonal pair A, A * be as in Definition 1.1, and assume the corresponding shape is (1, 1, . . . , 1) so that A, A * is a Leonard pair. 
The following is our second main result. 
Fix a nonzero u ∈ V * 0 . Then Xu ∈ V * d so A * − θ * d I Xu = 0. In this equation we evaluate X using (21), rearrange terms, and use
In the above line, for 0 i d − 1 the summand at i is contained in U i in view of (8) and (10), so this summand is 0 in view of (4). Therefore 
