Abstract. For a Riemannian manifold M with a lower sectional curvature bound, we consider a metric invariant of M that extends the definition of the radius of M . We obtain a uniform upper volume bound for the class of manifolds with a lower sectional curvature bound and an upper bound on this invariant. We show any M in this class that has volume sufficiently close to this upper bound is diffeomorphic to the standard sphere S n or a standard lens space S n /Zm where m ∈ {2, 3, . . .} is no larger than an a priori constant.
bound, we consider a metric invariant of M that extends the definition of the radius of M . We obtain a uniform upper volume bound for the class of manifolds with a lower sectional curvature bound and an upper bound on this invariant. We show any M in this class that has volume sufficiently close to this upper bound is diffeomorphic to the standard sphere S n or a standard lens space S n /Zm where m ∈ {2, 3, . . .} is no larger than an a priori constant.
The radius of a metric space X is the number rad X := inf In this work, we define a parameterized geometric invariant, which we call the r-sagitta of M . This number, which we denote by sag r M , extends the definition of the radius of M and allows us to refine the class M n k,r to a subclass with a uniform upper volume bound that improves the one considered in [2] . The definition of this invariant is technical, but is motivated from the following concept in the euclidean plane. Recall if C is the circular arc of radius r in the plane, the sagitta of C is defined to be the distance between the center of C and the center of the base of C. where |ãb| = 2(r − h). Our main result is Theorem 1. Let n ≥ 2, k ∈ R, and h, r ∈ (0, 
and equality occurs if and only ifx ∈ ∂D n k (r) \ {q}. Remark 1. If |··| denotes the standard metric on S n k , then ·· coincides with |··| unless k > 0 and r >
In particular, for any number λ less than
can be solved uniquely for r. Because the right hand side of Equation (1) is independent ofx, we can make Definition 1. If k ∈ R is fixed and X is an n-dimensional Alexandrov space with curv X ≥ k, for p, q ∈ X, we'll say the k-eccentricity at p relative to q is given by
, we denote by rad p (q) the unique solution r to the equation
otherwise we set rad p (q) = ∞.
By critical point of a distance function we mean in the sense of [3] , i.e., q is critical for the distance from p if the set of unit directions from q to p is a π/2-net in the space of all directions at q. Our first application of Proposition 1 is to give the following characterization of critical points. Proposition 2. Let M be a Riemannian manifold with sec M ≥ k. If p, q ∈ M , then λ p (q) < ∞ if and only if q is critical for the distance from p.
It should be pointed out that when k > 0, for any h, Λ(k, h) = ∞. So, in positive curvature whenever λ p (q) < ∞, the number rad p (q) is finite. Therefore, Proposition 2 gives a characteristic of critical points in positive curvature that isn't necessarily present in an arbitrary lower curvature bound.
For any r ≥ 0 and p ∈ M , consider the closed subset
In Section 1, we show the set of points at maximal distance from a point p that realizes the radius of M coincides with A r,h (p) when r = h = rad M . Moreover, we establish Proposition 3. If p realizes the radius of M , then the distance from A rad M,rad M (p) is critical at p.
Therefore, if rad M ≤ r, the set {p ∈ M | the distance from the set A r,h (p) is critical at p for some h} is nonempty. This allows for Definition 2. Suppose M is compact and satisfies rad M ≤ r. We let
and call it the r-sagitta of M .
Remark 2.
If M contains a pair of points p, q, with rad p (q) < ∞ and, in addition, p is critical to q, then sag rad p (q) M ≤ dist(p, q). In fact, because of its simplicity it's tempting to take the infimum of distances between all points p, q ∈ M with rad p (q) < ∞ and p critical to q as our desired definition. However, if p, q ∈ M satisfies dist(p, q) = rad (p) = rad M , though q must be critical to p, p need not be critical to q. Therefore, we prefer Definition 2 as it allows us to generalize the class of manifolds studied in [2] .
Remark 3. For p ∈ M , the star convex region of T p M that contains the origin and is bounded by the tangent cut locus of p is particularly useful from a comparison point of view. When rad M ≤ r, there is a point p ∈ M where this region is contained in a disk of radius r centered at the origin of T p M . The point of Definition 2, as we show in Proposition 6, is that manifolds that satisfy ( * ) must have a point p where this region is contained in the intersection of a collection of disks of radius r in a configuration corresponding to the set of directions to A r,h (p). This refines the case rad M ≤ r as the distance from the origin of T p M to the boundary of any disk in this collection is now h ≤ r.
We now give examples of Alexandrov spaces that satisfy the hypotheses of Theorem 1, but have the additional property that equality in Part 1 of Theorem 1 is achieved (see Section 3 for more details).
First assume n ≥ 2, h, r ∈ (0, Figure 1 ). If h < r, we let H 0 be the totally geodesic hyperplane given by
, and if h = r, we take H 0 to be any hyperplane throughã 1 =ã 2 . Then we let S 0 be the (n − 2)-sphere given by
If h < r, we set P ⊂ S n k to be any hyperplane which contains the geodesic throughã 1 andã 2 , otherwise if h = r, we can take P = H 0 . Let
be reflections over the hyperplanes H 0 and P , respectively. Example 1. Take any m ∈ {1, 2, . . . , c(n, k, h, r)} and assume n is odd if m > 2. Let {φ mi } i∈Im ⊂ O(n − 1) be all isometries of S n−2 of order m that, if m > 1, generate a cyclic group Z m that acts freely on S n−2 . Since Z 2 is the only group which acts freely on even dimensional spheres, m = 2 if n is even.
Any φ mi in this collection, viewed as an isometry of S 0 , extends to an isometry of L n k (h, r). Therefore we set C
is an Alexandrov space with curvature bounded below by k, r-sagitta equal to h, and volume equal to L n k (h, r). is topologically a sphere. We also note that C n k (r, r, id) is the "Curvature k Purse" denoted P n k,r and C n k (r, r, −id) ∼ = RP n is the "Curvature k Crosscap" denoted C n k,r that were constructed in [2] .
n is an Alexandrov space with curvature bounded below by k, r-sagitta equal to h, and volume equal to L n k (h, r). In Section 1 we establish the above propositions. In Section 2 we establish volume bound in Part 1 of Theorem 1. In Section 3 we prove the topological version of Part 2 by showing Theorem 2. Let n ≥ 2, k ∈ R, and h, r ∈ (0,
In Section 4 we establish Part 3 of Theorem 1. The proof of the diffeomorphism conclusion of Part 2 of Thoerem 1 is possible by exploiting the geometry of these limit spaces along the same lines that were achieved in [7] . However, we find that it is more convenient to defer to the following Theorem 3. Let X be an n-dimensional Alexandrov space with lower curvature bound k and upper diameter bound D. Let {N i } i∈I be a collection of isometrically embedded (n − 2)-dimensional Riemannian manifolds with smooth boundary such that if
, then for all but finitely many α and β, M α is diffeomorphic to M β .
The proof of this result is established in [8] which is forthcoming. To see that this theorem applies we now describe the singular structure of the limit spaces. Let 
is the quotient of S 0 by the free and orthogonal action of φ mi = Z m , thus is an isometric embedding of a constant curvature Lens
) has a euclidean space of directions.
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The Segment Domain and Eccentricity
In what follows we let M denote a compact Riemannian n-manifold with sec M ≥ k. At any point p ∈ M we can use a radial conformal change to equip T p M with a metric of constant curvature k. This allows us to identify T p M with S n k , which we will now do throughout.
Following [2] , for p ∈ M , we'll call the star convex region of S n k = T p M that is bounded by the tangent cut locus of p and contains the origin the segment domain at p. We denote this set as seg (p) and note
By Toponogov's Theorem, the surjective map exp p : seg (p) → M is 1-Lipschitz and a diffeomorphism on the interior of seg (p).
Given a geodesicγ : R → S n k and a pointã ∈ S n k , intuitively we're interested in the behavior of the function t → |ãγ(t)|. However, the modified distance function t → m k (|ãγ(t)|) has a much nicer Hessian and thus allows for a clearer picture of the geometry in S n k . Again, m k : R → R is the solution to y ′′ + k y = 1, with initial conditions y(0) = y ′ (0) = 0. Explicitly, we can write
where c = xỹ , a = ãx , b = ãỹ , and α = ∠xãỹ. This is just the Law of Cosines in S n k written in terms of m k . By applying (3) to any three points on a single geodesic in S n k , because m k is even and m ′ k is odd, for any a, b ∈ R we have the usual sum formulas 
from which the result follows.
We drop the "k" from m k , and establish the Proof of Proposition 1. Letγ : R → S 2 k be a geodesic and r ∈ (0, diam S n k ] a real number. Supposeã,p,q are points on the image ofγ so thatp ∈ D n k (ã, r) and
Now take anyx ∈ ∂D n k (ã, r) \ {q} and let α := ∠qãx. Then α = ∠pãx if r − h > 0 and α = π − ∠pãx if r − h < 0. Using the parity of m, m ′ , and cos, if necessary, (3) says
By (3) and (5),
cosβ. (7) Note
′ /m is nonincreasing. Therefore, (7) is maximal if and only ifx is a value ofσ at maximal distance fromq. The point at maximal distance fromq alongσ is in ∂D n k (ã, r). This shows
for allx ∈ D n k (ã, r) \ {q} and that equality occurs if and only ifx ∈ ∂D n k (ã, r) \ {q}.
Recall that if A ⊂ M and f := dist(A, ·) : M → R is the distance from A, then f is directionally differentiable at any point q / ∈ A. Moreover, if U q M is the unit tangent sphere at q ∈ M , then for any v ∈ U q M , first variation says
where α min is the distance in U q M between v and the set ⇑ 
Using this and the first variation formula, if λ p (q) < ∞, then
So q is a critical point for the distance from p. Conversely, suppose q is critical to p. Take any x ∈ M different from q and any segment σ qx from q to x. It follows there is a segment γ qp from q to p so that
By the hinge version of Toponogov's Theorem, dist(p, x) ≤ |px|.
From Proposition 4, with ·· replaced by |··| , it follows that
Recall
Proof. Take v ∈⇑ q p and let r = rad p (q). Letγ v : R → S n k be a geodesic defined bỹ
Proof. Letp be the origin of seg (p) and take any direction v ∈⇑ 
Because dist(p, q) < rad M , it follows that
In particular, (8) is satisfied if |px| ≤ |pq v |. Therefore, we can assume that |px| > |pq v |. Let x ∈ M be such that exp p (x) = x. By the hinge version of Toponogov's Theorem, dist(q, x) ≤ |q vx |.
as desired.
The next proposition explains the choice of parameters h and r and hypothesis ( * ) in Theorem 1.
If p realizes the radius of M and dist(p, q) = rad M , then rad p (q) ≤ rad M .
Proof. First we prove the upper bound of Part (2) . For x ∈ M and a geodesic triangle ∆pqx, let β x denote the angle of ∆ at q. Let∆pqx be a comparison triangle in S n k for ∆ and denote byβx the angle of∆ atq. For any h ∈ (0, diam S n k ), the only solution r to the equation
occurs in the k > 0 case and is r =
is a strictly increasing function on (0, diam S n k ), it follows that m ′′ (dist(p, q)) < λ p (q). Therefore, there must be a point x ∈ M \ {q} such that
where the last equality comes from the fact that distances between vertices of ∆ are the same as those in∆ and Proposition 4. This says thatβx > π/2. If rad p (q) < ∞, λ p (q) < ∞, by Proposition 2, we know β x ≤ π/2 so β x <βx. However, the triangle version of Toponogov's Theorem
For the lower bound of Part (2), if dist(p, q) < rad M , then Lemma 2 says, in particular, seg (p) ⊂ D n k (rad p (q)), so rad M ≤ rad p (q). This also gives Part (1). For the last statement, if p realizes the radius of M and dist(p, q) = rad M , then for all x ∈ M , dist(p, x) ≤ dist(p, q). By the monotonicity of r → m ′ (r − dist(p, q))/m ′ (r), this says that λ p (q) ≤ 0 and so rad p (q) ≤ dist(p, q) = rad M completing the proof.
For a point p ∈ M , let A(p) be the set of points at maximal distance from p. If p realizes the radius of M , it follows from Proposition 5 that A(p) = A rad M,rad M (p).
Proof of Proposition 3. We show p is a critical point for the distance from A(p).
For any x ∈ M , let ∢ denote the induced metric on U x M . Set R = rad M and suppose for a contradiction that there is a vector g ∈ U p M so that
By definition of A(p) and continuity of exp p , there is an r 0 > 0 so that any normal geodesic σ p emanating from p that satisfies
Letp ∈ S 2 k and letγp be a geodesic satisfyingγp(0) =p. By first variation there is a t 0 > 0 so that ifx ∈ S 2 k makes an angle less than π/2 − θ 0 /2 withγp atp, then |γp(t)x| < |px| for all t ∈ (0, t 0 ). Now let γ p : R → M be a geodesic that satisfies γ p (0) = p andγ p (0) = −g. For any point x ∈ M for which there is a segment γ px from p to x so that ∢(−g,γ px (0)) < π/2 − θ 0 /2, by the hinge version of Toponogov's Theorem
On the other hand we know any point x ∈ M for which there is a segment γ px from p to x with ∢(−g,γ px (0)) ≥ π/2 − θ 0 /2, satisfies dist(p, x) < R − r 0 .
By the triangle inequality, for any point x ∈ M the point γ p (c) where c ∈ (0, min{t 0 , r 0 }) satisfies dist(γ p (c), x) < R and so M must have radius less than R.
Volume Bound
Next we aim to prove the volume inequality in Part 1 of Theorem 1. Given a pointp ∈ S whereã 1 ,ã 2 ∈ S(p, c) and ∠a 1 pa 2 = π. Equality in (9) occurs only whenQ = {q 1 ,q 2 } with ∠q 1pq2 = π. This follows from Inequality (1.4) in [1] , and is the complimentary version of the Inequality of the same name in [2] .
Proof of Part 1 of Theorem 1. Take h, r ∈ (0, 
For each q ∈ A r,h (p) and v q ∈⇑ q p , set
Then |b vqãvq | = r − rad p (q), and by the Triangle Inequality,
If not, then there is a pointx ∈ ∩ q∈A r,h (p) D n k (b vq , r), with |px| > r. Ifσ is then a segment fromp tox, it would follow that the angle atp betweenσ and the segment fromp to anyb vq must be strictly less than π/2. This implies thatσ ′ (0) is a non-zero gradient direction atp for the distance from A r,h (p), contradicting the assumption.
It now follows from (10), (11), (12), (13), and the Triangle Inequality that
From Inequality (9) and Equation (12), we have for anyã 1 
For future reference, we extract from Equations (12) and (14) in the proof above the following
is a π/2-net in the metric sphere S(p, r − h).
Convergence and Topological Identification
The goal of this section is to prove the topological version of Part 2 of Theorem 1 by proving Theorem 2. Most of the ideas in this section are taken directly from the analogous section in [2] .
We fix n ≥ 2 and real numbers k ∈ R, h, r ∈ (0,
In each M i , take a point p i ∈ M i for which A r,h (p i ) is nonempty and critical at p i . By Gromov's Compactness Theorem, M i → X where X is an n-dimensional Alexandrov space with curvature bounded below by k. Let p := lim p i . It follows that a subsequence of the sequence of domains {seg (p i )} converges to a compact subset seg (p) ⊂ S n k , and a subsequence of the sequence of maps {exp pi : seg (p i ) → M i } converges to a surjective, 1-Lipschitz map exp p : seg (p) → X, (see [1] or [2] for details). The set seg (p) ⊂ S n k is star convex at a pointp ∈ seg (p) and the map exp p maps segments emanating fromp in seg (p) to segments emanating from p in X. Conversely, any segment in X emanating from p is in the image under exp p of a segment in seg (p) that emanates fromp.
From the definition of eccentricity, it follows that for each q i ∈ A r,h (p i ) converging to q ∈ A r,h (p), rad pi (q i ) → rad p (q). Therefore, because every q i ∈ A r,h (p i ) satisfies rad pi (q i ) ≤ r and dist(p i , q i ) ≤ h, the same is true for every q ∈ A r,h (p). In addition, because for every i the distance from the set A r,h (p i ) is critical at p i , it follows that the distance from A r,h (p) is critical at p, i.e., ⇑
† is a π/2-net. Therefore, since for every i,
By Proposition 6, we can select points
. From the equality statement in Inequality (9), we must have {c vq } = {c vq 1 ,cvq 2 } where |c vq 1c vq 2 | = 2(r − h). Therefore,
From this and because vol (seg (
To continue, we'll first fix notation for certain related geometric attributes of L n k (h, r). Letã 1 ,ã 2 ,q 1 ,q 2 ∈ S n k such that |ã 1ã2 | = 2(r−h), |pq i | = h, and |ã iqi | = r. We assume that
is a disk in the metric sphere ∂D n k (ã i , R) centered atq i . Moreover, these disks have equal radii and ∂L Figure 3) . For distinct i, j ∈ {1, 2}, let 
St

Figure 3
Lets : R → S n k be the geodesic throughã 1 andã 2 such thats(−h) =q 2 ,s(0) =p, ands(h) =q 1 . For each t ∈ [−h, h], let H t be the totally geodesic hyperplane in S n k throughs(t) and orthogonal tos ′ (t) and let
We recall a crucial observation made in [2] . Let M be a compact, Riemannian n-manifold with sec M ≥ k ∈ R. Let p ∈ M be a point that realizes the radius of M and let Q ⊂ M and r : Q → R + a function. Ifp is the origin of seg (p), and Q := exp −1 p (Q) ⊂ S n k , the so called "Swiss Cheese" volume comparison given in [2] says,
Now letp i be the origin of seg (p i ). By Proposition 6, for each i,
and a straightforward modification of the above shows
Up to needing Equation (15), the proofs of Parts (1) - (3) of the next Lemma are identical to the proofs of the analogous parts in Lemma 2.5 in [2] . Up to a modification of details, the proof of Part (4) is also the same. We give the proof of Part (4) and remark that it holds the main ingredient for the proof of all parts (cf. [4] ). is at most 2 to 1, and (4) there is a positive integer c(n, k, h, r) such that exp p S0 is no more than c to 1.
Proof of Part 4. Letq ∈ S 0 and ρ > 0. Let B(q, ρ) be a metric ball in S n k centered atq of radius ρ. By Bishop-Gromov, the function r) ) is nondecreasing. Because this function is bounded below by 1, let c(n, k, h, r) be the smallest integer larger than
.
By symmetry, c is independent ofq. Let q ∈ X. For a contradiction, suppose there are c+1 distinct points
. If i is large enough so that {B(x k i , ρ)} are disjoint, by Equation (15), the display above, and the definition of c, (
Proof. As in [2] , by Part 3 of Lemma 3, we can define a map f :
As noted in [2] , the map f is continuous as a point of discontinuity would produce a bifurcation of geodesics in X. By Part 2 of Lemma 3, f is 1-Lipschitz, so it uniquely extends to a continuous map f : , r) , then |px| = |pỹ| if and only if for some t ∈ [−h, h], eitherx,ỹ ∈ S t orx ∈ S t andỹ ∈ S −t . By Parts 1 and 2 of Lemma 3, it follows that for all t ∈ [0, h], either f (S t ) = S t or f (S t ) = S −t . By continuity, it follows that f (D
In the case f (D
for i ∈ {1, 2} set φ = f . By Part 3 of Lemma 3, it follows that φ 2 = id, in particular, φ must be an isometry. By Part 1 of Lemma 5, it follows that X is isometric to
, so it follows from Part 4 of Lemma 3 that φ m = id for some positive integer m (≤ c(n, k, h, r)!), in particular, φ must be an isometry. In this case X is isometric to
. This case is handled by Lemma 2.6 in [2] where they show that the identification must occur via an isometric involution. Up to an isometry of D n k (r), the conclusion is the same.
Lemma 5. Let c(n, k, h, r) be as in Lemma 3. If h < r, there is a totally geodesic hyperplane P ⊂ S n k that contains the geodesic throughã 1 andã 2 , such that if
is an isometry which leaves S 0 invariant, (b) φ m has order m ∈ {2, . . . , c}, and (c) the cyclic group Z m = φ m acts freely and orthogonally on S 0 .
Proof. Given that X is the Gromov-Hausdorff limit of a sequence of Riemannian manifolds with an upper diameter bound, lower curvature bound, and lower volume bound, by Perelman's Stability Theorem, it follows that X is a topological manifold (see [5] , Lemma 3.2).
By Lemma 4, there are two possibilities for the isometry type of X. Case 1: X is isometric to L n k (h, r)/(ũ ∼ φ(ũ)) where φ : ∂L n k (h, r) → ∂L n k (h, r) is an isometric involution that fixq 1 andq 2 .
Identify L n k (h, r) with the unit disk D n ⊂ R n = R ⊕ J and the isometry φ with a linear involution φ 2 : R n → R n such that φ 2 (J) = J. As in Lemma 2.7 of [2] , because X is a manifold, there are only two possibilities: φ 2 = −id or φ 2 = R J where R J : R n → R n is reflection over J. This follows by observing that because φ 2 is an isometric involution we can assume for some j, φ 2 | R j ×{0} = id and φ 2 | {0}×R n−j = −id. It follows X must be homeomorphic to the j-fold suspension Σ j RP n−j which has the homology of a manifold only when j = 0 or n − 1.
Because the isometry φ in Lemma 4 fixq 1 andq 2 , it follows that φ = R P where P is a hyperplane that, if h < r, contains the geodesic throughã 1 andã 2 . This gives Part (A).
Case 2: X is isometric to L n k (h, r)/(ũ ∼ R H0 • φ(ũ)) where φ : ∂L n k (h, r) → ∂L n k (h, r) is an isometry that has finite order and fixq 1 andq 2 . Let C be the unit circle in R 2 = C. For j ∈ {1, 2, . . . , m}, let s j := {e iθ ∈ C | 2π 
Smooth Perturbation of the Limits
To construct Riemannian metrics that satisfy the hypotheses of Theorem 1, we give smooth perturbations of C n k (h, r, φ mi ) and P n k (h, r), for any φ mi ∈ {φ mi } i∈Im as in Example 1.
Proof of Part 3 of Theorem 1. For perturbations of C n k (h, r, id) and P n k (h, r) we follow [2] . For the hyperplane J = H 0 or P , define L induced from D n k (ã 1 , r). For ε > 0, by using a doubly warped product metric on [0, R − ε] × C × S n−2 we can construct a smooth metric g on S n = C * S n−2 such that induced metric on S n−2 has constant curvature k S0 + τ (ε) where τ (ε) ց 0 as ε → 0.
Smoothly deform g so that outside of an ε-neighborhood of {p 1 , . . . , p m } * S n−2 ⊂ C * S n−2 the deformed metric has constant curvature k. This gives a smooth metric on S n ε = S 1 * S n−2 so that if Z m acts on the S 1 factor by takingp i top i+1 , and by φ mi on the S n−2 factor we obtain a smooth Riemannian metric g ε on a Lens space S n /Z m . The fundamental domain of this action on S n ε converges to L n k (h, r) as ε → 0, so it follows that vol S n ε /Z m → vol L n k (h, r).
