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ABSTRACT 
2D Steep Transistor Technology: Overcoming Fundamental Barriers in 
Low-Power Electronics and Ultra-Sensitive Biosensors 
by 
Deblina Sarkar 
     In order to sustain the unprecedented growth of the Information Technology, it is 
necessary to achieve dimensional scalability along with power reduction, which is a 
daunting challenge. In this dissertation, two-dimensional (2D) materials are explored 
as promising materials for future electronics since they can, not only enable 
dimensional scaling without degradation of device electrostatics but it is also shown 
here, that they are highly potential candidate for interconnects and passive devices. 
2D semiconductors are investigated for transistor applications, and novel approach 
for doping using nanoparticle functionalization is developed. It is also demonstrated 
that these materials can lead to ideal transfer characteristics. Aimed towards on-chip 
interconnect and inductor applications, the first detailed methodology for the accurate 
evaluation of high-frequency impedance of graphene is presented. Using the 
developed method the intricate high-frequency effects in graphene such as 
Anomalous Skin Effect (ASE), high-frequency resistance and inductance saturation, 
intercoupled relation between edge specularity and ASE and the influence of linear 
dimensions on impedance are investigated in detail for the first time. 
xix 
 
      While 2D materials can address the issue of dimensional scalability, power 
reduction requires scaling of power supply voltage, which is difficult due to the 
fundamental thermionic limitation in the steepness of turn-ON characteristics or 
subthreshold swing (SS) of conventional Field-Effect-Transistors (FETs). To address 
this issue, a detailed theoretical and experimental analysis of fundamentally different 
carrier transport mechanism, based on quantum mechanical band-to-band tunneling 
(BTBT) is presented. This dissertation elucidates an underlying physical concept 
behind the BTBT process and provides clear insight into the interplay between 
electron and hole characteristics of carriers within the forbidden gap during tunneling. 
Moreover, a novel methodology for increasing the BTBT current through 
incorporation of metallic nanoparticles at the tunnel junction is proposed and 
theoretically analyzed, followed by experimental demonstration as proof of concept, 
which can open up new avenues for enhancing the performance of Tunneling-Field-
Effect-Transistors (TFETs). 
     This dissertation, also establishes, for the first time, that the material and device 
technology which have evolved mainly with an aim of sustaining the glorious scaling 
trend of Information Technology, can also revolutionize a completely diverse field of 
bio/gas-sensor technology. The unique advantages of 2D semiconductor for electrical 
sensors is demonstrated and it is shown that they lead to ultra-high sensitivity, and 
also provide an attractive pathway for single molecular detectability- the holy grail 
for all biosensing research. Moreover, it is theoretically illustrated that steep turn-ON 
characteristics, obtained through novel technology such as BTBT, can result in 
xx 
 
unprecedented performance improvement compared to that of conventional electrical 
biosensors, with around 4 orders of magnitude higher sensitivity and 10-fold lower 
detection time.      
      With a view to building ultra-scaled low power electronics as well as highly 
efficient sensors, new generation of van-der Waal's BTBT junctions combining 2D 
with 3D materials is proposed and experimentally demonstrated, which not only 
retain the advantages of 2D films but also leverages the matured doping technology 
of 3D materials, thus harnessing the best of both worlds. These attributes are 
instrumental in the achievement of unprecedented BTBT current, which is more than 
3 orders of magnitude higher than that of best reported 2D heterojunctions till date. 
      Finally, with the optimization of the novel heterojunctions, this dissertation also 
achieves a significant milestone, furnishing the first experimental demonstration of 
TFETs based on 2D channel material to beat the fundamental limitation in 
subthreshold swing (SS). This device is the first ever TFET, in a planar architecture to 
achieve sub-thermionic SS over 4 decades of drain current, a necessary characteristic 
prescribed by the International Technology Roadmap for Semiconductors and in fact, 
the only TFET to date, to achieve so, in any architecture and in any material platform, 
at a low power-supply voltage of 0.1 V. It also represents the world's thinnest channel 
sub-thermionic transistor, thus, cracking the long-standing issue of simultaneous 
dimensional and power supply scalability and hence, can lead to a paradigm shift in 
information technology as well as healthcare. 
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Chapter 1: Introduction 
1.1. Scaling Issue and Power Crisis 
Electronic Integrated Circuits (ICs) are ubiquitous in today's society and forms the 
workhorse for the growing industry of Information Technology. To sustain this 
growth, there has been an increasing demand for higher performance and enhanced 
functionality, which historically, has been met by scaling of the Field-Effect-
Transistors (FETs) which form the building blocks of the ICs. The scaling rules 
dictate the reduction of the critical dimensions of the FET and the operating voltage 
by the same factor, so that transistor density is increased without the rise in the power 
density.  
         While, aggressive scaling has continued for more than past four decades, the 
current technology faces issues in both dimensional and voltage scaling, which pose 
serious challenges for further scaling and hence, growth of Information Technology. 
The two issues along with the potential directions for addressing them, are discussed 
below. 
1.1.1.      Dimensional Scaling and 2D Materials 
In a Field-Effect-Transistor (Figure 1.1(a)), current flows through a semiconducting 
channel between the source and drain electrodes.  The current flow is controlled by a 
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third electrode called gate, which is capacitatively connected to the channel and 
hence, the gate can turn the device ON or OFF. However, as the channel length is 
scaled to deep sub-micron regime, electric fields from the source and drain begin to 
influence the potential of the channel and the gate can no longer effectively control 
the channel potential, resulting in degradation of device electrostatics. The electric 
field from the drain lowers the barrier in the channel close to the source-channel 
junction and this phenomenon is called Drain Induced Barrier Lowering (DIBL) 
(Figure 1.1(b)). DIBL can lead to significant current flow even when the device is 
supposed to be OFF. This increase in OFF-current (or leakage) leads to increase in 
undesirable static power dissipation, which is a burning issue for the IT Industry. 
Hence, it is of absolute necessity to improve the gate control over the channel. 
 
Figure 1.1 (a) The schematic diagram of a conventional FET (CFET). (b) Conduction band profile of 
a conventional FET for both long and short channel lengths.  
 
A parameter that indicates how efficiently the gate controls the channel is the natural 
length scale (λ),[1] which depends on the gate capacitance as well as the permittivity 
and thickness of the semiconducting channel. A rule of thumb is that in order for the 
gate to maintain efficient electrostatics, λ should be 5-10 times smaller than the 
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channel length (Lg)[2]. The expressions for λ for Silicon-ON-Insulator (SOI) 
MOSFET structure is given by 
s
g
s
SOI t
C

                                                      (1.1) 
where ts and εs are the thickness and permittivity of the semiconducting channel 
respectively, Cg is the gate capacitance. It is evident from equation (1.1), that 
reducing the channel thickness can help in reducing the λ and hence, improve the 
device electrostatics.  2D layered materials are highly promising in this respect. Since 
the adjacent layers of the 2D materials have van der Waal's bonding, it is relatively 
easy to obtain as thin as a single atomic layer of these materials and thus, λ can be 
very small. Moreover, they are characterized by pristine, dangling-bond free 
interfaces. In addition, they offer easy patternability due to their planar nature 
compared to 1D structures such as nanowires and nanotubes. Thus, 2D materials are 
considered as highly potential candidates as channel material for beyond-Si scaling 
era. 
1.1.2.      Supply Voltage Scaling and Steep Transistors 
 
       Even if excellent electrostatics can be achieved with atomically-thin 2D 
Materials, the second and most severe challenge for MOSFETs still remains, which is 
the increase in dynamic power density due to inability to scale down the supply 
voltage. Lowering the power in electronic components is of critical importance for 
energy-efficiency leading to reduction in Green House Gases, increasing battery life 
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of portable electronics and implanted medical devices as well as solving heat 
dissipation issues in mobile and non-portable systems. The most effective way to 
control the power density is to scale down the supply voltage (VDD) as the dynamic 
power displays a quadratic dependence on VDD. Ideally we would prefer a transistor 
with very abrupt step like transfer characteristics (Figure 1.2(a)) such that with the 
application of an infinitesimally small gate voltage, the device can be turned ON from 
the OFF state. However, in conventional FETs (CFETs) there is a fundamental 
limitation of the steepness of the turn-ON characteristics (Figure 1.2(b))  and they 
need the gate voltage to be changed by at least 60 mV to cause a corresponding 
change of the drain current by one decade (or 10X). This implies that in order to 
achieve an ON-OFF ratio of 4 decades, supply voltage of at least 240 mV (4*60 mV) 
is required. Hence, in case of CFETs, it is not possible to reduce the supply voltage 
and still maintain reasonable ON-OFF ratio.  
      The reason behind this fundamental limitation is discussed below.  The steepness 
of the turn-ON behavior of the FET is characterized by a parameter called the 
Subthreshold Swing (SS), which is defined as the inverse of the subthreshold slope 
and is given by SS =( dlog10IDS/ dVGS)
-1
  where IDS : drain current, VGS: gate to source 
voltage. The SS is dependent on two factors as shown by the two terms in equation 
(1.2).   
                
)(log10 DS
GS
I
V
SS







                                     (1.2) 
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First term is determined by the device electrostatics, or in other words, how well the 
surface potential of the semiconductor (ψ) at the interface of the semiconductor and 
gate-dielectric is modulated by the gate voltage and is given by the ratio of the change 
in VGS to the change in ψ. Even in case of perfect electrostatics, the lowest possible 
value of the first factor is 1, which means a particular change in gate voltage (∆VGS) 
leads to almost similar change in surface potential of the semiconductor channel (∆ψ) 
such that ∆ψ=∆VGS. The second term affecting SS, is determined by how efficiently 
the current is modulated by the change in the surface potential. The lowest possible 
value of the second factor is 60 mV/dec at room temperature for conventional FETs 
as explained below. The transport mechanism (Figure 1.2(c)) of the conventional 
FETs is based on thermionic emission over the barrier, which implies only electrons 
having energy higher than the barrier height can transport to the drain and contribute 
to current. Hence, current can be increased (or decreased) by decreasing (or 
increasing) the barrier height H. Since the electrons in the source is distributed 
according to the Fermi-Dirac distribution, which can be approximated as Boltzmann 
distribution for energies much higher than the Fermi level, the occupied density of 
states, or equivalently the electron density per unit energy (n) decreases exponentially 
with increase in energy (E) ( TkE Ben  ). Thus, with a decrease in surface potential by 
∆ψ, and hence, decrease in barrier by the same amount, current will increase 
following the trend Tk
DS
BeI
 . Hence, the minimum value for the second factor, can 
be calculated as [KBT/q
 
ln(10)], which has the value of 60 mV/dec at room 
temperature. Thus, combining the minimum values for the first and second term, the 
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limitation of SS in case of conventional FETs comes out to be 60 mV/decade. Note 
that this minimum value of 60 mV/dec for SS, is obtained even in presence of perfect 
electrostatics. Degradation of device electrostatics, will degrade (increase) the SS 
further. 
 
 
Figure 1.2 (a) Ideal step-like log(IDS)-VGS characteristics. (b) In reality, IDS-VGS characteristics have 
finite slopes and look like the blue curve. If we try to scale down the supply voltage (VDD) and hence, 
make the device turn on with a lower VGS, the characteristics will look like the brown curve leading to 
significantly higher leakage current and low ON-OFF current ratio. In order to reduce VDD, and at the 
same time achieve high ON-OFF current ratio, it is necessary to make the slope of the IDS-VGS curve 
steeper or the inverse of the slope (defined as the Subthreshold Swing) smaller, as illustrated by the 
green curve. (c) Band diagrams before and after application of gate potential illustrating the transport 
mechanism in conventional FETs. Only electrons with energy higher than the barrier height can 
transport to the drain. H is the height of the barrier before application of gate potential and ∆ψ is 
change in surface potential of the semiconductor channel after application of gate potential. 
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     In order to scale the supply voltage for tackling the dynamic power, it is necessary 
to build transistors with steep turn-ON characteristics or in other words, transistors 
with SS lower than 60 mV/dec at room temperature (which can be called steep 
transistors, in short). Since the fundamental limitation in SS arises from the 
thermionic emission based carrier transport mechanism, achievement of steeper turn-
ON will require employment of fundamentally different carrier transport mechanisms. 
Details of the steep transistors will be discussed in Chapter 2.  
1.2. Beyond Low Power Computation 
The present dissertation shows that beyond low power computation, FETs based on 
2D semiconductors and with steep turn-ON characteristics, can also be very 
advantageous for a diverse field of gas/bio-sensor technology.  Sensors, specially 
biosensors based on FETs have been gaining momentum and attention as a viable 
technology for the medical, forensic, and security industries since they are very cost-
effective compared to optical detection procedures. Such biosensors allow for 
scalability and label-free detection of biomolecules – removing the step and expense 
of labeling target molecules with fluorescent dye. The principle of action of an FET 
biosensor is similar to the FETs used in digital circuit applications, except that the 
physical gate is removed and the work of the gate is carried out by the charged 
biomolecules that are to be detected. For immobilizing these biomolecules, the 
dielectric surface enclosing the semiconductor is coated with specific receptors, 
which can bind to the target biomolecules (a process called conjugation). However, 
8 
 
the current FET based biosensors suffer from severe limitations either in terms of 
practical implementation or for achievement of high sensitivity and low detection 
limit. This dissertation  points out that achievement of dimensional scalability as well 
as reduction of SS, which can alleviate the power crisis of digital electronics, can also 
help in addressing the limitations of biosensing technology.   
1.3. Synopsis of the Dissertation 
The scalability issues discussed above, can usher in the dead end of the glorious 
scaling trend of Information Technology. While use of 2D materials can improve 
dimensional scalability, building of 2D material based transistors itself faces several 
problems. Moreover, simultaneous achievement of dimensional and supply voltage 
scaling is a daunting challenge. In the following chapters, we will carry out detailed 
analysis of these issues and we will propose and demonstrate solutions to address 
them. It is also illustrated in this dissertation, that the novel approaches proposed 
here, can be leveraged to address the critical problems in a completely diverse field of 
gas/bio sensing technology. In chapter 2, 2D materials are explored. In order to 
improve device performance, important factors such as doping, high capacitance 
gating and contacts are investigated and critical strategies are demonstrated for 
fabrication of highly efficient transistors. The first detailed methodology for the 
accurate evaluation of high-frequency impedance of 2D layered structures relevant to 
on-chip interconnect and inductor applications is also presented with view to building 
of all 2D integrated circuits. Chapter 3 explores steep transistors which are relatively 
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less disruptive compared to present CMOS technology, for choosing the best option. 
The chapter provides in-depth physical understanding of the fundamentally different 
transport mechanism which can lead to subthermionic SS. Novel approaches are also 
demonstrated for improving the performance of the steep devices. Chapter 4 
demonstrates, how the use of 2D semiconductor platform as channel can help in the 
design of ultra-sensitive bio/gas-sensors with extremely low detection limits. The 
concept of fundamental limitation in sensitivity for electrical sensors have been 
elucidated for the first time and the approach to overcome it using steep transistors, 
has been theoretically illustrated. With the detailed understanding of 2D material 
systems as well as physics of steep turn-ON behavior obtained from Chapters 2 and 3, 
Chapter 5 furnishes the first demonstration of a 2D material based transistor to break 
the fundamental limitation in SS of conventional FETs. This transistor with 
atomically thin channel and exhibiting a record average SS of 31.1 mV/dec can enable 
dimensional scalability without power penalty and hence, can open up new avenues 
for ultra-dense and low-power integrated circuits as well as ultra-sensitive bio/gas-
sensors. Chapter 6 provides the conclusions and directions for future work. 
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Chapter 2: 2D Materials: From Transistors 
to Interconnects 
2.1. Introduction 
Graphene, the first demonstrated thermodynamically stable 2D material, with its 
fascinating properties and rich physics has harbingered a new era of 2D technology, 
intriguing research in graphene and beyond graphene 2D materials. These materials 
are highly versatile and combine excellent electronic, optical, mechanical and 
magnetic properties, which make these materials potential candidates for variety of 
novel applications. 2D semiconductors, due to their ultra-thin nature,  provides 
excellent electrostatics, which, not only make them attractive materials for highly 
scalable digital Field-Effect Transistors (FETs) [3] but also for designing ultra-
sensitive FET based biosensors.[4] These materials are also very attractive for optical 
applications since they can lead to strong light emission, as demonstrated in 
photoluminescence experiments.[5] They also offer valley polarization through 
optical pumping and hence are promising for the recently developed field of 
Valleytronics.[6] Moreover, they possess unique edge effects and magnetic properties 
[7]
,
[8] which can be leveraged for novel Spintronics applications.  
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    2D materials also offer a broad range of choices among insulators, semiconductors 
and metals. While graphene, a 2D semi-metal material with outstanding electrical, 
thermal, and mechanical properties, is a highly potent candidate for next-generation 
interconnects and passive devices, hexagonal boron nitride (h-BN), with a large band 
gap (> 5 eV) can be used as an extremely thin dielectric layer with high dielectric 
strength (7.94 MV/cm). On the other hand, 2D Transition Metal Dichalcogenides 
(TMDs) can have considerable band gaps (1 eV - 2 eV) and can be used as channel 
materials to potentially reduce leakage power (thereby achieving high ON/OFF ratio) 
for digital applications.[9] This leads to unique potential for fabrication of all-2D 
integrated circuits [10] for flexible electronics with wide-spread applications starting 
from displays and personal entertainment products to exercise monitors, prosthetic 
devices and computers. 2D materials are a natural choice for flexible electronics due 
to their atomically-thin and layered nature which provides excellent mechanical 
flexibility, high transparency as well as ability to sensitively interact with the 
environmental perturbations. 
In this chapter, we first discuss the band structure and properties of the 2D materials. 
Next, 2D semiconducting TMDs are explored for transistor applications. Three 
important factors for designing efficient transistors namely doping, high capacitance 
gating and formation of good contacts have been studied. Finally, ultrahigh-frequency 
behavior of semi-metallic graphene ribbons (GRs) is investigated and their 
consequences in designing interconnects and low-loss on-chip inductors are analyzed. 
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2.2. Properties of 2D Materials : Graphene and Beyond 
 
                 (a)                                                  (b) 
 
Figure 2.1(a) The basic honeycomb structure of graphene. (b) An enlarged view showing the two non-
equivalent carbon positions of graphene. ABCD represents the unit cell which   contains the two types 
of atoms. The three in-plane orbitals and  orbitals perpendicular to the sheet are shown.  
 
2D materials consist of vertically stacked layers held together by relatively weak van 
der Waals force and each layer is formed of covalently bonded atoms. The weak 
inter-layer bonding allows them to be mechanically exfoliated from bulk to form 
atomically thin flakes, for example, graphene can be exfoliated from bulk graphite.  
Graphene[11] is the most widely known 2D material consisting of single layer of 
carbon atoms packed into a two-dimensional honeycomb lattice structure (Figure 
2.1(a)). It has two non-equivalent carbon positions as shown in Figure 2.1(b) and the 
unit cell which contains two types of atoms. Carbon has four valence orbitals (2s, 2px, 
2py, 2pz). The 2s, 2px and 2py orbitals form the three in-plane σ bonds in graphene and 
a fourth bond is formed by the overlap of pz (or π) orbitals perpendicular to the sheet.  
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Figure 2.2(a) The band structure of graphene forms hexagonal cones in the vicinity of the Fermi 
energy. The apexes of the six cones are called Dirac points. The formation of a nanotube cuts the 
energy landscape into slices of allowed states (wave vector is quantized). The locations of the cross 
section of the cut lines in k-space with the cones determine whether the resulting band structure is (b) 
metallic or (c) semiconducting. 
 
It is the π orbitals which determine the conduction properties of graphene, a simple 
physical explanation of which is as follows. Considering only two carbon atoms, 
when they are brought closer to each other, their individual energy levels split into 
bonding and antibonding levels. Since the overlapping of the in-plane 2s, 2px and 2py 
orbitals of one carbon atom with those of the other is much stronger than that between 
the two 2pz orbitals. Hence, the 2s, 2px and 2py orbitals split much more compared to 
the 2pz orbitals. Hence, the states near the chemical potential are formed by the 2pz 
orbitals and thus they determine the current flow.[12] The Brillouin zone of graphene 
is shown in Figure 2.2(a) where the cones represent the electron energy dispersion of 
graphene close to the Fermi energy. It can be calculated by a simple tight-binding 
approach[13]. The bandgap of graphene as can be observed from Figure 2.2(b) is 
zero. The band structure of graphene is unique in the sense that the E-k relation is 
linear for lowest energies near the six corners of the two-dimensional hexagonal 
Brillouin zone, leading to zero effective mass for electrons and holes[14]. The well-
known relativistic energy-momentum equation can be expressed as: 
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0totE P c m c                                     (2.1) 
 
where Etot is the total energy of a particle; P is the momentum; c is the speed of light; 
m0 is the rest mass. The kinetic energy Ekin is the difference between total energy 
(Etot) of a particle and the rest energy (m0c
2
) of the particle: 
 
2 2 2 2 4 2
0 0 0kin totE E m c P c m c m c     .                  (2.2) 
 
When P << m0c, equation (2.2) reduces to 
 
            2 02kinE P m ,                                 (2.3) 
 
which implies the non-relativistic case. In this case, Ekin is proportional to P
2
.  When 
m0 = 0 or the particle is massless, equation (2.3) is reduced to 
 
               
kinE Pc .                                      (2.4) 
 
In such case, Ekin is proportional to P.  
 
In graphene, since the E-k relation is linear at low energies: 
 
       
0F FE v k k P v   .                         (2.5) 
 
Therefore, the electrons and holes in graphene can be considered as massless particles 
with a “speed of light” of vF, the Fermi velocity. Due to this linear “dispersion” 
relation at low energies, electrons and holes near these six points behave like 
relativistic particles described by the Dirac equation for spin 1/2 particles [15]. 
Hence, the electrons and holes are called Dirac fermions, and the six corners of the 
Brillouin zone (the apexes of the six cones shown in Figure 2.2(b)) are called the 
Dirac points. The lack of an intrinsic bandgap in graphene and the extreme difficulties  
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                 (a)                                             (b)                                            (c)            
 
                                        (d)                                                                      (e)                                             
Figure 2.3(a) Schematic band diagram illustrating current flow mechanism in (n-type) FETs with the 
semiconducting layer having considerable bandgap. Only electrons having energy greater than the 
barrier height can cross the barrier and contribute to current as shown by the green arrow. At low gate 
voltage (VGS1), few electrons (within the green circle) can cross the barrier. (b) After the application of 
higher gate voltage (VGS2), more electrons (within the green circle) can cross the barrier. (c) In case the 
semiconducting channel has very small bandgap, electrons can not only flow above the top of the 
barrier, but electrons with lower energies can also tunnel through the barrier, which can increase the 
leakage current. (d) Current as a function of gate voltage for different bandgaps of the semiconducting 
channel material varying from 1eV to 0.1 eV. Corresponding bandgap for each curve is shown in the 
figure. e) Subthreshold swing as a function of bandgap of the semiconducting channel material. 
 
in engineering the same [16]–[20] makes it unsuitable for building transistors. The 
reason is explained as follows. In transistors, where semiconducting materials with a 
band gap serve as a channel, only electrons having energy higher than the source-to-
channel barrier can transport from source to drain, as illustrated in Figure 2.3(a). 
Hence, with lowering of the barrier more electrons can flow to the drain (Figure 
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2.3(b)), and since electrons occupy the energy levels according to the Boltzmann 
distribution at the source, the SS obtained can be as low as 60 mV/dec at room 
temperature as explained in Chapter 1. However, if the band gap of the 
semiconducting material is extremely small, the barrier is extremely thin and even 
electrons having energies lower than the barrier height begin to flow via direct 
tunneling, as illustrated in Figure 2.3(c). This leads to an increase in off-state leakage 
current, as shown in Figure 2.3(d), and hence in the degradation of SS, as clear from 
Figure 2.3(e), even though the simulation parameters related to channel thickness and 
dielectric properties have been chosen to achieve almost perfect electrostatics, i.e., 
near-ideal change of potential at the interface of the semiconductor and the gate 
dielectric with a change in gate voltage.[4] Though, graphene is not suitable material 
for digital transistors, it is considered as a potential material for VLSI interconnects 
[21]–[26] due to their unique properties such as capability to conduct high current 
densities, high thermal conductivity [27] and long mean free path (MFP) that leads  to  
large electrical conductance[28]. 
      For building transistors, another class of 2D layered materials in the form of 
Transition-Metal-Dichalcogenides (TMDs) as shown in Figure 2.4(a), which possess 
finite bandgap (Figure 2.4(b)) are highly attractive. TMDs consist of a family of 2D 
semiconductor layers of covalently bonded transition metal and dichalcogenide atoms 
arranged in hexagonal lattice (Figure 2.4(a)) where adjacent layers are held together 
by weak Van der Waal’s forces. MoS2 and WSe2 are the most commonly explored 
TMDs. 
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                                        (a)                                                                      (b)                                             
Figure 2.4 (a) Schematic diagram showing the 3 views of MoS2 which belongs to the class of TMDs 
(b) Energy dispersion of monolayer MoS2. Monolayer MoS2 has a direct band gap of 1.8 eV.  
 
TMDs offer excellent electrostatics due to ultra-thin nature and lack of dangling 
bonds and at the same time, are also easily patternable due to their planar structure.On 
the other hand, thinning down conventional 3D materials to nanometer-scale 
dimensions is not only process-wise challenging; such structures suffer from 
interfaces with trap states and worse mobility degradation (Figure 2.5). Hence, the 
2D semiconducting TMDs are highly promising for ultra-scaled transistors.[29][30]   
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Figure 2.5. This figure shows how mobility degrades with material thickness. The mobility of Si[31] 
degrades much faster than that of MoS2[32]. At 0.9 nm, it is only around 6-7 cm2/V·s. While the 0.65 
nm thick 1L MoS2 has a mobility of around 12. Recently, this value has been boosted to 44 by W. Liu 
et al.[33]  In general, 2D materials pay much less for being thin compared to bulk materials. 
 
 
2.3. Transistors : 2D Semiconducting Transition Metal Dichalcogenides 
2.3.1. Doping 
For various applications including FETs and photovoltaics, it is necessary to tune the 
electronic properties of TMDs through modulation of the mobile charge 
concentrations, or, in other words, doping. Both p and n type doping can be achieved 
electrostatically[34],[35] by application of gate voltage, but, it requires extra 
electrodes (gates) that can increase power dissipation and increase area. Another way 
of doping is through substitution of the transition metal[36],[37] or the 
chalcogenide[38] of TMDs with appropriate elements. However, substitutional 
doping disturbs the structure of the TMDs through defect formation. Though, 
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physisorption[39]
,
[40] of molecules can also lead to doping effect, they are unstable 
in nature. Solution based functionalization of TMD flakes have also been reported to 
achieve doping,[41]–[43] but the functionalization process is generally complicated 
and time-consuming. Plasma based doping[44]
,
[45] leads to formation of defects and 
significant reduction in mobility. Hence, exploration of efficient doping 
methodologies are required, which would be stable, easy to implement and would not 
lead to significant defects in the TMDs. In case of WSe2, efficient n-type doping 
using Potassium[46] as well as silicon carbide thin films[47] have been shown. 
Cs2CO3[48] and 1,2 dichloroethane (DCE)[49] have been reported to lead to n-type 
doping of MoS2. P-type doping of WSe2 using NOx chemisorption has been recently 
reported[50]. Also, p-type doping of MoS2 using MoO3 has been explored[51]. 
However, MoO3 is very sensitive to the contaminants in the air leading to variations 
in its work-function[52].  
The large surface-to-volume ratio offered by 2D TMD semiconductors offer unique 
opportunities for efficient surface functionalization/treatment to enable charge 
transfer to and from the atomically-thin layered materials. Especially, incorporation 
of surface adatoms such as nanoparticles (NPs) of noble metals can be an effective 
way of doping 2D TMD materials, as these metals are resistant to environmental 
corrosion and oxidation. Moreover, functionalization using noble metallic NPs can 
also open up new avenues for gas sensing[53]–[55] as well as biosensing[56] 
applications, as has been demonstrated in case of nanotubes/nanowires or graphene 
oxide. In this dissertation we investigate the doping effect in TMDs caused by NPs of 
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noble metals (Au, Ag, Pd, Pt) and show that all these metallic NPs lead to p-type 
doping of MoS2.[57] The low work function metals such as Scandium (Sc) and 
Yttrium (Y) are also studied to demonstrate the relationship between metal work 
function and doping effect in MoS2. While Sc leads to p-type doping, n-type doping 
can be obtained from Y. Moreover, it is shown that for MoS2, Pt NPs can lead to as 
high as 2X higher p-type doping effect compared to that of the most commonly used 
Au NPs[58],[59]. While most experiments are performed using MoS2, which is a 
typical representative of the TMD family, the doping effect of Pt NPs on WSe2, 
another commonly used TMD material, is also explored.  
Results and Discussion 
The TMD flakes are obtained on 280 nm SiO2/Si substrates using the 
micromechanical exfoliation technique, which is an efficient way for prototyping 
experiments on various 2D materials.[3], [32], [39], [46], [60]–[64] However, large 
area synthesis of MoS2 is also made possible by the recent developments in liquid-
scale exfoliation[65],[66] and chemical vapor deposition growth.[67],[68] The 
metallic nanoparticles are incorporated on the TMD sheet using ebeam deposition. 
The schematic diagram of a MoS2 flake with NPs is shown in Figure 2.6(a). Figure 
2.6(b) shows the Scanning Electron Microscopy (SEM) image of a MoS2 flake while 
Figure 2.6(c) and (d) show the magnified images of a portion of the flake, without 
and with the NPs, respectively. The Atomic Force Microscopy (AFM) 
characterization of the NPs is shown in Figure 2.6(e) and (f).  
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(a) 
 
                     
                         (b)                                                           (c)                                                 (d) 
        
             
                                      (e)                                                                  (f) 
Figure 2.6 (a) Schematic diagram of an MoS2 flake with metallic nanoparticles. (b) Scanning Electron 
Microscopy (SEM) micrograph of a MoS2 flake on SiO2/Si substrate. Magnified SEM image of the 
portion of the flake before any nanoparticle deposition which is basically featureless as shown in (c) 
and after Pt NPs are deposited as shown in (d). Scale bar, 50 nm. The deposition rate used is 0.5A/s for 
100s. (e)  Atomic Force Microscopy (AFM) image showing NPs on MoS2 flake. Scale bar (black line), 
50 nm. (f) Height profile of the NPs along the red dotted line shown in (e).  
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Metal
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Electrical measurements are an efficient way of characterizing the doping 
effect on semiconducting materials. Hence, Field-Effect Transistors (schematic 
diagrams are shown in Figure 2.7(a) and (b)) are fabricated on the MoS2 flakes 
(Figure 2.7(c)) with 20nm/100nm Ni/Au as source and drain metal contacts (Figure 
2.7(d)). The underlying SiO2 and the highly doped Si substrate are used as the gate 
dielectric and gate contact respectively.  The thickness of the flake is characterized 
using AFM (Figure 2.7(e) and (f)). To explore the effect of metallic NPs on MoS2, 
the MoS2 FET was measured first without the NPs and then the same device was 
measured again immediately after the deposition of NPs. Note that the metallic NPs 
do not form a continuous film and the current essentially flows through the MoS2 
channel. This is obvious since if a continuous metallic film would have formed, then 
current between the source and drain would essentially flow through the metallic film 
due to its lower resistance compared to semiconducting MoS2 and therefore, the 
current could not have been modulated by the gate. Figure 2.8(a) and (b) shows the 
Id-Vg and Id-Vd curves respectively before and after incorporation of the Ag NPs. 
The MoS2 FET exhibits n-type transistor characteristics as the current increases with 
the increase in gate voltage. On incorporation of Ag NPs, the Id-Vg curve shifts 
towards the right compared to that without the NPs, indicating that more positive gate 
voltage is required to turn on the FET with NPs, implying p-type doping by the Ag 
NPs. The doping effect of other noble metallic NPs such as Au, Pd and Pt are also 
explored as shown in Figure 2.8(c) - (h). All these metals also lead to p-type doping 
as is clear from the shift of the Id-Vg curves. It is observed that Pt, which has the 
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highest WF (about 5.9) among these metals, results in the highest shift in Id-Vg curve 
and thereby, highest p-type doping.  
 
                                       (a)                                                                             (b)                             
                          
                                       
(c)                                                                       (d) 
 
                                  
                                         (e)                                                                           (f)                             
 Figure 2.7(a) without NPs and (b) with NPs. (c) Optical image of a MoS2 flake (highlighted by white 
dotted line) mechanically exfoliated on 280 nm SiO2 grown thermally on Si. Scale bar is 10 μm. (d) 
Optical image of the FET fabricated on the MoS2 flake shown in (c). The source and drain regions 
were defined by e-beam lithography followed by e-beam deposition of 20nm/100nm Ni/Au. (e) AFM 
image of the MoS2 FET. (f) Height profile of the MoS2 flake along the black dotted line shown in (e).  
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                           (a)                                                (c)                                                 (e) 
    
                              (b)                                                (d)                                                  (f) 
           
                                                   (g)                                                              (h)                                                      
Figure 2.8. Drain current as a function of gate voltage (Id-Vg) for MoS2 FETs before and after 
incorporation of nanoparticles of (a) Ag, (c) Au, (e) Pd, (g) Pt. The left axes show values in 
logarithmic scale while the right axes show values in linear scale. The drain current vs drain voltage 
(Id-Vd) curves before and after incorporation of nanoparticles of (b) Ag, (d) Au, (f) Pd, (h) Pt where 
Vg is varied from -80V to 40V in steps of 10V. The thickness of the MoS2 used in all the 4 cases is 
around 8nm. All metals are deposited at the rate of 0.5A/s for 100s. As can be observed from the Id-Vg 
curves, VTH is negative for all cases since the MoS2 is naturally n-doped. All the metallic NPs lead to p-
type doping as is evident from the shift of the Id-Vg curves with NPs towards the right. Pt is observed 
to lead to the highest shift and hence to highest doping.  
 
 
25 
 
                  
                          (a)                                                (b)                                                      (c)          
 Figure 2.9(a) Drain current as a function of gate voltage for MoS2 FETs before and after 
incorporation of Sc nanoparticles. The left axis shows values in logarithmic scale while the right axis 
shows values in linear scale. The thickness of the MoS2 used is around 8 nm. Sc NPs are found to shift 
the Id-Vg curves slightly to the right indicating slight p-type doping. (b) The drain current vs gate 
voltage curves MoS2 FET before and after incorporation of Y nanoparticles. Y NPs are found to shift 
the Id-Vg curves slightly to the left indicating n-type doping. The thickness of the MoS2 used is around 
8 nm. (c) Significant n-type doping is obtained in case of a mono-layer MoS2 FET after incorporation 
of Y NPs. Both Sc and Y are deposited at the rate of 0.5A/s for 100s. 
 
To investigate the effect of incorporation of metallic NPs with very low WF, 
experiments are carried out with Scandium (Sc) with a WF of 3.5 and Yttrium (Y) 
with a WF of 3.1. Sc NPs are found to result in slight p-type doping as shown in 
Figure 2.9(a). N-type doping can be obtained by using Y NPs as illustrated in Figure 
2.9(b) and (c). While in case of multi-layer MoS2 FET, Y NPs can lead to only slight 
n-type doping (Figure 2.9(b)), the doping effect increased significantly when a 
mono-layer MoS2 is used (Figure 2.9(c)) as is evident from the higher shift of the Id-
Vg curves.  
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                                         (a)                                                                                    (b)                                                  
Figure 2.10 (a) Shift of threshold voltage (∆VTH) due to incorporation of NPs as a function of the 
workfunction (WF) of different metals. In case of Y, ∆VTH is negative due to n-type doping. In case of 
all other metals, ∆VTH is positive as they lead to p-type doping and an increasing trend is observed with 
increasing WF due to higher p-type doping by NPs of metals with higher WFs. (b) Ratio of carrier 
concentrations (Rξ) after NPs incorporation to those before. Rξ is higher than 1 for Y, as n-type doping 
by Y  increases the effective carrier (electron) concentration. For all other metals, Rξ is less than 1 and 
a decreasing trend is observed with increasing WF due to the decrease in the effective carrier (electron) 
concentrations with more p-type doping. The thickness of MoS2 is similar in all the cases and is around 
8 nm.   
 
    The shift in threshold voltage (given by ∆VTH = VTH_NP - VTH where VTH and 
VTH_NP are the threshold voltages before and after the incorporation of NPs, 
respectively) as a function of WF of different metals is shown in Figure 2.10(a). 
Since n-type doping means lower gate voltage is required to turn on the n-type 
devices and hence lower threshold voltage, the ∆VTH is negative for Y as is clear from 
the figure. For the other metals,  ∆VTH is positive as they lead to p-type doping and 
with the increase in the metal WF, the ∆VTH shows an increasing trend corroborating 
the increase in the p-type doping with the increase in the metal WF. The ratio of 
carrier concentrations with and without the NPs (given by Rξ = ξNP/ξ where ξ and ξNP 
are the carrier concentrations before and after incorporation of NPs, respectively) at a 
gate voltage of 40V, is illustrated in Figure 2.10(b). Due to the capacitive coupling of 
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the gate, at positive gate voltage, 2D carrier (electron) density is formed at the 
semiconductor-dielectric interface. Since n-type doping leads to an increase in the 
effective carrier (electron) density, Rξ > 1 for Y. However, in the case of the other 
metals, the effective carrier (electron) density is reduced due to the p-type doping, 
leading to Rξ < 1. Higher the p-type doping, lower will be the Rξ.  As shown in 
Figure 2.10(b), Rξ exhibits a decreasing trend with the increase in WF due to the 
increase in p-type doping. From Figure 2.10 it can be observed that Pt NPs can lead 
to a 2-fold higher doping effect compared to that of Au NPs, which has been 
commonly used to dope 2D materials.  
    As n type doping can be obtained by using Y NPs, which, however, is not a 
noble metal, it is necessary to investigate its stability. Doping with Y NPs is found to 
be unstable and degraded on exposure to air due to the oxidation of Y. Figure 2.11(a) 
shows the drain current vs. gate voltage curves of a MoS2 FET without any NPs and 
after incorporation of Y NPs measured at two different times. N-type doping is 
observed when the device is measured immediately after Y NP incorporation as the 
threshold voltage shifted towards the left and hence current increased. However, after 
about 10 hrs, the doping degraded as indicated by the increase in threshold voltage 
and decrease in current levels, which became similar to those without any NPs.  
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(a)                                                                           (b) 
Figure 2.11(a) Drain current as a function of gate voltage for MoS2 FETs without any NPs (green 
curve), after incorporation of Y nanoparticles and measured immediately (orange) and measured after 
10hrs (magenta curve). The left axis shows values in logarithmic scale while the right axis shows 
values in linear scale. (b) Drain current as a function of gate voltage for MoS2 FETs without any NPs 
(green curve), after incorporation of Pt nanoparticles and measured immediately (orange) and 
measured after 2 days (magenta curve). The left axis shows values in logarithmic scale while the right 
axis shows values in linear scale. 
 
 On the other hand, noble metals are resistant to environmental attack and hence, lead 
to stable doping as shown in the case of Pt NPs (Figure 2.11(b)).  
   Since Pt NPs lead to the highest doping and at the same time is stable, the rest 
of this section focuses on exploration of Pt NPs in more detail. Raman Spectroscopy 
is used to analyze the effect of Pt NPs. The Raman spectra excited by 632.8 nm line 
for a MoS2 sheet before and after Pt NP incorporation is shown in Figure 2.12. For 
both the cases of with and without nanoparticles, apart from the E
1
2g and A1g peaks, a 
peak is also visible around 455 cm
-1
, which is typical for MoS2 for excitation at 632.8 
nm.[69] For MoS2 with NPs, the features are shifted towards the right, indicating p-
type doping.[70]  
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Figure 2.12. The Raman spectra excited for a MoS2 sheet before and after incorporation of Pt NPs 
shown by blue and red lines respectively. The red line is shifted towards the right compared to the blue 
line, indicating p-type doping by the Pt NPs. 
Raman spectroscopy measurements were done at various points on the sample surface 
to take into account the effect of variations. For all the measurements, in case of 
MoS2 with NPs, the features are shifted towards the right (Figure 2.13) compared to 
those without the nanoparticles, confirming p-type doping. 
 
Figure 2.13. The Raman spectra excited for a MoS2 sheet before and after incorporation of Pt NPs 
shown by blue and red lines respectively. The red lines are shifted towards the right compared to the 
blue lines, indicating p-type doping by the Pt NPs. 
 
30 
 
   To better understand the doping effect of Pt NPs, ab initio density functional 
theory (DFT) calculations were performed. Since, MoS2 in general is naturally doped 
n-type, this n-type doping is simulated by using Cl atoms. Since DFT only utilizes 
periodic boundary conditions with mono-crystalline materials, metal-MoS2-Cl system 
is modeled by a unit cell, which is periodic along lattice vector a and b and separated 
by vacuum in the c direction, as shown in Figure 2.14(a). The unit cell contains a 
doped MoS2 layer with Cl atoms as dopants, topped by a thin film of Pt to emulate the 
Pt island. The mean absolute strain is 1.35% due to a slight lattice mismatch. All the 
atoms are allowed to relax. 
It is important to note that the study of the metal-2D material interfaces 
(Figure 2.14(b)) requires careful treatment of the van der Waals (vdW) interaction 
between them. In order to reproduce such nonlocal dispersive force, which are 
important in weakly bonded systems, DFT-D2 approach[71] is used, where a semi-
empirical dispersion potential described by a simple pair-wise force field is added to 
the conventional Kohn-Sham DFT energy. 
    Local density approximation (LDA)[72] is adopted for the exchange 
correlations, together with either the double-ζ polarized basis set for expanding 
electronic density. The calculations are performed using Atomistix ToolKit 
(ATK).[73] 8×8×1 k-points are sampled in the Brillouin zone (BZ). The temperature 
is set to be 300 K. The density mesh cut-off is 200 Rydberg and the maximum force 
is 0.05 eV/Å for geometry optimizations.  
31 
 
 
 
 
Figure 2.14(a) The top view of MoS2 with incorporated Cl atoms in order to simulate the n-type 
doping in MoS2. (b) The schematic view of MoS2-Cl-Pt system. (c) The local density of states diagram 
of MoS2-Cl. The orange shaded region denotes the conduction band while the green shaded region 
denotes the valence band and the white region in between is the bandgap. The Fermi-level, denoted by 
the red dashed line lies in the conduction band clearly indicating an n-doped MoS2. (d) After 
incorporation of Pt, the Fermi-level moves away from the conduction band indicating p-type doping by 
the Pt. (e)  Schematic showing the Mulliken Population (P) for Mo-S bond (0.47), Mo-Cl bond (0.39) 
and  Pt-S bond (0.38). P =0 denotes ionic bond while P > 0 denote covalent bond. Thus, the positive 
value of P for Pt-S bond signifies that Pt forms covalent bond with the S of MoS2. 
The density of state diagrams before and after the incorporation of Pt NPs are shown 
in Figure 2.14(c)and (d) respectively. As is clear from the figures, after the 
incorporation of Pt NPs the Fermi level (denoted by the dashed line) shifts below the 
conduction band indicating p-type doping by the Pt NPs. Mulliken population 
analysis (Figure 2.14(e)) is also performed to understand the nature of bonding 
between Pt and MoS2. Bond Mulliken population (P) represents the electronic charge 
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distribution in a molecule and the nature of the molecular orbitals for a pair of 
atoms.[74] The value of P varies from 0 to 1, where P = 0 and 0 < P <= 1 indicate 
ionic and covalent bonds, respectively. For covalent bonding, the numerical value of 
P indicates the strength of the bond. From Figure 2.14(e) it is clear that Pt forms 
covalent bonds with the Sulfur of MoS2 and the value of P for Pt-S bond is found to 
be 0.38. 
          DFT simulations can also be used to calculate the phonon spectra for physical 
explanation of the shift obtained due to p-doping.[57] Taking the example of 
important Raman modes A1g and E2g
1
, it is shown in Figure 2.15 that the energy of 
both A1g and E2g
1
 (Polar Longitudinal Optical (LO) mode) increase slightly upon p-
doping, consistent with the experimental observation. Note, that the energy of Polar 
Transverse Optical (TO) mode decreases but this mode is not Raman active. 
Physically, the shifts of Raman modes can be explained in terms of the born effective 
charges of Mo and S atoms in the MoS2  molecule. Born effective charge is defined as 
the change in polarization divided by the amount an ion is displaced, so it is not zero 
even in the undoped cases.  In intrinsic MoS2, it is 1.11 electrons (positive charge) for 
Mo atom, and it is -0.52 electrons for each S atom. 
      In A1g mode, sulfur atoms vibrate in opposite direction, perpendicular to the basal 
plane. When the MoS2 is p-doped, the negative charge on the S atom will be less and 
hence, the repulsive Coulomb interaction of S atoms with the adjacent S atoms in 
another layer will be smaller. Consequently, the binding interaction of a MoS2 
molecule in a particular layer with that in the adjacent layers will be stronger, which 
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will make the stiffness constant of the A1g mode larger, and thus, the vibration 
frequency will be higher according to the classical oscillator model.  
      For E2g
1
 LO mode, the Mo and S atoms vibrate in the basal plane and the 
displacement of the charges is accompanied by an extra force due to the electric field, 
parallel to the displacement. When we p-dope the MoS2, the polarization field will be 
stronger, so the restoring forces will be larger, thereby increasing the stiffness 
constant. Thus, the LO frequency will be higher as is observed experimentally and 
through simulations. 
 
Figure 2.15 (a) Phonon spectra of intrinsic and p-doped MoS2 (molar fraction 0.1%) calculated by 
DFT. Inset shows Raman spectra of intrinsic and p-doped MoS2 measured in experiments. (b,c) Zoom 
of A1g mode and E
1
2g mode at Γ point. The schematic showing the direction of the atomic vibrations in 
A1g mode and E
1
2g mode are also shown on the right of (b) and (c) respectively.  In (b), doping 
increases the phonon energy of homopolar mode (A1g), and hence, the Raman peak corresponding to 
the A1g mode shifts to the right, as shown in the inset of (a). In (c), doping increases macroscopic 
polarization and thus increases the polar LO phonon energy of the E2g
1
 mode. 
 
The effect of different doses of Pt NPs on the MoS2 FET is shown in Figure 
2.16. First, the FET was measured without the NPs as shown by the blue curves in the 
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Id-Vg and Id-Vd plots in Figure 2.16(a) and (b), respectively. Then, the device was 
measured after deposition of Pt NPs at the rate of 0.2A/s for 30s, as shown by the red 
curves. The same device was measured again after another 30s (total 60s) of 
deposition as shown by the green curves and yet again after another 30s (total 90s) of 
deposition as shown by the black curves and finally after another 60s (total 150s) of 
deposition as shown by the magenta curves, all at the same deposition rate. It is 
observed that by increasing the dose of Pt NPs in steps it is possible to gradually shift 
the transfer characteristics and dope the MoS2.  
  
                                   (a)                                                                                           (b) 
 Figure 2.16(a) Drain current as a function of gate voltage (Id-Vg) curves for MoS2 FET for different 
doses of Pt NPs. The Id-Vg curve before the incorporation of Pt nanoparticles is shown by the blue 
curve. The MoS2 flake used to fabricate this device is exfoliated from a bulk sample having higher 
intrinsic n-doping compared to that in previous figures, which allows observation of the effect of 
different Pt NP doses more prominently. The red, green, black and magenta curves show Id-Vg 
characteristics after deposition of Pt NPs at the rate of 0.2A/s for 30s, 60s, 90s and 150s, respectively. 
The y-axis shows the values of current in logarithmic scale. The inset figure shows the curves in linear 
scale. The corresponding Id-Vd curves at Vg = 40V are shown in (b).  
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                                    (a)                                                                                  (b) 
 
Figure 2.17. Effect of different thicknesses of MoS2 on the doping characteristics. (a) Id-Vg curves 
(with the current multiplied by their respective rations of length to width) before and after 
incorporation of Pt NPs for different MoS2 thicknesses. Thinner the MoS2, higher is the shift in curve 
with NPs to the right compared to that without the NPs. (b) The threshold voltage shift decreases with 
increase in MoS2 thickness indicating lower doping effect.   
Next, the effect of MoS2 thickness on the doping characteristics is 
investigated. For this purpose MoS2 flakes with different thicknesses are identified 
using optical contrast and the accurate thicknesses are measured using AFM. 
Subsequently, FETs are fabricated on the selected flakes. After initial measurements 
of the FET transfer characteristics, Pt NPs are deposited on the flakes at the same 
time, followed by another set of measurement with the NPs. To eliminate the effect of 
different lengths and widths of the FETs with different thicknesses, the currents of the 
devices are multiplied by their respective ratios of length to width and plotted in 
Figure 2.17(a). It is observed that for almost similar levels of initial current, on 
incorporation of Pt NPs, the shift of the Id-Vg curve for the monolayered MoS2 
device is the highest (137 V) followed by those of the thicker MoS2 devices. The 
threshold voltage shift is plotted as a function of the MoS2 thickness in Figure 
2.17(b). It can be observed that the shift and hence the doping decreases with the 
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increase in the thickness. This is because of the screening of the doping effect by the 
top MoS2 layers.  
 
Figure 2.18(a) Drain current as a function of gate voltage for WSe2 FETs before and after 
incorporation of Pt NPs. The left axis shows values in logarithmic scale while the right axis shows 
values in linear scale. The thickness of the WSe2 used is around 9 nm. Pt is deposited at the rate of 
0.5A/s for 100s. Similar to the case for MoS2, Pt NPs are found to shift the Id-Vg curves to the right 
indicating p-type doping of WSe2. (b) Threshold voltages before and after incorporation of Pt NPs 
showing shift towards more positive values in the presence of Pt NPs. (c) Carrier Concentrations 
before and after incorporation of Pt NPs. Effective decrease in carrier (electron) concentration is 
observed due to the p-type doping by Pt NPs. 
 
     Apart from MoS2, another TMD material most commonly used is WSe2[39], 
[46], [63]. The doping effect of Pt NPs on WSe2 is also explored by fabricating FETs 
and carrying out measurements in the same way as that of the MoS2 experiments. The 
Id-Vg curves before and after incorporation of Pt NPs are shown in Figure 2.18(a). 
P-type doping by the metallic NPs is evident from the shift of Id-Vg curve for FET 
with NPs towards the right. The threshold voltage and carrier concentration without 
and with the NPs are shown through the bar diagrams in Figure 2.18(b)and (c), 
(a)
(b)
(c)
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respectively, illustrating the increase in the threshold voltage and decrease in effective 
carrier (electron) concentration after NP incorporation. 
           Compared to the MoS2 devices, the effective mobility (which includes the 
influence of contacts) of WSe2 devices are found to be lower. This is because, due to 
the lower electron affinity of WSe2, Ni forms higher Schottky barrier for n-type 
conduction with WSe2 compared to MoS2. Mobility can be improved by choosing 
proper contact metals, [75]
,
[76] which, however, is not the focus of this work. 
Effective mobility is calculated as µ= (L/W)dG/dVgCox
-1
 in the linear region, where 
Cox is the capacitance of the 280 nm-thick bottom SiO2 dielectric; G is the 
conductance; L and W are the length and width of the channel, respectively. For both 
MoS2 and WSe2 FETs, the mobility decreased slightly after incorporation of NPs. The 
mobility for WSe2 before and after Pt NP incorporation are found to be 16.8 cm
2
V
-1
s
1
 
and 10.23 cm
2
V
-1
s
1
 respectively while those for MoS2 FET are 32 cm
2
V
-1
s
1
 and 26 
cm
2
V
-1
s
1
 respectively. 
2.3.2. Gate Control 
Till now back gated MoS2 FETs have been discussed. As the back gate dielectric is 
very thick (300 nm SiO2), the SS obtained from this devices is much above the 
thermionic limit and very high back gate voltages need to be applied in order to turn 
the devices ON (Figure 2.19(a)). For practical application, top gated FETs with 
thinner high-k dielectrics are necessary. Currently, the TMD technology is still 
undergoing development and formation of scaled and  high quality gate dielectrics 
remains a challenge. Due to the lack of dangling bonds the initial dielectric layers are 
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formed through physical absorption which leads to degraded quality and pinholes in 
case of thinner dielectric layer[77] which causes high gate leakage current. Increasing 
the dielectric thickness decreases gate leakage but compromises the gate capacitance 
and hence, device electrostatics. High-k dielectric HfO2 formed through Atomic 
Layer Deposition, as gate dielectric is investigated. Thickness of the HfO2 film has to 
be around 30 nm for reducing leakage and the SS obtained is around 200 mV/dec 
(Figure 2.19(b)).  
 
       
                                      (a)                                                                                  (b) 
Figure 2.19 (a) Drain current as a function of back gate bias. (b) Drain current as a function of top 
gate bias. The thickness of ALD HfO2 is around 30 nm. 
 
      In order to increase gate coupling and improve SS, instead of using the 
conventional high-k dielectric, a solid polymer electrolyte (PE) consisting of 
poly(ethylene oxide) (PEO) and lithium perchlorate (LiClO4) is explored in this work 
for forming the gate capacitor, which can lead to high gate capacitance due to the 
formation of electrical double layer[78]. For polymer electrolyte gating, the gate 
electrode does not need to be directly above the channel and is formed on the side as 
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shown in Figure 2.20. The PE is formed by mixing PEO and LiClO4 in 8:1 ratio in 
methanol and it can be drop casted or even lithographically patterned[79]. The 
dielectric constant for the PEO matrix has been reported in literature as 5.[80] The 
drain electrode is covered with SiO2 to prevent the drain voltage from influencing the 
electric double layer[78] formed in the polymer. The measured transfer and output 
characteristics of the conventional FET with polymer gating is shown in Figure 
2.21.[81] The SS obtained is near to the ideal value of  60 mV/dec for all the drain 
voltages. This corroborates to the highly efficient gate control by PE gating. 
 
 
 
Figure 2.20. Schematic diagram of a MoS2 FET with as the polymer electrolyte gating. 
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                                         (a)                                                                             (b)        
 
Figure 2.21(a) The IDS-VGS characteristics of the conventional-FET based on bilayer MoS2 (as shown 
in Figure 2.20) for different VDS. The inset figure shows the optical image of the device. Scale bar: 5 
μm. Length and average width of the device are 3.6 μm and 5.8 μm, respectively. (b) The IDS-VDS 
characteristics of the same device measured in (a).  
 
2.3.3. Contacts 
To understand the contact effect on MoS2 FET operation, it is necessary to measure 
the Schottky barrier between metal contact and the MoS2. The slope of the Arrhenius 
plot in the high-temperature region can be used to analyze the Schottky barrier from 
the thermionic emission theory[82].  
   For extracting the Schottky barrier height, first the analytical equation for 
thermionic current in 2D materials is derived.[33] We start from the basic current 
equation given by 2 /x xI qn L , where q is the electronic charge, n is the electron 
number, vx the electron velocity and Lx the length along x direction. Here, we assumed 
current direction to be along x and transverse direction to be along y. Expressing n in 
terms of density of states and putting 1/ /x xdE d   (where E is the energy,  is 
the reduced Planck's constant and kx the wave-vector along x direction ) we can write,  
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Here gv is the valley degeneracy and W the width. The energy reference point or E=0 
is considered to be the bottom of the conduction band in the semiconductor at source-
channel junction at flat-band. The maximum value of transverse wave vector ky is 
given by the equation  
2 2
2
y
k
E
m
  (where m is the effective mass, which is similar in x 
and y direction for MoS2) and thereby the integration limits for dky are derived in 
equation (2.6). In the above equation fs and fd represent the distribution of electrons in 
the source and drain respectively and can be approximated as Boltzmann distribution 
function when (E-Ef) is >> KBT, where Ef is the Fermi level, KB is the Boltzmann 
constant and T is the temperature. Thus equation (2.6) becomes 
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Solving the above integral we get, 
              
3
2
2
4 2
( )
fs fd
B B
E E E E
K T K T
B
g q m
I W K T e e
h

 
 
 
 
 
                      (2.8) 
42 
 
Efs equals -ϕb and since the applied source-drain voltage is Vds, Efd equals -ϕb-Vds. 
Inserting these values in equation (2.8), the final expression for thermionic emission 
current for 2D material can be derived as: 
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where A2D is the Richardson's constant for 2D materials and is derived to be: 
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By comparing the thermionic emission equations of 2D material and bulk material, 
one can find that temperature dependence is lower for 2D material compared to that 
of 3D material. In addition, the Richardson’s constant is also different for 2D material 
and 3D material (with different unit). Schottky barrier height as a function of Vbg is 
shown in Figure 2.22. As mentioned in [82], it is necessary to evaluate the flat-band 
gate voltage because it is a benchmark to identify the transition point between the 
tunneling current and thermionic emission current. When the gate voltage is below 
the flat-band gate voltage, the thermionic emission solely contributes to the current. 
Hence, using the thermionic emission equation for 2D materials, the Schottky barrier 
between MoS2 and Ti can be accurately extracted. The extracted Schottky barrier 
between monolayer MoS2 and Ti varies from 0.3-0.35 eV measured from 6 
monolayer devices. The Schottky barrier between monolayer MoS2 and Ti is 
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significant larger than the Schottky barrier between multilayer MoS2 (bandgap: 1.2 
eV) and Ti, which is around 50 meV.[82] Considering the large bandgap of 
monolayer MoS2 (1.8 eV), the extracted Schottky barrier between monolayer MoS2 
\and Ti is quite reasonable.  
 
Figure 2.22. Extracted effective barrier height (ΦSB) as a function of Vbg for monolayer MoS2 FET 
with Ti contact. Inset shows the band diagram at flat band condition, which is defined as the bias 
condition at which there is zero band bending in the channel. 
 
 
It has been shown that metals with d-orbital form good contacts with TMDs due to 
the possible overlap with d-orbital in TMDs, which improves electron 
injection[75][76][63]. MoS2 is naturally n-doped and exhibits n-FET characteristics. 
Thus, using low WF metals can reduce the Schottky barrier height for contacting the 
conduction band of MoS2 and hence improve n-FET performance. Hence, Yttrium 
(Y)  which has d-orbitals and at the same time exhibits a very low WF of 3.1 eV, is 
investigated as a contact to MoS2. Moreover, as it has been shown in previous 
section, Y can dope the MoS2 n-type, making it more attractive as a contact to MoS2 
n-FET. The oxidation of Y can be prevented by using noble metal such as Au on the 
top of Y. The transfer and output characteristics of back gated MoS2 FET with 20 nm/ 
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50 nm thick Y/Au  as source and drain contacts are shown in Figure 2.23. It is 
observed that Y can lead to good contact with MoS2.  
  
                                              (a)                                                                              (b)        
 
Figure 2.23. (a) The IDS-VGS characteristics of a FET based on mono-layer MoS2 with Y/Au contact, 
for different VDS. (b) The IDS-VDS characteristics of the same device measured in (a).  
 
Figure 2.24. Comparison of source to drain currents with the gate floating obtained from MoS2 FETs 
with Y/Au and Ti/Au contacts. For proper comparison, monolayer MoS2 is used and current has been 
normalized by multiplying by the ratio of length to width, in both cases. The thickness of Y and Ti 
used are 20 nm while that of Au is 50 nm, in both cases. 
 
  For comparison, the source to drain current with the gate floating of a MoS2 FET 
with Y/Au contact is plotted along with that of a MoS2 FET with the most commonly 
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used Ti/Au contact (Figure 2.24). It is observed that the current obtained from Y/Au 
contact is more that 2x higher than that obtained using Ti/Au contacts. 
2.4. Interconnects : 2D Semi-Metallic Graphene  
Graphene is a promising material for VLSI including 3-D heterogeneous integration 
with Silicon due to their outstanding properties. Since Graphene based FETs have 
already been shown to be attractive for analog/RF devices [83] and graphene ribbons 
can be designed to outperform Cu interconnects [21], graphene could be the material 
of choice for realizing horizontal interconnects (including RF-interconnects [84]) as 
well as low-loss on-chip inductors[23], [85]that form a critical component in RF 
circuits.  As a prospective interconnect material, besides performance analysis in 
terms of d.c. conductance and delay, a thorough investigation of the high-frequency 
effects of GRs is equally compelling. It is important to note that the significant 
frequency is already > 60 GHz for 45 nm technology [86]. It has been shown that 
carbon nanotubes (CNTs) can be very attractive for high-frequency application such 
as on-chip inductor design due to their large momentum relaxation time [87]. GRs not 
only enjoy a large momentum relaxation time but at the same time are more 
controllable from the fabrication point of view due to their planar nature. Thus, 
detailed analysis and modeling of the high-frequency behavior of GRs is highly 
desirable. To this end, first we investigate and provide insights into the intricate 
processes occurring at high frequencies in GR.[22] Then, based on the understanding, 
we develop an accurate model for calculating the impedance of GRs using the 
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Boltzmann equation with magnetic vector potential Green’s function approach.[22] 
Based on the developed methodology, we carry out a rigorous investigation of the 
high-frequency effects in GR interconnects and inductors.[23][24] 
2.4.1. Anomalous High-Frequency Effects in Graphene 
The focus of our work will be on doped multilayer GRs, which are interesting for 
practical high-frequency applications such as interconnect and inductor design. The 
monolayer and undoped multilayer GRs have very high resistivity and are not of 
much interest for such applications [21]. The stage-2 AsF5 intercalated GR (Figure 
2.25) has been shown to have in-plane conductivity greater than that of Cu [21] [88] 
and hence it is chosen as a representative case of doped GRs. Our methodology is 
applicable to any other type of doping as well.  
 
 
Figure 2.25. Schematic view of a stage-2 intercalation doped multi-layer GR. The solid lines indicate 
graphene layers, while the dots indicate intercalation dopant layers. s1 and s2 are the layer spacing 
between two adjacent graphene layers. 
 
 
 
 
 
 s1 
s2 
47 
 
Anomalous Skin Effect and Ohm’s Law 
 
                                                          (a)                                                (b) 
 
Figure 2.26(a) Multi-layer GR structure showing the selection of axis and the direction of electric 
field. (b) Carrier transport elaborated on a single layer. Carrier transport in GR is confined within each 
2D layer. Inter-layer transport is negligible. Thus carriers can only move in the x and y directions, get 
scattered by the edges and finally contribute to current along y.  
        The high-frequency effects in doped multi-layer GRs as shown in Figure 2.25 
[21], are very complicated and require serious consideration of various intricate 
processes as discussed below. For high-frequency investigation, each GR layer cannot 
be treated as a single element with uniform electric-field and current because of the 
current density redistribution within a GR layer due to skin effect. Moreover, because 
of its large mean free path (MFP) GR is susceptible to anomalous skin effect (ASE). 
ASE occurs when the MFP becomes comparable to the skin depth [89]. When the 
MFP is much smaller compared to the skin depth, electric field can be assumed to be 
constant within the MFP. This results in current density being directly proportional to 
the electric field, with the constant of proportionality being the conductivity and thus 
the Ohm’s law is satisfied. However, when the skin depth becomes comparable to the 
MFP the carriers can no longer be considered to be moving under the influence of a 
constant field between collisions and the current at any point will also be influenced 
by values of electric field at other points. This renders the simplifying assumptions of 
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Ohm’s law invalid and necessitates a more generic approach based on the Boltzmann 
equation.  
     For illustrating the arguments made above let us first consider a simplified 
structure of a semi-infinite slab of GRs. The height is taken to be infinite so that the z 
dimensionality can be safely excluded from any consideration while the width is kept 
semi-infinite to simplify the explanations yet not miss the vital points. In Figure 2.26 
the carrier transport mechanism in GR is explained.  
In the following paragraphs, we start from the basic Boltzmann equation and 
highlight the condition under which Ohm’s Law is valid and subsequently, in the next 
sub-section, prove that this condition is not satisfied by GRs at high frequencies. It is 
to be noted that all equations that will be developed correspond to the electrons. 
However, since holes involve only sign changes and the final result remains 
unaltered, the model is equally valid irrespective of whether electrons or holes are the 
majority carriers. Now, the distribution function for carriers is given by: 
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where f0  and  f1 are the equilibrium and non-equilibrium distribution functions 
respectively, v is the velocity vector, r is the space vector, Ef is the Fermi Level, KB is 
Boltzmann’s constant and T is the temperature. The Boltzmann equation for the 
distribution function of the conduction electrons is given by 
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Here ε and k are the electric field vector and wave vector respectively, τ is the 
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momentum relaxation time, ω is the angular frequency, e is the electronic charge and 
2h where h is the Planck’s constant. The electric field and the distribution 
function does not vary along the transport direction i.e., y. Hence 
y
f

  reduces to zero. 
Moreover, since the dimension along z direction is considered infinite, 
z
f

  is 
negligible. Thus frv .  term in equation (2.12a) reduces to 
x
f
vx

 . As electric field is 
applied along the y direction, only the y directed term remains in the RHS of equation 
(2.12a). Hence the 3D Boltzmann equation reduces to equation (2.12b). 
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Here vx represents the component of velocity along x axis and ε(x) is the y directed 
electric field, which is a function of x. If we assume that the first term in equation 
(2.12b) can be neglected, we obtain the well known Ohm’s law and the equation for 
current density is given by equation (2.13). Readers are referred to [90] for details of 
the derivation method.  
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where dc is the d.c. conductivity.  
Now, before we discuss the condition under which the assumption made to derive 
Ohm’s law is valid, we require a small discussion on the skin depth.  For calculating 
the skin depth, first the Maxwell’s equations given by equation (2.14a) can be used to 
relate the electric field to the current density equation (2.14b) by eliminating 
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magnetic field terms and neglecting the displacement current.  
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where J is the current density and D is the electric displacement ﬁeld and µ is the 
permeability. The magnetic ﬁeld intensity is denoted by H0 in order to distinguish it 
from the height of the GR structure, which is represented by H. 
From equations (2.13) and (2.14b), we can eliminate the current density term and the 
electric field can be solved as: 
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Then, the skin depth can be derived from equation (2.15) as:  
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At low frequencies the kinetic inductance (KI) term ωτ can be neglected and hence, 
  . 
 
       Figure 2.27.  Variation of skin depth with frequency for Cu, undoped and doped GR.                                                               
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      Figure 2.27 shows the variation of skin depth with frequency. Skin depth 
decreases as frequency is increased. Due to its lower conductivity value, skin depth of 
undoped GR is found to be much larger compared to that of Cu or doped GR. 
  It can be proved that the first term in equation (2.12b) can be neglected when the 
condition  4
3
221  l is satisfied [91]. Here l is the mean free path given by 
fvl   where vf is the Fermi velocity. Now when the condition is not satisfied, Ohm’s 
Law becomes invalid and ASE creeps in. We call the ratio   4
3
221*

 l  the critical 
ratio (CR). If the kinetic inductance is neglected the CR becomes simply  l . We can 
say that ASE becomes important when CR approaches unity.   
ASE: GR Vs Cu and CNT 
In the following discussion, we show why ASE is an issue at high-frequencies in GRs 
but it is not so critical for other interconnect materials like Cu or CNTs.  
            
     (a)                                                                               (b) 
 
Figure 2.28.  Variation of critical ratio with frequency for Cu, undoped and doped GR  without (a) and 
with (b) consideration of kinetic inductance.        
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In Figure 2.28(a) and (b) the critical ratio without and with the kinetic inductance 
is plotted for undoped, doped GR and Cu. VLSI Cu is considered since even for the 
wide global wires the conductivity corresponds to that of the VLSI Cu, which is 
0.4545(µΩ·cm)-1 [92]. The lower conductivity of VLSI Cu compared to that of bulk 
Cu is mainly due to grain boundary scattering and impurity scattering. The values of 
vf  and τ for Cu are 1.57e6 m/s and 2.5477e-14 s respectively [93]. The Fermi velocity 
of GR is given as hav f 3 , where γ =3eV is the overlap integral between nearest 
neighbor  π-orbitals, a =  0.246  nm  is  the  lattice  constant [94]. For obtaining the 
value of τ we use the values of MFP that has been extracted from experimental results 
of bulk graphite in [21] which takes into account the impact of layer to layer 
interactions that reduce the conductivity in multi-layered GRs. For neutral GR with 
in-plane conductivity  of  0.026 (µΩ·cm)-1[95], layer spacing of 0.34 nm and Ef = 0, 
the MFP is extracted to be 419  nm while for the  stage-2  AsF5  intercalated  graphite 
with a hole volume concentration (np)  of  4.6×10
20
 cm
-3
, in-plane conductivity of 
0.63  (µΩ·cm)-1,  average  layer  spacing  (s) between two adjacent graphene layers of 
0.575 nm, |Ef| = 0.60 eV,  MFP is extracted to be 1.03µm. In [21], MFP is defined as 
bfd vl  where τb is the backscattering time, which corresponds to relaxation of 
momentum from P to –P and can be related to the momentum relaxation time τ 
(corresponding to relaxation from P to 0) as  2b . Thus τ can be written as fd vl 2 . 
The curves with KI show a peak with decay at both ends but no such effect is seen in 
the plot without KI. The increase in CR at lower frequencies can be attributed to the 
decrease in skin depth as shown in Figure 2.27. However, at very high frequencies 
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the kinetic inductance dominates and causes the CR to reduce again due to the 
increase in the  term. It is seen that the CR in GR increases much more rapidly 
compared to that of Cu and this is because of the large MFP of GR. It is clear from 
the graphs that CR in Cu tends to unity only at very high frequencies, while in GR, it 
cannot be neglected compared to one even around 1GHz. Thus ASE needs to be 
considered for GR even at much lower frequency ranges while it will not be an issue 
in traditional metals like Cu except at very high frequencies (> 100 GHz). As we 
move towards even higher frequencies, the CR in GR is seen to decay rapidly due to 
its larger KI (Figure 2.28(b)). ASE will not be a serious issue in undoped GR 
because of its smaller MFP and higher resistivity. Since mono-layer GR has 
extremely high resistance, it will also not be susceptible to ASE. 
   Readers may be inclined to think that CNT structures, which also enjoy a large 
MFP, are also susceptible to ASE. However it is not the case as explained below. In 
CNT bundles (Figure 2.29)  the transport is one dimensional i.e., along the axis of the 
CNT, which is direction y in the figure and only the MFP along this direction is large. 
The impedance from one CNT to another i.e., the impedance in both x and z direction 
is very high and thus the MFP in those two directions is very small. Thus any electric 
field and current distributions that take place have length scales much larger than the 
MFP within the frequency range of interest and hence anomalous skin effect is not an 
issue in CNTs. Graphene, on the other hand, has large MFP not only in the transport 
direction i.e., y but also along x (Figure 2.26) and hence the distributions along the x 
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direction will be influenced by ASE. The layer to layer impedance in multilayer GRs 
is very high and hence there is no ASE in the z direction. 
 
                                                    (a)                                     (b)                               
Figure 2.29(a) Cross-sectional view of CNT bundles with width W and height H. nW and nH are the 
number of CNTs along the width and height, respectively. (b) Carrier transport in CNT. In CNT 
bundles, the carriers move only in one direction i.e., along y, which is the direction of axis of the 
CNTs. Carrier transport from one tube to another i.e., along x and z directions is negligible because of 
the high impedance between the tubes. Thus the MFPs along these two directions are also small.  
 
         Thus the high-frequency analysis of GRs is much more involving compared 
to CNTs or traditional metals. The impedance extraction method developed for CNTs 
[87] is not applicable to GRs. A thorough quantitative analysis is required to 
accurately evaluate the high-frequency effects in GRs with detailed investigation into 
the skin effects but to the best of our knowledge there is no report in the literature to 
this end. In this work, for the first time, a rigorous investigation is carried out into the 
intricate high-frequency processes in GR structures and an accurate methodology is 
developed by taking into consideration all important effects. The developed model 
not only gives accurate evaluation of impedance at high frequencies but is equally 
efficient at lower frequencies as well as in the calculation of exact values of the d.c. 
resistance. 
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2.4.2. Impedance Modeling : Semi Infinite Slab 
Since the condition for Ohm’s Law is not valid for GRs at high frequencies, we need 
to derive the current density for GRs without the simplifying assumption of Ohm’s 
Law. That is what we do in this sub-section for a semi-infinite slab of GRs and 
subsequently, using the derived current density we show the calculation of the surface 
impedance.  
Derivation of Current Density 
     As has been explained in the previous section, the x derivative of f cannot be 
neglected in the case of GR. Hence in order to extract the impedance accurately, we 
solve equation (2.12b) retaining all the terms. We can write: 
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 We use the linear dispersion relation of graphene [96] 
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The angle θ is as shown in Figure 2.26(b). Now assuming 
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 The general solution to the differential equation given by equation (2.18) is: 
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where F(v) is a function of velocity v, which can be solved from the boundary 
conditions. The inclusion of electric field within the integral takes into account that 
the distribution function at any point is not a local function of the electric field at that 
point but includes other points as well, which is absolutely essential for the treatment 
of anomalous skin effect. The boundary condition for vx < 0 can be derived from the 
fact that f1 should not become exponentially large as x and hence we get: 
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f1
-
 is the distribution function for vx < 0. The boundary condition for vx > 0 depends on 
the edge scattering. For our analysis, we have considered the two extreme cases of 
perfectly diffuse (p=0) and perfectly specular (p=1) reflection, where p is the fraction 
of carriers scattered elastically at the edges. For diffuse reflection, the drift velocity is 
reduced to zero after scattering at the edge while in the case of specular reflection, 
complete reversal of drift velocity occurs. Thus the boundary conditions for the two 
cases are given by:  
00)0,(1 
 pforxvf     (2.21a)   
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 where f1
+
 is the distribution function for vx > 0 and x=0 denotes an edge of the GR 
structure. From the above boundary conditions we get: 
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In graphene, current transport is two dimensional within a layer. The 2D current 
density is given by: 
                                               

i
D enJ yv2                                   (2.23a) 
where n is the 2D density of carriers,
yv is the ensemble average over the distribution 
function f, and the summation is over all the valleys indexed by i in the Brillouin 
zone. Expanding the expression for 
yv  equation (2.23a) becomes: 
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The pre-factor of 2 in the above equation corresponds to the two equivalent valleys of 
graphene which has a hexagonal brillouin zone with each vertex contributing 1/3
rd
 of 
a valley. The 3D current density can be obtained by multiplying by the number of 
layers (Nl) and dividing by the height. Thus we get: 
                                          
sJHNJJ DlD 22 *                              (2.23c) 
where s is the average spacing between the layers. Equation (2.23c) can be simplified 
and written as:           
                                                  kdfvs
e
xJ y 12)( 
                          (2.23d) 
Substituting the expression for f1 from equation (2.20) and (2.22) and solving 
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equation (2.23d) using equation (2.17), the current density can be expressed as:  
 
  )b24.2(
)a24.2(
1pfordtt
l
tx
g
sv
Ee2
0pfordtt
l
tx
g
sv
Ee2
)x(J
f
22
f
2
0f
22
f
2





 







 









 






d
l
ui
ug





 
  cos
)1(
exp
cos
sin
)(
2
0
2
where
                  
Detailed derivation of equation (2.24) from equation (2.23d) is shown in the 
Appendix A.  
Calculation of the Surface Impedance 
Now, using equation (2.24b) and substituting u1=x/l, u2=t/l and defining the function 
)()( 11 luu   we get: 
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Now the surface impedance can be calculated as: 
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     and using equation (2.14b) we get:  
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which can also be written as: 
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can be calculated from equation (2.25) by standard methods based on the theory 
of Fourier integrals. The readers are referred to [91] for details of the calculation 
method.  
If NSE and Ohm’s law were valid, the surface impedance could be calculated from 
equation (2.15) and equation (2.26) as: 
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        Figure 2.30(a) shows the variation of surface resistance with frequency for both 
p=0 and p=1where ASE is taken into account and the results are compared with the 
case of NSE. Kinetic Inductance is neglected here for simplifying the problem at 
present, since here we are mainly interested in comparing NSE and ASE. We show 
the effect of KI in the more rigorous analysis of finite GR structures [23] in the next 
sections. It can be observed that at lower frequencies all the curves merge together. 
However at higher frequencies, the increase in resistance with ASE taken into 
account (for both p=0 and p=1) is greater than the case where ASE is neglected (i.e., 
NSE) and the difference increases with frequency. Another important point to note is 
that the resistance for p=0 is higher than that at p=1 and the difference between the 
two also increases as frequency is increased. Variation of surface inductance with 
frequency is plotted in Figure 2.30(b). Surface inductance decreases as frequency is 
increased because with the increase in frequency the current gets confined more and 
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more towards the edges. Also the effect of ASE for p=0 is found to be more 
compared to that for p=1. Detailed discussion on these effects is presented in the 
following sections.   
 
                                                     (a)                                                                (b)           
                 
Figure 2.30.  Surface resistance (a) and surface inductance (b) of a semi-infinite slab of GR as a 
function of frequency. 
2.4.3. Impedance Modeling : Finite Structure 
The GR structures relevant for high-frequency interconnect and inductor designs have 
finite rectangular cross-sections. The dimensions chosen here are relevant for top 
global interconnects and high frequency inductor design. Very small dimensions 
(W<10nm) will show worse performance as already has been pointed out in [21] and 
hence is not considered in this dissertation. Secondly, there is no impact of skin effect 
when the dimensions are very small. Hence the effective conductivity at high 
frequencies would be the same as the d.c. conductivity, analysis of which has already 
been done in previous literature [21]. Since now the electric field and current 
distribution will be a function of both x and z directions, equation (2.25) and the 
standard procedure described above for calculation of the impedance will not be valid 
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here. Therefore, in this section, we present a model for calculating impedance of 
finite GR structures.  First, we present a generic approach, which is valid at all 
frequencies followed by a simplified model, which may be adopted at relatively lower 
frequencies. 
Generic Approach 
Though now the height is finite, 
z
f
vz

 can still be neglected since the velocity along 
the z direction is negligible. Hence the 3D Boltzmann equation basically reduces to 
the same form as equation (2.18) and the distribution function can be expressed by 
equation (2.19) with the only exception that in both the equations and in all 
subsequent equations, the electric field is a function of both x and z. The boundary 
conditions for solving F(v) are given by: 
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From the above boundary conditions f1 can be solved as: 
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Now incorporating the expression for f1 from equation (2.30) in equation (2.23d), the 
current density J(x,z) across the GR structure is calculated through numerical 
integration with an initial guess of the electric field. Then the Green’s function 
approach is used to calculate the new electric field distribution as is explained below. 
For this purpose, the GR structure is divided into several small filaments as shown in 
Figure 2.31. Self and mutual inductances are calculated for the filaments from which 
the Green’s function is derived. Self inductance per unit length (LSelf in uH/m) of a 
filament is given by [97]: 
              )31.2(T4LAMD25.1GMDL2ln2.0LSelf   
Here L is the length, GMD and AMD are the geometric and arithmetic mean 
distances respectively for a single filament, µ is the permeability and T is the 
frequency correction parameter, which equals 1 for near-direct-current condition. The 
division of the GR structure is done in such a way that each filament has a square 
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cross-section and GMD for each single filament is given by 0.44705 times the side of 
a filament [97]. AMD in this case is defined as the average of all possible distances 
within a cross-section of a filament and it is calculated numerically. 
 
Figure 2.31.  Division of the GR structure into small filaments for applying the Green’s function.  
Mutual inductance between different filaments can be calculated from the following 
equations: 
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Here Qjk is the mutual inductance parameter, Mjk is the mutual inductance per unit 
length (µH/m) and djk is the distance between the centers of the two filaments 
considered, respectively. It should be noted that the more accurate equation requires 
djk substituted by GMDjk, the geometric mean distance between the j
th
 and k
th
 
filament. However, since GMDjk is almost equal to djk, we will use djk, for simplicity. 
The Green’s function is given by: 
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

                         (2.33) 
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The vector potential is calculated as: 
                                              
k
k
jkfj JGaA                      (2.34) 
Here af is the cross-sectional area of a filament. The current and electric field in each 
filament is approximated by the values at the centre of the respective filament and Jk 
represents the current density at the centre of the k
th
 filament. 
The voltage drop across a filament can be given by: 
                                               
 LAiV jjj                         (2.35) 
Since we are working with an initial guessed value of electric field, the voltage drop 
across different filaments may be different. The average voltage drop Vavg is 
calculated and a new value of electric field distribution is obtained from it. All the 
steps are then repeated again with the new values of electric field and iterations are 
continued till convergence is achieved separately for both the real and imaginary parts 
of the electric field. Finally, from this self-consistent procedure, the impedance is 
obtained as: 
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Simplified Methodology 
   The methodology described above is a very generic approach. However when the 
MFP is much smaller compared to the skin depth or at lower frequencies, only normal 
skin effect occurs and some simplifying assumptions can be adopted for such cases. 
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Ohm’s law remains valid and the current density at any point can be assumed to 
depend only on the value of the electric field at that same point. Thus, in the equation 
for non-equilibrium distribution function (equation (2.19)), the electric field can be 
taken out of the integration and this results in much simplified expressions for f1.  
 
  )b37.2(
)a37.2(
x
1
x
0
y1
x
1
x
0
y1
v
xW
exp
v
W
expp1p11
E
f
ve)x,v(f
v
x
exp
v
W
expp1p11
E
f
ve)x,v(f










































































 
The kinetic inductance term has been dropped intentionally in the above equations 
and it is taken into account at a later stage as would be clear from the explanations in 
the following passages. For taking into account the size effects, effective conductivity 
is extracted. For this purpose the dc current density (equation (2.38a)) is first 
calculated from the Boltzmann distribution function given by equation (2.37). Then 
the average current density is evaluated and is used to find the effective d.c 
conductivity σeff_dc as shown in equation (2.38b). It is to be noted that in equation 
(2.38a) the current density is only a function of the x direction and not z because the 
electric field is considered as a constant here. Since here we are interested only in the 
calculation of σeff_dc , the electric field has no actual role to play and it gets cancelled 
in equation (2.38b) and hence we could have effectively replaced it by 1 as well.. 
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Now the momentum relaxation time is updated to include the size effects and we 
obtain the effective momentum relaxation time τeff as in equation (2.39a). Finally the 
kinetic inductance term is incorporated and the effective a.c conductivity σeff is 
obtained as in equation (2.39b). 
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The current density can be expressed as: 
                                                  ),(),( zxzxJ eff                              (2.40) 
The current density distribution within the GR structure can be calculated from 
equation (2.40) starting with an initial guess of electric field distribution. After that, 
the self consistent iteration method described for ASE is followed for calculation of 
the impedance. 
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High-Frequency Analysis 
           
                  
Figure 2.32.  Normalized current density distribution graphs across the cross-section of a 2x2 μm2 GR 
structure. The color scale shown is same for all the distribution plots. 
 
The normalized current density distribution plots across the cross section of a 2x2 
μm2 GR structure are shown in Figure 2.32. It is observed that when only NSE is 
considered, current density J is symmetrical about x and z (the distribution remains 
the same if the plot is rotated by 90°), and no visible difference is obtained between 
p=0 and p=1. While in the case of ASE, the contours take on a different shape about x 
and z as well as between p=0 and p=1. For explaining the above results we need to 
take into account two important effects. Firstly, the skin effect tends to confine the 
current towards the boundaries. However near the boundaries x=0 and x=W (which 
are the edges of the GR layers), the edge scattering effect causes reduction in the 
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current density compared to that at z=0 and z=H (which are the bottom and top 
layers). Hence we get the asymmetrical distribution in case of ASE. On the other 
hand, NSE gives symmetrical contours since it is obtained using Ohm’s law with an 
effective conductivity. Also, between the two edge specularities, p=0 results in the 
lowest current density since it is related to completely diffusive scattering and this 
effect can be observed only when ASE is taken into account. Thus the impact of edge 
scattering effect can only be appreciated when ASE is considered. It can also be noted 
that NSE leads to higher estimation of current density compared to ASE.  
   In Figure 2.33, resistance and inductance of the GR structure with consideration of 
ASE is plotted as a function of frequency for both p=0 and p=1. Edge specularity is 
found to have considerable impact on the resistance while its effect on the inductance 
is found to be almost negligible.  
            
             (a)                                                                          (b) 
Figure 2.33.  Variation of resistance (a) and inductance (b) of GR structure with frequency for both 
p=0 and p=1. L is taken to be 500 µm. 
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2.4.4. Summary of Impedance Extraction Methodology 
 
 
Figure 2.34. Outline of impedance extraction methodology. f0  and  f1 are the equilibrium and non-
equilibrium distribution function with f = f0+ f1., vx and vy represent the components of velocity along x 
and y axis, τ is the momentum relaxation time, ω is the angular frequency, ε is the electric field, E is 
the energy, f1
+
 and f1
-
 are the distribution function for vx > 0 and vx < 0, n is the 2D carrier density, s is 
the average spacing between layers, vf is the Fermi velocity, k is the wave vector, Ak and Jk are the 
vector potential and current density of the k
th
 filament, Gjk is the Green’s function parameter between 
the j
th
 and k
th
 filament, af is the cross-sectional area of a filament, Vavg is the voltage drop averaged over 
all filaments and Z is the impedance. 
To accurately capture the intricate processes occurring at high frequencies, we 
developed a modeling framework where starting from the basic Boltzmann equation 
and combining the unique E-k dispersion relation for graphene, the current density 
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across a GR structure is derived. This is followed by self-consistent numerical 
calculation of electric field distribution from magnetic vector potential Green’s 
function approach. The outline of our method is presented in Figure 2.34. For 
gauging the impact of ASE, another simplified analysis is done where ASE is 
neglected and only NSE is considered by assuming an effective complex conductivity 
(considering kinetic inductance [87]). 
    Here is a side note for the benefit of the readers on the appropriateness of the use of 
Boltzmann equation for a.c conductance modeling of GR for interconnect and 
inductor applications, as opposed to full-fledged quantum-mechanical approach. For 
such applications, we are dealing with lengths of about hundreds of microns, width 
and height of few microns. At such large length scales and room temperature, the 
quantum interference effects get washed out and hence development of full-fledged 
quantum approach based on quantum kinetic equations is rendered unnecessary. The 
Boltzmann equation is well enough in that regime. In this connection, we should also 
mention that at such large widths, the configuration of the edges (i.e., whether the GR 
is armchair or zigzag) does not affect the conductance. The edge-specularity does 
affect the impedance and it has been incorporated in our calculations. 
   In [21], in which detailed analysis of the d.c performance of GRs was carried out, 
Matthiessen’s Rule was used to obtain the conductance. It is interesting to compare 
the  effective d.c conductance obtained from the method described above, which is 
based on the accurate solution of Boltzmann equation with the approximate solution 
given by Matthiessen’s Rule for both the extreme cases of edge specularities i.e., 
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completely diffusive (p=0) and completely elastic (p=1) scattering. Here p is the 
fraction of carriers scattered elastically at the edges. Derivation of the d.c 
conductance from Matthiessen’s Rule for p=0 can be found in [21] and that for p=1 is 
shown in the Appendix B. Figure 2.35 shows the comparison of the d.c conductance 
obtained using the two methods. Since the curves are found to match closely for both 
the cases, it can be concluded that the approximate method based on Matthiessen’s 
Rule is quite reasonable for analysis of d.c. conductance.  
        
                                                (a)                                                                                (b) 
 
Figure 2.35.  Comparison of conductance obtained from Matthiessen’s rule with that extracted from 
Boltzmann equation as a function of width for (a) p=0 and (b) p=1, proves the validity of 
Matthiessen’s rule for d.c conductance analysis. 
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2.4.5. High Frequency Analysis of Graphene Interconnects 
       
                                                   (a)                                                                           (b) 
Figure 2.36.  Effect of kinetic inductance on (a) resistance and (b) inductance for p=0 and p=1. The 
large KI of graphene leads to saturation of both resistance and inductance at high frequencies. W and H 
represent the width and height of the GR structure respectively. The length (L) is taken to be 500 µm.     
   Based on the method outlined in the previous section, a comparative study of the 
effect of ASE with respect to NSE is carried out and the impact of kinetic inductance 
(KI), edge specularity and the linear dimensions of the structure on impedance are 
investigated. All analysis results shown for GR pertain to the stage-2 AsF5 
intercalation doped multi-layer GR, which can have in-plane conductivity greater 
than that of Cu, and hence is interesting for high frequency applications. In Figure 
2.36(a), the effect of KI on the resistance is investigated. It is seen that when KI is 
neglected the resistance increases unboundedly with frequency, while in the actual 
case, the large KI of GR tends to saturate the resistance at higher values of frequency 
for both p=0 and p=1. Inductance also shows saturation at higher frequency ranges 
due to the kinetic inductance term while it keeps decreasing when it is neglected, as 
seen in Figure 2.36(b).  
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                                                (a)                                                                     (b) 
 
Figure 2.37. The variation in resistance of a 2um x 2um GR structure with frequency for (a) p=0 and 
(b) p=1, for the two cases: with and without considering the anomalous skin effect. Difference in 
resistance due to ASE becomes apparent after about 100 GHz and this difference increases with 
increasing frequency. The length (L) is taken to be 500 µm. 
 
In Figure 2.37 the resistance at different frequencies is compared between the two 
cases: with and without considering the ASE. The increase in resistance due to ASE 
becomes apparent after about 100GHz and with increasing frequency this difference 
increases significantly. Also the impact of ASE for p=0 is found to be greater than 
that for p=1 as is clear from Figure 2.38. This effect is elaborately discussed here. 
Since p=0 is related to completely diffusive scattering, the corresponding resistance is 
always greater than that for p=1. However at low frequencies difference between the 
two is small and not seen in the graphs. As the frequency increases, the current gets 
confined more and more towards the edges and hence the effect of edge scattering 
becomes increasingly important and leads to significant increase in resistance for p=0 
compared to p=1.     
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Figure 2.38. The percentage increase in the resistance of GR as a function of frequency for p=0 and 
p=1. The effect of ASE for p=0 is found to be much greater than that for p=1 and the effect of edge 
scattering becomes more prominent at higher frequencies. 
   Figure 2.39 shows the variation of inductance with frequency. For p=1, at lower 
frequencies, the inductance with and without ASE being considered match each other 
since ASE is not effective at low frequencies. As frequency is increased, inductance 
due to ASE becomes higher. However at very high frequencies they merge again. 
This is because at very high frequency the current will mainly be confined to the 
edges for both the cases and the difference in current distribution in the two cases 
causes negligible change in inductance. At lower frequencies, since edge scattering is 
more vigorous for completely diffuse reflection (p=0), current density in the center is 
higher than that near the edges, leading to slightly higher inductance considering ASE 
with p=0 than the NSE case. No such difference can be seen for p=1.  At very high 
frequencies they match each other similar to the effect seen for p=1. Overall, the ASE 
has much less effect on the inductance compared to its effect on resistance. 
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                                                (a)                                                                        (b) 
 
Figure 2.39.  Variation of inductance of GR structure with frequency for (a) p=0 and (b) p=1. It is 
seen that for both p=0 and p=1, ASE has very little effect on inductance values.  L is taken to be 500 
µm. 
    Variation of resistivity (ρ) with width, keeping the thickness fixed reveals some 
very important physics. From Figure 2.40 it is clear that resistivity decreases as width 
is decreased and this is due to the reduction in skin effect. To elaborate the impact of 
ASE as a function of width, the percentage increase in resistivity due to ASE 
compared to the NSE case for various widths is shown in the inset figures. The curves 
for both p=0 and p=1, show a peak with decay at both ends. This can be explained as 
follows. At very small width, the percentage is low since the skin effect itself is weak. 
The percentage increases as the width is increased because the skin effect begins to 
play an important role. However, with further increase in width it decreases again. 
This is because at very large widths, the distribution function becomes much more 
dependent on z (along the height direction) than on x (along the width direction) and 
hence the term containing the derivative of f1 with respect to x in the Boltzmann 
equation (Figure 2.34) becomes less important. Thus the difference between ASE 
and NSE basically reduces.  
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                                             (a)                                                                           (b) 
 
Figure 2.40.  Variation of resistivity of GR structure with width while keeping thickness constant 
(2µm) at a frequency of 400GHz for (a) p=0 and (b) p=1. Resistivity increases with increasing width 
due to increase in skin effect. The inset figures show that the percentage increase in resistivity due to 
ASE with respect to the NSE case, for both p=0 and p=1, first increases with width and then 
decreases. 
    In Figure 2.41 the percentage increase in resistivity for p=0 with respect to p=1 is 
plotted as a function of width. The curves show a decreasing trend indicating that the 
effect of edge specularity reduces with increasing width.  
 
   
 Figure 2.41.  Percentage increase in resistivity (ρ) as a result of perfectly diffuse scattering (p=0) with 
respect to that of perfectly elastic scattering (p=1) for both NSE and ASE cases show a decreasing 
trend with width. 
   The variation of resistance with the height keeping the width fixed is shown in 
Figure 2.42. At very small heights, the difference in resistivity for NSE and ASE 
cases is very low as in the case of width variation. But with the increase in height, the 
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difference continues to increase and does not show any decreasing trend, which is 
obvious since the ∂f1/∂x
 
term in the Boltzmann equation (Figure 2.34) is not affected 
by the height variation. 
 
 
 
 Figure 2.42. Variation of resistivity with height (W=2µm, f=400GHz ). For both p=0 and p=1, the 
difference in resistivity between NSE and ASE cases increase with height.  
 The variation of inductance with width keeping the height constant for both p=0 and 
p=1 with and without consideration of ASE is shown in Figure 2.43(a). ASE or edge 
scattering is found to have very little effect on the inductance. The variation of 
inductance with height for fixed width is shown in Figure 2.43(b). Almost similar 
trend as in the case of width variation is observed. 
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                                             (a)                                                                         (b) 
 
Figure 2.43. Variation of inductance at a frequency of 400GHz with: (a) width at fixed height 
(H=2µm) and (b) height at fixed width (W=2µm). Inductance decreases as width or height is increased. 
ASE or edge scattering is found to have negligible effect on the inductance values. 
        To gauge the potential of GR for high-frequency applications, a comparative 
analysis of the resistance and inductance of the GR interconnects is made with 
traditional metal Cu as well as other prospective interconnect materials like single-
walled and multi-walled carbon nanotubes. A plot of the resistance as a function of 
frequency for these different materials is shown in Figure 2.44. The length, width and 
height of the interconnects are taken to be 500 µm, 2 µm, and 1 µm, respectively. The 
resistance of GR interconnects for both p=0 and p=1 is found to be lower than that of 
Cu and single-walled carbon nanotube (SWCNT) with 1/3 metallic fraction. GR has 
lower resistance than that of multi-walled carbon nanotube with a diameter of 10 nm 
till about 50 GHz for p=0 and 90 GHz for p=1. At higher frequencies, the resistance 
of GR is higher due to the increased skin effect. Figure 2.45 shows the variation of 
the inductance of GR interconnects compared to that of Cu and CNTs. Inductance of 
GR is slightly higher than that of Cu and SWCNT with 1/3 metallic fraction, while 
the inductance of MWCNT with diameter of 10 nm is found to be highest.   
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 Figure 2.44.  Variation of resistance with frequency for GR with p=0, p=1, Cu, SWCNT and 
MWCNT. The Cu wire is simulated using the field solver FastHenry. D indicates the diameter of the 
MWCNT and Fm indicates the fraction of metallic SWCNTs in the SWCNT bundle. The data for 
CNTs have been obtained from [87].  
 
 
Figure 2.45.  Variation of inductance with frequency for GR with p=0, p=1, Cu, SWCNT and 
MWCNT. The Cu wire is simulated using the field solver FastHenry. The data for CNTs have been 
obtained from [87].  
                The above detailed study can provide guidelines for the design of GR based 
interconnects and the frequency dependent resistance and inductance evaluated using 
our methodology can be easily employed for delay analysis of GR interconnects 
based on the model described in [21]. 
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2.4.6. High Frequency Analysis of Graphene Inductors 
For high-frequency applications such as high quality on-chip inductor design, GRs 
have a great advantage over CNTs since they are more controllable from the 
fabrication point of view.   This is due to the planar nature of graphene, which can be 
patterned using high resolution lithography. Furthermore, for inductor design with 
CNTs, a metal contact is required at each corner to connect CNT bundles in different 
directions as shown in Figure 2.46 (b), while no such contacts are required for GR 
based inductors (Figure 2.46 (a)). Hence, for GR based inductors, the contact 
resistance will be reduced significantly compared to that of CNTs. Thus GRs pose to 
be a very attractive candidate for high-quality inductor design and so it is interesting 
to study their performance. 
 
                                                (a)                                                         (b) 
Figure 2.46. The schematic view of a 4-turn spiral (a) GR based and (b) CNT based inductor. At each 
corner, there is a metal contact to connect CNT bundles. However no such contacts are required for 
GR based inductors, which is a big advantage due to the reduction of contact resistance. W and t are 
the conductor width and the conductor spacing, respectively. 
     To analyze the performance of inductors, their quality factor (Q) needs to be 
calculated. Higher quality factor leads to lower loss and higher frequency stability 
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and hence is desirable for inductor design. In this dissertation, the modified π model 
of on-chip inductors [87] as shown in Figure 2.47, is used to calculate the Q-factor.  
LS RS
Leddy Reddy
CS
Cox
Gsub Csub
1
2 4
3
 
Figure 2.47.  Equivalent 11-element π model for on-chip spiral inductors. 
 
       In this model, LS and RS are the series frequency-dependent inductance and 
resistance, respectively. Leddy and Reddy are the eddy current induced parameters and 
they capture the eddy current effects in the substrate [98]. CS, Cox, and Csub represent 
the inter-turn conductor capacitance, oxide capacitance and substrate capacitance 
respectively [99]. Now, the Q-factor of the inductor can be calculated as:  
 
 11
11
Yreal
Yimag
Q 
 
where Y11 is the input admittance of the inductor network (across ports 1 and 2 with 
ports 3 and 4 shorted, in Figure 2.47 [87]). 
      Now, taking the Q-factor as the yard-stick for inductor performance, a 
comparative study of the GR based inductor with that of Cu and CNT inductors is 
carried out. First, we analyze the four-turn inductor shown in Figure 2.46, which is 
for low-frequency applications (< 10GHz). It has outermost diameter Dout = 200 μm, 
conductor width, W = 8 μm, conductor thickness, H = 2 μm, conductor spacing, S = 1 
μm, and oxide and substrate thicknesses of 10 μm and 300 μm, respectively. Different 
substrate resistivities (ρsub = 10 Ω · cm and ρsub = 0.01 Ω · cm) are considered for our 
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analysis. Figure 2.48 shows the Q-factor results for GR, Cu and different types of 
CNTs considering low-loss (high-resistivity; 10 Ω·cm) substrate. The maximum Q-
factor of GR-inductor shows an improvement of about 20% compared to that of Cu. 
On the other hand, 50% improvement is observed with respect to SWCNT (with 1/3 
metallic fraction) inductors. GR inductors can achieve about 15% increase in 
maximum Q-factor compared to MWCNT based inductors with diameter of 10 nm. 
 
Figure 2.48.  Q-factors of inductors based on GR, Cu, SWCNT, and MWCNT interconnects as a 
function of frequency, for low-loss (ρsub = 10 Ω·cm) substrate. All inductors have outermost diameter = 
200 μm, 4 turns, wire width W = 8 μm, wire thickness H = 2 μm, wire spacing S = 1 μm. Oxide and 
substrate thickness are assumed to be 10 μm and 300 μm, respectively. 
 
Figure 2.49 shows the Q-factor for inductors considering high-loss substrate (ρsub = 
0.01 Ω·cm). With high-loss substrate, GR inductors can achieve about 14% 
improvement in maximum Q-factor compared to Cu. With respect to SWCNT (with 
1/3 metallic fraction), 36% improvement is observed. While, a maximum Q-factor 
increase of 19% is achieved by GR-inductors compared to MWCNT inductor with 
diameter of 10 nm.  
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Figure 2.49. Q-factors of inductors based on GR, Cu, SWCNT, and MWCNT interconnects as a 
function of frequency, for high-loss (ρsub = 0.01 Ω·cm) substrate. All inductors have outermost 
diameter = 200 μm, 4 turns, wire width W = 8 μm, wire thickness H = 2 μm, wire spacing S = 1 μm. 
Oxide and substrate thickness are assumed to be 10 μm and 300 μm, respectively. 
 
    For ultra high-frequency RF circuits (tens of gigahertz), inductors are designed to 
have relatively small number of turns. Figure 2.50(a) shows one possible inductor 
design that has only 3/4 turn, an outer diameter of 100 μm, and conductor width and 
thickness of 5 μm and 1 μm, respectively. Figure 2.50(b) shows the comparative 
analysis of the Q-factor of such inductors at several tens of gigahertz application for 
GR, Cu wire and different types of CNT bundles for low-loss substrate. It is observed 
that improvement in maximum Q-factor of about 32% with respect to Cu can be 
achieved with GR inductors. As high as 40% improvement compared to SWCNT 
(with 1/3 metallic fraction) is seen. The comparative analysis for inductors 
considering high-loss substrate is shown in Figure 2.51. Improvement in maximum 
Q-factor of about 6.5% and 13% can be achieved with GR compared to Cu and 
SWCNT (1/3 metallic fraction), respectively.  
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                                         (a)                                                                (b) 
 
Figure 2.50(a) Structure of inductor for very high-frequency applications. (b) Q-factors of inductors 
based on GR, Cu, SWCNT, and MWCNT interconnects for low-loss (ρsub = 10 Ω·cm) substrate. The 
thicknesses of oxide and substrate are 6 μm and 200 μm, respectively. 
 
 
      
Figure 2.51. Comparison of the Q-factors of inductors for very high-frequency applications (structure 
shown in Figure 2.50(a) ) based on GR, Cu, SWCNT, and MWCNT interconnects for high-loss (ρsub = 
0.01 Ω·cm) substrate. The thicknesses of oxide and substrate are 6 μm and 200 μm, respectively. 
 
The improved performance of GR-inductor compared to Cu and SWCNT is due to 
its reduced d.c resistance. ASE tends to increase the resistance of GR with frequency 
but its effect is not significant in the frequency range of interest for designing  the low 
frequency four-turn inductors or even the 3/4 turn inductors as can be deduced from 
Figure 2.37. Though MWCNT is found to exhibit better performance for ultra high-
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frequency applications, fabrication of such inductor structures with long CNT bundles 
in the horizontal direction remains challenging. Hence, GR inductors could offer a 
more practical option for high-frequency interconnect and inductor applications. 
2.5. Summary 
In this chapter, we first provided a basic introduction to the properties of 2D 
materials. Then, we identified the issues namely doping, gate control and contacts, in 
realizing 2D semiconducting TMD based transistors and discussed approaches for 
addressing them. It is shown that incorporation of nanoparticles of noble metals can 
be an effective way to non-degenerately dope the TMDs. It is also illustrated that 
polymer-complex gate can lead to high capacitance gating resulting in near-ideal SS 
in MoS2 FETs. For formation of efficient source and drain contacts, Y/Au stack is 
proposed and demonstrated to be superior to commonly used Ti/Au contacts. Apart 
from transistor applications, 2D semi-metallic graphene based interconnects and 
inductors are also investigated and their high frequency behavior is analyzed. An 
accurate model is developed in this project, for the extraction of high-frequency 
impedance of graphene interconnects. The methodology presented is generic in the 
sense that it can not only be used for the evaluation of high-frequency impedance, but 
also for accurate extraction of low-frequency as well as d.c impedance. Using the 
Boltzmann equation coupled with the E-k relation for graphene, the current density in 
a GR structure is derived taking into account the non-local values of electric field. 
Then the electric field and current density is calculated self-consistently using the 
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magnetic vector potential Green’s function approach. It is shown that to accurately 
obtain the current density distribution and consequently the impedance, the 
anomalous skin effect should be taken into account. The proposed methodology is 
then used to analyze the high-frequency effects in graphene interconnects and 
investigate the important implications for high-frequency applications such as 
interconnect and inductor design. 
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Appendix A 
From equations (2.20), (2.22a) and (2.23d) we can write for p=0: 
 
  )1A(d
E
f
v
)tx)(i1(
expt
v
v
dt
d
E
f
v
)tx)(i1(
expt
v
v
dt
s
e
)x(J
0
x 0v xx
2
y
0
x
0 0v xx
2
y
2
2
x
x
































 
 



k
k
 
Let us represent the integral over k for vx > 0 as I1, and that for vx < 0 as I2. Thus 
equation (A1) can be written as:
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Now using equation (2.17b) and (2.17c) we get:
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For doped  GR we can write )(0 fEE
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f
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  and using equation (2.17a), we obtain:  
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Now I2 has basically the same form as I1 except that the  integration is from 2  to 
23 . Putting    and following similar steps described above for I1, we get: 
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Combining equations (A2), (A4) and (A5) the current density can be expressed as: 
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which is the same as equation (2.22a). Following a similar procedure, the current 
density for p=1 can also be derived. 
 
Appendix B 
The conductance per unit layer of GR is given by [21] 
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The transmission coefficient is given by: 
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where   2 The first integral in equation (B2) can be evaluated as in [21].
. 
For 
p=1 the second integral becomes:
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Thus for p=1 we get: 
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The conductance is given by: 
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Chapter 3: Steep Transistors 
3.1. Introduction 
Designing low-power and energy-efficient  integrated circuits constitutes a key area 
for sustaining the irreversible growth of the global Information Technology industry. 
However, lowering of power using traditional techniques becomes increasingly 
difficult beyond the 22 nanometer technology node.  This is due to the fact that in 
such nanoscale devices, the most effective “knob” used for lowering power, namely 
the power supply voltage, cannot be scaled as rapidly as in earlier technology 
generations without incurring significant performance penalty. This is due to the 
fundamental limitation in the steepness of turn-ON characteristics or Subthreshold 
Swing (SS) of conventional FETs (CFETs) as discussed in Chapter 1. Since this 
limitation arises from the thermionic emission based transport mechanism in CFETs, 
it is necessary to develop transistors with fundamentally different transport 
mechanism, in order to obtain subthermionic SS. Transistors with steep turn-ON 
characteristics (i.e. SS below the thermionic limit), which we call as the "steep 
transistors" can lead to the scalability of power supply voltage and hence, lower the 
power dissipation. Different approaches to achieve steep transistors have been 
proposed in the literature, such as impact-ionization based MOS (I-MOS) [100], 
Nano-Electro-Mechanical Switches (NEMS) [101], MOS-FETs with ferroelectric 
layer integrated in the gate stack (Fe-FET) [102] and Tunnel-FET (TFET) [103]. Fe-
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FET suffer from complex material integration issues. On the other hand, NEMS 
devices exhibit significantly small ON currents [104]. Among the new generations of 
subthermionic transistors, I-MOS and TFETs are less disruptive and offer 
integrability with CMOS process and hence, will be discussed and evaluated in the 
next sections. 
3.2. Impact Ionization MOSFET (I-MOS) 
3.2.1. General Device Structure and Working Principle 
Impact Ionization MOS (I-MOS) transistor [104]–[106], has been explored 
extensively [107]–[121], since its introduction due to its capability of providing ultra 
low SS. It is essentially a gated p-i-n diode structure employing avalanche breakdown 
mechanism where the gate covers only part of the channel as shown in figure 3.1(a). 
The working principle is explained in figure 3.1(b). The device works under reverse 
biased condition. In the OFF-state, the current comprises of reverse-biased p-n 
junction leakage current. When positive gate bias is applied, the electric field in the 
intrinsic ungated region increases and when the energy threshold for breakdown (∆E) 
is reached, impact ionization starts. Due to the intrinsic carrier multiplication process 
associated with impact ionization, current increases abruptly with the increase in gate 
bias near the breakdown point. This abrupt change in current leads to SS below the 
thermionic limit.  
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                                   (a)                                                                                  (b) 
 
Figure 3.1(a) Schematic diagram of a I-MOS. (b) Band diagram of a I-MOS in OFF and ON state. 
3.2.2. Novel Enhanced Electric Field I-MOS (E2I-MOS) 
One of the major issues with I-MOS is its high breakdown voltage (VBD) needed for 
normal operation. In this project, we propose a novel enhanced electric-field impact-
ionization MOS (E2I-MOS) employing a heterostructure of two materials having 
different bandgaps.[122] It is shown that with proper tuning of band offset between 
the two materials in the heterostructure, low breakdown voltage even below that of 
the narrower bandgap material could be achieved.  
Device Structure 
    The schematic of an n-type E2I-MOS is shown in Figure 3.2. Though equally 
feasible on bulk, heterostructure on insulator is used because it leads to reduced 
leakage currents due to elimination of drain-to-body and source-to-body leakage 
components [121]. The materials are chosen such that material 1 (M-1) has higher 
bandgap (Eg) than material 2 (M-2), and the difference in bandgap approximately 
equals the valence band offset │∆Eg│ ≈│∆EV│, while ∆EC ≈ 0. Si and SiGe are very 
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good choices for the materials to be used as M-1 and M-2, respectively.   
 
Figure 3.2. Basic device structure for n-type E2I-MOS. In all simulations, LG = LIN  and drain voltage 
VD=0. Unless mentioned otherwise, the parameters used are: LG= LIN=50 nm, LJ=10 nm, TOX=3 nm, 
TSub=40 nm, TBOX=350 nm, gate work function ΦM= 4.17V.  
      Such heterostructure could be fabricated using selective epitaxy of SiGe inside 
recessed silicon. Ge condensation with cyclic annealing can be used to convert the Si 
seed layer (a layer of single crystal Si used to start SiGe epitaxy) into SiGe, which 
can also enhance the Ge concentration in deposited SiGe [123]. Fabrication process 
can be simplified by designing this device in vertical wire/pillar architecture where 
Si/SiGe can be a base wafer and the other material, SiGe/Si, is epitaxially deposited. 
Pillars can be formed through simple patterning and dry etching. This way we can get 
a source, channel, and drain in a single hetero-junction pillar without any intermixing 
of materials. As the gate can be defined using deposition and etch back, precise 
control on the gate edge is possible. Thus a structure close to self-aligned is possible 
without a self-aligned method.  Furthermore, the obtained structure will be Gate-All-
Around, providing even better electrostatic control over the channel and hence better 
electrical characteristics. For p-type E2I-MOS, the material requirement is such that 
∆Eg ≈ ∆EC with ∆EV ≈ 0. 
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   The device simulations were done using local-field impact-ionization model [124], 
which suffices since the non-local dead space effect is cancelled by the velocity 
overshoot effect in small p-i-n junctions (<100 nm) [125]. Previous experimental 
results [106] have proved the validity of the local-field model. Since the dimensions 
used (LG, LIN, LJ) are well above the threshold value (~5 nm), below which the 
quantum effects become important [118], this model is reasonably accurate in our 
case. To correctly model the transport across the abrupt heterojunction between M-1 
and M-2, both the thermionic emission and tunneling have been taken into account.  
Operation Principle 
 
Figure 3.3. Band diagrams for n-type E2I-MOS and I-MOS (VS= - 4.8V, VG= 0V for both cases) 
during ON state. The points A, B and C correspond to those in Figure 3.2. Fermi-Dirac distribution 
function is employed. Temperature and mole-fraction dependent density of states and effective masses 
are used [124]. For the same applied bias, E2I-MOS (│∆Eg│ ≈│∆EV│≈0.22eV) has much sharper 
band bending and, hence, higher electric field near the source than that in I-MOS. The inset figure 
shows the accumulation of holes, which causes the band bending. From the simulations it is found that 
breakdown voltage has been reached for E2I-MOS but not for I-MOS at the biases shown.     
 
The operation principle of an n-type E2I-MOS is discussed below. When negative 
bias is applied to source, with drain grounded, electron-hole pairs are generated due 
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to impact ionization in the intrinsic region. The electrons are swept away by the 
electric field towards the drain, however the holes created at x > LJ , are obstructed 
from moving towards the source due to the valence band offset, leading to 
accumulation of holes at the heterojunction. The accumulated holes pull the bands 
down increasing the electric field near the source (Figure 3.3). Since the impact 
ionization coefficient rises exponentially with the electric field [126], increase in 
electric field enhances the electron-hole pair generation. This leads to accumulation 
of more holes, which in turn, increases the electric field further. Thus the 
accumulation of holes acts as a positive feedback to impact ionization and the 
increased electric field near the source results in the reduction of the breakdown 
voltage. From Figure 3.3 it is clear that the E2I-MOS has much sharper band-
bending and hence, higher electric field near the source compared to that of the 
standard I-MOS for the same applied bias. Though reduction in VBD through 
manipulation of electric field has been reported in some previous works [115][116] , 
our structure is based on a completely different device design platform.  
 
Figure 3.4. Comparison of VBD of n-type Si-Si0.5Ge0.5 E2I-MOS with Si I-MOS and Si0.5Ge0.5 I-MOS 
at various LIN. E2I-MOS exhibits lower VBD due to the enhanced electric field near source.  
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In Figure 3.4, VBD of Si-Si0.5Ge0.5 E2I-MOS (M-1: Si, M-2: Si0.5Ge0.5) is compared 
with Si I-MOS and Si0.5Ge0.5 I-MOS at various intrinsic region lengths (LIN in Figure 
3.2). For the Si-Si0.5Ge0.5 E2I-MOS, VBD reduction of about 1.8V compared to the Si 
I-MOS and 0.2V compared to the Si0.5Ge0.5 I-MOS can be obtained. It is to be noted 
that the lowering of VBD achieved in E2I-MOS is not due to strain effects, which 
when included could lead to further improvement due to strain induced bandgap 
reduction. The transfer characteristic of Si-Si0.5Ge0.5 E2I-MOS is presented in Figure 
3.5. Very low SS of about 6 mV/dec and high drive current of 1mA/m have been 
obtained. 
 
Figure 3.5. Simulated ID-VG characteristics of n-type Si-Si0.5Ge0.5 E2I-MOS (VBD = - 4.4V). 
Subthreshold swing is measured at the inflection point. 
 
Offstate Leakage and Reliability 
As the device dimensions are scaled down, the OFF current of the I-MOS increases 
severely due to the band-to-band tunneling (BTBT) leakage. A solution to this 
problem would be to use wide bandgap materials. However, use of higher bandgap 
materials leads to higher breakdown voltage. Moreover, for the same VS - VBD or VTH, 
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the I-MOS with wider bandgap material would have higher BTBT than that with 
narrower bandgap material. This is because the wider bandgap material requires 
higher VS, which gives rise to higher electric field and hence enhanced BTBT. On the 
other hand, the uniqueness of E2I-MOS is that, it is designed to achieve substantial 
reduction in VBD, even though the bandgap of the material (M-1) near the source is 
higher. Thus the leakage due to BTBT is significantly lowered. Figure 3.6 illustrates 
that the Si-Si0.5Ge0.5 E2I-MOS exhibits 10x reduction in OFF state leakage compared 
to the Si0.5Ge0.5 I-MOS because of its higher tunneling barrier as well as lower VBD. 
This leads to reduction in power dissipation and since the BTBT severely limits the 
scalability of the intrinsic region (LIN), the E2I-MOS having a substantially lower 
BTBT, also allows a higher scalability.  
             
                                            (a)                                                                           (b)       
 
Figure 3.6(a). Band diagrams during OFF-state for n-type Si-Si0.5Ge0.5 E2I-MOS and Si0.5Ge0.5 I-MOS 
at same bias voltages. For the same applied bias, electric field for both devices is same in the OFF 
state, as there is no accumulation of holes in E2I-MOS. However, the tunneling barrier for E2I-MOS is 
higher than that in I-MOS because E2I-MOS has higher bandgap material near the source. (b). 
Leakage currents are compared for same values of VS -VBD (Si0.5Ge0.5 I-MOS having higher VBD should 
be biased at higher negative source voltage than that of Si-Si0.5Ge0.5 E2I-MOS to obtain the same VTH.). 
Leakage in E2I-MOS is much smaller than that in I-MOS due to the higher tunneling barrier and lower 
VBD.  
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3.2.3. Challenges 
In E2I-MOS, using a heterostructure composed of two materials having different 
bandgaps, breakdown voltage lower than that of both materials can be obtained. Thus, 
the breakdown voltage can be reduced. Another serious issue in I-MOS is the device 
reliability due to the generation of hot carriers in the vicinity of the gate dielectric 
[106]. For the E2I-MOS during the ON state, the electric field is increased near the 
source in the M-1 region, while the field in M-2 is reduced (Figure 3.3), thus the 
generation due to impact ionization can mostly be confined to M-1, which is away 
from the gate dielectric region. This is expected to reduce the VTH instability and 
improve the reliability of the device. Though various other techniques have also been 
proposed for combating the reliability issues [112], [114], [119], significant 
improvements are still necessary and currently, the reliability issue is a serious 
drawback of I-MOS devices. In this respect, Tunnel-FETs which are also gated p-i-n 
diodes are more promising, as they do not suffer from such reliability issues. 
3.3. Tunnel Field Effect Transistors (TFETs) 
3.3.1. Device Structure and Working Principle 
Tunnel-FET (TFET) [103], [127]–[133] has recently attracted a lot of attention as a 
highly potential candidate for obtaining steep turn-ON characteristics.  The schematic 
diagram of a TFET is shown in Figure 3.7. TFET is also a gated p-i-n diode but 
unlike I-MOS, the gate covers the whole of the intrinsic region and the carrier 
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transport mechanism involves band-to-band tunneling (i.e. tunneling between valence 
and conduction bands). The band diagram illustrating the working principle of TFET 
is shown in  Figure 3.8. In the OFF state, electrons below the source valence band 
cannot transport to the drain, as the width of tunneling barrier (as represented by the 
length of magenta arrow) between source and drain is large (Figure 3.8(a)). Above 
the source valence band and below the conduction band, i.e., within the bandgap, 
there are no available density of states and hence, no carrier transport occurs there as 
represented by the green arrow with cross. Above the source conduction band, 
electrons can flow to the drain as there is no barrier and this basically constitutes the 
reverse biased p-n junction leakage. However, the number of electrons available in 
the conduction band of source is very low as the source is p-doped with the Fermi 
level (green dashed line)  in the valence band and electron concentration decreases 
exponentially with increase in energy above the Fermi level. There can be some 
channel to drain tunneling as shown by the yellow arrow but this can be reduced by 
using proper drain design such as low doping, higher bandgap near drain or underlap 
gate. In the ON state, after application of positive gate bias, the bands in the channel 
bend down, and the conduction band of channel comes below the valence band of the 
source, lowering the tunneling width (as represented by the length of red arrow in 
Figure 3.8(b))). Hence, electrons from below the source valence band can tunnel to 
the empty states of the channel conduction band, leading to increase in the tunneling 
current (Figure 3.8(b)). In case of TFET, particles tunnel through the barrier instead 
of going over the barrier. However, the forbidden gap has no density of states (DOS) 
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available. Hence, the electrons can no longer follow the Fermi-Dirac distribution 
within the forbidden gap and thus the tail of the Fermi distribution is said to be cut-off 
by the forbidden gap of the semiconductor. As illustrated in the figure, there are no 
electrons available within the green circle since it lies within the bandgap. This 
cutting of Fermi tail can lead to subthermionic SS.  
 
Figure 3.7. Schematic diagram of a TFET. 
 
                                         (a)                                                                             (b)         
 
Figure 3.8. Band diagram of a TFET in OFF (a) and ON (b) state. EC and EV represent the conduction 
and valence band respectively. 
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Single Carrier Tunneling Barrier And Subthreshold Swing 
 
Figure 3.9. Band diagrams of a barrier in which carriers can transport not only through thermionic 
emission above the barrier but they can also tunnel through the barrier, before and after application of 
gate voltage (VGS).  
   As discussed above, in case of band-to-band tunneling[134], where carriers tunnel 
from the valence to the conduction band, it is possible to achieve SS below thermionic 
limit. In Chapter 1, we discussed that for transport based on thermionic emission over 
the barrier, the minimum SS achievable is KBT/q
 
ln(10). Here, we show that, for any 
barriers, which involve combination of single carrier tunneling (but not Band-to-
Band-tunneling) and thermionic emission, the SS is also limited by the thermionic 
limit.[81] By single carrier tunneling, we mean situations where either electrons or 
holes are involved in tunneling but not both. On the other hand, Band-to-Band- 
tunneling involves both electrons and holes[135]. A single carrier tunneling barrier is 
shown in Figure 3.9, which for example can be achieved by vertically stacking a 2D 
material (with non-zero bandgap) between two layers of graphene. This barrier can be 
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thought to be similar to that shown in Figure 1.2(c), but the only difference is that the 
width of the barrier is small enough so that apart from transmission over the barrier 
through thermionic emission, electrons with energy lower than the barrier height, can 
also tunnel directly from source to drain. Initially, before application of gate voltage, 
let the barrier height be Hi, and after increasing the gate voltage by ∆VGS, the height is 
reduced to Hf (where Hf = Hi-∆VGS in the best case assuming perfect electrostatics). 
Let us divide the initial current (Ii) into 3 components: let the current above the 
barrier through thermionic emission be I0, tunneling current through the barrier from 
energy 0 to Hf be It1 and that from energy Hf to Hi be It2 (Figure 3.9). After the 
application of gate voltage, the final current (If) can be thought to be comprised of 
two components, current above the barrier, which is increased compared to the initial 
thermionic emission current and is given by TkV BGSeI 0 (as explained in previous 
section) and the tunneling current through the barrier given by It1. For small change 
in gate voltage, the SS can be written as 
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Now, inserting the current components for Ii and If in equation (3.1), we get 
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Now, since  
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This implies that, in the case when single carrier tunneling is present along with 
thermionic emission, not only it is fundamentally impossible to achieve SS lower than 
KBT/q
 
ln(10), but in fact, the  SS is further degraded from this minimum value.  
 
Figure 3.10. Band diagrams of Schottky barrier at the source-channel junction, before and after 
application of gate potential. φ denotes the Schottky barrier height and EFS denotes the Fermi level of 
the source. 
      Even, in case of a Schottky barrier (Figure 3.10), it is not possible to achieve SS 
lower than the fundamental limit of MOSFET. Solomon has showed using simple 
mapping technique, that it is not possible to achieve lower SS than KBT/q
 
ln(10) when 
single carrier tunneling is involved. His methodology is valid for both Schottky 
ϕ ϕ
∆VGS
EFS EFS
Source Channel Source Channel
before gate bias after gate bias
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barriers as well as direct source-drain tunneling. Readers are referred to his paper 
[136] for further details of the methodology. 
3.3.2. Understanding Band-to-Band Tunneling (BTBT)  
     Here, we highlight an underlying physical concept [135] behind the BTBT process 
that has been mostly overlooked in the literature.  It is shown that the carriers exhibit 
dual nature of electrons and holes during the BTBT phenomenon and ignoring this 
duality can not only lead to substantially erroneous results but also to misleading 
conclusions.  
Though rigorous quantum mechanical treatment of tunneling can be achieved through 
the Non-Equilibrium Green’s Function (NEGF) formalism, computationally efficient 
models are required for fast calculations. WKB approximation provides such a tool, 
through which the transmission coefficient can be calculated from the wave vector, 
which is dependent on the type of barrier. Often the barrier for tunneling is 
considered to be EC-E [129][137][138][139][140], which is the barrier for electrons or 
E-EV  [141], which is the barrier for holes. During the tunneling phenomenon, particles 
transit through a forbidden gap with imaginary wave vectors. If only electron (hole) 
tunneling and thereby only the barrier for electrons (holes) is considered, it implies 
that the electron (hole) faces a barrier at the valence (conduction) band edge, and 
hence, it's wave-vector becomes imaginary there, which is unphysical because the 
wave-vector can be imaginary only within the bandgap and not on the 
valence/conduction band edge. Here, we illustrate the electron-hole duality (EHD) 
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within the forbidden gap during the BTBT process taking a graphene nano-ribbon 
(GNR) TFET as an example. While all the results here, are presented for GNRs, the 
EHD concept is inherent to the physics of the BTBT process and hence is applicable 
to any other material.  
 
                                         (a)                                                                 (b) 
 
Figure 3.11(a) Band diagram of a graphene nano-ribbon under the influence of two different forces 
(F1 and F2). (b) Imaginary part of the wave vector (κ) as a function of normalized distance between the 
two turning points (x=0 and x= x0). A GNR with 38 carbon atoms along the width, giving a bandgap of 
0.27 eV is considered. Squares represent κ for F1 =20 MV/m, F2 =5 MV/m and ∆E =0.084 eV, while 
circles represent that for F1 =5 MV/m, F2 =20 MV/m and ∆E =0.226 eV. When F1>F2, the barrier for 
electrons increases steeply and hence reduces the electron dominated part of the wave-vector and the 
transition point shifts to the left. Reverse situation occurs for F1< F2.     
   The dispersion relation of GNRs can be derived from the mode 
space Hamiltonian as [142]:  23cos2 0
22
0 akttttE xnn  where t0= -2.77 eV, a is 
the C-C bond length and tn is related to the quantized y directed wave-vector kyn
 
[143] 
as    23exp10 akitt ynn 
 
giving rise to a bandgap of nnG ttttE 0
22
0 22  . 
Under the influence of two different forces, as shown in Figure 3.11(a), the barrier 
for electrons (EC-E) and holes (E-EV) is different and thus would lead to different 
tunneling probabilities. Let us first consider only electron tunneling, in which case we 
can write:  
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Here, the subscript x for the wavevector (ke) has been dropped for convenience and 
henceforth, any k used will refer to the x directed momentum. x=0 and x=x0 are 
defined as the turning points at which EC=E and EV=E, respectively, as shown in 
Figure 3.11(a). Thus EC-E increases from 0 to EG as x increases from 0 to x0. 
However, an interesting situation occurs for EC-E > EG/2 for which we observe that 
the square root term on the left hand side of equation (3.5) becomes negative, which 
is unphysical. The reason is the following. Let us define the point at which EC-E = 
EG/2 as x=xt. From 0 to xt, the barrier for electrons is less than that for holes and 
hence, the electron properties should dominate. However, for x> xt   the situation 
reverses and the use of the equation for electron tunneling in this region gives rise to 
the unphysical situation. The correct equations considering electron-hole duality are: 
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Using the WKB approximation, the effective tunneling probability (TEHD) can then be 
written as:  
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In Figure 3.11(b), the EHD within the forbidden gap is illustrated. 
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An analytical formula for the tunneling probability in case of a constant force can 
be derived by assuming a simplified conical dispersion relation near the Dirac points 
[144]. Employing the EHD concept we can write:
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For a constant force, the transition point occurs in the middle i.e., xt=x0/2. Using 
equations (3.7) and (3.8) we obtain,  FqvET fGEHD 4exp 2 .  
      Figure 3.12 shows the tunneling probability for the case of a constant force (e.g. 
F1=F2=F in Figure 3.11(a)) applied to the GNR. The EHD model shows close match 
with the rigorous quantum mechanical simulation using NEGF.  Use of the barrier of 
the form given by Flietner in equation (3.5) or consideration of either electron or hole 
tunneling can give rise to significant errors. 
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                                              (a)                                                                       (b) 
 
Figure 3.12(a) Tunneling probability as a function of the applied force. Telectron(/hole) is calculated using 
the effective mass approximation (as the use of E-k relation for either electron (hole) tunneling gives 
rise to the unphysical situation), taking EC-E (E-EV) as the barrier. It is clear that using only the 
electron or the hole barrier leads to considerable deviations from NEGF calculations. (b) The 
percentage errors for the EHD model and Flietner’s model compared to NEGF simulations are plotted 
separately for clarity for two different values of EG (0.27eV and 0.4eV). It is seen that the EHD model, 
expressed as equations (3.6) and (3.7), shows very good agreement with simulations based on the 
NEGF while use of Flietner’s form of barrier can lead to significant errors. All models have been 
numerically solved to provide meaningful comparison. 
           
                                            (a)                                                                        (b) 
 
Figure 3.13(a) Band structure during direct tunneling between source and drain in a GNR TFET. EG is 
taken to be 0.27 eV and F1= F2 = 24 MV/m. (b) Tunneling probability as a function of the energy level 
E shown in Figure 3.13(a). The EHD model, expressed as (3.9), shows close match with the NEGF 
simulations. Consideration of either electron or hole tunneling underestimates the tunneling probability 
by several orders of magnitude while use of Flietner’s formula leads to considerable overestimation of 
the same.  All models have been numerically solved to provide meaningful comparison. 
 
      To take into account the tunneling between source (or drain) and channel in a 
TFET, the band bending can be approximately taken to be that due to a constant 
(a) (b) 
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force. However, this approximation is not valid for the case of direct tunneling 
between source and drain (Figure 3.13(a)). Figure 3.13(b) shows the accuracy of the 
EHD model in calculating the direct source-to-drain tunneling probability. Here, we 
also derive an analytical expression for it. For that we divide the area between the 
drain and source into three distinct regions (R1, R2 and R3 in Figure 3.13(a)). We 
assume constant force F1 and F3 in the drain-channel (R1) and source-channel (R3) 
junction, respectively. We assume the bands in the region (R2) between R1 and R3 to 
be flat. Now using the EHD model, we can find the wave-vector in the three regions 
and the tunneling probability (TSD) can be written as:  
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It is to be noted that the length of integration in R1 (x1) and R3 (x3) are energy 
dependent. To find x1, we note from Figure 3.13(a) that traversing from A-B-C 
brings us to the same energy. To find x3, we move along M-N-O-P.  Hence we can 
write:  
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Let I1, I2 and I3 represent the first, second and third integration in equation (3.9), 
respectively. Using (3.6), (3.9) and (3.10) we derive the expressions for I1, I2 and I3 
and finally for the tunneling probability as:
 
110 
 
   
 
   
   )11.3(III2expT
E
E2E
sin
8
E
4
E2EEEE
16
E
qF
1
v
1
I
EEE
v
L
I
E
E2E
sin
8
E
4
E2EEEE
16
E
qF
1
v
1
I
321SD
G
G1
2
GGG
2
G
3f
3
G
f
2
2
G
G1
2
GGG
2
G
1f
1














 



















 










    
While the above analytical formulas can provide better physical insight, more 
accurate results can be obtained by using direct numerical solutions to equation (3.7) 
or (3.9) as employed in Figure 3.12 and Figure 3.13(b). 
     Finally, it is important to note that the large error in the tunneling probability 
attributed
 
to the use of WKB method, is mainly due to its improper use. It is shown 
here, that with proper understanding of the EHD concept and use of accurate E-k 
relation, WKB can actually yield results in very good agreement with rigorous NEGF 
calculations. However, since the effective barrier for tunneling is reduced due to the 
interplay of both electrons and holes compared to that due to consideration of only 
one of them, it is important to know the regime of validity of the WKB method in 
light of the EHD concept. The WKB equation is derived under the condition that 
12  dxdkk . It can be observed from Fig 3.14(a) that the required condition for 
WKB is not satisfied in the regions near the turning points and that, this region 
expands with increasing force. However, it has been argued that the errors introduced 
(a) 
(b) 
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by the use of WKB will not be significant for any arbitrary barrier given that the 
condition 4
21
0 x holds [145] where 0x is the barrier width in Å and   is the 
mean barrier height in eV. Since consideration of either electron or hole tunneling 
overestimates the tunneling barrier, it will also overestimate the regime of 
applicability of WKB while the actual case considering EHD is shown in Fig 3.14(b), 
as a function of bandgap and applied force.  
             
                                            (a)                                                        (b) 
Figure 3.14(a) The factor dxdkk 2 , which we define as WKB validity ratio for different forces applied 
to a GNR (EG =0.4 eV) as a function of the normalized distance between the two turning points. As 
force increases, the region where the validity condition is not satisfied increases. (b) Regime in which 
WKB can be used, as a function of EG. The projection of the points at which the curve for a particular 
bandgap intersects the line y=4, on the x-axis define the maximum force up to which WKB would be 
applicable for that bandgap.     
3.3.3. Analytical Modeling of TFETs  
        Though rigorous quantum mechanical treatment of tunneling can be achieved 
through the Non-Equilibrium Green’s Function (NEGF) formalism, computationally 
efficient analytical models are required for fast calculations. Hence, here we develop 
analytical modeling for BTBT probability and current.[146] First, we develop an 
analytical model for the potential profile in the device and thereby, the band-to-band 
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tunneling current (IBTBT) in response to a particular gate-dielectric surface potential 
(ϕ). This surface potential equals to the gate voltage (VGS) in the case of a digital FET, 
while in the case of a FET based biosensor, it is the potential developed on the 
surface of the dielectric due to attachment of biomolecules. The modiﬁed 1D Poisson 
equation can be written as 
0
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                                     (3.12) 
where ψf  is the potential at the semiconductor-oxide interface, x is the direction along 
the channel as shown in Figure 3.8(b) and λ is defined as the natural length scale [1]. 
The right hand side of the above equation is set to zero since for TFETs the channel is 
intrinsic or very lightly doped.  For the boundary condition at the left side, the 
potential at the source-channel junction is set to the potential of the source and hence, 
ψf (0) is set to 0. This assumption is valid when the depletion region and the potential 
drop in the source are negligible, which is usually valid due to high doping of the 
source. Note that ψf (x) is defined as the potential energy profile of the valence band. 
The potential at channel-drain junction is taken as Ud  so that ψf (Lch) = Ud  where Lch 
is the length of channel region of TFET. Using the above boundary conditions, ψf  can 
be derived as: 
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For Lch >> λ and considering only the potential profile near the source-channel 
junction (ψfJ), we can simplify the above equation as  
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)1(    xfJ e                                          (3.14) 
This formula is valid when the effect of drain voltage on the potential profile at 
source-channel junction is negligible. The electric field/force can be obtained by 
taking the derivative of the potential profile with respect to distance x and is given by 
 xeF                                             (3.15) 
For obtaining analytical expression for BTBT probability, the maximum value of 
electric field (Fmid-max) in the middle of the bandgap (since the region near the middle 
of the bandgap has maximum contribution to the tunneling probability [147]) is 
required to be derived. The effective Fmid-max occurs at energy E=0 as shown in Figure 
3.8(b) since above E=0, the current is cut off  by the bandgap of the semiconductor 
and as we go below E=0 the electric field decreases. For deriving Fmid-max at E=0, we 
first find the value of xmid, which is the point at which the intrinsic potential i.e., the 
midgap potential falls to E=0. xmid can be found by solving the equation 
 02

G
x
Ee mid                                        (3.16) 
Hence, we derive the xmid as  
   2ln GE                                         (3,17) 
 Substituting this value of xmid in the equation for electric field given by equation 
(3.15), Fmid-max can be derived as  
    22max Gmid EF                                   (3.18) 
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where EG is the bandgap of the semiconductor material. Now, that the effective force 
is determined, next, we derive the tunneling probability as a function of force (F) 
using the WKB approximation and the two-band approximation as follows.  
 
Figure 3.15. Schematic diagram of band bending under a constant electric field. 
From the two-band approximation, the relation between energy and wave-vector is 
given by  
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where, mc and mv are the effective masses of the conduction and valence band 
respectively, in the transport direction and 2h where h is the Planck’s constant. 
Note that, while EHD theory is general and can be used for any semiconductor, the 
two-band approximation is useful for easily deriving the tunneling probability in case 
of conventional semiconductors with parabolic bandstructure. 
From WKB equation, the tunneling probability can be written as  
E
0
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EV
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∆E2
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Consider the band bending shown in Figure 3.15. Let F is the electric field and 
represents the slope of the bands. Let us consider an energy level E which cuts the 
valence band at x=0 and the conduction band at x=d0 where d0=EG/qF. We can write 
E-EV = q F x. Using this relation, the tunneling probability can be derived as 
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where, mlow (/mhigh) are the lower and higher of mc and mv. The tunneling probability 
can be written in a simplified form as follows 
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For, similar effective masses (m*) of valence and conduction bands in the tunneling 
direction the above equation reduces to the well known Kane's formula given by 
 FqEmT G 22exp 2321 
                                      
(3.23a)
    
Putting F=Fmid-max in the above equation, the tunneling probability can be written as  
 
   GG EEmqT    22exp 2321                            (3.23b) 
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The above tunneling probabilities are valid for 1D systems. In 3D systems, the effect 
due to the presence of momentum in directions (y and z) transverse to the transport 
direction (x). needs to be considered. The effect of transverse momentum (kt) can be 
taken into account by effectively increasing the bandgap in the tunneling probability 
as given by  
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where, mct and mvt  are the effective masses of the conduction and valence band 
respectively, in the transverse direction. If the effective masses in the y and z direction 
are different, then their average values should be considered. Putting reduced 
transverse effective mass as 1/mrt = 1/mct + 1/mvt and assuming the bandgap, is much 
higher than the transverse energy, we can write 
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Thus, the tunneling probability can be written as: 
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         Next we derive the energy window ∆E through which the effective tunneling 
occurs. As is clear from Figure 3.8(b), ∆E is defined from the valence band of the 
source to the point at which the conduction band in the channel becomes flat. By 
putting the double derivative of the conduction band potential profile with respect to x 
to zero and assuming Lch >> λ, ∆E can be derived as 
∆E= (ϕ-EG)                                                  (3.27) 
Note that here ∆E is derived for relatively small gate voltages such that ∆E < Ud, in 
which we are interested. For larger gate voltages, ∆E will be given by the difference 
in energy between the valence band of the source and conduction band of the drain. 
Finally, using the Launderer’s formula, the tunneling current for 1D systems can be 
written as: 
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where the function Fnc(ϕ-EG) is given by  
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Here  fS, fD are the Fermi functions and Ef S, Ef D are the Fermi levels at source and 
drain respectively. In the energy window ∆E, the source has plenty of available 
electrons and hence fS
 
can be set to 1 while, the drain is devoid of electrons and hence 
fD can be set to 0. Thus, further simplification can be achieved and Fnc(ϕ-EG) reduces 
to (ϕ-EG).  
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   In case of 3D systems, the current needs to be integrated over the transverse 
momentum states, and hence, the limits on the transverse momentum needs to be 
determined. We consider the case where no inelastic scattering is involved during 
tunneling and the transverse momentum is conserved. From Figure 3.15, we can 
write 
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EEE  21                                   (3.30c) 
As the transverse momentum is conserved kct = kvt, and we get the following limiting 
conditions on transverse momentum given by  
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Thus, considering an energy level nearer to the valence band (∆E1 is small), kt will be 
limited by the equation  (3.31a) while considering that near to the conduction band 
(∆E2 is small), it will be limited by the equation  (3.31b). At the energy level where 
the crossover between the two limiting conditions occur, we get 
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1 22
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                    (3.32) 
Using equation  (3.30c), we get  
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Now, considering the energy at the valence band edge at the p-type semiconductor to 
be zero, and writing ∆E1cross as Ecross, the current (It) can be written using Landauer's 
formula as 
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where, Ecross =  mct ∆E / (mct + mvt). 
Solving the integrals in equation  (3.34), we get 
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3.3.4. Development of Numerical Quantum Mechanical Simulator 
While analytical formulae can provide insights, numerical simulations can provide 
accurate results. Device simulations  require self-consistent Poisson and Schrodinger 
equations. Non Equilibrium Green’s Function Formalism (NEGF) [148] is an 
efficient method of solving Schrodinger equation within the channel which takes into 
account the effect of source and drain contacts through the self energy terms ΣS and 
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ΣD, respectively and the effect of electron injection through the source term S. Thus 
the modified Schrodinger equation for the wave-function (ψ) can be written as 
  SUEH Ds                                   (3.36) 
The details for solving the above equation for a Hamiltonian (H) considering one 
energy band is well known. However, as discussed above, BTBT involves transition 
between two bands. Hence, here we develop the models for NEGF using two-band 
Hamiltonian and derive the respective self-energy and source terms. 
The two band Hamiltonian interacting through k.p perturbation, is given by [149] 
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where p is the momentum matrix element and k is the momentum operator and can be 
written as dxdik  . Hence, considering a 1D wire and the wavefunctions for the 
two bands as ψA and ψB, we can write 
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Now, writing in the matrix format  
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where NP is the number of grid points into which the 1D wire is divided, 
22 2mat  , mapit p 2 and  a is the distance between two adjacent points.
 
The Self Energy Function Due To Contacts 
From equation (3.38) and (3.39), we can write for the nth point 
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For right contact, using plane waves for wave functions, we can write 
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For left contact, using plane waves for wave functions 
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And putting n=1, in equation (3.40), we get 
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 using equation (3.43c), we get  
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From equations (3.42) and (3.44), the self energy function can be written as  
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The Source Term 
From equation (3.44), we can write the source term as 
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From equation (3.46), we can write  
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We use the following plane waves in equation (3.40 a) 
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We can find the derivative of energy with respect to k  as    
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From equations (3.48) and (3.51) we can write  
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Using equations (3.47) and (3.52), we get 
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Here, the SS  is not proportional to  -  * 
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3.3.5. Performance Improvement : Nanoparticle Assisted 
Tunneling 
        The TFETs face a major challenge because of their low ON-current. Here, we 
propose and show that the incorporation of metallic nanoparticles at the tunnel-
junction can lead to increased tunneling probability and hence increased current. The 
current in TFETs is essentially limited by the barrier through which the tunneling 
occurs. For BTBT process, the tunneling barrier is determined by the bandgap of the 
semiconductor. A barrier is faced within the forbidden gap because of the absence of 
available states there to accommodate the electrons while the barrier reduces to zero 
at the conduction and valence band edges. If somehow states could be created within 
the forbidden gap of the semiconductor, it would lead to reduction in the effective 
tunneling barrier.[150][151] This is precisely what can be achieved by incorporation 
of metallic nanoparticles at the tunnel junction. When these nanoparticles are 
inserted, the barrier reduces to zero at the nanoparticles since metals have overlapping 
valence and conduction bands. Thus, essentially the tunnel-mechanism takes place in 
two steps: first step involves tunneling between the valence band of the 
semiconductor in segment-1 and metal while the second step involves that between 
the metal and the conduction band of the semiconductor in segment-2 as shown in 
Figure 3.16(a).[150][151]  Growth of metallic islands within a semiconductor is 
possible as has been demonstrated experimentally [152]–[154]. 
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Theoretical Analysis 
    To enable direct comparison of the metallic nanoparticle (MN) assisted tunneling 
probability with the well known Kane’s formula [149], we consider here the case of 
constant force (F) and similar effective masses for electrons and holes (m*). 
Moreover, for such a case, an analytical formula for tunneling probability can be 
derived, which provides better physical insights. The insights developed here can be 
easily extended to non-uniform forces and non-symmetric effective masses.  
   For the standard case, i.e., without the presence of any states in the forbidden gap, 
the tunneling probability (T) is given by equation (3.23a). 
          
                                 (a)                                                                                    (b) 
 
Figure 3.16(a) Schematic band diagram of a tunnel junction where metallic nanoparticles have been 
incorporated leading to zero bandgap between segment-1 and segment-2. Due to the presence of the 
nanoparticles, tunneling process can now be divided into two parts: through segment-1 and segment-2 
(denoted by blue arrows). V is the voltage applied across the junction. 
1  (/ 2 ) denote the energy 
differences between the valence (/conduction) band in segment-1 (/segment-2) and the Fermi level. 
The Fermi level pinning position at the metal-semiconductor interface is denoted by p which is defined 
from the conduction band as a fraction of the bandgap (EG). d1 and d2 represent the tunneling distances 
in segment-1 and 2 respectively for a particular energy level E. (b) Comparison of theoretically 
calculated tunneling probability without (Tstd) and with (Teff) metallic NPs at an energy level E where 
d1 = d2. 
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For MN-tunneling, we can write the tunneling probability through each segment from 
Figure 3.16(a), using the WKB approximation and the two-band approximation [149] 
as  
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EG and m* are the bandgap and carrier effective mass of the semiconductor material, 
respectively. It is to be noted, that the tunneling probability here depends on the 
energy level at which tunneling occurs. This is because the region of integration 
determined by d, which we define as the tunneling length, is energy dependent. At a 
particular energy level E, the tunneling distance for step 1 and 2 are shown as d1 and 
d2 in Figure 3.16(a). d1 and d2 add up to EG/qF, where EG is the bandgap, q is the 
electronic charge and F is the electric field in the intrinsic region. The tunneling 
probability for each step can be derived as [150] 
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where m* is the carrier effective mass of the semiconductor material,   is the reduced 
Plank's constant and d should be replaced by d1 or d2 for obtaining the tunneling 
probability for the 1st (T1) or 2nd (T2) step respectively. The effective tunneling 
probability (Teff) combining both the steps i.e., the tunneling probability from the 
valence band of the P-region to the conduction band of the N-region is given by [148] 
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Note, Teff  is not simply given by T1 T2 or the multiplication of tunneling probabilities 
for the 1st and 2nd step. This is because of the multiple quantum mechanical 
reflections [148] that take place at the region of zero bandgap at the metallic NPs 
between the two barriers formed by the bandgap of the semiconductor material. 
It is noteworthy, that putting d as EG/qF in equation (3.55) or simple multiplication of 
T1 and T2 (and putting d1 + d2 = EG/qF) will lead to the tunneling probability which is 
exactly same as that for the standard case (Tstd), i.e., without any metallic NPs, which 
can be given by equation (3.23a). 
However, the tunneling probability in the case with metallic NPs, given by Teff  in 
equation (3.56), is much higher than Tstd (Figure 3.16(b)).[151] 
   Now, with the expression for tunneling probability being derived, we want to 
explore the characteristics of the MN-tunneling in greater details.[150] On application 
of a voltage V across the junction, the applied voltage gets divided among the left and 
right segments (Figure 3.16(a)).The fraction of the voltage dropped in each segment 
depends on the Fermi-level pinning position and the doping in the segments and can 
be calculated using the condition of continuity of current flowing through segment-1 
and segment-2 where the equation of current though each segment can be written as  
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Here fi and ff  denote the Fermi functions of the initial and final states from and to 
which the tunneling occurs, respectively.  Here ΔE denotes the energy window over 
which the current flows as shown in Figure 3.16(a). 
 
Figure 3.17.  Current as a function of Fermi level pinning position p (defined in Figure 3.16(a)) for 
similar (F1= F2) as well as dissimilar (F1 ≠ F2) forces in the two segments. For F1= F2, the peak current 
occurs at p=0.5 while for F1 ≠ F2 the peak position shifts depending on the forces.  
 
   In Figure 3.17, the current is plotted as a function of the Fermi level pinning 
position (p), which is defined from the conduction band as a fraction of the bandgap 
(Figure 3.16 (a)).  It is observed that depending on the forces applied in the two 
segments there is always an optimum value of p, which leads to the highest current. 
When the force in the two segments are equal, the peak current is obtained when the 
Fermi-level is pinned at the midgap (p=0.5) while it decreases at either ends. This is 
because when p=0.5, the band bending is symmetrical in both segments, voltage 
being equally divided between segment-1 and segment-2. Hence, the maximum value 
of tunneling length is given by 
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Here, the subscript mid denotes that the Fermi level pinning occurs at the midgap and 
we consider   21 . The symbol Emax is defined in Figure 3.16(a). Now, when p 
is either smaller or greater than 0.5, then on one segment, the maximum value of 
tunneling length will be greater than dmax_mid while on the other it would be less than 
dmax_mid. Since the current is dominated by the most resistive region, the increased d in 
one of the segments will lead to decrease in the current. When the forces in the two 
segments are considered to be different, then the current peak will occur away from 
p=0.5 due to the asymmetry caused by the different forces.  
   Figure 3.18 shows the current as a function of force, which is taken to be same in 
both the segments. Fermi-level pinning is considered to be at p=0.5. It is clear that the 
current is increased significantly due to MN-tunneling compared to that without the 
incorporation of nanoparticles. Improvement in current of about 3 orders of 
magnitude at lower values of force and around 2 orders at higher forces is obtained.  
 
Figure 3.18. Current as a function of the force (F1= F2) for two different values of V and p=0.5. It is 
observed that MN-tunneling leads to substantial increase in current compared to those without MN.  
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   Till now we have considered the pinning level to be same for both the segments and 
found that p=0.5 leads to the maximum current value for similar force in both regions. 
On plotting the current density as a function of E (Figure 3.19(a)), we observe that 
the current initially increases with increase in E. However, with further increase in E 
the current decreases again. This is because with increase in E the number of vacant 
states, into which the particle can tunnel to, reduces (or in other words ff(E) in 
equation (3.55) increases) and becomes particularly small as E goes down from the 
Fermi-level of the metal. Thus, though the T(E) term in the expression for current in 
equation (3.55) increases with E, the current decreases due to the decrease in the term 
(fi(E)- ff(E)). Thus, we are not able to harness the full advantage of the very high 
tunneling probability at larger E. Now let us explore whether further improvement 
can be achieved through use of dissimilar pinning levels in the two segments, which 
we will now refer to as p1 and p2. It is to be noted that the tuning of pinning level at 
the metallic nanoparticles has been demonstrated experimentally [154]. We observe 
that if we use dissimilar Fermi level pinning at the two segments such that at 
segment-1, pinning is more towards the valence band i.e., p1 > 0.5 while at segment-2 
pinning is more towards the conduction band i.e., p2 < 0.5, as shown in Figure 
3.19(b), then we could effectively use the regions with higher E or smaller d with 
higher tunneling probability. It is seen clearly from Figure 3.19(c) that as p1 increases 
and p2 decreases, the region over which the tunneling occurs shifts towards smaller 
values of d. In Figure 3.19(d), the current is plotted as a function of force for 
dissimilar p1 and p2 with p2 set to 1- p1. We observe that with increase in p1, the 
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current increases substantially and we get much higher current than what we achieved 
using identical pinning level for the two segments.  
                                     
                                                 (a)                                                                          (b)                              
                                   
              
                                              (c)                                                                          (d)                 
            
Figure 3.19(a) Current density as a function of the energy level E plotted from 0 to ΔE. It is seen that 
the current initially increases with increase in E due to increase in the tunneling probability but then 
decreases due to decrease in (fi(E)- ff(E)).  (b) Schematic band diagram showing different pinning 
positions defined by p1 and p2 at the two segments where p1>0.5 while p2<0.5. (c) The difference in 
Fermi function between the left segment and the metal given by (f1(E)- fm(E)) as a function of the 
tunneling length for different p1 with p2=1- p1 . We observe that as p1 increases, the window of 
tunneling length over which current flows (which also corresponds to the energy window ΔE) shifts 
towards lower values of tunneling lengths. (d) Effective increase in the tunneling current with increase 
in p1. 
    It is to be noted that depending on the interface roughness at the nanoparticle-
semiconductor junction and temperature, the degree of coherence for MN-assisted 
tunneling will vary. Simulations capturing varying degree of coherence will require a 
full-fledged quantum-mechanical treatment. In this dissertation, we have treated the 
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MN-assisted tunneling in the non-coherent limit (since during the 2
nd
 tunneling step, 
phase information of the 1
st
 tunneling step is lost). Such treatment allows the 
development of analytical models with better physical insights and captures the 
advantages of nanoparticle-assisted tunneling compared to that without the 
nanoparticles, without involving severe computational complexity.   
Experimental Demonstration 
In this section, we experimentally demonstrate the improvement in BTBT current due 
to insertion of metallic NPs,[151] which is a proof of concept of the idea proposed in 
the previous section. To this end we fabricated P-I-N diodes with a short I-region and 
incorporated metallic NPs at the middle of this I-region (Figure 3.20(a)). P-I-N 
diodes with exactly the same structure and doping but without the NPs were also 
fabricated to act as a standard for comparison.  
                               
                                                     (a)                                                                          (b)            
              
 Figure 3.20(a) Schematic diagram of a P-I-N diode with metallic NPs at the middle of the I-region. 
(b) The optical image of a fabricated P-I-N junction. Scale bar : 10 μm.          
                         
   The optical image of the fabricated P-I-N junction is shown in Figure 3.20(b). The 
P-I-N diode was formed by growing doped GaAs or In0.53Ga0.47As using a modified 
VG V80H solid source MBE system on InP (001) substrates. P and N doping was 
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obtained by using Be and Si respectively, while ErAs or ScAs formed the 
nanoparticles. Conventional effusion cells were used for Ga, In, Al, Si and Be, a 
valved cracker for As and a high temperature effusion cell for Er or Sc. For each 
sample, the wafer’s native oxide was desorbed at 490-520°C under an As 
overpressure. The oxide desorption process was also used to calibrate a pyrometer 
from which subsequent temperatures during growth were adjusted. For InP, during 
oxide desorption, a thin layer of InAs may form from an As-P exchange reactions that 
can act as a parallel conduction path [155], [156]. A 200 nm thick InAlAs buffer layer 
was grown at 490°C over this interfacial layer with the intent of minimizing parallel 
conduction in the InAs during electrical transport measurements by acting as a back 
barrier and also for obtaining a smooth, atomically clean surface for InGaAs growth. 
Next, InGaAs active layers were grown at 490°C at a rate of 1 µm/h.  The growth rate 
and composition of InGaAs was calibrated with RHEED oscillations during GaAs, 
and InGaAs growth and confirmed with x-ray diffraction.  Si and Be were 
incorporated in the InGaAs layer by codeposition.  The Si/Be doping flux was 
calibrated by Hall measurements of Si/Be doped GaAs. First, N-region was formed 
followed by I- and then P-regions. For, incorporating the nanoparticles which 
constitutes of rare earth elements Er or Sc, in the I-region, the rare earth fluxes were 
calibrated by Rutherford backscattering measurements on Si substrates. The 
nanoparticles were grown on InGaAs by an embedding mechanism achieved by 
depositing less than 3 monolayers of ErAs or ScAs [157].  After the growth, mesas of 
different areas were etched into the samples, up to about 300 nm deep into the N 
135 
 
region followed by formation of metallic contacts to the P and N region for electrical 
characterization. 
             
           (a)                                              
                              
           
                                             (b)                                                                    (c)                      
                                                                                                                
Figure 3.21(a) Schematic diagram of fabricated P-I-N diodes without any NPs (left) as well as with 
semi-metallic ErAs NPs at the middle of the I-region (right), showing the dimensions and doping 
concentration of the respective regions. (b) Comparison of measured current in GaAs P-I-N diodes 
without and with ErAs NPs at room temperature. (c) Comparison of measured current in InGaAs P-I-N 
diodes without and with ErAs NPs at room temperature.           
       Figure 3.21(a)  shows the dimensions and doping of the epitaxial layers grown 
on the substrate for both GaAs and InGaAs with and without the ErAs NPs. The 
reverse bias characteristics of the GaAs diode with and without the ErAs NPs is 
shown in Figure 3.21(b). In this dissertation, we will focus on the reverse bias region 
as the TFETs operate under reverse bias where the current is dominated by BTBT. It 
is observed that incorporation of BTBT can lead to substantial increase in current 
compared to the standard case without the NPs. Though diode characteristics of GaAs 
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with and without NPs have been investigated in literature for photonic applications 
[153], the high bandgap of GaAs is not suitable for TFET applications due to lower 
current levels. Hence, low bandgap InGaAs is explored and the improvement in 
current due to insertion of ErAs NPs is studied. Figure 3.21(c) illustrates that ErAs 
NPs can lead to significant increase in current for InGaAs diodes as well, which is 
promising for TFET applications.                            
   The temperature dependence of the reverse biased current is explored in Figure 
3.22. It is observed from Figure 3.22(a) that the current increases with temperature 
for InGaAs diode having ErAs, indicating thermally assisted tunneling. In Figure 
3.22(b), the reverse bias current of InGaAs diode with ErAs NPs is compared to that 
without the NPs at a low temperature of 3K, where thermally assisted tunneling is 
negligible. Substantial increase in current is observed even at a low temperature of 
3K, due to ErAs NPs compared to that without the NPs. This proves that the current 
improvement does not come mainly from the thermally assisted tunneling but the two 
step tunneling process plays a significant role in increasing the tunneling probability. 
However, thermally assisted tunneling can degrade the subthreshold swing of TFET. 
Hence, it is necessary to reduce the surface scatterings at the interface of NPs with the 
semiconductor to suppress carrier thermalization so that the non-equilibrium carrier 
distribution at the NPs remain below the thermal limit. 
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                                        (a)                                                                                      (b)                    
                                                                                                                                                                                          
Figure 3.22(a) Measured current in a InGaAs P-I-N diode with ErAs NPs for different temperatures. 
(b) Comparison of measured current in InGaAs P-I-N diodes without and with ErAs NPs at a 
temperature of 3 K.                                
                 
                                           (a)                                                                           (b)                                                                                  
Figure 3.23(a) Schematic diagram of fabricated P-I-N diodes without any NPs (left) as well as with 
semi-metallic ErAs NPs at the middle of the I-region (right), showing the dimensions and doping 
concentration of the respective regions. The doping concentration of P region near the intrinsic region 
is increased compared to that in Figure 3.21(a). (b) Comparison of measured current in InGaAs P-I-N 
diodes without and with ErAs NPs at room temperature for structures shown in (a).                                                                                             
       The effect of increasing the doping concentration is investigated in Figure 3.23. 
To mimic source of N-type TFET with very high doping, the P region is highly doped 
to about 10
20
 cm
-3
 near the interface with I-region as shown in Figure 3.23(a). 
Strangely, no change in current is observed with and without ErAs NPs for this 
doping scheme (Figure 3.23(b)). This is because, with the increase in doping 
concentration there is significant diffusion of dopants in the I-region which goes 
below the region where NPs are inserted. So, due to the diffusion of atoms, the NPs 
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are effectively located at the P region and not at the I-region between P and N regions 
where band bending occurs. Thus, the NPs do not influence the tunneling probability 
or the current.  
     Apart from ErAs, the effect of ScAs NPs incorporated into the InGaAs diodes was 
also studied. Figure 3.24 shows the comparison of reverse bias current for InGaAs 
diode without any NPs, with ErAs NPs and with ScAs NPs. The diode dimensions 
and doping are similar to that shown in Figure 3.21(a). It is observed that 
incorporation of ScAs NPs can lead to even higher increase in current (compared to 
the current in diode without the NPs) than that obtained in case of ErAs NPs. 
Probable reasons could be pinning of fermi level more towards the mid-gap which 
can lead to higher current as explained above in the theoretical section [150] or lower 
interfacial scattering for ScAs NPs. 
 
Figure 3.24. Comparison of measured current in InGaAs P-I-N diodes without any NPs, with ErAs 
NPs and with ScAs NPs at room temperature for structures shown in Figure 3.21(a). 
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3.4. Summary 
In this chapter, we discussed the two fundamentally different carrier transport 
mechanisms which can lead to sub-thermionic subthreshold swing as well as require 
less disruptive technologies, namely the impact ionization and band-to-band 
tunneling. A novel impact ionization MOS (I-MOS) is proposed which can lead to 
significant reduction in the breakdown voltage. However, the I-MOS suffers from 
reliability issues. Hence, as an alternative, Tunnel-FETs are studied and in-depth 
understanding of band-to-band tunneling is provided. Analytical formula for potential 
profile in the Tunnel-FETs, tunneling probability and tunneling current are derived 
which can provide physical insights. At the same time, a novel methodology based on 
Non-Equilibrium Green's Function Formalism, for efficient numerical simulation is 
also developed. Finally, for improving the performance of Tunnel-FETs a novel 
strategy of incorporation of metallic/semi-metallic nanoparticles in the tunnel 
junction is theoretically explored and experimentally demonstrated.  
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Chapter 4: Beyond Low Power 
Computation  
4.1. Introduction 
In previous chapters, we discussed that the use of 2D materials can lead to excellent 
device electrostatics while implementation of novel carrier transport technology can 
provide steep sub-thermionic turn-ON characteristics, both of these attributes being 
highly advantageous for ultra-dense low-power electronic computational elements. In 
this chapter, we will show that, beyond low power computation, these attributes can 
revolutionize a diverse arena of gas/bio-sensing technology. Sensors, specially, 
biosensors are indispensable for modern society due to their wide applications 
(Figure 4.1) in public healthcare, national and homeland security, forensic industries 
as well as environmental protection. There is a great demand for ultra sensitive 
biosensors which can detect biomolecules with high reliability and specificity in 
complex environment such as whole blood. Moreover, detection ability at low 
biomolecule concentration is necessary for screening many cancers [158], 
neurological disorders [159], [160] and early stage infections [161] such as HIV.  
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Figure 4.1. The various applications of a biosensor emphasizing its significance to modern society 
        Currently, Enzyme-linked immunosorbent assay (ELISA) based on optical 
sensing technology is widely used as a medical diagnostic tool as well as a quality-
control check in various industries. For ELISA the labeling of biomolecules is 
needed, which might alter the target-receptor interaction by conformation change. 
Moreover, ELISA requires the use of bulky, expensive optical instruments and hence, 
is not suitable for fast point-of-care clinical applications. On the other hand, the 
biosensors based on field-effect-transistors (FETs) [4], [162]–[165] are highly 
attractive as they promise real-time label-free electrical detection, scalability, 
inexpensive mass production, and possibility of on-chip integration of both sensor 
and measurement systems (Figure 4.2). In a conventional FET used for digital 
computational applications, two electrodes (source and drain) are used to connect a 
semiconductor material (channel). Current flowing through the channel between the 
source and drain is modulated by a third electrode called the gate, which is 
capacitively coupled through a dielectric layer covering the channel region. In the 
case of an FET biosensor, the physical gate present in a logic transistor is removed 
and the dielectric layer is functionalized with specific receptors for selectively 
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capturing the desired target biomolecules. The charged biomolecules when captured 
produce a gating effect, which is transduced into a readable signal in the form of 
change in electrical characteristics of the FET such as drain-to-source current or 
channel conductance. In this chapter, we first demonstrate the huge potential of 2D 
semiconducting materials for sensing[4] and then we show that use of steep turn-on 
characteristics can make possible the realization of ultra-sensitive and fast 
sensors.[146]  
 
Figure 4.2 Schematic showing the potential of biosensors based on Field-Effect-Transistors. 
4.2. 2D Material for Sensing 
4.2.1. FET based Biosensor 
            Given the importance of FET biosensors, there has been a lot of work on 
identifying an appropriate channel material for the same. Among the various 
materials reported, nanostructured materials Carbon Nano-Tubes (CNTs) and Si-
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Nanowires (NWs) have been found to be most attractive due to their size 
compatibility and ability to provide high sensitivity [165]–[167]. However, the same 
1D nature that leads to efficient electrostatics and hence higher sensitivity, also leads 
to difficulty in fabrication thereby creating a major challenge for the success of 1D 
technologies. While the top down fabrication technique for 1D structures suffers from 
high cost and slow production rate [168], the bottom-up method faces severe 
integrability issue [166], [168], thus hampering the practical usability of such 
structures. The 2D materials, on the other hand, are highly promising as they can not 
only provide excellent electrostatics due to their atomically thin structures but also 
possess planar nature, which is amenable to large-scale integrated device processing 
and fabrication. It is worth noting that, thinning down of 3D materials such as Si, into 
2D structures is not only fabrication-wise expensive but would also suffer severely 
due to interface defects and uncontrollable bandgap variation when scaled down. 
Hence, naturally 2D layered materials are desirable leading to interest in graphene 
based FET biosensors[166], [169]–[172] However, we show here that the lack of a 
bandgap in graphene fundamentally limits its sensitivity. In this work, we bring 
forward the tremendous potential of MoS2, which is a biocompatible material [173], 
as the channel material in label-free FET biosensors (Figure 4.3(a)).[4] As discussed 
in Chapter 2, MoS2 belongs to the class of Transition-Metal-Dichalcogenides 
(TMDs), which consist of 2D stacked layers of covalently bonded transition metal and 
dichalcogenide atoms arranged in a hexagonal lattice where adjacent layers are held 
together by relatively weak Van der Waal’s forces. Due to this weak inter-layer 
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bonding in TMDs, it is possible to obtain atomically thin films with pristine 
interfaces, a monolayer of MoS2 being only around 0.65 nm thick. While MoS2 based 
photodetectors[174], fluorogenic nanoprobes [175], gas detectors [176], chemical 
sensors[177] and electrodes for electrochemical sensing[178]
 
have been reported in 
literature, this work represents the first demonstration of MoS2 (for that matter any 
TMD) based FET biosensors working in aqueous environment and in subthreshold 
region, which is capable of ultra-sensitive and specific detection of biomolecules.[4] 
We demonstrate that the proposed biosensor achieves excellent sensitivity for pH 
sensing as well as biomolecule detection. Also, MoS2 has pristine surfaces (without 
out-of-plane dangling bonds), which reduces surface roughness scattering and 
interface traps. This results in low density of interface states on the semiconductor-
dielectric interface, which can not only lead to better electrostatic control but also 
reduction in  low frequency (flicker) noise, which is one of the main sources of noise 
in FET biosensors [179]. In addition, we show through rigorous theoretical 
calculations that MoS2 based biosensors can achieve ultimate scaling limits while 
retaining high sensitivity, which is useful for detection at low biomolecular 
concentrations as well as reduction in  power and space requirements, crucial for 
achieving dense integrated structures. Furthermore, ultra-thin MoS2 possesses 
transparency [180] as well as high flexibility and mechanical strength [181]. MoS2 
devices fabricated on transparent and flexible substrates can adapt to the curvilinear 
surfaces of human body and thereby hold great promise for wearable and implantable 
biosensor devices.  
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(a) 
 
 
 
                       (b)                                                 (c)                                                    (d) 
 
Figure 4.3(a) Schematic diagram of MoS2 based FET biosensor. For biosensing, the dielectric layer 
covering the MoS2 channel is functionalized with receptors for specifically capturing the target 
biomolecules. The charged biomolecules after being captured, induce gating effect, modulating the 
device current. An electrolyte gate in the form of Ag/AgCl reference electrode is used for applying 
bias to the electrolyte. The source and drain contacts are also covered with a dielectric layer to protect 
them from the electrolyte (not shown in this figure). (b) Optical image of MoS2 flake on 270 nm SiO2 
grown on degenerately doped Si substrates. Scale bar, 10 μm. (c) Optical image of the MoS2 FET 
biosensor device showing the extended electrodes made of Ti/Au. Scale bar, 10 μm. (d) Image and 
schematic diagram (inset figure) of the chip with the biosensor device and macrofluidic channel for 
containing the electrolyte. Inlet and outlet pipe for transferring the fluid and the reference electrode is 
not shown in the figure.   
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Note on Transduction Mechanism And Sensor Performance 
     It is well known that if the bare FET channel is in contact with the electrolyte, 
direct absorption of biomolecules can lead to non-specificity [168], [182]. To achieve 
specificity, so that the non-specific biomolecules cannot directly get absorbed on the 
channel, the channel should have an effective layer i.e., it should either be directly 
functionalized with specific groups/linker/receptors [183]–[186] or covered with 
dielectric/ lipid/polymer [165], [187], [188] etc., which enable functionalization. This 
is necessary even for pH sensing in case of graphene, CNTs or TMDs as pH sensing 
on bare sensor surface, is dependent on defects and this will lead to large variation in 
response depending on the presence/absence or density of defect sites [189]. 
Moreover, a defect less surface is desirable to avoid unwanted effects such as 
scattering.  
           Furthermore, transduction mechanism is complicated in case of bare channel 
surface and can be a combination of different effects including 1) electrostatic gating, 
2) direct charge transfer, and 3) mobility modulation [182], [190]. It is worthwhile to 
mention here, that the source/drain metal electrodes should be passivated to avoid the 
issue of the biomolecules getting adsorbed directly on the electrodes changing the 
local work function of the metal and hence the contact resistance [190], [191].  
Now, an unambiguous transduction mechanism is desirable for advancement of FET 
biosensor technology. The essence of biosensors based on field effect transistors, as 
the name suggests, is that transduction occurs through field effect, i.e., through 
electrostatic control of the channel through the charge induced either by biomolecules 
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or pH change. As long as an unambiguous transduction mechanism of field-effect is 
achieved, (now the effect can take place through any effective layer be it oxide, 
lipids, polymer, linker/receptor layers or any other groups), the parameters that will 
dictate the sensitivity of the FET biosensor are the shift of potential on the effective 
layer (which mainly depends on the properties of effective layer like density of sites, 
type and concentration of biomolecules, ionic concentration and pH of solution etc) 
and how the shift of potential can change the current (which depends on the effective 
layer as well as the channel material).  
      Thus, while the biosensing will be affected by various factors (properties of 
effective layer, biomolecules and solution), this work focuses on the way channel 
material will affect the biosensor performance. In this work, we tried to bring forward 
the potential of MoS2 as channel material and used one of the possible effective layers 
i.e., covering the MoS2 using HfO2 and demonstrated excellent sensitivity. HfO2 layer 
also helps to provide near-ideal change in surface potential with change in pH for a 
wide pH range as demonstrated in the dissertation. Moreover, using HfO2 as effective 
layer allows taking leverage of the vast body of literature that exists on the 
functionalization of oxides. Nevertheless, other effective layers and functionalization 
methods (such as direct functionalization on MoS2 surface using chelating agents 
[192], different dielectric layers, or functionalization using polymers etc ) can also be 
tried in future. While, using different effective layers can lead to different numerical 
values of sensitivity but as long as the transduction mechanism occurs unambiguously 
through field effect (which is desirable, and the essence of field effect transistors), 
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this does not affect the fundamental conclusions of the chapter with regards to 
evaluation of the channel material. 
Biosensor Characterization  
The micromechanical exfoliation technique which has been widely employed for 
prototyping experiments on various 2D materials [3][63], has been used to obtain the 
MoS2 flakes (Figure 4.3(b)). The devices (Figure 4.3(c))  were fabricated on 270 nm 
SiO2/Si substrates with 60nm/100nm Ti/Au as source and drain metal contacts and 
30-35 nm of high-k dielectric Hafnium oxide (HfO2) as gate dielectric. The source 
and drain contacts are passivated with dielectric layer to protect them from the 
electrolyte. A fluidic channel (Figure 4.3(d)) for containing the electrolyte is 
fabricated using acrylic sheet. An Ag/AgCl reference electrode, referred to as the 
electrolyte gate, is used to apply bias to the electrolyte, which is necessary for the 
stable operation as well as for controlling the operation regime of the biosensor [146].            
           First the electrical characterization of the devices are carried out in dry 
environment by measuring the transfer characteristics as a function of drain and back 
gate voltages (the highly doped Si and the 270 nm SiO2 act as the back gate and the 
gate dielectric respectively) illustrating n-type FET characteristics (Figure 4.4(a) and 
(b)). High back gate voltage is required to turn on the device due to the presence of 
very thick back gate oxide. For biosensing applications, it is necessary that the 
devices are able to operate in wet environment. Hence, the devices were measured in 
wet environment by transferring electrolyte solution to the fluidic channel. Figure 
4.4(c) and (d) illustrates that efficient control of the proposed biosensor device is 
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possible in the wet environment with the successful demonstration of electrolytic top 
gating on MoS2 channel. 
 
(a)                                                                    (b) 
 
 
(c)                                                                   (d) 
 
Figure 4.4(a) Drain current as a function of drain voltage with the back gate voltage (VBGS) varying 
from 0 V to 40 V in steps of 5 V. The thickness of the MoS2 used is 5 nm. (b) Drain current versus 
back gate voltage with drain voltage fixed at 1V. Left axis shows current in logarithmic scale while 
right axis shows that in linear scale. (c) Drain current as a function of drain voltage with the back gate 
voltage floating and electrolyte gate voltage (VEGS) varying from 0.5 V to 1 V in steps of 0.5 V with 
observation of robust current saturation. The electrolyte used is 0.01X PBS solution. (d) Drain current 
versus electrolyte gate voltage with drain voltage fixed at 1V. 
pH Sensing 
The operation of MoS2 biosensor is first demonstrated for the case of detection of pH 
changes of the electrolytic solution. The pH sensing is based on the 
protonation/deprotonation of the OH groups on the gate dielectric (Figure 4.5(a)) 
depending on the pH value of the electrolyte, thereby changing the dielectric surface 
VDS = 1 V
VEGS = 0.5 V to 1 V
∆VEGS = 0.5 V
VDS = 1 V
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charge. This pH dependent surface charge together with the electrolyte gate voltage 
applied through the reference electrode determines the effective surface potential of 
the dielectric. The drain current as a function of the electrolyte gate voltage for 
different pH values of the electrolyte is shown in Figure 4.5(b). A significant 
increase in current is obtained at a particular applied bias with decrease in pH value 
(or higher positive charge on the dielectric surface that causes lowering of the 
threshold voltage of the FET) leading to the successful demonstration of MoS2 pH 
sensor.         
          The shift in threshold voltage (which has been calculated using the 
extrapolation in the saturation region (ESR) method [193]) is found be 59mV/pH. 
This threshold voltage shift can be understood from the following discussion.  The 
change in surface potential on dielectric with change in pH of the electrolyte can be 
written as [194] 
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where ϕs : surface potential on the gate dielectric, kB : Boltzmann constant, T : 
temperature, q : electronic charge, CS : electrical surface capacitance and βS : intrinsic 
buffer capacity which depends on the number of sites on the dielectric per unit area 
(which can be either protonated, de-protonated or neutral) as well as the dissociation 
constants. The ideal change in surface potential that can be obtained is 59.6 mV/pH at 
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300K when α approaches 1. When the intrinsic buffer capacity of the dielectric 
surface is high, α can reduce to 1 leading to almost ideal response, which has been 
shown to be the case for HfO2 [195]. This has also been confirmed by our 
investigations.   
           
(a)                                                                        (b) 
 
 
(c) 
 
Figure 4.5(a) Illustration of the principle of pH sensing. At lower pH (higher concentration of H
+ 
ions), the OH group on the dielectric surface gets protonated to form OH2
+
 leading to a positive surface 
charge on the dielectric while at higher pH, the OH group gets deprotonated to form O
-
 leading to a 
negative surface charge on the dielectric. (b) Drain current for an n-type MoS2 FET based pH sensor is 
plotted as a function of electrolyte gate voltage for three different pH values of the solution. The 
thickness of the MoS2 used is around 2 nm and the SS obtained is around 78mV/decade. Decrease in 
pH values lead to increase in device current consistent with higher positive charge at lower pH and n-
type behavior of the FET biosensor. (c) Comparison of sensitivity in subthreshold, saturation and linear 
region for a pH change of 4 to 5 of the electrolyte solution derived from the Id-Vg curves shown in (b). 
Subthreshold region shows substantially higher sensitivity of 713 while the saturation and linear 
regions exhibit much lower sensitivities of 53.69 and 12.96 respectively. 
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        Sensitivity for pH sensing (defined as Sn_pH  = (IpH2 - IpH1)/ IpH1 * 100,  where IpH1 
and IpH2 are the values of current at two different pH of the electrolyte , pH1 and pH2 
respectively, where pH1>pH2) is deduced from the curves in subthreshold, saturation 
and linear regions. Figure 4.5(c) shows the comparison of pH sensitivity in these 
three different regions. In the subthreshold region the drain current has exponential 
dependence on the gate dielectric surface potential, while in saturation and linear 
region the relationship is quadratic and linear, respectively. Hence the sensitivity in 
the subthreshold region is much higher compared to those in the saturation and linear 
region [146], [196]. Sensitivity values as high as 697 and 713 are obtained for pH 
change from 3 to 4 and 4 to 5, respectively. The critical parameter of an FET, which 
gives indication of the efficiency of gating effect and hence, the sensitivity of the 
biosensor is the subthreshold swing (SS) [146]. SS, as discussed in Chapter 1, is given 
by the inverse of the slope of their log10(ID)-VGS curve where ID and VGS are the drain-
to-source current and gate-to-source voltage, respectively. Therefore, the SS of a 
device essentially indicates the change in gate voltage required to change the 
subthreshold current by one decade (SS=dVGS/d(log10(ID))). Thus, smaller the SS, 
higher will be the change in current for a particular change in the dielectric surface 
potential due to gating effect produced by the pH change or attachment of 
biomolecules and hence, higher the sensitivity. The dependence of sensitivity (Sn ) on 
SS is given by [146] 
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which depicts the exponential dependence of sensitivity on SS where ϕi and ϕf denote 
the initial and final surface potential on the gate dielectric before and after attachment 
of the target biomolecules. In Figure 4.6 we have plotted the sensitivity as a function 
of SS, which clearly illustrates that by lowering the SS of a device, sensitivity can be 
increased substantially. 
 
Figure 4.6. Sensitivity as a function of the subthreshold swing (SS) showing that sensitivity increases 
exponentially with the reduction of SS. 
 
        
                                       (a)                                                                               (b) 
 
Figure 4.7(a) Drain current for an n-type MoS2 FET based pH sensor as a function of electrolyte gate 
voltage for different pH values of the solution. Left axis shows current in logarithmic scale while the 
right axis shows that in linear scale. (b) Change in threshold voltage and current of the MoS2 FET for a 
wide range of pH (3-9). Left axis shows the threshold voltages while right axis corresponds to the 
current in the subthreshold region. The thickness of the MoS2 used is around 15 nm. The subthreshold 
swing of the device was found to be around 208 mV/decade. 
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        The ultra-thin nature of MoS2 and its pristine interfaces lead to excellent SS and 
hence high sensitivity of the proposed device in spite of presence of very thick gate 
dielectric (30 nm). In Figure 4.7(a) and (b) we show the current as well as threshold 
voltages for a large pH range (3-9). From our measurements, the shift in threshold 
voltage (59 mV/pH) is linear over the wide pH range (3-9) as is clear from Figure 
4.7(b).   
 
Specific Detection of Biomolecules 
      Next, the specific sensing of biomolecules using the MoS2 biosensor is 
investigated through the well-known biotin-streptavidin interaction where the biotin 
and streptavidin act as models for receptor and target molecules, respectively. Figure 
4.8(a) shows that a device functionalized with biotin exhibited substantial decrease in 
current on addition of streptavidin solution compared to that measured in pure buffer 
without streptavidin. This is in agreement with the negative charge of the streptavidin, 
as the pH of the solution (0.01X PBS) used is greater than the isoelectric point 
(abbreviated as pI and defined for a particular molecule as the pH at which that 
molecule is neutral) of streptavidin. Addition of pure buffer again caused negligible 
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 (a)                                                                               (b) 
 
                  
                                             (c)                                                                         (d)     
              
Figure 4.8(a) Device functionalized with biotin (as shown by schematic diagram) was first measured 
in pure buffer (0.01X PBS) as shown by the green curve. Addition of streptavidin solution (10 μM in 
0.01X PBS) leads to decrease in current (red curve) due to the negative charge of the protein as pH of 
solution is more than the pI of streptavidin. The device is then measured again in pure buffer leading to 
no significant change (black curve). (b) An unfunctionalized device (device with only 3-Aminopropyl 
triethoxysilane (APTES) attached to it but not functionalized with biotin), as shown by the schematic 
diagram exhibit similar current in pure buffer and streptavidin solution (solutions used are same as in 
(a)) confirming that there are no false signals. (c) Addition of streptavidin solution (10 μM) at a pH of 
4.75, which is less than the pI of streptavidin, leads to increase in current consistent with the positive 
charge of the protein. (d) Addition of IgG (56 μg/ml) at pH of 4.75 (which is smaller than the pI of 
IgG), leads to negligible change in device current as IgG is not specific for biotin.  
 
 
change in current consistent with the strong binding between biotin and streptavidin. 
To rule out the possibility of non-specific interactions and false signals, a number of 
control experiments are carried out. First, an unfunctionalized device exhibited 
similar current levels in pure buffer and streptavidin solution (Figure 4.8(b)) 
indicating absence of false signals.  Second, a lower value of pH (<pI of streptavidin 
and thereby attributing positive charge to it) was used, and it is observed that the 
O
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O
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N
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addition of streptavidin solution to a device functionalized with biotin leads to an 
increase in current compared to that in pure buffer (Figure 4.8(c)). In yet another 
experiment, a device functionalized with biotin did not result in current change 
(Figure 4.8(c)) on addition of immuno-globulin G (IgG) which is not specific for 
biotin, confirming the absence of non-specific bindings.  
                        
                                       (a)                                                                                    (b)     
  
Figure 4.9(a) High sensitivity of the MoS2 biosensor device is illustrated for quad-layer MoS2 (around 
2.7 nm thick) as significant increase in current is obtained on addition of streptavidin solution (100 fM) 
at pH 3. (b) Comparison of sensitivities in the subthreshold, saturation and linear region showing that 
subthreshold region has substantially higher sensitivity. 
         All the above experiments were done with comparatively thicker MoS2 flakes, 
which are relatively easier to locate optically on the substrate.  In order to obtain 
improved SS and hence, sensitivity, ultra-thin layer MoS2 consisting of only 4 atomic 
layers was explored (Figure 4.9(a) and (b)). An excellent SS of 90 mV/dec was 
obtained even with very thick dielectric layer (35 nm). Sensitivity (defined as the 
ratio of difference in current before and after biomolecule binding to the lower of the 
two currents) as high as 196 was achieved in the subthreshold region for streptavidin 
solution of 100 fM. Similar to case for pH sensing, sensitivity in the subthreshold 
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region is significantly higher compared to those in the saturation and linear regions 
(Figure 4.9(b)).      
    Note that, while in this work, we demonstrated the specific detection of 
biomolecules using streptavidin and biotin as examples of target and receptor 
molecules, respectively, the proposed biosensor can be used for selective sensing of 
other biomolecules as well. For this purpose, functionalization of the gate dielectric 
surface with respective specific receptors can be realized taking leverage of the vast 
body of literature that exists on the functionalization of oxides as well as 
semiconducting surfaces [197], [198]. Also, in our experiments we have used 
biomolecules in PBS solution which is a standard procedure used for demonstrating 
the operation of FET based biosensors [196], [199].  It is to be noted that detection of 
biomolecules from whole blood using FET biosensors has already been demonstrated 
using a microfluidic purification chip [200]. This technique is independent of channel 
material and can also be extended to the MoS2 based FET biosensor for detection of 
biomolecules in the complex environment of whole blood.  
Scalability and Single Molecule Detection Analysis 
 It is of particular interest in biosensing to detect biomolecules at very low 
concentrations, specially a biosensor which can detect down to a single molecule is 
highly desirable. Low concentration detection (LCD) is dependent on various factors 
including the site density on effective layer, type of biomolecule, sensor area, analyte 
mass transport in the solution etc. Since in this section, we are focusing on the 
channel material, we discuss the way in which the channel material will impact the 
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LCD. The channel material will be evaluated in terms of LCD through the criteria 
whether a few or in the most desired case a single biomolecule attached to the 
effective layer, can cause measurable change in the current.  In case of graphene it 
has been shown that single gas molecules can be detected [201]. However, in this 
case the gas molecules dope the graphene by getting directly absorbed into it which as 
discussed earlier leads to non-specificity and is not desirable for biosensors. To 
achieve specificity, an effective layer is necessary (as discussed above) and the 
fundamental limitations of graphene for electrostatic modulation of current through 
effective layer is discussed in the next section. Single biomolecule detection has been 
reported using CNTs where the transduction mechanisms involve bridging gap in the 
channel [202] or modulation of scattering [203] and not electrostatic field effect. The 
limitations of CNTs for practical usability has been discussed earlier and in addition 
creating gaps in CNTs requires complex processing and leads to low yield [202], 
which upset the advantages of using FET platform. Detection of single virus with a Si 
NW FET [204] and single bacterium using graphene [205] have been demonstrated. 
Viruses (around 100 nm) and bacteria (several micrometers) are typically of larger 
size. For detection of a single entity of smaller biomolecules such as DNA or small 
proteins (< 10 nm) with high sensitivity using a FET biosensor, aggressive 
downscaling of device dimensions is required as shown through theoretical analysis 
presented below. A simple yet effective theoretical model is developed to understand 
the effect of dimensionality on sensitivity. In the model we consider a small 
biomolecule with impact dimension of 5 nm, placed at the centre of the channel on 
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top of the gate dielectric of an SOI FET (without the physical gate). For the 
simulations, this biomolecule is represented by a uniform surface charge distribution 
over the impact dimension. This representation has been validated through numerical 
solution of Poisson–Boltzmann [206].  
 
Figure 4.10. Sensitivity as a function of channel length for a biomolecule with impact dimension of 5 
nm placed in the middle of the channel. The Si channel thickness is taken to be 20 nm. The dielectric 
used is 5 nm thick HfO2.    
      As observed from Figure 4.10, with the decrease in channel length, the sensitivity 
first increases. This is because the ratio of region that is influenced by the 
biomolecule to the total channel length increases. However, with further decrease in 
the channel length (beyond ~250 nm), the sensitivity begins to decrease. This is 
because the electric field from the source/drain region begins to influence the channel 
potential at shorter channel lengths decreasing the effective influence of the 
biomolecule and hence the sensitivity. In order to maximize the sensitivity, it is 
desirable to make the channel length similar to that in which charge due to a 
biomolecule affects (we call it the impact-dimension) and at the same time it is 
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required that the influence of the source/drain electric fields on the channel is 
minimal and that the channel is mainly controlled through the gating effect. A 
parameter that indicates the efficiency of gate control is the natural length scale (λ) 
[1], which is a function of the permittivity and thickness of the gate dielectric as well 
as those of the semiconducting channel. In general, to ensure that the channel is 
controlled mainly by the gate it is  necessary that λ is 5-10 times smaller than the 
channel length (Lg) [2]. Expressions for λ for SOI structure and nanowire are given by 
equation (4.3a) and (4.3b) respectively. 
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where εd and εs are the permittivity of the gate dielectric and the semiconducting 
channel respectively, td and ts are the thickness of the gate dielectric and the 
semiconducting channel (for the SOI structure) respectively. rNW is the radius of the 
nanowire. Now, for example, taking the parameters of Silicon as the semiconducting 
channel and 3 nm HfO2 as the gate dielectric, and considering λ = Lg/5 , in order to 
maximize sensitivity for a single biomolecule with 5 nm impact dimension, an SOI 
structure with silicon channel thickness of 0.69 nm or alternatively a nanowire 
structure with radius of about 2.2 nm is required. To achieve such small dimensions 
with Si, highly complex processing techniques will be required.  Moreover, the 
interface roughness at such ultra-thin dimensions will pose to be a major issue. Now, 
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taking the parameters of MoS2 and the same dielectric, the thickness of MoS2 required 
is 1.225 nm, which is close to that of bilayer MoS2. In fact, with MoS2, even smaller 
thickness can be achieved easily since the thickness of a monolayer flake is ~0.65 nm. 
Due to the layered structure of MoS2, ultra-thin layers can be easily obtained. In 
addition, the layered structure also leads to pristine interfaces. Thus, MoS2 can 
achieve the ultimate scaling limits, which can not only maximize the sensitivity for 
detection of single biomolecules but also lead to reduction in power and space 
requirements. 
      Currently the TMD technology is at an early phase and still undergoing 
development. Scaling down of the gate dielectric thickness remains to be achieved 
and the dielectric thickness used in this work is around 35 nm. In order to realistically 
determine the true potential of MoS2 for single molecule detection, such that its 
performance is not screened by the thick dielectric layer, rigorous quantum 
mechanical simulations based on Non-Equilibrium Green's Function Formalism [148] 
are performed to obtain the Local Density of States as a function of applied biases 
(Figure 4.11(a)) and hence, the current (Figure 4.11(b)). Thereby, it is shown that 
even at 5 nm channel length, MoS2 can maintain excellent gate control over the 
channel leading to near ideal SS (Figure 4.11(c)), which is critical for obtaining high 
sensitivity. Thus, MoS2 is highly advantageous for scaling down of FET biosensor 
devices, which can not only lead to higher sensitivity for detection of single quanta of 
biomolecular element especially when the entity is of smaller size but can also highly 
facilitate low-power (due to lower OFF-currents at low FET supply voltages) and 
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high density biosensor device architectures. The increase in response time associated 
with the analyte transport at low concentration (not associated with the channel 
material) could be addressed by methods for increasing total flux towards the sensor, 
for example, through application of electrostatic or magnetic fields[207], [208].  
         
                                       (a)                                                                                    (b)     
 
Figure 4.11. Numerical results of rigorous quantum mechanical simulations based on Non-
Equilibrium Green's Function Formalism. (a) Local density of states (LDOS) diagram as a function of 
energy (y-axis) and distance along device length (x-axis) of a 4-layer MoS2 device with 5 nm channel 
length, 3 nm HfO2 as gate dielectric, at a drain voltage of 0.1V and gate voltage of 0.4V. The density-
of-states (in eV
-1
) are local in the sense that they vary with position. The structure of LDOS varies with 
applied biases and illustrates the band bending in the channel. (b) Drain-to-source current as a function 
of gate-to-source voltage. Almost perfect subthreshold swing of 60.13 mV/decade is obtained 
indicating highly efficient gate control even for an ultra-scaled device length.   
Comparison with Graphene 
 In previous sections, we discussed the superiority of MoS2 with 2D layered structure 
for FET based biosensing compared to other conventional materials or 1D structures. 
It might be expected that graphene, which is also a 2D layered material will share the 
same virtues as MoS2. However, as discussed below, graphene suffers from 
fundamental constraints in sensitivity as well as detection limits. As discussed in 
Chapter 2, the zero bandgap of graphene leads to very high SS even though excellent 
electrostatics can be achieved due to its ultra-thin nature. As is evident from equation 
SS = 60.13 mV/decade
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(4.2), the high SS leads to low sensitivity. (It is to be noted that in case of low band 
gap materials, the term SS is used to denote the mathematical factor dVGS/d(log10(ID)) 
and not the swing in subthreshold region since the threshold voltage is not well 
defined due to high leakage). 
Table-4.1 
Graphene FET Biosensors pH / 
Molecule 
Detected 
Concentration Sensitivity 
Jnl. American Chem. Soc. 130, 
14392-14393 (2008) 
pH 2-4 ≈ 3.77 
Nano Letters 9, 3318-3322 (2009) pH 4-5.1 ≈ 12 
Nano Letters10, 1864–1868 (2010) pH 6-7 ≈ 14 
Nano Letters 9, 3318-3322 (2009) BSA 300 nM ≈ 0.363 
Jnl. American Chem. Soc. 132, 
18012-18013 (2010) 
IgE 290 pM ≈ 0.436 
Adv. Mater. 22, 1649–1653 (2010) DNA 10 pM ≈ 15 
Nanoscale, 4, 293 (2012) DNA 100 nM ≈ 2 
Nano Letters 12, 5082, 2012 amyl 
butyrate 
400 fM ≈ 10 
ACS Nano 4(6), 3201–3208 (2010) dopamine 2 mM ≈ 0.75 
ACS Nano 5(3), 1990–1994 (2011) Ca2+ 10 μM ≈ 11 
ACS Nano 6(2), 14 86–1493 (2012) VEGF  100 fM ≈ 0.3 
Sensitivity of graphene based FET biosensors measured in wet environment from previous literature. 
For sensing similar and even higher concentration of molecules or pH change, sensitivity of graphene 
based FET biosensors are much lower than that based on MoS2.    
        A rough comparison of the sensitivity of FET biosensor based on graphene and 
MoS2 can also be drawn by taking example of previous papers published in literature. 
While the sensitivity in case of MoS2 for a pH change of 3 to 4 is 193 and that for 
100fM streptavidin solution is 196, the sensitivity in case of graphene for similar or 
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even higher pH-change/concentration of biomolecules is always much lower than that 
of MoS2 as shown in the Table 4.1.   
             
                                            (a)                                                                             (b)     
                                                                              
Figure 4.12(a) Graphene exhibits very little modulation of current and very high SS with the variation 
of electrolyte gate voltage. This is due to the lack of bandgap in graphene as illustrated through the 
bandstructure of graphene in the inset figure. Change in pH of the solution from 3 to 4 leads to 
significantly lower change in current compared to that in MoS2 based pH sensor. The thickness of the 
graphene used in this experiment is around 7 nm. (b) Comparison of sensitivity of graphene and MoS2 
based FET biosensors for the same change in pH from 3 to 4. Sensitivity of MoS2 based FET biosensor 
is 74-fold higher compared to that based on graphene.  
      For proper comparison, it is necessary to compare graphene and MoS2 for the 
same type of biomolecules or same pH change.  Hence, we have performed 
experiments with FET biosensors based on graphene and MoS2 having similar 
channel thickness, length and top dielectric thickness and measured under similar 
conditions in the model case of pH sensing for the same pH change. The experimental 
findings are in-line with the theoretical predictions as graphene biosensor exhibits an 
SS of more than 5000 mV/dec even though it has ultra-thin body (Figure 4.12(a)). 
MoS2 on the other hand due to its ultra-thin nature and pristine interfaces can not only 
achieve excellent electrostatics but at the same time due to its sizeable bandgap (the 
bandgap of MoS2 varies in the range of 1.8 eV (for monolayer) to 1.2 eV (for bulk)) 
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can also suppress tunneling leakage currents, which degrades SS at bandgaps below 
around 0.4 eV (Figure 2.3(d)). Combination of both these factors leads to excellent 
SS in case of MoS2. Even with a very thick (35 nm) dielectric, MoS2 with similar 
thickness as graphene provides an excellent SS of 150 mV/dec. Hence, graphene 
provides much lower sensitivity of 2.6 compared to that (193) achieved by MoS2 
(Figure 4.12(b)) for the same change in pH of the electrolyte (from pH of 3 to pH of 
4). Graphene based pH sensor reported in literature [170] has shown a sensitivity of 
about 12 for a pH change of 1.1. In ref [170], the electrolyte is directly in contact with 
the graphene channel (without any dielectric layer) in which case the sensing 
mechanism is complicated and in addition, for detection of biomolecules there is 
possibility of non-specific interactions. Moreover, since we measured the MoS2 and 
graphene devices with same dielectric thickness and under similar conditions, our 
values provide a more appropriate comparison. It is to be noted that opening a 
bandgap in graphene remains extremely challenging [16]–[19]. On the other hand, 
while the other popular form of carbon: CNTs possess bandgap, their application as 
biosensors is severely limited due to the challenges in integrability as well as the 
chirality issue [166]. 
166 
 
 
                                                                                                                                             
Figure 4.13. Minimum detectable change in the surface potential of the dielectric for a FET biosensor 
as a function of its subthreshold swing (SS). Minimum detection limit degrades substantially with 
increase in SS.  
         The minimum detection limit of graphene is also fundamentally constrained due 
to its limitation of SS as explained below. Considering the minimum change in 
current (with respect to the initial current) required for detection ability as Ξ, it can be 
derived that the change in surface potential (∆ϕmin) that is required to produce this 
required current change is given by:  
)1(log10min   SS                           (4.4) 
 
This is the minimum change in surface potential needed for the detectable signal and 
as is clear from equation (4.4), is directly proportional to the SS. Hence, an FET 
biosensor with lower SS, requires a lower ∆ϕmin (Figure 4.13) and hence lower 
change in pH (or lower number of biomolecule conjugations) for detectable signal 
and hence a lower detection limit. With MoS2 based FET biosensor, it is possible to 
obtain the ideal SS of 60 mV/dec, while for graphene, due its lack of bandgap, SS will 
be around 1000 or higher. Thus, as per the discussion above on the relation of SS and 
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detection limit, the minimum detection limit of graphene is also much worse than that 
of MoS2 (Figure 4.14). 
 
                                                                                                                                             
Figure 4.14. Minimum change in surface potential that is detectable by MoS2 FET biosensor and 
graphene FET biosensor. 
Table 4.2 
Reduced Graphene 
Oxide (rGO) based FET 
Biosensors 
Molecule Detected Molar 
Concentration 
Sensitivity 
Adv. Mater. 22, 3521–
3526 (2010) 
IgG 12 ≈ 11 
ACS Nano 4(6), 3201–
3208 (2010) 
dopamine 2 mM ≈ 0.75 
ACS Nano 5(3), 1990–
1994 (2011) 
Ca
2+
 10 μM ≈ 11 
ACS Nano 6(2), 1486–
1493 (2012) 
vascular endothelial 
growth factor (VEGF) 
100 fM ≈ 0.3 
Nanoscale, 4, 293 (2012) DNA 100 nM ≈ 2 
 
Sensitivity of rGO based FET biosensors from previous literature. For sensing similar and even higher 
concentration of molecules or pH change, sensitivity of graphene (rGO) based FET biosensors are 
much lower than that of MoS2. 
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In the case of reduced-Graphene-Oxide (rGO), variability, lack of precise control of 
bandgap and presence of defects are major issues [209], which severely limit the 
performance. In-depth understanding of the surface modification reactions for 
bandgap modulation of rGO is still lacking. The uncontrollable bandgap together with 
the low purity of rGO leads to very low sensitivity of rGO based biosensors as is 
evident from the following Table 4.2. It is to be noted that MoS2 not only possesses 
ultra-thin nature and considerable bandgap, but also has pristine interfaces free of 
dangling bonds, which in combination, leads to its ultra-high sensitivity. 
4.2.2. Work-Function Modulated Gas-sensor 
               TMDs are not only highly promising for biosensing, their large surface to 
volume ratio make them a potential candidate as gas-sensor material. Moreover, 
functionalization using noble metallic nanoparticles (NPs) can also open up new 
avenues for gas sensing[53]–[55] applications, as has been demonstrated in case of 
nanotubes/nanowires or graphene oxide. It is clear from the discussion in Chapter 2, 
that metallic NPs can be used to adjust the threshold voltage of TMD based FETs 
which can be useful for digital applications. Apart from digital applications, the 
modulation of work-function of metallic NPs can also be employed as the transuction 
mechanism for building effective gas-sensors. As an example, we configured an 
MoS2 based FET functionalized with Pd NPs as a gas sensor for sensing Hydrogen 
gas. Pd can adsorb hydrogen which leads to a change in its work function.[57] As 
shown in theChapter 2, the doping effect and hence the electrical characteristics of the 
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MoS2  FETs are dependent on the WF of the metallic NPs. Hence, change in the WF 
of Pd NPs due to adsorption of Hydrogen can be detected in real time through the 
change in current in a Pd NP functionalized MoS2 FET. Figure 4.15(a) shows the 
current in a MoS2 FET before the incorporation of any NPs. Negligible change in 
device current is observed upon exposure to hydrogen (3 ppm). The same device was 
then incorporated with Pd NPs and measured again in real time (Figure 4.15(b)). In 
both the cases, the gate voltage was chosen to make the FET operate in the 
subthreshold region for obtaining maximum sensitivity[4], [146], [210]–[212]. The 
current level was seen to increase substantially upon exposure to the same hydrogen 
level as before. This is because adsorption of hydrogen led to decrease in the Pd 
WF[211], thus decrease in the p-type doping and hence increase in the current level 
of the n-type MoS2 transistor. Previously, sensitivity (defined as the ratio of change in 
conductivity/current to the initial conductivity/current) of much less than 1 was 
obtained at room temperature for 3 ppm of hydrogen gas exposure by using bulk 
MoS2.[213] In this work, for the same hydrogen concentration, sensitivity of about 5 
is obtained at room temperature. This improvement is due to the use of few layer 
MoS2 (8 nm thick) and biasing the device in subthreshold region. 
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                                           (a)                                                                               (b) 
                      
 Figure 4.15 (a) Real-time measurement of current of MoS2 FET without any NPs. Negligible change 
in current was observed when the device was exposed to hydrogen (at time=20 mins). (b) Real-time 
measurement of current of the same MoS2 FET after incorporation of Pd NPs. Current increases 
substantially upon exposure to hydrogen (3ppm at time=45 mins) from 0.2 μA to about 1 μA. 
 
4.3. Fundamental Limitation of Electrical Sensors and the Solutions 
     In the previous sections the advantages of 2D TMDs as a channel material, in 
sensing applications are discussed. The dependence of sensitivity on subthreshold 
swing (SS) is also derived (equation 4.2).  From this equation, it is clear that the 
fundamental limitation on the minimum achievable SS, also poses fundamental 
limitation on the sensitivity of conventional FET (CFET) based biosensors, 
irrespective of the channel material.[144] While the relation between sensitivity and 
SS can be understood easily from intuition, it is not quite intuitive that the thermionic 
SS also limits the response time of the biosensors and this effect will be discussed 
below.   In the following sections, we propose and theoretically demonstrate that 
these limitations can be overcome by employing steep transistors with sub-thermionic 
SS, focusing on comparatively less disruptive technologies namely, Tunnel FET 
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(TFET) and Impact-Ionization MOS (IMOS). 
4.3.1. TFET based Biosensor 
The working mechanism of TFET based biosensor (Figure 4.16),[144]  is similar to 
that of TFETs (Figure 3.8) used for digital applications which are discussed in 
Chapter 3. Before the attachment of biomolecules to the sensor surface, the tunneling 
barrier between source and channel is high (width of the barrier is depicted by the 
length of the blue arrow) and hence the current in TFET is low. After biomolecule-
receptor conjugation, due to the charges present in the biomolecules (positive charge 
is assumed here), the bands in the channel bend down, leading to a decrease in the 
tunneling barrier (width of the barrier is depicted by the length of the brown arrow) 
and hence, increase in the tunneling current. Thus, the biomolecules can be detected 
by monitoring the change in current through the TFET biosensor device.  
 
Figure 4.16. Schematic diagram depicting the working mechanism of TFET based biosensor. 
 
     Here, we establish the supremacy of TFET biosensor compared to that based on 
CFETs. We present extensive numerical simulations based on Non-Equilibrium 
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Green’s function formalism for accurate results as well as analytical solutions with 
the aim of providing easy physical insights. The modeling scheme can be divided into 
two major parts. First part deals with the kinetics of biomolecules within the 
electrolyte, their capture by the receptors and thereby the development of surface 
potential (ϕbio) on the oxide in the presence of electrostatic screening by the ions 
present in the electrolyte. Second part deals with the electrical response of the TFET 
or the change in tunneling current with the change in the surface potential developed 
due to attachment of the biomolecules. Here, we will focus on 1D structures for 
computational efficiency. However, the conclusions derived are general and can also 
be applied to 2D or 3D structures. 
     First, we deal with the first part of the modeling scheme i.e., derivation of surface 
potential (ϕbio ) due to the binding of charged biomolecules by receptors. The 
biomolecule-receptor conjugation occurs through two processes [215].  First process 
involves the diffusion of the biomolecules to the oxide surface, which has been 
functionalized with specific receptors and is described by the equation  

 2 D
dt
d
                                                   (4.5) 
where ρ is the concentration and D is the diffusion coefficient of the biomolecules in 
the solution. Second process involves the capture of the biomolecules by the receptors 
and is described by the equation  
  bioRsbioF
bio NkNNk
dt
dN
 0
                           (4.6) 
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where Nbio is the surface density of conjugated receptors or in other words, surface 
density of the captured biomolecules, N0 is the surface density of receptors used to 
functionalize the surface of the oxide,  ρs is the concentration of the biomolecules on 
the surface of the oxide, kF is the capture constant and kR is the dissociation constant. 
Using the above two equations, the surface density of charge due to attached 
biomolecules on the sensor surface can be calculated [215]. 
      
Now, the surface charge formed on the sensor surface attracts the ions within the 
electrolyte, which forms a second layer of charge (of opposite polarity). This second 
layer electrostatically screens the first layer and hence decreases the effective 
potential developed on the oxide surface. This double layer charge density can be 
calculated using the nonlinear Poisson–Boltzmann equation, which for a 1-1 
electrolyte is given by [216] 
    






i
ii
wBDH
B rrz
q
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q
q
TK
r 



 sinh
2
2
                       (4.6) 
Here λDH denotes the Debye–Huckel screening length and is given by  
avoBw NIqTK 0
22
                                               (4.7) 
where, ɛw is the dielectric constant, I0 is the ion concentration of the electrolyte, Navo 
denotes the Avagadro’s number, zi is the partial charge and ri is the location of the 
atoms within the biomolecule.  Finally, ϕbio can be found by equating the surface 
charge on the oxide due to the conjugated receptors to the sum of the charge in the 
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electrolyte double layer and the charge developed within the semiconductor 1D 
structure [196], [215] 
     Next, we discuss the second part of modeling scheme and it is this part that 
dictates the critical differences between the CFET and TFET based biosensors. The 
analytical formula for band-to-band tunneling (BTBT) current (IBTBT) has been 
derived in Chapter 2, and can be used to obtain the sensitivity of the biosensor which 
is defined as
  
  )()()( 000  BTBTBTBTbioBTBTn IIIS 
                             (4.8) 
where ϕ0 denotes the initial surface potential on the oxide before the attachment of 
biomolecules. In above equation, it is implicit that ϕ0 is tuned such that the current is 
dominated by the source-channel BTBT and the energy window ∆E≥0. The TFETs 
exhibit ambipolarity and for ∆E<0 the current is mainly dominated by channel-drain 
tunneling (Figure 3.8 (a)). Hence, to avoid undesirable ambipolar effects, it is 
required to tune ϕ0 such that the operational mode of the biosensor always remains in 
the regime where source-channel current dominates. Using equations (3.28) and (4.8), 
the analytical formula for sensitivity can be derived as   
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       The above analytical formula provides important insights regarding the 
dependence of sensitivity on the initial surface potential ϕ0 . It can be observed that 
the sensitivity increases as ϕ0 is decreased (keeping ∆E ≥ 0). This is because, for 
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TFETs, the rate of increase in current with gate voltage is higher for smaller values of 
∆E (and thus for smaller values of ϕ0) giving rise to increased sensitivity at lower 
values of ϕ0. Note that small value of ∆E indicates TFET operation in the 
subthreshold region. Thus, equation (4.9) indicates that in order to achieve high 
sensitivity, the TFET biosensor should be operated in the subthreshold regime. 
Equation (4.9) also provides direct physical insights regarding the dependence of the 
sensitivity on the bandgap of the material. As is evident from the equation, sensitivity 
increases with increase in bandgap. This is because of the decrease in the current 
before the capture of biomolecules i.e., IBTBT(ϕ0) with increase in bandgap.  
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Figure 4.17. Diagram representing the modeling scheme for TFET based biosensors. 
              For TFETs with relatively large bandgap materials or employing asymmetric 
design techniques at source and drain to reduce ambipolarity, ϕ0 may be tuned so that 
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the current is mainly dominated by the relatively smaller reverse biased P-I-N 
junction current (Irev) and the sensitivity will be given by 
  )()()( 000  revrevbioBTBTn IIIS                   (4.10)  
        In this case, the sensitivity will increase with decreasing bandgap at the source-
channel junction due to the exponential increase in IBTBT(ϕ0 + ϕbio). The whole 
modeling scheme is represented through a diagram in Figure 4.17. 
 
          (a)                                                                              (b) 
Figure 4.18 (a) Current as a function of surface potential developed due to biomolecule conjugation 
(ϕbio ) at a drain voltage (VD) of 0.3V. Due to the smaller subthreshold swing in TFETs, they can lead to 
higher change in current compared to CFETs for the same change in surface potential. (b) Current as a 
function of drain voltage before and after biomolecule conjugation for ϕbio=0.1eV. 
 
   The subthreshold regime forms the optimal sensing domain not only for TFET 
biosensors as discussed above but also for the conventional FET biosensors [196]. 
CFETs suffer from a fundamental limitation on the minimum achievable SS of [KBT/q 
ln(10)] due to the Boltzmann tyranny effect where KB is the Boltzmann constant and T 
is the temperature.  However, the TFETs overcome this limitation due to the Fermi-
tail cutting by the bandgap of the semiconductor. The charged biomolecules 
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essentially produce gating effect on the semiconductor channel. Hence, the change in 
current in TFET biosensors, because of their smaller SS, is substantially higher than 
that for CFET biosensors in the subthreshold region for the same surface potential 
developed due to attachment of biomolecules (ϕbio) as illustrated in Figure 4.18(a).  
       Figure 4.18(b) shows the current as a function of the drain voltage for both 
CFET and TFET biosensors before and after the biomolecule conjugation. It is 
observed that for similar currents in both biosensors before biomolecule conjugation, 
the current in TFET biosensors can be more than 2 orders of magnitude higher than 
that in CFETs after the attachment of the biomolecules, which obviously indicates 
significant increase in the sensitivity.  
                     (a)                                                                 (b) 
Figure 4.19(a) Sensitivity for sensing of biomolecules as a function of biomolecule concentration. (b) 
Sensitivity for pH sensing for different pH values.  ϕ0 is tuned for TFET and CFET so that they operate 
in the subthreshold regime. The bandgap and the effective masses used in the simulations are 0.4 eV 
and 0.15m0   respectively (where m0 denotes the mass of a free electron) and the diameter of nanowire is 
taken as 5 nm. 
 
       Comparison of the performance of CFET and TFET biosensors, for biomolecule 
as well as pH sensing, clearly shows that the sensitivity of TFET biosensors can 
surpass that of CFET biosensors by several orders of magnitude (Figure 4.19(a) and 
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(b)). The dependence of Sn on SS is depicted by equation (4.2), which depicts the 
strong relation between the two. Thus, TFETs can harness the benefits of the 
substantial increase in sensitivity (up to more than four orders of magnitude) with 
decreasing subthreshold swing and lead to ultra-sensitive biosensors while CFET 
biosensors are strictly restricted to a higher limit on the maximum achievable 
sensitivity as highlighted in Figure 4.20.  
  
Figure 4.20. Sensitivity as a function of subthreshold swing averaged over 4 orders of magnitude of 
current for both CFET and TFET based biosensors. Surface potential change due to attachment of 
biomolecules (ϕbio) is taken to be 0.1V. Sensitivity increases substantially with the decrease in 
subthreshold swing. The shaded region shows the sensitivity values for CFET biosensors indicating 
that there is a restriction on the maximum achievable sensitivity since the subthreshold swing in 
CFETs cannot be minimized below 60 mV/dec at room temperature. All simulations in this figure are 
performed through self-consistent solutions of Poisson’s and Schrodinger’s equations within the 
framework of Non-Equilibrium Green’s function formalism.
  
           In the following discussions, we show that TFET biosensors not only lead to 
substantial increase in sensitivity, but also provide significant improvement in terms 
of the response time, which is defined as the time required to obtain a desired 
sensitivity (more specifically the time needed to capture a certain number of 
biomolecules in order to achieve a desired change in electrical signal). First, we 
derive an analytical formula for the surface density of biomolecules (Nbio) that is 
180 
 
required to be captured in order to obtain a particular sensitivity. Nbio can be related to 
ϕbio as ((1/Cox+1/CNW)
-1
 + CDL)ϕbio
 
[196] where Cox, CNW and CDL represent the oxide, 
quantum and electrolyte double layer capacitance respectively. From equation (4.2), 
we can write ϕbio as SSavg
 
× log10(Sn+1) where SSavg denotes the average value of 
subthreshold swing over the range ϕ0 to (ϕ0 + ϕbio). In the subthreshold region 
(1/Cox+1/CNW)
-1
 + CDL ≈ CDL and hence, Nbio can be written as   
 
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In the above equation we have used the expression for CDL as 
πɛwRNW/λDH×K1(RNW/λDH)/ K0(RNW/λDH) [196]. Here, λDH denotes the Debye–Huckel 
screening length, ɛw is the dielectric constant of the electrolyte,  RNW is the radius of 
the 1D structure, and K0 and K1 are the zero- and ﬁrst-order modiﬁed Bessel functions 
of the second kind. It is clear that Nbio decreases with decreasing values of the swing 
(Figure 4.21(a)). This can be easily explained by the fact that, better the response of 
the sensor to the gating effect, lower would be the required change in oxide surface 
potential (ϕbio) and hence in the required Nbio for achieving the same sensitivity.  The 
response time (tr) can be related to Nbio [217].  Now, using equation (4.11), the 
dependence of  response time to the subthreshold swing is derived as  
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                      (4.12) 
where ρ0 is the concentration of biomolecules, Navo denotes the Avagadro’s number 
and D is the diffusion coefficient of the biomolecules in the solution. Since the 
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CFETs are plagued by the Boltzmann tyranny effect, there exists fundamental 
limitations to the minimum response time that can be obtained from biosensors based 
on them. This lower limit in CFETs can be derived using (4.12) as 
   
  00
1
2
min
1ln
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                    (a)                                                                              (b) 
Figure 4.21(a)
 
Surface density of biomolecules (Nbio) required to be attached to the sensor surface for 
both CFET and TFET biosensors in order to achieve the same sensitivity value in both, as a function of 
subthreshold swing. It is observed that Nbio decreases significantly with decrease in the subthreshold 
swing.  (b) 2D colormap showing the response time (in seconds) of the biosensor as a function of the 
subthreshold swing and the molar concentration of the biomolecules in the solution.
  
        In Figure 4.21(b), the response time is plotted as a function of both the 
subthreshold swing and the biomolecule concentration in the electrolyte. Since, TFET 
biosensors are not bound by a lower limit on the subthreshold swing, they can be 
highly advantageous for reduction of response time (up to more than an order of 
magnitude) and detection of biomolecules at low concentrations.    
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  It is to be noted that in this work we have presented the results for n-TFET assuming 
a positive charge of the biomolecules. In general the biomolecules such as DNA 
possess negative charge. However, this sign change does not affect the general 
discussion and results presented here. 
 
4.3.2. I-MOS based Biosensor 
Here, we show that the phenomenon of impact ionization can be leveraged to beat the 
limits of conventional FET biosensors, thereby leading to an ultra-sensitive and fast 
electrical biosensor [212].  
 
Figure 4.22. Schematic diagram of a nanowire based IFET biosensor for detection of positively 
charged biomolecules. A nanowire structure is chosen to provide high electrostatic control and large 
surface-to-volume ratio. The inset figure shows the source/drain and channel doping scheme, the 
protected region (PR) and sensing region (SR) in the channel. For detection of negatively charged 
biomolecules, the position of PR and SR should be interchanged. 
 
 
The structure of the proposed nanowire based impact-ionization MOSFET 
biosensor for detecting positively charged biomolecules is shown in Figure 4.22. 
While the most commonly used acronym for impact-ionization MOSFET is I-MOS, 
we will use IFET as the acronym here, in conjunction with CFET and TFET. The 
ends of the nanowire are doped to form a P
+
-I-N
+
 diode, which is to be operated in the 
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reversed bias mode. Portion of the I-region towards P
+
 source is covered with thick 
oxide to prevent the influence of biomolecules in that region and we call it the 
protected region (PR). This region is needed due to the requirement of a threshold 
length for impact ionization to occur as well as to prevent band-to-band tunneling 
from valence band of source to conduction band of I-region. The rest of the I-region 
is covered with a thin oxide for effective gating effect through charged biomolecules 
and we call it the sensing region (SR). 
 
                                                              (a)                                                        (b) 
Figure 4.23. Band diagram (a) before and (b) after biomolecule conjugation in IFET biosensor. The 
source is biased at a negative voltage, slightly below the breakdown voltage. Hence, no impact 
ionization occurs before biomolecule conjugation. Attachment of the biomolecules in the SR leads to 
increase in electric field in PR (b). Now an electron e1 can gain enough energy from the electric field 
to knock out an electron from the valence band creating an electron (e2) and hole (h2). Similarly, a hole 
h1 can lead to generation of an electron (e3) and hole(h3). Thus carriers get multiplied leading to impact 
ionization.  
 
   If the source is biased at a negative voltage such that the reverse bias is below the 
avalanche breakdown voltage, no impact ionization occurs before biomolecule 
conjugation (Figure 4.23(a)). The attachment of charged biomolecules in SR 
increases the effective electric field in PR activating impact ionization (Figure 
4.23(b)).      
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           Occurrence of impact ionization leads to a sharp increase in current or in other 
words, to ultra-low Subthreshold Swing (SS) as shown in Figure 4.24. By altering the 
source voltage this sharp increase in current can be made to occur at very small 
values of surface potential in SR developed due to biomolecule conjugation (Figure 
4.24).      
 
Figure 4.24. The black curve (involving left and top axis) shows the current as a function of source 
voltage (Vs) before biomolecule conjugation. Breakdown occurs when absolute value of Vs is little 
higher than 5.2 V (marked as VBD in the top axis) leading to sharp increase in current. If the Vs is kept ≤ 
5.2 V, the breakdown can be made to occur through the surface potential on the oxide developed due to 
biomolecule conjugation (ϕbio) as shown by the blue, red and green curves (involving left and bottom 
axis). The value of ϕbio at which the breakdown occurs depends on the applied Vs and are shown in the 
figure as ϕbio1, ϕbio2 and ϕbio3 for Vs equal to 5.2V, 5.15V and 5.1V respectively. It is clear that ϕbio 
required for breakdown decreases as source is biased closer to the breakdown point.  
 
    While accurate results can be obtained through numerical simulations using TCAD 
tools, analytical formalism is necessary for gaining easy physical insight. Hence, in 
the following discussion we focus on deriving analytical formula for sensitivity using 
a simplified 1D model. The modiﬁed 1D Poisson equation for the PR and SR can be 
written as equations (4.14a) and (4.14b) respectively. 
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     Here, ψp and ψs are the potential at the semiconductor-oxide interface in PR and 
SR respectively, ϕ is the potential at the oxide-electrolyte interface in the SR, x is the 
direction from source to drain as shown in Figure 4.23(a) and is taken to be 0 at the 
source-PR junction. λ is defined as the natural length scale [1]. The band-bending in 
the source/drain regions are neglected, which is a valid assumption for highly doped 
regions. The semiconductor-oxide interface potential at the drain-SR junction is taken 
as the reference point and hence set to 0 and that at source-PR junction is defined as 
Usrc. Thus, ψs(Lp+ Ls)=0 and ψp(0)=Usrc where Lp and Ls are the lengths of the PR and 
SR respectively as shown in Figure 4.23(a). The other two boundary conditions for 
solving the Poisson equations given by equation (4.14) are obtained from the 
continuity equations between ψp and ψs and their derivatives as ψp(Lp)= ψs(Lp) and 
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solution of the potentials are given by
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Since, impact ionization occurs in the PR, it is necessary to simplify the equation of 
semiconductor-oxide interface potential in that region given by equation (4.15a) in 
order to obtain simplified equation for the impact ionization current. It is to be noted 
that the impact of SR has been intrinsically incorporated in equation (4.15a) through 
the factors ϕ, λ and Ls. Using the condition Ls >> λ , which is the case in an 
electrostatically well controlled device, equation (4.15a) can be simplified as  
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Using equation (4.16), the electric field in the PR can be derived as  
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This electric field can be used to calculate the impact ionization coefficient α , which 
is defined as the number of electron-hole pairs generated by a carrier per unit distance 
travelled and is given by p
F
crit
F
e

  where   is an empirical parameter and Fcrit is 
the critical electric field. For deriving a simplified analytical solution, 
  and Fcrit  for 
electron and holes is assumed to be similar and thus the ionization integral M can be 
written as 

pL
dxM
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  . Using equation (4.17) M can be derived as 
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The avalanche breakdown occurs when M reaches the value of 1. Now, the potential 
ϕ can be divided into two parts: the inital potential ϕ0 which can be adjusted using the 
electrolyte reference electrode and the potential developed due to biomolecule 
conjugation ϕbio. The threshold value of the potential due to biomolecule attachment 
that is required for avalanche breakdown (ϕbio_th) can be derived by equating M to 1 
and thus we obtain 
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For ϕbio < ϕbio_th, the current (Ii) is given by Irev/(1-M) where Irev is the reverse biased 
P-I-N junction current. Thus we can write 
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After avalanche breakdown the current in the IFET biosensor will behave like the 
conventional FET with an effective drain-to-source voltage (Vds_eff ) equal to the 
potential at x=Lp at ϕbio= ϕbio_th. Using equation (4.16) and (4.19), Vds_eff  can be 
derived as 
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Now, the current (Ic)  for ϕbio > ϕbio_th can be written as 
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        Using the equations of current given by equation (4.20) and (4.22), analytical 
formulae for sensitivity can be derived where sensitivity is defined as the ratio of the 
change in current due to biomolecule conjugation to the initial current before 
conjugation. For ϕbio < ϕbio_th, Sn is derived as 
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For ϕbio > ϕbio_th, Sn can be written as 
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From the analytical derivations it can be observed that the sensitivity is dependent on 
the initial condition of the IFET, which can be tuned by source and reference gate 
bias, thus modulating Usrc and ϕ0, respectively. These two knobs should be adjusted in 
such a way that the IFET biosensor is always below the breakdown potential before 
biomolecule conjugation. Also, it is clear from (4.19), that by proper tuning of Usrc 
and ϕ0, the threshold value of potential due to biomolecule conjugation can be 
reduced and thus a fewer number of biomolecules attaching to the biosensor surface 
will be able to cause a substantial increase in the current. 
 
       Figure 4.25(a) shows the results of source bias sweep calculated through TCAD 
simulations in IFET biosensor before and after the biomolecule conjugation for 
different values of biomolecule concentration (ρ0) in the electrolyte. The results of 
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drain voltage sweep for a CFET biosensor is shown in Figure 4.25(b). Because of the 
sharp increase in current due to impact ionization in IFET, the current curves after 
biomolecule conjugation are distinctly distinguishable from the one before the 
conjugation even at very small values of ρ0. For CFET biosensors, on the other hand, 
there is very small change in current after conjugation as ρ0 is decreased.  
              
                                                    (a)                                                                         (b) 
Figure 4.25. The current as a function of source bias in a) IFET and b) CFET biosensor before and 
after biomolecule conjugation for different values of biomolecule concentration (ρ0) in the electrolyte. 
Unless mentioned otherwise, all simulations for IFET biosensor are done for a silicon nanowire with 
diameter of 30 nm with enclosing oxide thickness of 3 nm, and the ionic concentration I0 is taken as 
10
-5
 M. 
 
       In Figure 4.26(a), the sensitivity is plotted as a function of ρ0 for CFET and two 
different bias points of IFET. When Vs and ϕ0 in IFET are adjusted to obtain the 
minimum SS (bias pt1), even low ρ0 can lead to sharp increase in current and hence 
very high sensitivity (around 4 orders of magnitude higher compared to CFET). 
However, if IFET is biased at lower Vs (bias pt2) high ρ0 is required in order for 
breakdown to occur. Once sufficient ρ0 is reached, current and hence sensitivity 
increases sharply. For higher values of ρ0, sensitivity at bias pt2 is higher (around 6 
orders of magnitude higher compared to CFET) than that at bias pt1 (around 2.5 
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orders of magnitude higher compared to CFET) because of the lower initial current 
before biomolecule conjugation at bias pt1. Since high sensitivity at low biomolecule 
concentration is desirable, bias pt1 is preferable for IFET biosensor operation. As is 
clear from Figure 4.26(b), advantage of IFET biosensor over CFET is retained even 
when the ionic concentration of the electrolyte is increased (which increases the 
electrostatic screening by the ions).  
            
                                          (a)                                                                               (b)                    
                                                                
Figure 4.26 (a) Sensitivity of both IFET and CFET biosensors as a function of biomolecule 
concentration (ρ0). Bias pt1 refers to the condition of IFET where Vs and ϕ0 are adjusted to obtain the 
minimum SS while bias pt2 refers to the condition when Vs  is 0.05V below that in bias pt1. The 
average SS of the IFET over 3 orders of magnitude of drain current is around 1.7 mV/dec. (b) 
Sensitivity as a function of ionic concentration (I0). While sensitivity decreases for both IFET and 
CFET biosensors with the increase in I0 due to electrostatic screening, the IFET biosensor still exhibits 
substantially higher sensitivity. In this case, IFET is at bias pt 1.  
 
   Figure 4.27 shows the sensitivity comparison between IFET and CFET biosensors 
for pH sensing. The pH sensing is based on the change in surface charge due to 
protonation/deprotonation of the OH groups on the enclosing oxide surface, which 
depends on the concentration of H
+ 
ions and hence on the pH value.  It is observed 
that IFET biosensor can lead to around 4 orders of magnitude increase in sensitivity 
compared to that in CFET for pH detection. 
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Figure 4.27. Sensitivity comparison between IFET and CFET biosensors for pH sensing as a function 
of pH values.  Here, IFET is at bias pt 1.  
 
      Apart from sensitivity, another critical parameter for gauging the performance of 
the biosensors is the response time. Response time (tr) is defined as the time required 
to obtain a desired sensitivity. Before a target analyte molecule can bind at the sensor
 
surface and electrostatically modulate the channel conductance, the molecule must 
diffuse from the bulk solution to the sensor surface. This diffusion process takes time 
and sets lower limits on achievable detection times at a given analyte concentration 
[218]. Hence, a more specific definition of response time is the time needed to 
capture a certain surface density of biomolecules (Nbio) [217] in order to achieve a 
desired change in electrical signal. Figure 4.28(a) illustrates that tr is directly 
proportional to the required Nbio and inversely proportional to ρ0. Figure 4.28(b) 
shows that the IFET can lead to significant reduction in response time compared to 
CFET. This effect can be understood in the following way. Extremely Low SS of 
IFET implies that for obtaining the same change in current and hence same sensitvity, 
the required change in surface potential (ϕbio) is much lower in IFET compared to that 
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in CFET. Since tr is directly proportional to Nbio, which is again directly proportional 
to ϕbio, decrease in ϕbio leads to decrease in Nbio and consequently to reduction in tr. 
From Figure 4.28(b) we can also conclude that within a same desired response time, 
IFET can detect biomolecules at substantially lower biomolecule concentration.  
       
                                   (a)                                                                                 (b) 
 
Figure 4.28(a) The colormap showing the average response time (tr) in seconds of the biosensor as a 
function of the required surface density of biomolecules (Nbio) on the oxide surface to achieve the 
desired sensitivity, and the concentration (ρ0) of the biomolecules in the solution. tr increases as ρ0 is 
decreased as it takes more time to capture the biomolecules when its concentration in the solution is 
low. tr increases with increase in Nbio . This is because if the required surface density of biomolecules is 
more, it will take more time to reach that value. (b) Average response time as a function of the 
biomolecule concentration (ρ0). For the same value of ρ0, IFET can lead to significant reduction in tr. If 
the response time is kept constant, then within the same desired tr, IFET can lead to detection at much 
lower biomolecule concentrations. 
 
        It is to be noted that tunnel-FETs (TFETs) employing interband tunneling can 
also lead to sharper increase in current or lower SS compared to CFETs as discussed 
in previous section, and hence, is attractive as a sensor for biomolecules [146], [210] 
as well as gaseous species [211]. The best reported average SS value over 4 decades 
of current at a low voltage of 0.1 V for TFETs is 36.5 mV/dec [81] and further 
improvement is expected. The phenomenon of impact ionization has been shown to 
lead to SS as low as 72 μV/decade [219]. The IFETs based on Silicon, however have 
193 
 
very high breakdown voltage and application of novel technology is required for 
lowering the operating bias [122]. From an ultra-low power perspective, the TFET 
biosensors remain attractive. Since, IFETs suffer from reliability issues, they may be 
more promising as dispensable sensors. Though, here the results are presented for 
Silicon nanowire based IFETs the general discussion is valid for other materials and 
structures as well.  
4.3.3. TFET based Gas-sensor 
 
 
                                         (a)                                                            (b) 
  
Figure 4.29. The schematic diagram of a Field-Effect-Transistor gas-sensor based on SOI structure 
with metallic gate (a) and organic conducting polymer gate (b) as the sensing element. For 
conventional n-type MOSFET based sensor, the doping in source, channel and drain are N+, P and N+, 
respectively while for that based on n-type TFET, the sequence is P+, I and N+. Continuous Pd and Pt 
film is explored for metallic gates, while polyaniline and polypyrrole are discussed for polymer gates. 
Semiconductor material is taken to be Silicon. Note that we use the term MOSFETs generically to 
specify conventional FETs even in case of a polymer gate.  
 
      In this section, we propose a gas sensor that leverages the band-to-band-tunneling 
current-injection mechanism of TFET to achieve much superior performance under 
ambient conditions compared to conventional FETs.[211] The results are discussed in 
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terms of two important sensing elements: metal (Pd/Pt) and conducting polymers as 
the gate material (Figure 4.29).  
        
                                         (a)                                                                   (b) 
Figure 4.30(a) The schematic diagram of dipoles at the interface of metal and oxide layer. (b) Change 
in work-function of Pd and Pt metal gate as a function of hydrogen gas pressure. Interface 
concentration of hydrogen sites and sticking coefficient is lower for Pt [220] compared to Pd leading to 
lower values of ∆WFG for same hydrogen pressure. Note that ∆WFG is negative and absolute values 
have been plotted here.   
 
         First, we will discuss the gas-sensors with metallic gate as sensing element. 
Thick, continuous metallic gate can be used to sense hydrogen [221], [222]. The 
transduction mechanism involves dissociation and adsorption of hydrogen molecules 
at the metal surface and thereby diffusion of some atomic hydrogen into metal which 
form dipoles at the interface changing the gate work function (WFG) (Figure 4.30(a)). 
This process depends on the flux of gas Ψ given by TKmP Bg2 , heat of adsorption 
at surface ∆Hs and interface ∆Hi, which follows the Tempkin Isotherm as 
 iii HH  10  where  0ii HNq   , P: gas pressure, mg: gas molecular mass, KB: 
Boltzmann constant, T: temperature, ∆Hi0: initial heat of adsorption, ξi: interface 
coverage of hydrogen, Ni: concentration of interface hydrogen sites, q: elementary 
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charge of an electron, μ: effective dipole constant, ε: permittivity. The change in work 
function is given by [222]
 
 
                           iiG NWF 
                                          (4.24)               
 
Figure 4.30(b) shows the ∆WFG of metal gate as a function of hydrogen gas pressure.  
            The ∆WFG can be employed to bend the bands in a TFET and hence modulate 
its current. A non-local 2D model based on self-consistent solutions of Poisson’s and 
Schrodinger’s equations including the effect of phonons, is used for detailed device 
simulations. At the same time, in order to provide better physical insights, an 
analytical expression for sensitivity (Sn) is derived using simplified 1D model. The 
1D Poisson's equation (4.25) is solved to obtain the potential in the channel assuming 
high source doping and hence neglecting band bending in source.  
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Here, ϕi: potential at semiconductor-oxide interface, WFS: semiconductor work 
function, VG: gate voltage, λ: natural length scale [1]. Then, calculating tunneling 
probability using the WKB approximation and the two-band approximation, the band-
to-band-tunneling current (IBTBT) is derived using Landauer’s formula [148] following 
the procedure described Chapter 3 [146] as   
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Here, h: Plank's constant, m*:carrier effective mass, EG: bandgap of semiconductor, 
fs: Fermi function at source, fd: Fermi function at drain.  
 
         
                                         (a)                                                                          (b) 
 
Figure 4.31(a) Color-map showing the importance of gate bias and operation regime of FET on 
performance of MOSFET (a) and TFET (b) gas-sensor. Pd is used as a gate material. For convenience 
of plotting and understanding, the effective gate voltage is offset from the actual gate voltage such that  
for MOSFET, VGeff is taken to be 0 at  0.35eV lower than the threshold voltage. For TFET VGeff =0 
where the subthreshold swing (SS) is minimum.  At any value of gas pressure, sensitivity of MOSFET 
gas- sensor remains almost constant for lower values of VGeff  due to the almost constant SS of 
MOSFET.  However, with increase in VGeff, effect of gate decreases as MOS crosses the subthreshold 
region and hence the sensitivity degrades. For TFET gas-sensor, sensitivity keeps on increasing as VGeff  
is decreased due to the improvement in SS. By effective tuning of gate bias, sufficient improvement in 
sensitivity can be achieved through TFET gas-sensor compared to that of MOSFET gas-sensors.
 
Sensitivity (Sn) is defined as the ratio of change in current after gas adsorption to the 
initial current before gas adsorption and is given by  
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      (4.27) 
Using equation (4.24), (4.26) and (4.27), Sn of TFET gas sensor is derived as 
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In Figure 4.31 (a) and (b), Sn is plotted as a function of the gate bias and the 
gas pressure for MOSFET and TFET respectively. It is observed that for both, 
maximum Sn is obtained in the subthreshold region. This can be understood since the 
highest effect of gate occurs in the subthreshold region. In MOSFETs the 
Subthreshold Swing (SS) is limited by the Boltzmann Tyranny effect to [KBT/q 
ln(10)], which also puts severe limitations on the achievable sensitivity. TFETs 
overcome this limitation due to Fermi-tail cutting by the bandgap and hence can lead 
to significantly higher Sn  for gas sensing as shown in Figure 4.32.  
 
Figure 4.32. Comparison of sensitivity of MOSFET and TFET gas-sensor both biased at VGeff =0. 
            Now, we will focus on organic conducting polymer gate as sensing element. 
Organic conducting polymers can be used to obtain selective detection of specific 
target gas molecules. The gas molecules form a charge transfer complex with the 
polymer matrix through the exchange of a fractional charge δ [223], [224]. 
Depending on the sign(positive/negative) of  δ,  the gas molecules behave as a 
secondary dopant (acceptor/ donor) and change the Fermi level and hence the bulk 
component of work function of the polymer(WFP). ∆WFP is given by [224]
 
  
198 
 






  1ln2
i
iiBP PkPTKWF 
                              (4.29) 
where  
gFE   , EF: Fermi  level of polymer, χg: Mulliken electro-negativity 
coefficient of gas, Pi: pressure of background non-specific gases, ki: selectivity 
coefficients, WFP0: work function before gas absorption, γ: proportionality constant 
[223]. Using equations (4.26), (4.27) and (4.29) analytical formula for sensitivity of 
TFET gas-sensor is derived as 
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where ∆WFPS0 is initial work function difference between polymer and 
semiconductor. From Figure 4.33(a) and (b), it is clear that TFETs provide 
substantial increase in Sn compared to conventional FETs as shown for detection of 
NH3 and CH3OH with Polyaniline (PANI) and poly-pyrrole-tetrafluoroborate 
(PPTFB), respectively. The change in WF of polymers depends on its initial WF 
(WFP0), which varies with varying growth conditions
 
[223]. If EF equals χg, no charge 
transfer takes place and ∆WFP = 0. We call this point the neutrality point (NP). 
│∆WFP│increases as WFP0 moves away from NP. For MOSFETs reasonable Sn is 
obtained only further away from NP (Figure 4.33(c)) and thus requires high control 
of polymer growth conditions to achieve specific WFP0.   In TFETs high Sn can be 
achieved even in regions near NP (Figure 4.33(c)) and thus providing flexibility and 
facilitating ease of polymer growth process.  
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                                               (a)                                                                    (b) 
 
 
       (c) 
 
Figure 4.33(a) Change in work-function of polymer gate (a) and sensitivity comparison of TFET and 
MOSFET sensors (b), as a function of gas pressure. Results are shown for sensing of ammonia with 
polyaniline (PANI) and Methanol with poly-pyrrole-tetrafluor-oborate (PPTFB). The effect of non-
specific background gases is captured through the term ∑kiPi and is taken to be 10
-11
 in both cases. 
Sensitivity of MOSFET and TFET gas-sensor with polymer gate based on polypyrrole and p-poly-
phenylene for sensing Hexane and Chloroform as a function of initial work function of the polymer 
(versus the  work function  of  the  Au  reference  grid). TFET gas-sensors lead to much higher 
sensitivity compared to those based on MOSFETs even in the region near the neutrality point. 
 
     In Figure 4.34, Sn is plotted as a function of SS taking an example each from 
metallic gate as well as polymer gate as sensing element. It is observed that in both 
cases Sn increases substantially with the decrease in SS. This figure has important 
technological implications and shows that extremely high Sn can be achieved through 
implementation of low SS devices like TFETs in gas-sensor technology. 
200 
 
 
Figure 4.34. Sensitivity as a function of average subthreshold swing for both metallic gate (Pd for 
sensing hydrogen at pressure of 10
-9 
Torr) as well as polymer gate (PANI for sensing ammonia at 
pressure of 10
-12 
Torr) as the sensing element.  
 
            To be applicable for practical applications, a sensor should possess high 
efficiency under ambient conditions in the presence of non-specific background 
gases. In the case of polymer film, it is clear from equation (4.29) that increase in 
∑kiPi term (which represents the effect of background gases) decreases ∆WFP. In the 
case of metallic gate, the presence of oxygen in air sufficiently reduces the surface 
and interface coverage of hydrogen (Figure 4.35(a)) and hence the │∆WFG│(Figure 
4.35(b)) due to water formation and subsequent desorption reactions [225].  From 
Figure 4.35(c) it is observed that if the SS is reduced, the │∆WFG│ required to 
achieve a desired sensitivity can be more than an order lower. Hence, TFETs with 
low SS can be highly beneficial in detection of target gas molecules under 
atmospheric conditions where presence of non-specific gases screen the change in 
gate work function.  
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                                              (a)                                                                      (b) 
 
 
                                                                                       (c) 
Figure 4.35(a) The surface (ξs) and interface (ξi) coverage of hydrogen in Pd without and in the 
presence of oxygen (152 Torr) as a function of hydrogen pressure. (b) Effect of varying oxygen 
pressures (10
-6 
- 152 Torr) on │∆WFG│. ξs, ξi and│∆WFG│ decrease in the presence of oxygen  (c)  
The change in gate work function that is required to obtain a desired sensitivity (here the desired value 
is taken to be 0.05) is plotted as a function of the average Subthreshold Swing. The required │∆WFG│ 
decreases strongly with decrease in SS. Hence, the same sensitivity can be achieved at much lower 
values of │∆WFG│ for low SS devices like TFET.  
 
     For stable operation, the influence of temperature (T) variations on the sensor 
performance should be minimal. T affects the sensor performance by influencing i) 
interaction between gas and sensing element and ii) properties of semiconductor. 
Here, the effect of T is discussed taking the metallic gate as an example and it is seen 
that the increase in T leads to the reduction in hydrogen coverage and hence the 
│∆WFG│ (Figure 4.36(a)).  
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                                              (a)                                                                      (b) 
 
 
       (c)      
 
Figure 4.36. Effect of temperature (T) variations on gas-sensor performance.│∆WFG│decreases with 
T due to decrease in the surface (ξs) and interface (ξi) coverage of hydrogen (a). AT-MOS is dominated by 
change in threshold voltage (Vth) through modification in interaction term between gas and sensing 
element (SE) (μNiξi/ε) and semiconductor properties ( φb, EG and EA ) and the change in SS (b). AT-TFET  
is dominated by change in tunneling probability through modification of WFG (due to gas-SE 
interaction) and semiconductor bandgap (c). 
 
We define the T affectability (AT) as 
      TITITTIAT  
                          (4.31)
 
Analytical equations of T affectability are derived for both MOSFET (AT-MOS) and 
TFET (AT-TFET) based gas-sensors and are given by 
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Here, φb: energy difference between Fermi level of semiconductor and its 
intrinsic Fermi level, EA: electron affinity of semiconductor, Na: channel doping 
concentration, tsi: silicon thickness, Cox: gate capacitance.
 
T influence MOSFET 
subthreshold current mainly through change in the threshold voltage (Vth) and SS. It is 
well known that in MOSFETs, Vth decreases as T increases. However, the
 
MOSFET 
gas-sensor exhibits a counter-intuitive opposite trend (Figure 4.36(b)). This behavior 
can be explained by the increase in WFG (=WFG0 -│∆WFG│) with T due to decrease 
in gas adsorption and hence │∆WFG│. The SS of MOSFET increases linearly with T. 
For a silicon TFET for digital applications, it has been experimentally demonstrated 
[226] that dominant factor through which T influences the current is through increase 
in the tunneling probability (PBTBT) due to the decrease in bandgap (EG) (phonon 
emission is nearly independent of T). For TFET gas-sensor, the situation is different 
and the factor through which T dominantly affects the current is given by Fnc(T) 
(equation (4.33b)). It is observed that the increase in PBTBT due to decrease in EG is 
offset by the increase in WFG term that occurs in the denominator of Fnc(T). Hence, 
PBTBT of TFET gas sensor decreases with T (Figure 4.36(c)). From Figure 4.37(a) 
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and (b), it is clear that the TFET has substantially lower AT than that of MOSFETs 
and hence it is much less vulnerable to T variations.  
               
                                            (a)                                                                         (b) 
 
Figure 4.37.  AT  is plotted for MOSFET (d) and TFET (e)  with T=250 K and ∆T varying from 10K to 
100K. AT  is positive in MOSFET (current increases with T) due to the increase in SS compensated to 
some extent due to increase in increase in Vth. AT  is negative in TFET due to the decrease in tunneling 
probability with T. Overall AT-TFET  is much smaller than AT-MOSFET. Note, that the isothermal point (IP) 
of MOSFET occurs in the linear region, which will lead to degraded sensitivity and IP will vary with 
gas adsorption. Hence, a TFET based gas-sensor can offer much more stable operation under T 
variations compared to that based on MOSFETs. 
4.4. Summary 
In this chapter, we show that, while 2D semiconductors and steep transistors have 
mainly evolved with an aim of obtaining ultra-scalability and reduction of power 
consumption in digital electronics, they also hold great promise in a completely 
diverse arena of bio/gas-sensor technology. Here, we demonstrated FET biosensors 
based on molybdenum disulphide (MoS2) which provides extremely high sensitivity 
and at the same time offer easy patternability and device fabrication, thanks to its 2D 
atomically layered structure. While graphene is also a 2D material, we show here that 
it cannot compete with MoS2 based FET biosensor, which surpasses the sensitivity of 
that based on graphene by more than 74-fold. Moreover, we establish through 
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theoretical analysis that MoS2 is greatly advantageous for biosensor device scaling 
without compromising its sensitivity. Furthermore, MoS2 with its highly flexible and 
transparent nature can offer new opportunities in advanced diagnostics and medical 
prosthesis. This unique fusion of desirable properties makes MoS2 a highly potential 
candidate for next-generation low-cost biosensors. Apart from biosensing, it is also 
shown that MoS2  can also be used for gas sensing applications through 
functionalization of its surface by noble metallic nanoparticles. While MoS2 has these 
excellent properties as a channel material, we elucidate that conventional FET based 
sensors suffer from fundamental limitations on the maximum sensitivity and 
minimum detection time achievable due to their fundamental limitations in 
subthreshold swing. We proposed and theoretically demonstrated that sensors based 
on steep transistors can overcome such limitations and lead to substantially higher 
sensitivity (over four orders of magnitude) and over an order of magnitude lower 
response time and hence, are highly desirable for sensing applications. 
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Chapter 5: Atomically-Thin Channel 
Subthermionic Transistor 
5.1. Introduction 
   The unprecedented growth of Information Technology has historically been 
sustained by scaling the Metal-Oxide-Field-Effect-Transistors (MOSFETs), following 
the rules, prescribing the reduction of the critical dimensions of the FET and the 
operating voltage by the same factor, so that transistor density is increased without 
the corresponding rise in the power density. However, as discussed in Chapter 1, the 
current MOSFET technology faces two major issues, which pose serious challenges 
for further scaling. The first issue is the degradation of device electrostatics (or ability 
of the transistor’s gate electrode to control its channel potential), with decrease in the 
transistor channel length, when conventional 3D (or bulk) materials are used as 
channel. In Chapter 2, we studied 2D layered semiconducting materials such as 
Transition Metal Dichalcogenides (TMDs) and black Phosphorous, which are highly 
promising as channel material in FETs, for mitigating this effect and hence, have 
attracted a lot of attention, recently [3], [5], [39], [60], [61], [63], [227]. Their ultra-
thin structure and pristine interfaces can lead to excellent electrostatics and at the 
same time their planar nature facilitates easy fabrication compared to 1D structures 
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(such as nanowires and nanotubes) that can also provide excellent electrostatics but 
are far less fabrication-friendly.  
       Even in presence of excellent electrostatics, the inability to scale down the supply 
voltage leads to the increase in power density, compromising the benefits of scaling. 
This arises from the fundamental thermionic limitation of the subthreshold swing 
(inverse of the subthreshold slope given by SS =(dlog10IDS/ dVGS)
-1
  where IDS: drain-to-
source current, VGS: gate-to-source voltage) of 2.3KBT/q (or 60 mV/dec at room 
temperature) in conventional FETs. Thus, using just 2D semiconducting-channel 
materials only partially addresses the scaling issue, and use of novel device 
technology based on 2D materials is necessary for simultaneous achievement of 
efficient electrostatics as well as novel carrier transport mechanism (as explored in 
Chapter 3), in order to achieve sub 60 mV/dec SS and thereby, combat power density 
increase and enable scaling to continue in future. Apart from digital electronics, 
achievement of a 2D semiconducting-channel material based device with sub-
thermionic SS will be highly desirable for next-generation ultra-sensitive, low-power 
and fast bio/gas sensors as elucidated in Chapter 4. Toward these ends, an important 
milestone is achieved in this dissertation, with the first demonstration of planar 
transistors based on 2D semiconducting material, which overcomes the fundamental 
limitation in SS of conventional FETs and offers a minimum SS of 3.9 mV/dec and an 
average SS of 31.1 mV/dec for over 4 decades of drain current at room 
temperature.[81] This is achieved by using a fundamentally different transport 
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mechanism in the form of quantum mechanical band-to-band tunneling (BTBT)[126], 
[135]. 
5.2. Challenges and Novel Solution through 3D-2D Hetero-TFET 
   Tunnel-FET (TFET) utilizing BTBT,[103], [127]–[132] is a promising candidate 
for achievement of sub-thermionic SS. In spite of high interest in TFETs with 2D 
materials as channel due to the advantages mentioned above, and experimental 
works[228], [229] towards this direction using electrostatic doping technique, there 
has not been any successful experimental demonstration of a TFET and for that 
matter any transistor based on 2D material with sub-thermionic SS, to date. This is 
due to the challenges in doping the 2D layered materials and in obtaining high electric 
field at the tunnel junctions. Moreover, use of electrostatic doping requires an extra 
gate electrode for functioning and hence, is not energy-efficient. Here, we built an 
unique vertical TFET with sub-thermionic SS, by engineering the substrate, portions 
of which are configured as a highly doped semiconductor source and other portions 
are etched and filled with a dielectric for hosting the drain and gate metal contacts, 
while ultrathin 2D TMD forms the channel (Figure 5.1(a), in the diagram Ge and 
MoS2 are used as the example of 3D and 2D materials, respectively).[81] This TFET 
structure offers several unique advantages as explained below. First, the use of 2D 
TMD material as channel attributes not only excellent electrostatics but also, small 
tunneling distance (which is determined by the channel thickness), needed for 
increasing the BTBT current. Note that using 3D material as the source does not 
209 
 
hamper device electrostatics, as the channel region is the one that needs to get 
modulated by the gate and it is atomically-thin in our case. Second, combining 3D 
and 2D materials opens up unprecedented opportunities for designing custom-built 
heterostructures. Third, the heterojunction is formed with van der Waal’s bond and 
thus has strain free interfaces. Fourth, while methodologies for obtaining stable as 
well as high doping in 2D layered materials is very challenging and still under 
investigation, 3D materials already enjoy well developed doping technologies that has 
been leveraged in this work, for forming highly doped source. This enables the 
creation of ultra-sharp doping profile and hence, high electric field at the source-
channel interface as there is negligible chance of diffusion of dopant atoms across the 
heterojunction due to the presence of van der Waal’s gap. Last but not the least, since 
2D channel material is placed on top of 3D source forming a vertical source-channel 
junction, BTBT can take place across the entire area of channel-source overlap, which 
leads to higher ON-current than that in case of line overlap obtained in lateral 
junctions.  
       It is important to emphasize here, that though we are using the term Tunnel-FET 
in a general way, our device specifically is a Band-to-Band Tunnel-FET, involving 
transition of carriers from the valence band (of 3D source) to the conduction band (of 
2D channel). Though “tunneling-transistors” using heterostructures of 2D materials 
have been reported in literature,[230], [231] they did not involve BTBT and hence,  
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Figure 5.1 (a) Schematic diagram illustrating the cross-sectional view of the ATLAS-TFET with ultra-
thin bilayer MoS2 (1.3 nm) as channel and degenerately doped p-type Ge as the source. Path for 
electron transport is shown by the red arrows which run vertically from the Ge source to the MoS2 and 
then laterally through the MoS2 layers to the drain. As the Ge is highly doped, the tunneling barrier 
height is mainly determined by the effective bandgap of MoS2 (including van der Waals gap) while the 
tunneling width is determined by the MoS2 thickness. (b) Band alignment of Ge and bilayer MoS2 
showing their electron affinities (EA) and bandgaps (EG) and thus, illustrating the formation of a 
staggered vertical heterojunction. The crystal structure of both the materials are shown below while the 
bandstructures are shown on both sides. Band diagrams along vertical dashed line in (a), in both OFF 
(c) and ON (d) states. The white regions represent the forbidden gaps (zero density of states). While 
the effective bandgap of bilayer MoS2 has been illustrated in (b), here the bands for the two layers are 
shown separately with the van der Waal's (vdW)  gap between them for better visual interpretation of 
current flow. Note that the drain contact is located perpendicular to the plane of the figure and is not 
shown in it. In the OFF state, electrons from the valence band of Ge, cannot transport to MoS2 due to 
the non availability of density of states (DOS) in MoS2 (black arrow and cross sign). At higher 
energies, empty DOS is available in MoS2, but no DOS is available in Ge, again forbidding electron 
flow (orange arrow and cross mark). With further increase in energy reaching above the conduction 
band of Ge, DOS is available in both Ge and  MoS2. However, the number of electrons available in the 
conduction band of Ge source is negligible due to the exponential decrease in electron concentration 
with increase in energy above the Fermi level according to Boltzmann distribution. Thus, very few 
electrons can flow to the MoS2 (purple arrow), leading to very low OFF-state current. With the increase 
in gate voltage (d), when the conduction band of MoS2 at the dielectric interface, is lowered below the 
valence band of the Ge source, electrons start to flow (green arrow), resulting in an abrupt (sub-
thermionic) increase in BTBT current. 
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cannot lead to sub 60 mV/dec SS, because of the fundamental inability of single 
carrier tunneling barrier to provide the same (as explained in Chapter 3). 
        The band alignment is shown in Figure 5.1(b). Figure 5.1(c) and (d) 
demonstrates the operation of our Atomically-thin and Layered Semiconducting-
Channel Tunnel-FET or ATLAS-TFET through the band diagrams along vertical 
dashed line in Figure 5.1(a), in OFF (Figure 5.1(c)) and ON (Figure 5.1(d)) states. 
Here, n-type transistor is achieved where positive voltage is applied to the drain 
electrode contacting the MoS2 layers with respect to the highly p-doped Ge source. 
Hence, electrons tend to move from the Ge to the MoS2 and this electron transport 
can be modulated by the gate to turn the device ON or OFF. In the OFF state, only 
electrons above the conduction band of Ge can transport to MoS2 (purple arrow), 
leading to ultra-low current due to the scarcity of available electrons at high energies 
above the Fermi level. At lower energies, no electrons can flow either due to the non-
availability of Density of States (DOS) in Ge source (orange arrow) or in MoS2 
channel (black arrow). Hence, the OFF current is very low. As the gate voltage is 
increased, the conduction band of MoS2, is lowered below the valence band of the Ge 
source (ON state), and hence filled DOS in the source gets aligned with empty DOS 
in the channel, leading to an abrupt increase in electron flow (green arrow) and hence, 
current, which can lead to sub-thermionic SS.  Electrons after tunneling from the Ge 
source to the MoS2, are sucked in laterally by the drain contact as shown by the red 
arrows in Figure 5.1(a).  
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5.3. Exploration of 3D-2D Tunnel Junctions 
As discussed in the previous section, heterostructures formed by combining 3D and 
2D materials can be highly promising for building TFETs. In order to achieve the 
optimum heterojunction with high BTBT, a detailed exploration of different 3D and 
2D materials is carried out here.[232] For forming the tunnel junctions, the layered 
semiconductor material was obtained by micromechanical exfoliation from bulk 
sample and was transferred to the desired highly doped conventional material. The 
thicknesses of the layered materials were characterized using Atomic Force 
Microscopy (AFM). An AFM image along with height profile of a MoS2 flake on Si 
is shown in Figure 5.2. While for building the TFETs atomically thin films as 
channel are required, for characterizing the channel junctions, relatively thick films 
are used here, as they are comparatively easy to obtain. 
         
                                (a)                                                                                           (b) 
 
Figure 5.2 (a) Atomic force microscope (AFM) image of a MoS2 flake on Si. (b) Height profile of 
MoS2 showing that the MoS2 has a thickness of about 32.5nm.  
  
MoS2
Si 32.5 nm
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(a) 
 
 
(b) 
 
Figure 5.3(a) Schematic diagram illustrating the cross-sectional view of the p-n heterojunction formed 
by the combination of 3D and 2D materials. There are two main types of junctions possible from the 
doping point of view. Either, the 3D material is highly p-doped with the 2D material forming the n-
region, or the 3D material is highly n-doped and the 2D material forms the p region. Band alignment 
and band bending required to obtain efficient BTBT for 1st (a) and 2nd case (b). The band overlap 
between p and n regions should be minimized for lowering the tunneling barrier and increasing the 
BTBT. Hence, the electron affinities and bandgaps of both the materials should be chosen 
appropriately for minimizing the band overlap. The green arrows indicate the flow of electrons due to 
BTBT. 
  Since, stable and efficient doping of 2D materials still remains a challenge, the 2D 
materials used in this work are without any external doping. To increase the junction 
electric field, the 3D material has been highly doped taking advantage of the well-
developed doping technologies for conventional semiconductors. The heterojunction 
explored in this work can be divided into two main categories. In the first category, 
the 3D material is highly P-doped with high workfunction (WF) metal contact while, 
a low WF metal contacts the 2D material. In this case, to obtain low band overlap at 
the interface, the sum of electron affinity (EA) and bandgap (EG) of the 3D material 
should be low while the EA of 2D material should be high (Figure 5.3(a)). For the 
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second category, the favorable heterojunction is that between a degenerately N-doped 
3D material with high EA and a 2D material with low EA+EG (Figure 5.3(b)). 
Figure 5.4 shows the optical image of a prototype device.  
 
 Figure 5.4. Optical micrograph of a prototype fabricated device showing the metal contact on the 2D 
material. Metal contact for the 3D material is not shown. The materials in this case are highly n-doped 
InGaAs and 30 nm WSe2 without any external doping. Scale bar: 10 μm. 
 
5.3.1. Junction with Highly P-doped 3D Material 
     In this section, we present the electrical characterization of the 1st category of 
hetero-junctions. The P-N junction characteristics of Si-MoS2 junction is shown in 
Figure 5.5(a). Si is chosen as the 3D material as it has relatively low EA among the 
common 3D semiconductors, while MoS2 is used as the 2D material as it is naturally 
N-doped and has relatively high EA among most commonly characterized 2D 
semiconductors. The main region of interest in this work is the reversed biased 
characteristics (Vp < 0) of the hetero-junctions, where the current is dominated by the 
BTBT. It is observed that the BTBT current is almost independent of the thickness of 
the MoS2 which is varied from 30 nm to 130 nm. This is because, at thicknesses 
higher than that of the depletion region, the bands remain almost flat (Figure 5.5(b)). 
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Hence, increasing the thickness of MoS2 above that of the depletion region, does not 
lead to any change in band bending at the interface and hence, negligible change in 
BTBT is observed. Also, it is noteworthy that Negative Differential Resistance 
(NDR) characteristics which are obtained in highly doped P-N junctions at low 
forward bias (Vp > 0), are not observed here due to the low doping level in MoS2 and 
hence, small energy window (∆E) for tunneling at low forward bias (Figure 5.5(b)).    
    
                                        (a)                                                                           (b) 
 
Figure 5.5(a) P-N junction characteristics of heterojunction formed between P+ Si and naturally N 
doped MoS2 for different thicknesses of the MoS2 varying from 30 nm to 130 nm. Bias is applied on 
the P-region (Vp) while the contact to N-region is grounded. The characteristics is shown in both 
forward (Vp > 0) as well as reverse (Vp < 0)  bias conditions. Inset figure shows the band alignment of 
Si-MoS2 junction along with the values for EA and EG for both materials. (b) Band diagram of the Si-
MoS2 junction in forward and small reverse bias conditions. Here, EVp, ECp and EFp are the valence 
band, conduction band and Fermi level respectively, in the P region, while EVn, ECn and EFn represent 
those in the N region. ∆ϕp is the energy gap between the valence band and Fermi level of P region 
while ∆ϕn is the energy gap between the conduction band and Fermi level of N region. ∆E is the energy 
window between the valence band of P region and conduction band of N region. Wd is the depletion 
region in the layered material. 
 
           When MoS2 with higher N-doping is used a trend towards NDR is observed as 
shown in Figure 5.6. The difference of this device from the junctions with MoS2 
presented above (Figure 5.5)  is that the MoS2 flake used to fabricate this 
heterostructure is exfoliated from a bulk sample having higher natural n-doping. 
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Higher n-doping is confirmed by shift of threshold voltage to more negative gate 
biases when FETs were fabricated with MoS2 from this bulk sample compared to that 
used for the structures shown in Figure 5.5. This higher n-doping in MoS2, leads to 
higher energy window for tunneling at forward bias. The crossover of current from 
tunneling to thermionic emission is seen as a trend towards NDR in the forward bias 
characteristics. If MoS2 could be externally n-doped to very high levels, then 
observation of prominent NDR could have been possible. 
 
Figure 5.6. Current as a function of Vp in both forward and reverse bias of a Si-MoS2 junction 
showing trend towards NDR at forward bias. Thickness of MoS2 used here is 70 nm. 
 
        Overall, the BTBT current obtained from Si-MoS2 junction is low and not very 
promising for building electronic switches. For improving the BTBT current, Ge can 
be the potential 3D material as it not only possesses low EA like Si, but also has lower 
EG which reduces EA+EG and hence, the band overlap at the Ge-MoS2 interface 
(inset Figure 5.7).  This leads to extremely high BTBT current at the reverse bias 
condition as show in Figure 5.7.  
 
trend towards NDR
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Figure 5.7. P-N junction characteristics of heterojunction formed between P+ Ge and naturally N 
doped MoS2 for different thicknesses of the MoS2 varying from 30 nm to 380 nm. Inset figure shows 
the band alignment of Ge-MoS2 junction along with the values for EA and EG for both materials.   
        The BTBT current can be further boosted by using Black Phosphorous as the 2D 
material which has even higher EA than MoS2 leading to a negative band overlap or 
broken junction with Ge (inset Figure 5.8). For clear comparison, the BTBT current 
for the Si-MoS2, Ge-MoS2 and Ge-BP hetero-junctions, with the same film thickness 
of the 2D material in all the three cases, has been plotted in Figure 5.8, demonstrating 
the importance of interface band-engineering and the versatility of 3D-2D hetero-
junctions. 
 
 
Figure 5.8. Comparison of BTBT current between Si-MoS2, Ge-MoS2 and Ge-BP heterojunctions. 
Inset figure shows the band alignment of Ge-BP junction along with the values for EA and EG for both 
materials. Thickness of the 2D material in all cases is 30 nm.  
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5.3.2. Junction with Highly N-doped 3D Material  
 
    
                                   (a)                                                                      (b) 
Figure 5.9. (a) P-N junction characteristics of heterojunction formed between WSe2 and highly P 
doped In0.53Ga0.47As for different thicknesses of the MoS2 varying from 30 nm to 230 nm. Inset figure 
shows the band alignment of WSe2- In0.53Ga0.47As  junction along with the values for EA and EG for 
both materials. (b) Band diagram of the WSe2- In0.53Ga0.47As  junction in forward and reverse bias 
conditions.  
 
    The electrical characterization of the 2nd category of hetero-junctions is presented 
here. The current as a function of Vp for a heterojunction formed between WSe2 with 
relatively low EA and In0.53Ga0.47As with relatively high EA is illustrated in Figure 
5.9(a). High BTBT is obtained in the reverse bias which is also relatively independent 
of the thickness similar to the case of 1st category of hetero-junctions. Contrary to the 
previous observations, the WSe2 - In0.53Ga0.47As heterojunction exhibits a trend 
towards NDR in the forward bias characteristics as is clear from Figure 5.9(a). This 
is because of the low electron effective mass of In0.53Ga0.47As which raises the Fermi 
level much higher with respect to the conduction band edge or in other words, ∆φn ( 
energy separation between Fermi level and N region) is large, as shown in Figure 
5.9(b). This increases the energy window (∆E) for BTBT for small forward bias 
(Figure 5.9(b)), leading to significant BTBT current at low forward bias. With 
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further increase in forward bias, the BTBT decreases and the current is mainly 
contributed by the thermionic emission. This switch over from BTBT to thermionic 
emission leads to observation of trend towards NDR.  
         The BTBT current in reverse bias, which is the one important for building 
TFETs, can be increased by lowering the EA of the N+ 3D semiconductor which will 
lead to lower band overlap with WSe2. This can be achieved by increasing the In 
concentration from 53% to 100% as shown in Figure 5.10(a). It is observed from 
Figure 5.10(b), that the BTBT current increases significantly with the increase in the 
In concentration. 
                     
                                                (a)                                                                               (b) 
Figure 5.10(a) Band alignment of WSe2 with respect to In0.53Ga0.47As , In0.7Ga0.3As  and InAs. (b) 
Comparison of BTBT current between WSe2-In0.53Ga0.47As , WSe2-In0.7Ga0.3As  and WSe2-InAs 
heterojunctions. Thickness of the 2D material in all cases is 30 nm 
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5.3.3. Comparison With Experimental 2D Tunnel-Junctions 
Table-5.1   
 
References  
 
  Materials  
 
Specifics 
 
Lateral (L)/ 
Vertical (V)  
Thickness 
of Layered 
Material 
Normalized 
current at 
reverse 
bias of 1V 
(A/um
-2
) 
 
This Work 
 
BP-Ge 
 
Broken gap 
 
V 
 
30 nm 
 
2.36×10
-4
 
Roy et. 
al.[229] 
MoS2-WSe2 High gate voltage 
: 3.5 V, -4 V 
V Bilayer -
Bilayer 
2.22×10
-10
 
Xu et. 
al.[233] 
MoTe2 PEO-CsClO4, 
doping by 
quenching 
L 6 nm 4.38×10
-10
 
Li et al. 
[234] 
MoS2 n-type by benzyl 
viologen (BV), 
p-type by AuCl3, 
VBG=60V 
L 11 nm 6.5×10
-14
 
Baugher et. 
al.[235] 
WSe2 gate voltage : 
 +-10 V 
L Monolayer 2.6×10
-13
 
Yu et. 
al.[236] 
MoS2-WSe2  V 40 nm - 
100 nm 
10
-16
 
Yan et. 
al.[237] 
BP-SnSe2 Broken gap V 50 nm to 
100 nm 
10
-7
 
Feng et. 
al.[238]  
InSe-CuInSe2  L 20 nm to 
50 nm 
5.04×10
-14
 
Deng et. 
al.[239] 
BP-MoS2  V 11 nm - 
Monolayer 
2.01×10
-11
 
 
The above Table 5.1 compares the tunnel junction (Ge-BP) with best BTBT current 
presented in this work with previously reported experimental 2D tunnel junctions. As 
is clear from the above table, the BTBT current obtained  surpass previously reported 
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current values by more than 3 orders of magnitude even without any external 
complicated doping procedures for layered material or application of high gate 
voltages. 
5.3.4. Analytical Modeling 
    Here, we present the analytical modeling of the novel 3D-layered material 
heterojunction. First the band bending of the device is determined along the direction 
from the 3D conventional semiconductor to the layered material. Since the 
conventional semiconductor is highly doped, its band bending can be assumed to be 
negligible and the applied voltage mainly drops in the layered semiconductor and the 
interfacial oxide. The potential profile ( ψl) in the layered material can be obtained by 
solving the Poisson's equation as follows   
l
ll dopq
dx
xd

 

2
2 )(
                                       (5.1) 
where, εl and dopl are the dielectric constant and doping concentrations, respectively, 
in the layered material. We have defined x=0 at the interface of the oxide (with a 
thickness of tox) and layered material (with a thickness of tl), q is the electronic 
charge. 
The boundary conditions for solving equation (5.1), are given by  
(i)  ψl(0) = Evoffset - Vox  where Evoffset is the valence band offset of the layered material 
with respect to conventional semiconductor and Vox is the voltage drop in the 
interfacial oxide. Note that Evoffset is negative in the case considered. 
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(ii) ψl(Wd) = Ul   where Ul is the valence band position of layered material at x=Wd. 
Since, most voltage drops in the depletion region, the band can be assumed to be flat 
at thickness higher than the depletion width (Wd). 
Now, using the above boundary conditions, equation (5.1) can solved as 
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In the above equation, Wd and Vox are unknowns.
 
Vox can be written as Eox tox where 
Eox can be obtained from   
ox
ll
ox
dx
d
E



)0(
                                              (5.3)     
Thus, by solving  
ox
ox
ll
ox t
dx
d
V 

 )0(  and putting the equation for ψl from equation 
(5.2), Vox can be derived as a function of Wd as    
 
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22
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                          (5.4) 
Now, only one unknown is remaining i.e., Wd. As discussed earlier, the bands can be 
assumed to be flat (or  0
dx
d l ) at x equal to and higher than the depletion width. 
Hence, by solving 0)( 
dx
Wdd l  , Wd can be obtained as 
   
lox
offsetllloxlloxllox
dopq
EvUdopqdopqtdopqt
Wd

 2
122 2)( 

        (5.5) 
Now, that all the unknowns have been obtained, the tunneling probability can be 
derived. It has been shown that if maximum electric field instead of average value, is 
used in the analytical equation for tunneling probability, it leads to excellent matching 
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with experimental results for both homo- as well as hetero-junctions. The maximum 
electric field in the layered material (Fl) occurs at its interface with the oxide i.e., x=0. 
From equation (5.2), Fl can be derived as 
 
l
oxoffsetllll
l
Wd
VEvWddopqU
F

 

22
2
1
2
                  (5.6) 
Now, the tunneling probability through the layered material can be derived as a 
function of Fl using WKB equation and the two band approximation, as shown below 
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where, mr is the reduced effective mass and EGl is the bandgap of the layered 
semiconductor, 2h  with h being the Planck’s constant,
 
a1= Evoffset / q Fl  and a2= 
EGl / q Fl . Carrying out the integration, the exponent (tfact1) can be derived as 
     
 

















 




22 2
arcsin2
24
2
8
1
l
l
oxoffsetl
l
oxoffsetloxoffsetloxoffset
l
r
l
l
EG
EG
VEvEG
EG
VEvEGVEvEGVEv
EG
m
qF
tfact
   (5.8) 
Writing equation (5.8), in terms of the band overlap (Eov) between the conventional 
and layered material, we get 
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Note that, Eov= EGl + Evoffset and it represents the energy overlap in absence of any 
interfacial oxide. Due to the voltage drop in the oxide, the effective overlap is given 
by Eov-Vox. The, tunneling probability is given by Pl = exp (-tfactl).  
The analytical formula for current considering momentum conservation has been 
derived in Chapter 3. In heterostructures, it is difficult to obtain a single wave-vector 
connecting the valence and conduction bands, which makes involvement of phonons 
necessary for tunneling. Along with phonon scattering, surface scattering will result 
in loss of momentum conservation. In such case, the current is proportional to the 
integral within the tunneling window, of the product of  density of states of the 
conventional 3D material, that of the layered material, tunneling probability and the 
Fermi function difference between the P and N regions.. Since, the layered material 
used for forming the P-N junction is very thick, its density of states behave like that 
of a 3D material. For deriving analytical formula for current, we do the following 
simplifications. We use the tunneling probability corresponding to maximum force 
and assume a Fermi function difference of 1. Thus, we can the BTBT current as  
 2EPI lBTBT                                                (5.10) 
As shown in Figure 5.11, The current obtained using the above analytical formula 
can lead to excellent matching with experimental result with only one matching 
parameter. 
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Figure 5.11. Comparison of experimental result with theoretical calculation. The 3D conventional and 
layered materials are taken as Ge and MoS2 respectively. 
5.4. Steep TFET with 2D Channel 
5.4.1. Device Design and Fabrication 
From the discussion of different hetero-junctions presented above, it is clear that the 
Ge-BP junction (broken gap) leads to the highest BTBT current. However, phonon 
assisted vertical tunneling can degrade the SS in case of broken-gap junctions [240]. 
Among the staggered heterojunctions, Ge-MoS2 leads to the highest BTBT current 
and hence, we use this material combination for building our Atomically-thin and 
Layered Semiconducting-Channel Tunnel-FET or ATLAS-TFET. While the P-N 
junctions were studies using exfoliated thick layered materials, atomically thin bilayer 
MoS2 is used for as the channel for ATLAS-TFET in order to obtain excellent device 
electrostatics as well as low tunneling barrier width. Note that bilayer MoS2 is used 
instead of a monolayer. Though the thickness of bilayer MoS2 is higher by 0.65 nm 
compared to that of monolayer, bilayer MoS2 still offers excellent electrostatics and 
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ultra-low tunneling barrier width and at the same time, has smaller bandgap[61] and 
is more robust to surface scattering[32].  
    We used Chemical vapor deposition method (CVD) to synthesize the MoS2 layers 
instead of using mechanical exfoliation, in order to enable a scalable technology. 
Sulfur (S) and Molybdenum Oxide (MoO3) powder were used as the S and Mo 
precursor, respectively.[241]  MoO3 powder contained in a boat was inserted in a 
fused quartz tube and placed at the center of the CVD furnace. S powder was placed 
at the upstream region of the furnace, which had lower temperature. A clean Si wafer 
with thermally grown SiO2 (275 nm) on top was used as the substrate for MoS2 
growth and it was put above the MoO3 powder with the SiO2 layer facing down. The 
furnace temperature was increased to 850 
°
C in 20 min, and was held at that 
temperature for 10 min, leading to the formation of bilayer MoS2. The temperature of 
sulfur was kept at about 200
 °
C. Throughout the process, 50 sccm of argon was used 
as the carrier gas and the growth was carried out under atmospheric pressure. The 
high resolution Scanning Transmission Electron Microscopy (STEM) images were 
recorded at 300 KV to investigate the MoS2 samples. 
    The fabrication process flow for ATLAS-TFET is shown in Figure 5.12(a). We 
started with a commercially available Ge wafer, highly doped (p-type) with Ga and 
having a resistivity of 0.0011 ohm.cm. The wafer was patterned using 
photolithography and 300 nm trenches were etched using deep reactive ion etching. 
Subsequently, without removing the photoresist, about 350 nm of SiO2 was grown 
using ebeam deposition. Next, the photoresist was removed using acetone upon which 
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oxide only remained in the trenches and was washed away (with the resist) from the 
other regions. After that, very dilute HF was used to slowly etch out the SiO2 in the 
trenches, to planarize it with respect to the surrounding Ge. This made the substrate 
ready for device fabrication. MoS2 synthesized using CVD was then transferred to the 
engineered substrate using PMMA transfer process and then the PMMA was removed 
using acetone. MoS2 was etched from the regions where devices were not intended to 
be built using Inductively Coupled Plasma (ICP) etching based on BCl3 (15 sccm) and 
Ar (60 sccm) at pressure of 0.6 Pa, RF source power of 100 W and RF bias power of 
50 W[242] for 1 min. Drain contacts were formed using ebeam lithography and 
subsequent metallization using Yttrium/Gold (Yttrium was chosen due to its low 
workfunction of 3.1 eV and presence of d-orbitals which can lead to efficient 
contacts[75], [76], [243]). In our work, we have used solid polymer electrolyte (PE) 
gating. The drain electrode is covered with SiO2 to prevent the drain voltage from 
influencing the electric double layer[78] formed in the polymer. The gate electrode is 
formed using ebeam lithography and metallization of 20 nm/ 50 nm Yttrium/Gold 
using ebeam deposition. For polymer electrolyte gating, the gate electrode does not 
need to be directly above the channel and is formed on the side as shown in Figure 
5.12. The PE is formed by mixing poly(ethylene oxide) (PEO) and lithium  
perchlorate (LiClO4) in 8:1 ratio in methanol and it can be drop casted or even 
lithographically patterned[79]. The dielectric constant for the PEO matrix has been 
reported in literature as 5.[80]  A fabricated prototype device is shown in Figure 
5.13. 
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     Note that a p-type ATLAS-TFET can also be achieved on the same substrate using 
highly n-doped Ge source and WSe2 with low electron affinity as the channel. 
Moreover, it is possible to build large scale circuits with complimentary ATLAS-
TFETs in a planar platform. By starting with a undoped Ge wafer and selectively 
doping certain portions of it as p-type and other portions as n-type and then 
transferring in-plane heterostructures of MoS2 and WSe2 to it, it is possible to build 
both p and n-type ATLAS-TFETs for integrated circuits. The recent experimental 
demonstration[244] of CVD synthesis of in-plane heterostructures of MoS2 and 
WSe2, indicate the feasibility of the growth of such structures. It is possible to build 
the complimentary circuits even without the use of the in-plane heterostructures by 
employing a 2-step procedure in which large scale MoS2 can be first transferred to the 
substrate and patterned followed by the transfer and patterning of large scale WSe2. 
 
 
Figure 5.12. Schematic diagram showing fabrication process flow of ATLAS-TFET. 
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Figure 5.13(a) Engineered substrate consisting of alternate layers of Ge and SiO2 along with Ge comb 
structures. The Ge comb structures increase the probability of achieving "necessary overlap regions", 
which means that part of the MoS2 flake overlaps the Ge while the other part overlaps the SiO2 and 
thus combs are important, especially if the flakes are small. Metal source pads as well as markings 
required to assist ebeam lithography are also shown. Scale bar: 100 μm. (b) Engineered substrate with 
the CVD synthesized MoS2 transferred on it. Regions marked 1, 2 and 3 in the image show three 
different ways in which "necessary overlap regions" can be obtained. Scale bar: 25 μm. (c) After 
etching the MoS2 from other regions except for the regions marked 1, 2 and 3. Scale bar: 25 μm. (d) 
The ATLAS-TFET device showing the source, drain and gate contacts. The circled region represents 
the solid polymer electrolyte. The covering of drain electrode with oxide has not been shown in this 
figure for clarity. The flake used is that marked 3 in (b) and (c). Scale bar: 10 μm. 
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5.4.2. Material Characterization 
   The MoS2 sample is characterized using Atomic Force Microscopy as well as 
Raman Spectroscopy as shown in Figure 5.14(a) and Figure 5.14(b), respectively. 
The transmission electron microscope (TEM) image of the cross-section of bilayer 
MoS2 on Ge is presented in Figure 5.14(c), which clearly reveals the 2 MoS2 layers, 
the Ge crystal and the presence of a thin layer of native Germanium oxide.  
                                  
                                                       (a)                                                                               (b) 
 
 
(c) 
 
Figure 5.14(a) Atomic Force Microscopy performed on bilayer MoS2 confirming that the thickness is 
1.3 nm. The height profile is plotted along the dotted line in the inset figure.  (b) Raman Spectroscopy 
(using 514 nm laser) of the CVD bilayer sample (red curve), showing E
1
2g peak at 383.0 cm
-1
 and A
1
g 
peak at 404.7 cm
-1
, which confirms that the sample is indeed bilayer MoS2. Comparison is also shown 
with bulk MoS2 (black curve) for reference. (c) Cross-sectional TEM image of bilayer MoS2 on Ge. 
Scale bar: 2 nm 
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    X-ray Photoelectron Spectroscopy (XPS) can be used to investigate the electronic 
structure of the materials. It involves knocking out electrons from the surface of a 
material using X-rays and measuring the kinetic energy of the emitted electrons. Then 
the binding energy (BE) of the electrons can be calculated as 
BE  = EX-ray - (Ekinetic + ϕ)                        (5.12)  
 where ϕ is the work function. In case of a junction formed of two different materials, 
XPS can indicate the presence of band bending through the shift of the BE. Moreover, 
the direction of the shift of BE can tell whether the band bending is due to positive 
(shift towards higher BE) or negative (shift towards lower BE) charge. 
   In case the sample for XPS is conducting, the photoelectrons emitted from the 
material are compensated by the electrons from the sample holder. However, if the 
sample is insulating, charge compensation cannot occur and there can be build-up of 
positive charges due to knocking out of electrons, which can shift the binding 
energies to higher values than actual. This is called charging effect. In the XPS 
setting, a charge neutralizer, which provides extra electrons to the sample, can be 
used. In the case of insulating substrate, use of charge neutralizer (CN), shifts the 
binding energies to lower values than actual, due to the presence of negative charges 
due to extra electrons. By doing the XPS measurements with and without the CN, it 
can be found out whether there is any charging effect in the sample. If the BE does 
not change, with and without the CN, then it can be confirmed that charging is absent 
while if the BE changes, then charging effect is present. In our case, the MoS2 on Ge 
did not show any charging effect as both Ge and MoS2 are conducting as confirmed 
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by measurements with and without CN. However, the MoS2 on SiO2/Si substrate 
suffers from charging effect due to the presence of 280 nm thick insulating SiO2. To 
mitigate this effect, and find the actual BE, we used the procedure shown by Alay et. 
al.[245] First, XPS measurements were performed with and without the CN and the 
shift in BE for both Oxygen (O) and Molybdenum core levels were derived and found 
to be similar. This implies that charging effect leads to similar shift in MoS2 and SiO2 
core levels. Next, Si with ultra-thin 1 nm SiO2 was measured with and without CN, 
and no charging effect was found. The actual BE of O core level can be found from 
this experiment as charging is absent. The error in BE due to charging was calculated 
by subtracting this actual BE of O from the BE of O obtained from XPS of 280 nm 
SiO2 on Si without CN. The core levels of MoS2 measured in the case of MoS2 on 
SiO2/Si substrate without CN, were corrected for this error to obtain the actual BE.          
        XPS was performed for investigating the electronic structure of the Ge-MoS2 
heterostructure. XPS data were measured using a Kratos Axis Ultra DLD system 
(monochromated Al k-alpha radiation 1486 eV)). While survey scans were measured 
using a pass energy of 80 eV, high-resolution scans were run using 20 eV. 
As evident from Figure 5.15(a), Mo 3d core level in the heterostructure shifts toward 
higher binding energies by about 480 meV compared to that of pristine MoS2. The 
Sulfur 2s levels also shift by the same amount. This shift is due to the band bending in 
MoS2 in the heterostructure due to the presence of positive charges in it. No shift in 
the Ge core levels is observed, which is consistent with the fact that the band bending 
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in Ge is almost negligible due to its high doping (Figure 5.15(b)). The deconvolution 
of the Ge 3d core level is shown in Figure 5.15(c). 
 
               
       (a)                                                                                  (b) 
 
 
 (c) 
 
Figure 5.15(a) Comparison of Mo 3d core level doublet (3d3/2 and 3d5/2) of MoS2 on SiO2 with that 
of MoS2 on Ge showing a 480 meV shift toward higher binding energy in the latter case. This is due to 
band bending in MoS2 because of the presence of positive charges in it when placed on Ge. Sulfur 2s 
core level also show similar shift in binding energy. (b) Comparison of Ge 3d core level for Ge alone 
and for Ge with MoS2 on it, showing negligible difference between the two indicating absence of band 
bending in Ge due to its high doping level. (c) The Ge core level (blue) deconvoluted to show Ge 
3d5/2 (cyan), Ge3d3/2 (magenta), GeO (yellow) and GeO2 (dark yellow). 
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5.4.3. Proof of Band-to-Band Tunneling 
The electrical characterization of the device is first performed in a two terminal 
configuration, just using the source and drain contacts, without any gate (Figure 
5.16(a)). Then the device essentially behaves like a p-n junction (Figure 5.16(b)).  
 
                                        (a)                                                                        (b) 
Figure 5.16(a) Schematic diagram showing the probing configuration for measurement of the 
characteristics of p-n junction diode formed by highly p-doped Ge and naturally n-doped MoS2. The 
presence of a thin layer of Germanium Oxide is also shown in the schematic. Note that, though there is 
a layer of Germanium Oxide layer between source contact and the Ge, we have still achieved ohmic 
contact to Ge, due to the ultrathin nature of the oxide.  (b) Current as a function of applied bias on Ge 
while the contact to MoS2 is grounded. The p-n junction characteristics are shown in both forward as 
well as reverse bias conditions. The circled region in the forward biased characteristics shows a trend 
toward Negative Differential Resistance (NDR) confirming Band-to-Band-Tunneling (BTBT) current 
(as explained below). The measured device is shown in the inset figure (scale bar: 10 μm). The length 
and width of the device are 5.1 μm and 15 μm respectively and the area of overlap of MoS2 and Ge is 
54.6 μm 2.  
 
      Note that no rectification is observed and large current is obtained even under the 
reverse bias condition because of the high BTBT current due to the ultra-thin 
tunneling barrier. The trend toward Negative Differential Resistance as shown by the 
circled region in the forward bias characteristics confirms the existence of BTBT as 
explained below.  
Drain
Source
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Figure 5.17. The forward bias characteristics of a highly doped p-n junction along with band diagrams 
representing different points in the current-voltage curve. 
 
Here, we explain why we see a trend towards Negative Differential Resistance (NDR) 
in the forward bias characteristics of the p-n junction measurements. For that, we first 
explain the case where we can observe prominent NDR[246]. Prominent NDR can be 
observed in a p-n junction when both the p and n regions are highly doped. The 
current in forward bias condition of such a p-n junction as a function of voltage 
applied to the p-region with respect to the n-region is shown in Figure 5.17. The band 
diagrams corresponding to different points in the curve marked with numbers from 1 
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to 5 are also shown. When the applied voltage is zero, the Fermi levels in p and n 
regions align and there is no current flow (point 1, Figure 5.17). When a positive bias 
is applied to the p region, the electrons from the filled states of n region can tunnel 
into the empty states of p-region leading to current flow (point 2, Figure 5.17). When 
the bias is increased and the energy of most of the electrons in n-region gets aligned 
with that of the free states in p-region, maximum current is achieved (point 3, Figure 
5.17). With further increase in bias, the number of electrons in n-region with energy 
aligned to the empty states in p-region decreases, resulting in decrease in current and 
hence, NDR (point 4, Figure 5.17). As the bias is increased yet further, the barrier 
height (shown by ∆H) for electrons in the n-region to be thermionically emitted to the 
p-region decreases, and hence current begins to increase again due to thermionic 
emission (point 5, Figure 5.17). As is clear from the current-voltage curve, prominent 
NDR effect can be observed here as the tunneling current at point 3 is much higher 
than the thermionic emission at that bias. However, in case either p or n-region is 
lightly doped, prominent NDR is not observed (Figure 5.18). Supposing the n region 
is lightly doped and the Fermi level is very near or below the conduction band in that 
region, then there are very few electrons available that can tunnel to p region, leading 
to lower tunneling current (point 2, Figure 5.18). Thus, the tunneling current in 
forward bias is not substantially higher than the thermionic current leading to a more 
smoother transition from tunneling (point 2, Figure 5.18) to thermionic emission 
(point 3, Figure 5.18) showing a trend towards NDR.  
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In our case, the p-region (Ge) is highly doped while n-region (MoS2) is lightly doped. 
Hence, we also observe a trend toward NDR.  
 
 
 
 
Figure 5.18. The forward bias characteristics of a p-n junction with highly doped p region and lightly 
doped n region, along with band diagrams representing different points in the current-voltage curve. 
 
       In Fig 5.19, the p-n junction current of our device measured in a two terminal 
configuration (where source pad contacts the p-type Ge and drain pad contacts the 
naturally n-type MoS2) at different temperatures is shown. We observe negligible 
temperature dependence in the reverse bias characteristics. Negligible temperature 
dependence of the current is a typical signature that the current is dominated by 
BTBT and not thermionic emission, since BTBT is relatively temperature 
independent. 
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Figure 5.19. The forward and reverse bias p-n junction characteristics shown for 3 different 
temperatures of 77K, 200K and 300K. The reverse bias current is dominated by band-to-band 
tunneling and shows negligible temperature dependence. The forward bias current involves thermionic 
emission as well as recombination and hence, is temperature dependent.  
 
5.4.4. Beating the Fundamental Thermionic Limitation 
        Here, the transistor analyzed is measured in a 3-terminal configuration using the 
source, drain and gate (Figure 5.20a). Figure 5.20b shows the transfer (IDS-VGS) 
characteristics of the device for different VDS starting from drain voltage as low as 0.1 
V to 1 V. It is observed that for all the drain voltages, the ATLAS-TFET can beat the 
fundamental limitations of SS (60 mV/dec at room temperature) in MOSFETs, and 
sub-60 mV/dec SS is obtained over about 4 decades of current. It is to be noted that 
though the low SS occurs at a negative gate voltage, it can be adjusted by changing 
the work function of the gate metal.  
Forward BiasReverse Bias
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                                 (a)                                                                            (b) 
   
Figure 5.20(a) Schematic diagram showing the probing configuration for measurement of the 
characteristics of ATLAS-TFET. Note that the source and drain electrodes are covered with SiO2 to 
prevent these electrodes from influencing the polymer electrolyte as well as to reduce leakage between 
these electrode and gate. (b) Drain current as a function of gate voltage for 3 different drain voltages of 
0.1 V, 0.5 V and 1 V. The point (let us call it cross point), where drain current become similar to the 
gate leakage current level, is shown by a short black dash on each curve in logarithmic scale for 
particular VDS. Below these cross points, current from gate flows into the source and drain terminals 
and contaminates the source-drain current. In our case, current from the gate mainly goes to the source 
due to the higher overlap between Ge and the polymer complex gate. The cross points occur at or 
below 3* 10
-14 
A for all the VDS values plotted. We have derived SS over the current range above 10
-13 
A (specifically 10
-13 
A  - 10
-9 
A), which is well above the cross points and hence the SS is not 
contaminated by the gate leakage. The dashed black line indicates a slope of 60 mV/dec. Though in 
(b), from an eye estimation, the SS may appear steeper than 60 mV/dec only for VDS = 0.5 V, in the 
current range between 2 pA and 1 nA, in actuality, the SS is below 60 mV/dec in that current range for 
VDS of 0.1 V and 1 V, as well. The average SS in the current range between 2 pA and 1 nA for VDS of 
0.1 V and 1 V are 52.6 mV/dec and 46.4 mV/dec, respectively. The device measured is the same as in 
Figure 5.19(b). The shift in the curves to the left with increasing VDS is due to the higher drain 
capacitance, which is a general feature of all TFETs (as discussed below).  
 
      The SS of the ATLAS-TFET is plotted in Figure 5.21. In the case of ATLAS-
TFET, not only minimum SS as low as 3.9 mV/dec is obtained, but excellent average 
SS of 5.5 mV/decade, 12.8 mV/decade, 22 mV/decade and 31.1 mV/decade are 
obtained over 1, 2, 3 and 4 decades of current, respectively. These average values of 
SS have been derived using equation (3.1) and the data points corresponding to drain 
current of around 10
-13
 A  and 10
-12
(/10
-11
/10
-10
/10
-9
) A are used for obtaining the 
average over 1(/2/3/4) decades of current. In Figure 5.21, the noisy data points have 
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been eliminated and thus, the average of the point SS values of ATLAS-TFET, 
plotted in that figure leads to similar average SS over 4 decades, as obtained above. 
 
 
 
Figure 5.21. Subthreshold Swing as a function of drain current for ATLAS-TFET (green triangles) at 
VDS=0.5 V. The red line demarcates the fundamental lower limit of subthreshold swing of conventional 
FETs.  
 
        The gate leakage (IG-VGS) characteristics of the ATLAS-FET is illustrated in 
Figure 5.22(a). As observed from this figure, absolute values of IG first decreases 
with increase in gate voltage, reaches a minimum point (around or below -1.5 V) and 
then increases again. This is because IG is positive when electrons flow into the gate 
and is negative when electrons flow out of it and the zero crossing point between the 
positive and negative values leads to the minimum point. The effect of VDS on zero 
crossing point can be explained as follows. For a particular VDS say 0.1 V, let us 
consider any VGS (let us call it VGS1) just to the right of the zero crossing where IG is 
positive, meaning electrons are flowing into the gate. Now, if VDS is increased, 
making the potential at the source-channel junction more positive, electrons will have 
a tendency to flow out of the gate making the IG negative at VGS = VGS1. This will lead 
Fundamental Limitation 
Of Conventional FET 
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to the shift in the zero crossing point to the right with increasing VDS as observed in 
Figure 5.22(a).  
This effect is not unique to the polymer gate. We had also fabricated devices having 
conventional gating with HfO2 as gate dielectric and similar effect can be observed 
there as well as shown in Figure 5.22(b). 
                  
                                   (a)                                                                                     (b)        
Figure 5.22 (a) Gate leakage current as a function of gate voltage for 3 different drain voltages of 
0.1V, 0.5V and 1 V for ATLAS-TFET with polymer gating. (b) Gate leakage current as a function of 
gate voltage for 3 different drain voltages of 0.1V, 0.5V and 1 V in the case of conventional gating 
with HfO2 as gate dielectric. HfO2 is deposited using Atomic Layer Deposition and its thickness is 
around 50 nm.  
 
 
          The output (IDS-VDS) characteristics of the device is illustrated in Figure 5.23. 
TFETs generally have high saturation voltage for drain current [247], [248] and we 
also do not observe saturation till VDS of 1V in our ATLAS-TFET. This is because of 
the high value of drain to channel capacitance.[249]  This arises from the fact that 
while there is a tunneling barrier between the source and channel, no such barrier 
exists between channel drain and hence, electrons from drain can easily transport to 
the channel compared to that from source, leading to higher drain to channel 
capacitance compared to source to channel capacitance. Thus, it is difficult to bring 
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the conduction band of channel below that of the drain, as electrons from drain can 
easily populate the channel and bring the conduction band up. Due to this effect, at 
very small VDS, it becomes difficult to bring the conduction band of channel below the 
valence band of source for turning the device ON. This effect occurs in all TFETs, in 
general. In ATLAS-TFET, this effect is reduced to some extent due to the low 
tunneling barrier, high junction electric field and  higher tunneling area, which 
increases the source to channel coupling and hence, the source to channel 
capacitance. This effect can be further reduced by incorporation of proper drain 
engineering techniques such as drain underlap or heterogeneous dielectrics.[250], 
[251] The curves in Figure 5.20(b) shift to the left with increasing VDS, due to this 
higher drain capacitance effect. Drain voltage can also influence the SS. At very small 
drain voltages, the SS degrades due to the drain capacitance effect. SS first improves 
with increase in drain voltage but, at higher drain biases, degrades again due to drain 
induced barrier thinning. 
 
 
 
Figure 5.23. Drain current as a function of drain voltage for different gate voltages starting from -1V 
to 0.5 V. The data is obtained from measured IDS-VGS characteristics at different drain voltages. 
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5.4.5. Control Experiments 
As a control experiment, conventional FET (CFET) is fabricated using bilayer MoS2, 
the same polymer gating and measured under similar conditions and with same tools 
as that of ATLAS-TFET. The schematic diagram of a conventional FET is shown in 
Figure 5.24. Here, the source and drain metallic contacts are both on MoS2  and 
current flows from the source to the drain laterally. The substrate consists of 280 nm 
thermally grown SiO2 on Si and is used to host the ultra-thin MoS2 conventional FET. 
Note, that the same polymer gating technique has been used for this CFET, as has 
been used for ATLAS-TFET. The SS obtained for CFET (Figure 5.25), is above 60 
mV/dec for all the drain voltages. This control experiment, proves that the sub-60 
mV/dec SS in case of ATLAS-TFET is not the outcome of polymer gating or 
instrumentation used in measurements.  
 
 
Figure 5.24. Schematic diagram of a conventional FET with bilayer MoS2 as the channel material. 
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Figure 5.25. Subthreshold Swing as a function of drain current for a conventional-FET (blue squares) 
as well as ATLAS-TFET (green triangles), both at VDS=0.5 V. The red line demarcates the 
fundamental lower limit of subthreshold swing of conventional FETs.  
 
        To confirm that the sub-thermionic SS in case of ATLAS-TFET is not due to the 
substrate effect, we have fabricated a MoS2 FET with p-Ge as part of the substrate. 
The FET device, is similar in structure to that shown in Figure 5.13(d) and with 
source metal contacting the MoS2 . The polymer complex gate overlapped the source 
region as shown in Figure 5.26(a). In this case, since the source metal is directly 
contacting the MoS2, electrons from the source metal can directly transport to the 
MoS2 channel and hence, the current is mainly dominated by the thermionic emission. 
Thus, the SS of this device is above the fundamental limitation of 60mV/dec ( Figure 
5.26(b) ).              
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                                               (a)                                                                         (b)        
Figure 5.26 (a) Schematic diagram of a FET based on bilayer MoS2 with p-Ge as part of the substrate. 
The structure is similar to that of ATLAS-TFET and the source metal is connected directly to the 
MoS2. (b) Drain current as a function of gate voltage at VDS=0.5V. The SS obtained is around 78 
mV/dec. The inset figure shows the optical image of the device. Scale bar: 5 μm. Length and width of 
the device are 11.8 μm and 14.7 μm, respectively. MoS2 is shown by the dotted rectangular region. 
 
5.4.6. Repeatability and Hysteresis 
          
                                        (a)                                                                                 (b)                                                                      
Figure 5.27 (a)  Minimum and (b) average subthreshold swing (over two decades of current) of 5 
devices. 
 
The minimum as well as average subthreshold swings (over two decades of current) 
of 5 devices are shown in Figure 5.27(a) and (b), respectively. Devices 1-3 were 
fabricated on the same substrate and were processed and measured together. Devices 
4 and 5 were on a different substrate and were processed and measured a month later. 
Ge
SiO2
Drain
Source
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This shows that the achievement of sub-60 mV/dec SS in ATLAS-TFETs can be 
repeated. 
         The transfer characteristics of the device show negligible hysteresis as evident 
from Figure 5.28 where it is shown that the IDS-VGS curve measured from negative to 
positive gate voltages (blue) coincides with that measured from positive to negative 
voltages (red). 
 
Figure 5.28. The IDS-VGS characteristics of ATLAS-TFET showing negligible hysteresis. 
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5.4.7. Comparison with Previous Experimental TFETs 
Table-5.2  U: unknown, N: Did not achieve Sub-thermal SSavg  over 4 decades  
References 
Channel 
Material 
Structure 
[Channel 
Dimension] 
(nm) 
|VDS| 
(V) 
SSmin 
(mV/
dec) 
SSavg over 
3 decades 
(mV/dec) 
Sub-thermal 
SSavg  over 4 
decades 
(mV/dec) 
Ion 
(µA/
µm) 
Ion /Ioff 
Ratio 
 
This work MoS2 Planar [1.3] 
1 4.3 31 34.3 1 1.6×108 
0.5 3.9 22 31 0.5 8.3×107 
0.1 3.8 33 36.5 0.11 1.8×107 
Tomioka et. al. 
[252] 
(Hokkaido 
Univ./JST) 
Si/III-V 
Hetero-J 
NW [30] 
1 12 21 21 1 2×106 
0.1 U 21 N 0.001 1×106 
Gandhi et. al. 
[253], [254] 
(NUS/IME/UCSB) 
Si 
NW  
[30-40] 
0.1 30 50 N 0.003 1×104 
NW [18] 0.1 30 50 N 0.44 1.6×105 
Jeon et. al.[255] 
(SEMATECH/Ber
keley/Texas State 
Univ.) 
Si SOI [40] 1 32 ~55 N 1.2 6×106 
Kim et. al.[256] 
(UC. Berkeley) 
Si SOI [70] 0.5 38 ~50 N 0.42 3.5×106 
Mayer et. al.[257] 
(CEA-LETI) 
Si SOI [20] 
0.8 42 >60 N 0.02 4×104 
0.1 42 >60 N 4×10-4 4×104 
Choi et. al.[258] 
(UC. Berkeley) 
Si SOI [70] 
1 52.8 >60 N 12.1 2×103 
0.1 ~52.8 >60 N 1 1×104 
Appenzeller et. 
al.[259] (IBM) 
CNT SOI [U] 0.5 40 >60 N 0.01 1×103 
Knoll et. al.[260] 
(Peter Grunberg 
Inst.) 
Si NW [7×45] 
0.1 30 >60 N 2 2×107 
0.5 >30 >60 N 10 2×106 
Krishnamohan et. 
al.[261] 
(Stanford Univ.) 
Ge DG [10] 0.5 50 >60 N 1 2×106 
Huang et. al.[262] 
(Peking Univ.) 
Si SOI [100] 
0.6 29 70 N 20 1×108 
0.05 ~29 ~70 N 1.5 7.5×106 
Villalon et. 
al.[263] 
(CEA-LETI) 
GexSi1-x SOI [7-11] 0.1 33 >60 N 1 1×10
7 
Ganjipour et. 
al.[264] 
(Lund Univ.) 
InP/GaAs 
Hetero-J 
NW  
[85-100] 
0.75 50 150 N 2.2 1.1×107 
Kim et. al.[265] 
(U. Tokyo/JST-
CREST) 
Si SOI [10-13] 0.05 28 70 N 0.1 1×107 
Dewey et. al.[266] 
(Intel) 
III-V 
Hetero-J 
bulk 0.05 ~58 >60 N 0.3 3×104 
248 
 
The above Table 5.2 summarizes the key features of all the experimental TFETs in 
literature, to date, reporting minimum SS of sub 60 mV/dec at room temperature. It is 
evident from the table that out of all such previously reported TFETs, only those 
reported by the four groups (as highlighted in the 2nd to 5th rows in bold) achieved 
an average SS below 60 mV/dec (at least over 3 decades). ITRS has prescribed 
attainment of average sub-thermionic SS over 4 decades and the TFETs achieving the 
same are highlighted in blue in the table. It can be observed that, except, Tomioka et. 
al., no other previous groups have been able to achieve this. Tomioka et. al., have 
reported average sub-thermionic SS over 4 decades at VDS=1V. The ATLAS-TFET is 
the first TFET in a planar platform to satisfy this ITRS prescription. Also, it is the 
only TFET to be able to do so up to a low VDS of 0.1V. Our ON currents are 
comparable to those of previously reported TFETs with average sub-thermal SS (at 
least over 3 decades). Moreover, an excellent ON-OFF ratio spanning over 7-8 
decades of current has been achieved in our ATLAS-TFET.  
5.4.8. Potential for High Performance 
   The presence of intrinsic germanium oxide leads to additional tunneling resistance 
in ATLAS-TFET. Drain current of the ATLAS-TFET can be improved by removing 
the intrinsic oxide. Intrinsically, ATLAS-TFET is advantageous for obtaining high 
ON current. Not only it leads to larger area for tunneling, but it is also easier to scale 
down the tunneling barrier width (Wt), which basically depends on the thickness of 
the channel. Note that in case of a point-TFET where the gate is perpendicular to the 
source-channel junction (Figure 5.29(a)), it is very difficult to scale down the Wt. 
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This is because in case of point-TFET, Wt is primarily determined by the device 
electrostatics. Thus, a point-TFET would lead to much higher Wt compared to that of 
line-TFET, even if bilayer MoS2 and similar gate capacitance are used. For 
elucidating the above argument, we derive the analytical expression for band profile 
in case of point-TFET. Assuming the source to be highly doped and band bending in 
it to be negligible, the Poisson's equation for conduction band profile in the channel 
(φp(x)) for point-TFET can be written as[1]   
))((
)(
2
2
GSeffovp
p
VEGx
dx
xd
 

                               (5.13)
 
EGov is the band overlap between source and channel, VGSeff  is the effective gate to 
source voltage and given by VGSeff =VGS - VFB where VGS is the applied gate to source 
voltage and VFB is the flat-band voltage and η is the inverse of the square of natural 
length scale, which for the single gated SOI structure can be given by 
DiChCh
Di
tt

   
where, 
Dit  and Di  are the thickness and dielectric constant of the gate dielectric 
respectively, and 
Cht  and Ch  represent those of the channel. 
Setting x=0 at the source-channel junction and E=0 at the valence band of the source, 
the boundary conditions can be written as                 
ovp EG)0(
 
Dp EcL )(  
where, L is the channel length and 
DEc  is the channel conduction band potential at the 
drain end.  
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Solving equation (5.13) using the above boundary conditions, we can derive the 
channel potential profile as   
ovGSeffGSeff
x
ovGSeffD
Lx
p EGVVeEGVEcex 
  )()( )(                  
(5.14) 
Using equation (5.14), the channel conduction band profile for point-TFET near the 
source-channel junction is plotted in Figure 5.29(b), assuming all material properties 
remaining same as ATLAS-TFET (such as bandoverlap at source-channel junction, 
solid polymer electrolyte gating and bilayer MoS2 as channel). It is observed that the 
Wt where the conduction band of the channel lowers down to the valence band of the 
source (E=0), is around 5 nm which is much higher than Wt  of 1.3 nm in case of line-
TFET. Thus, for the same length and width, ATLAS-TFET can lead to higher current 
due to the lower Wt as well as higher area of tunneling.  Note that, while with the 
scaling down of channel length the benefit due to larger area of tunneling decreases, 
advantage arising from ultra-small Wt and hence, higher electric field can still lead to 
high current. 
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                                    (a)                                                                                         (b)        
Figure 5.29(a) Schematic diagram of a point-TFET. x=0 represents the source-channel junction. (b) 
Channel conduction band profile for point-TFET near the source-channel junction as a function of 
distance (x) along the channel.  
 
   It is also noteworthy that, till date, there has not been any successful experimental 
demonstration of line-TFET with sub-thermionic SS. This undermines the importance 
of atomically thin MoS2 with dangling-bond free interfaces, which has helped in the 
first successful realization of a line-TFET with sub-thermionic SS. 
  The vertical band-to-band tunneling (BTBT) is the major factor determining the 
drain current in ATLAS-TFET as the tunneling resistance is higher than the lateral 
drift-diffusion resistance due to presence of a tunnel barrier. The region where BTBT 
takes place is the area of overlap between the MoS2 and the Ge. There are two ways 
of normalizing the current. One is to normalize with respect to the width, which is the 
conventional method for MOSFETs and can allow comparison with MOSFETs as 
well as point TFETs. Another way is to normalize with respect to the overlap area as 
the current scales with the area. Both methods have been used in the literature. To 
avoid any ambiguity, we have plotted the current in absolute sense but have 
N+
Channel
G
Intrinsic
Channel
P+
Source
SiO2
DS
x
x=0
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mentioned both the width and area of overlap in the caption of Figure 5.19, so that 
comparison can be done as per requirement. 
 
5.4.9. Note on 1D TFETs and 2D-2D Tunnel Junctions 
The ATLAS-TFET will be advantageous compared to 1D TFETs. When compared to 
1D point-TFET (Figure 5.30(a)), the current of ATLAS-TFET can be much higher 
due to 2 reasons. First, the ATLAS-TFET presents larger area for tunneling. Second, 
it will be difficult to achieve tunneling width as small as in the ATLAS-TFET with a 
1D point-TFET.  
    The channel conduction band profile for 1D point-tunnel FET can be given by 
equation (5.14), except that the equation for η will be different and can be written as 
Di
Dich
D
rtr



2
)1ln(2
1


 
 where r is the radius of the 1D channel.
 
The channel conduction band profile for 
point-TFET is plotted in Figure 5.31 (b) for different radii of 1D structure. It is 
observed that, all other material properties remaining same (such as bandoverlap at 
source-channel junction, solid polymer electrolyte gating as well as channel dielectric 
constant), a 1D point-TFET will require a radius smaller than 1 nm to match the Wt = 
1.3 nm of 2D line-TFET based on bilayer MoS2. It will be extremely challenging to 
achieve such small radius with nanowires. Though nanotubes can have small radius, 
they suffer from chirality issues. Overall, processing of 1D structures is much more 
difficult compared to planar architectures. 
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                                 (a)                                                                                (b)        
Figure 5.30(a) Schematic diagram of a 1D point-TFET showing both the 3D view (left) and cross-
sectional view (right). x=0 represents the source-channel junction. (b) Channel conduction band profile 
for 1D point-TFET as a function of distance (x) along the channel for different radii of the 1D 
structure.  
 
 
           Moreover, fabrication of a 1D line-TFET, will be even more challenging. A 
schematic of a 1D line-TFET is shown in Figure 5.31. Realization of such a structure 
will require fabrication of concentric cylinders of P+ source and N/intrinsic channel. 
To make the structure work like an 1D architecture, the radii of the cylinders should 
be very small. Fabrication of such a structure is extremely daunting.      
 
Figure 5.31. Schematic diagram of a 1D line-TFET showing both the 3D view (left) and cross-
sectional view (right). 
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         It is noteworthy, that 2D-2D tunnel junctions have been theorized to lead to 
steep SS, due to the unique transverse momentum conservation effect[267]. In 
practical TFETs, it is necessary to form tunnel junctions between two different 
materials leading to heterostructures. In such heterostructures, it is difficult to obtain a 
single wave-vector connecting the valence and conduction bands, which makes 
involvement of phonons necessary for tunneling. Along with phonon scattering, 
surface scattering will result in loss of momentum conservation, and thereby, loss of 
the advantage due to momentum conservation in 2D-2D junctions. 
5.5. Summary 
In this chapter, first, novel heterojunctions formed between on 3D (conventional) and 
layered materials, with record band-to-band tunneling current is demonstrated. Then, 
selecting the optimal heterojunction, ATLAS-TFET, the thinnest channel band-to-
band tunnel transistor to overcome the fundamental limitation of SS suffered by 
conventional MOSFETs is achieved, which is highly promising for simultaneous 
scaling of device channel length as well as supply voltage. Leveraging the mature 
doping technique in 3D semiconducting materials and the ultra-thin and layered 
nature of 2D materials, a vertical strain-free hetero-interface is developed, which can 
not only lead to high junction electric field but also to small tunneling distance as 
well as large tunneling area. Using this unique device architecture, it has been 
possible to satisfy the ITRS recommended prescription of attainment of sub-
thermionic SS over 4 decades of current for the first time at room temperature in a 
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planar platform as well as at ultra-low voltages. This device can potentially address 
both the scalability and energy-efficiency requirements of nanoscale FETs, and like 
its geographical namesake, the ATLAS-TFET can guide pathways toward next-
generation ultra-low power integrated electronics and sensors.         
 
 
 
 
 
  
256 
 
Chapter 6: Conclusions and Future Work 
Aggressive technology scaling as per Moore’s law has resulted in exponential 
increase in power dissipation levels due to the degradation of device electrostatics as 
well as the fundamental thermionic limitation in the steepness of turn-on 
characteristics or subthreshold swing of conventional Field-Effect Transistors (FETs). 
This dissertation, explores novel two-dimensional (2D) materials (MoS2, WSe2 etc) 
for obtaining improved electrostatic control and Tunneling-Field-Effect-Transistors 
(TFETs), employing a fundamentally different carrier transport mechanism in the 
form band-to-band tunneling (BTBT) for overcoming the fundamental limitations of 
conventional FETs. This tailoring of both material and device technology can lead to 
transistors with super steep turn-ON characteristics, crucial for obtaining high energy-
efficiency and ultra-scalability which can lead to the development of low power 
switches as well as ultra-sensitive sensors as discussed below. 
 
6.1. Ultra-Scalable Low Power Switches 
To achieve dimensional scalability, the present dissertation explores two-dimensional 
(2D) layered semiconductors such as Transition Metal Dichalcogenides (TMDs). 
Tuning the electrical properties of TMDs through charge transfer or doping is 
necessary for various optoelectronic applications. Hence, experimental investigation 
of the doping effect on TMDs, mainly focusing on molybdenum disulphide (MoS2), 
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by metallic nanoparticles (NPs), exploring noble metals such as Silver (Ag), 
Palladium (Pd) and Platinum (Pt) as well as the low workfunction metals such as 
Scandium and Yttrium, is carried out for the first time. It is observed that Au, Ag, Pd, 
Pt and Sc lead to p-type doping, which shows an increasing trend with increasing WF 
of the metals. Pt with the highest WF resulted in the highest doping, which is about 2-
folds higher than that of most commonly used Au NPs. Pt NPs can lead to a shift in 
threshold voltage as high as 137V in the case of monolayer MoS2. While n-type 
doping can be obtained using Y, the doping effect is found not to be stable. It is also 
shown in this dissertation, that by stepwise increasing the dose of NPs, the doping 
intensity can be changed accordingly. It is also shown that doping effect increases 
with decreasing TMD thickness. In addition to doping, achievement of near ideal 
subthreshold swing using polymer complex gating as well as reduction of contact 
resistance using Yttrium/Gold contacts have been demonstrated in this dissertation. 
       Aiming towards "all 2D" integrated circuits, apart from transistor applications, 
this dissertation presents the first detailed methodology for the accurate evaluation of 
high-frequency impedance of graphene based structures relevant to on-chip 
interconnect and inductor applications. Going beyond the simplifying assumptions of 
Ohm’s law, the effects of electric-field variation within a mean free path and current 
dependency on the non-local electric-field are taken into account in order to 
accurately capture the high-frequency behavior of graphene ribbons (GRs). At the 
same time, a simplified approach that may be adopted at lower frequencies is also 
explained. Starting from the basic Boltzmann equation and combining with the 
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unique dispersion relation for graphene in its hexagonal Brillouin zone, the current 
density across the GR structure is derived. First, a semi-infinite slab of GR is 
analyzed using the theory of Fourier integrals, which is followed by the development 
of a rigorous methodology for practical finite structures based on a self-consistent 
numerical calculation of the derived current density using the Green’s function 
approach. Based on the developed methodology, this dissertation for the first time, 
embarks on the rigorous investigation of the intricate processes occurring at high 
frequencies in GRs such as Anomalous Skin Effect (ASE), high-frequency resistance 
and inductance saturation, intercoupled relation between the edge specularity and 
ASE and the influence of the linear dimensions on impedance. A comparative study 
of the high-frequency response of GRs with that of carbon nanotubes (CNT) and Cu 
is made to highlight the potential of GR interconnects for high-frequency 
applications. Subsequently the high-frequency performance of GR inductors is 
analyzed and it is shown that they can achieve 32% and 50% improvements in 
maximum Q-factor compared to Cu and single-walled CNT (SWCNT) inductors with 
1/3 metallic fraction, respectively. 
While 2D materials can provide dimensional scalability, in order to achieve power 
supply scalability, novel carrier transport mechanisms for lowering the subthreshold 
swing below the thermionic limit, specially, band-to-band tunneling (BTBT) is 
investigated. This dissertation provides clear insight into the interplay between 
electron and hole characteristics of carriers within the forbidden gap during the BTBT 
process, taking graphene-nanoribbons as an example. Accurate numerical models are 
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presented and analytical formulas for tunneling probabilities are derived for both 
source/drain to channel and direct source-drain tunneling based on the Wentzel–
Kramers–Brillouin (WKB) method. It is shown that not considering the electron-hole 
duality can lead to significant errors in numerical calculations and more importantly, 
lack of proper understanding of the phenomenon gives rise to seriously misleading 
conclusions. Furthermore, the regime of validity of the WKB approximation for 
graphene-nanoribbon Tunnel-Field-Effect-Transistors (TFETs) is discussed in light of 
the electron-hole duality concept.  
    For improving the BTBT current, metallic nanoparticle assisted band-to-band 
tunneling is proposed and the impact of such nanoparticle induced states on the 
tunneling probability and current is modeled and analyzed. An analytical formula for 
tunneling probability is derived for the case of constant force and it is shown that the 
incorporation of these particles in the forbidden gap can lead to substantial increase in 
the tunneling probability. The effect of the Fermi-level pinning position on the 
tunneling current is studied and the pinning value for obtaining maximum 
improvement in current is discussed depending on the force conditions. It is also 
shown that an asymmetric pinning is required to leverage maximum benefits from the 
insertion of metallic nanoparticles. 
      The effect of insertion of semi-metallic nanoparticles in a semiconducting P-I-N 
junction is experimentally investigated and in line with theoretical predictions, 
substantial increase in BTBT current upon incorporation of the nanoparticles, is 
demonstrated. While it is shown that both GaAs and InGaAs diodes with 
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nanoparticles exhibit significant current improvement compared to the respective 
diodes without the nanoparticles, this study mainly focuses on InGaAs as the 
semiconductor material, since it leads to overall higher current due to its lower 
bandgap than that of GaAs. Temperature dependent measurements are carried out in 
order to shed light on the mechanism of current enhancement. The effect of 
increasing the doping concentration is also discussed. Different semi-metallic 
nanoparticles such as ErAs and ScAs are explored to maximize the tunneling current 
improvement. 
In order to enable scaling to continue without power penalty, it is necessary to 
develop transistors with 2D materials as channels and employing novel carrier 
transport mechanism for obtaining sub-thermionic subthreshold swing (SS), such as 
BTBT, which had remained an unmet goal for long. With the knowledge gained from 
the investigation of 2D materials as well as BTBT process, this dissertation, achieves 
a critical milestone and furnishes the demonstration of TFETs based on 2D 
semiconducting-channel material exhibiting steep turn-on, with a minimum SS of 3.9 
mV/dec as well as an excellent average SS of 31.1 mV/dec for 4 decades of drain-
current at room temperature. By engineering the substrate to employ a highly doped 
Germanium as source and using atomically-thin molybdenum disulphide (MoS2) as 
the layered semiconducting-channel, an unique vertical heterostructure device is built, 
not only retaining the advantages of 2D materials but adding extra functionality, to 
achieve excellent electrostatics, strain-free heterointerface, low tunneling barrier, and 
large tunneling area in a manufacturing-friendly planar-platform. These attributes are 
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difficult to achieve with conventional 3D materials or 1D structures. Our Atomically-
thin and Layered Semiconducting-Channel Tunnel-FET or ATLAS-TFET provides 
several beneficial attributes compared to other sub-thermionic transistors.  With the 
use of bilayer MoS2, which is only 1.3 nm thick, we have achieved the world's 
thinnest channel transistor with sub-thermionic SS, which can lead to unprecedented 
opportunities for ultra-dense and low-power electronic applications. We have 
achieved this on a planar platform, which is easily manufacturable compared to 1D 
structures such as nanowires and nanotubes. It is noteworthy that, ITRS has 
prescribed the attainment of average SS lower than 60 mV/decade over 4 decades of 
current. To date, the only experimental TFET reported in literature to obtain this 
metric is the one by Tomioka et al.[252] who have used a 1D (nanowire) based 
structure. ATLAS-TFET is the first TFET demonstrated in planar architecture to 
satisfy this ITRS prescription and in fact, the only one to achieve so in any 
architecture, at an ultra-low drain-source voltage of 0.1 V, which is highly desirable 
for lowering of supply voltage and hence, power dissipation.  
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6.2. Extremely Sensitive and Fast Sensors 
This dissertation, establishes for the first time that the tailoring of material and device 
technology, that is advantageous for low-power scalable digital electronics, can also 
be leveraged to obtain ultra-high sensitivity and fast response time in sensors. 
Sensors, specially, biosensors based on Field-Effect-Transistor (FET) have attracted a 
lot of attention as they offer rapid, inexpensive and label-free detection technique. 
While the low sensitivity of FET biosensors based on bulk 3D structures has been 
overcome by using 1D structures (nanotubes/nanowires), the latter face severe 
fabrication challenges impairing their practical applications. In this dissertation, we 
demonstrate FET biosensors based on molybdenum disulphide (MoS2) which 
provides extremely high sensitivity and at the same time offer easy patternability and 
device fabrication, thanks to its 2D atomically layered structure. A MoS2 based pH 
sensor achieving sensitivity as high as 713 for a pH change by 1 unit along with 
efficient operation over a wide pH range (3-9) is demonstrated. Ultra-sensitive and 
specific protein sensing is also achieved with a sensitivity of 196 even at 100 femto-
Molar concentration. While graphene is also a 2D material, we show here that it 
cannot compete with MoS2 based FET biosensor, which surpasses the sensitivity of 
that based on graphene by more than 74-fold. Moreover, we establish through 
theoretical analysis that MoS2 is greatly advantageous for biosensor device scaling 
without compromising its sensitivity. Furthermore, MoS2 with its highly flexible and 
transparent nature can offer new opportunities in advanced diagnostics and medical 
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prosthesis. This unique fusion of desirable properties makes MoS2 a highly potential 
candidate for next-generation low-cost biosensors.    
  
While 2D semiconductors can help to achieve good electrostatics and lead to 
flexibility and ease of fabrication, the thermionic emission current injection 
mechanism in CFET based biosensors puts fundamental limitations (minimum 
subthreshold swing of 60mV/decade) on their maximum sensitivity and minimum 
detection time.   
 In this dissertation, we propose a novel biosensor that exploits the 
phenomenon of band-to-band tunneling, to overcome the fundamental limitations in 
CFET based biosensors by employing a tunnel-FET (TFET) sensor. The TFET 
biosensor is shown to be both time-efficient and 10,000 times more sensitive than 
sensors based on conventional FETs. The key concept behind the TFET biosensor 
device is to leverage biomolecule conjugation to bend the energy bands in the channel 
region leading to the quantum-mechanical phenomenon of band-to-band tunneling 
that is a fundamentally different current injection mechanism. This results in an 
abrupt increase in current, which is instrumental in increasing the sensitivity and 
reducing the response time of the proposed sensor. The sharp (<60mV/decade) turn-
on feature of the TFETs also allow ultra-low voltage and low off-state-leakage (and 
hence low power) operation that is desirable for hand-held, battery operated point-of-
care biosensors as well as for deployment of such sensor arrays in remote locations. 
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A novel gas-sensor based on Tunnel-Field-Effect-Transistor (TFET) is also proposed 
in this dissertation, that leverages the unique current injection mechanism in the form 
of quantum-mechanical band-to-band tunneling to achieve substantially improved 
performance compared to conventional MOSFETs for detection of gas species under 
ambient conditions. While nonlocal phonon-assisted tunneling model is used for 
detailed device simulations, in order to provide better physical insights analytical 
formula for sensitivity is derived for both metal as well as organic conducting 
polymer based sensing elements. Analytical derivations are also presented for 
capturing the effects of temperature on sensor performance. Combining the developed 
analytical and numerical models, intricate properties of the sensor such as gate bias 
dependence of sensitivity, relation between required work-function (WF) modulation 
and subthreshold swing, counter-intuitive increase in threshold voltage and reduction 
in tunneling probability with temperature are explained. It is shown that TFET gas-
sensors can not only lead to more than 10000x increase in sensitivity, but also provide 
design flexibility and immunity against screening of WF modulation through non-
specific gases as well as ensure stable operation under temperature variations.    
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6.3. Future Work 
6.3.1. Drain Current Improvement 
Though the current in ATLAS-TFET is at par with other experimental TFETs with 
steep SS, further improvement in current is required specially for digital electronic 
applications. The current can be improved by removing the interfacial germanium 
oxide layer, which adds extra tunneling resistance in series in the tunneling path from 
the Ge to the MoS2. To gauge the impact of this resistance, the tunneling probability 
through this oxide as a function of the voltage applied to the MoS2 with respect to the 
Ge is derived, since inverse of this tunneling probability gives indication of the 
tunneling resistance. For the above derivation, first the band bending in the device 
needs to be determined, for which, Poisson equations are solved in the device. The 
Poisson equations in the 3 different regions namely the Ge, interfacial oxide and 
MoS2 (TMD) is given below 
                 Ge
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dx
xd
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                                      (6.1c)     
where ψGe, ψox and ψMoS2 are the potential profile of valence band of Ge, interfacial 
oxide and MoS2 respectively, εGe, and εMoS2 are the dielectric constants of Ge and  
MoS2 respectively while, dopGe, and dopMoS2 are the doping concentrations in Ge and  
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MoS2, respectively. x is in the direction from Ge to MoS2 and we have defined x=0 at 
the interface of the oxide (with a thickness of tox) and MoS2 (with a thickness of 
tMoS2), q is the electronic charge.  
Equations (6.1a) and (6.1c) are first solved with the following four boundary 
conditions given by  
(i)          
0
)(


dx
tWdd oxGe
  as electric field is zero in Ge beyond the depletion region 
(Wd) in it. 
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 due to the continuity of electric 
displacement field where εGe, εox and εMoS2 are the dielectric constants of Ge, interfacial 
oxide and  MoS2 respectively and Fox is the electric field in the oxide. 
(iii)        
oxoffsetoxGeMoS VEvt  )()0(2 
where Evoffset is the valence band offset of MoS2 
with respect to Ge and Vox is the voltage drop in the interfacial oxide and can be 
written as 
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 where UMoS2 is the valence band position of MoS2 at x=tMoS2. 
             By solving equations (6.1a) and (6.1c) with the above boundary conditions 
we obtain the potential profile in the Ge and the MoS2 with the depletion region in Ge 
(Wd) being the unknown factor in them as given below:  
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Now, without any loss of generality, )( toxWdGe  is set to zero such that all other 
potentials are calculated with respect to it. Hence, by solving 0)(  toxWdGe using 
equation (6.2a), we can derive Wd as: 
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The voltage drop in Ge, VGe can be derived by subtracting the potential of Ge at the 
interface of Ge and interfacial oxide ( )( oxGe t  ) from the potential at the end of the 
depletion region ( )( oxGe tWd  which has been set to zero). Therefore, )(0 oxGeGe tV    
and from equation (6.2a), we can derive, 
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Now, Fox can be derived from equation (6.2b) using 
ox
MoSMoS
dx
d


22
)0(

  
as: 
ox
Ge
ox
Wddopq
F


                                            (6.5) 
268 
 
With the electric field in the interfacial oxide being derived, we can now derive the 
tunneling probability (Pox) through it. Using the WKB approximation, the tunneling 
probability at the energy of the valence band edge of Ge at x=-tox can be written as:  



oxt
oxox dxxFOffset
mq
ox eP
0
2
2
2

                                  (6.6) 
where Offsetox is the height of the oxide conduction band with respect to the valence 
band of Ge, 2h  with h being the Planck’s constant, m is the mass of the carrier.  
 
Solving the integral in equation (6.6), the tunneling probability can be derived as:  
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In Figure 6.1, the tunneling probability through the oxide is plotted as a function of 
the voltage on MoS2 with respect to Ge and it is observed that the probability is 
extremely low and is relatively independent of the applied bias. This implies that even 
by increasing the bias, it is not possible to increase the tunneling probability (and 
hence, decrease the resistance posed by the interfacial oxide) significantly.
 
 
 
 
 
Figure 6.1. Tunneling probability through the interfacial oxide as a function of the voltage applied to 
MoS2. 
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6.3.2. Experimental Demonstration of 2D-TFET based Sensors 
In Chapter 4, we demonstrated the unique advantages of employing 2D 
semiconducting materials as channel in electrical biosensors. 2D semiconductors can 
not only lead to high sensitivity due to improved electrostatic control arising from 
their ultra-thin nature and pristine interfaces, but also offer easy processability due to 
their planar structure. In addition 2D material based biosensors can maintain high 
sensitivity even at ultra-scaled dimensions and hence, are highly promising for single-
molecule detection. Apart from proper material selection, it is demonstrated 
theoretically in Chapter 4, that employment of novel device technology such as 
TFETs can lead to further improvement in biosensor performance because of their 
low subthreshold swing (SS). It has been shown that the sensitivity of a biosensor 
increases exponentially with the decrease in SS. Moreover, lowering the SS can also 
lead to reduced average response time. Thus, TFETs with 2D material as channel (or 
in short 2D-TFET) can be highly promising for biosensing applications. This 
dissertation presented the first experimental demonstration of a 2D-TFET as 
discussed in Chapter 5. However, configuration of this device as a biosensor has not 
been achieved yet and would require future work. The employment of the 
demonstrated 2D-TFET as a biosensor would require the development of good 
quality ultra-thin gate dielectrics with high dielectric constant, which can provide 
high capacitance gating effect on biomolecule conjugation. 
      Such a ultra-sensitive biosensor based on 2D-TFETs can potentially revolutionize 
the growing field of personalized medicine which is an extension of 
270 
 
traditional treatment methodologies, based on the probing of molecular makeup of 
each patient and tailoring of medical care to individual patient's genetic and 
proteomic profile, thus making the treatment more effective and reducing undesirable 
negative side-effects. This will lead to better treatment opportunities for many 
complex diseases such as  cancer, diabetes, heart disease and Alzheimer which are 
related to genetic origin. The ability of 2D-TFET biosensors to detect biomolecules at 
low concentration will enable the health care professionals to know the onset of a 
disease before symptoms even appear. This will lead to earlier disease intervention 
and focus on prevention and prediction of a disease which will not only increase by 
manifold the success rate in combating the disease but will also result in a massive 
reduction in the healthcare costs.  The 2D-TFET biosensors can also provide real-
time, lab-quality results within seconds enabling the physician to take fast medical 
decisions and thus highly facilitating the point-of-care applications. The proposed 
sensor works in the subthreshold region and consumes very little power and thus is 
very advantageous for battery operated applications in mobile systems. Moreover, 
these miniaturized biosensors are highly suitable for hand held diagonistic tools. Thus 
the proposed highly efficient biosensors can extend the medical care to developing 
countries and remote areas and largely improve the survival rates in those regions. In 
short, the 2D-TFET biosensor can lead to a paradigm shift in health care and clinical 
diagnostics. Beyond medical applications, the proposed sensor can also revolutionize 
security and forensic industries and provide better protection of our environment, 
food and water supplies. 
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