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Abstract
We introduce a flexible, scalable Bayesian infer-
ence framework for nonlinear dynamical systems
characterised by distinct and hierarchical variabil-
ity at the individual, group, and population levels.
Our model class is a generalisation of nonlinear
mixed-effects (NLME) dynamical systems, the
statistical workhorse for many experimental sci-
ences. We cast parameter inference as stochas-
tic optimisation of an end-to-end differentiable,
block-conditional variational autoencoder. We
specify the dynamics of the data-generating pro-
cess as an ordinary differential equation (ODE)
such that both the ODE and its solver are fully
differentiable. This model class is highly flexible:
the ODE right-hand sides can be a mixture of user-
prescribed or “white-box” sub-components and
neural network or “black-box” sub-components.
Using stochastic optimisation, our amortised in-
ference algorithm could seamlessly scale up to
massive data collection pipelines (common in labs
with robotic automation). Finally, our framework
supports interpretability with respect to the under-
lying dynamics, as well as predictive generaliza-
tion to unseen combinations of group components
(also called “zero-shot” learning). We empirically
validate our method by predicting the dynamic
behaviour of bacteria that were genetically engi-
neered to function as biosensors.
1. Introduction
Dynamical systems have been the central focus in many
areas of statistical machine learning, whether as state-space
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models (Archer et al., 2015; Karl et al., 2016), (non)linear
dynamical systems and their extensions (Becker-Ehmck
et al., 2018; Johnson et al., 2016; Linderman et al., 2016),
or neuroscience applications (Wu et al., 2017; Gao et al.,
2016). Recent work has even reinterpreted general recursive
deep neural networks as discretisations of continuous-time
dynamical systems (Chen et al., 2018).
Dynamical systems learned from experimental data are
widespread in the physical sciences, including fluid dynam-
ics, thermodynamics, and electromagnetism. They also play
a particularly important role in advancing our understand-
ing of biology, typically studied as Ordinary Differential
Equations (ODEs). Seminal contributions of ODE models
in biology include the mechanisms of the cell cycle (Tyson
et al., 2001; Ferrell et al., 2011), circadian rhythms (Leloup
& Goldbeter, 2003), and nerve action potentials (Hodgkin
& Huxley, 1952).
More recently, ODE models have been playing an increas-
ingly important role in engineering biological systems by
capturing mechanistic processes in the underlying chemical
reaction dynamics that identify potential targets for molec-
ular intervention and by predicting the possible outcomes
of these interventions (Elowitz & Leibler, 2000; Potvin-
Trottier et al., 2016; Gardner et al., 2000). The ability to
precisely engineer biology could enable substantial break-
throughs in medicine and crop yields, and provide sustain-
able alternatives to environmentally unsustainable processes
and products (Khalil & Collins, 2010; Ruder et al., 2011;
Cumbers & Schmieder, 2017). However, identifying the pa-
rameters of ODE models is still limited by the efficiency and
scalability of inference methods (Calderhead & Girolami,
2011). Markov Chain Monte Carlo (MCMC) is considered
state-of-the-art for learning ODE parameters from experi-
mental data (Woods et al., 2016; Moore et al., 2018), but
requires expensive numerical integration at each time step.
This problem is exacerbated by model selection, where com-
peting explanatory mechanisms must be evaluated for pre-
dictive accuracy and generalisation (Calderhead & Girolami,
2009). In the era of increasingly automated laboratories,
scientists require new statistical models and computational
methods that can scale adequately with the increasing avail-
ability of experimental data.
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To address these computational and modeling challenges,
we introduce VI-HDS: Variational Inference over the pa-
rameters of Hierarchical Dynamical Systems that have a
defined generative process and likelihood. Specifically, we
cast inference over the parameters of a dynamical system
with hierarchical or multi-level structure as optimisation
of a conditional variational autoencoder (Sohn et al., 2015;
Kingma & Welling, 2013; Rezende et al., 2014).
We interpret this framework as a generalisation of “nonlin-
ear mixed-effects models” (NMEMs) (Davidian & Giltinan,
2003)—a.k.a. hierarchical or multilevel nonlinear models—
which are workhorse statistical models in the experimental
sciences (Fitzmaurice et al., 2008). Examples of modelling
problems suitable for NMEMs includes a population of hu-
man cells with different combinations of shared proteins,
or a population of engineered bacterial cells with different
combinations of shared genetic sequences. Through inde-
pendence assumptions in the probabilistic model, NMEMs
separate inference over individual, group, and population-
level variability (Karlsson et al., 2015). In VI-HDS, we
design block conditioning in the variational distribution
to achieve the same hierarchical structure for an arbitrary
dynamical system, improving the model fit and predictive
accuracy.
We validate our proposed framework with a case study in
synthetic biology: modelling the activity of synthetic bio-
logical devices in bacteria. We show that VI-HDS has the
following desirable properties: (i) performs as well as state-
of-the-art methods but is substantially faster to learn, while
enabling (ii) scaling to massive datasets by leveraging fast
reverse-mode automatic differentiation and amortised infer-
ence, (iii) easily incorporates related dynamical systems for
efficient learning by sharing statistical strength, (iv) facili-
tates zero-shot learning through compositional group struc-
ture; (v) enables rapid closed-loop iteration across plausible
mechanistic models, which can be a mixture of prescribed
equations and black-box neural networks.
2. Methodology
In this section we describe our hierarchical and nonlinear
dynamical systems model, followed by posterior inference
framework using conditional variational autoencoders. We
present detailed descriptions of the observable data, fol-
lowed by the generative process and the variational infer-
ence approach. We then discuss how to learn a multilevel
generative model alongside a conditional variational poste-
rior. Finally, we demonstrate the flexibility of our approach
through the specification of a dynamical system by either
prescribed mechanistic equations (white-box) or deep neural
networks (black-box). Our probabilistic assumptions are
summarised by the graphical model in Figure 1B.
2.1. Data Model
Repeated observations of groups In many natural sci-
ences it is common to refer to both the observation variables
and the state variables as species, because they directly or
indirectly represent a kind or type of measurable quantity
in the real world, such as protein concentrations. We adopt
this convention here. The nth datum Y(n) is an M × T ma-
trix, where M is the number of observed species, repeatedly
measured over T time points. In order to support variability
in closely related observations, we introduce the random
variable u to represent such experimental conditions.
Group stratification by composition We model a pop-
ulation of dynamical systems, each containing a different
combination of S shared components. A specific combina-
tion of components defines a group, which we formalise as
a multi-hot vector g =
[
c>1 , . . . , c
>
S
]>
, where each cs is a
one-hot vector that identifies 1 of K(s) components. The
multi-hot vector g has exactly S non-zero entries. By com-
posing groups this way, we can perform zero-shot learning,
where our model learns to predict the behaviour of unseen
groups, as described in Section 2.4 and studied experimen-
tally in Section 5.3.
We now turn to a description of the generative process,
which motivates our conditional variational autoencoder
inference algorithm.
2.2. Generative Process
We model observations using a latent variable model with
the generative process described in Equations 1-5. Latents z
represent both parameters of the dynamical systems model,
and, if necessary, noise process parameters (e.g. variances in
the likelihood). We emphasise that the structure of pθ(z|g)
will depend on whether the model is a white-box, whereby
the prior will contain informative domain knowledge, or a
black-box, where it will be uninformative diagonal Gaus-
sians.
z ∼ pθ(z|g) (1)
x˙ = fθ(x; z,u,g) (2)
X = Simulate(fθ,x0) (3)
M = ψ(X), Σ = ρ(X, z) (4)
Y ∼ p(Y|M,Σ) (5)
Central to the generative process is fθ , the dynamics model
describing the behaviour of an individual’s unobserved state
vector x over time, where x˙ denotes the time derivative of
x. Along with latent variables z and group indicators g, f
depends on u, a vector of observed experimental conditions
or treatments. Solving the dynamical system results in a
state-time matrix X. The state-time matrix is then mapped
to mean M and, along with z, covariance Σ of Y through
Efficient Amortised Bayesian Inference for Hierarchical and Nonlinear Dynamical Systems
A B
0 1 10 0
Simulate
noiseobserver
Data DecodeEncode
Y
j
q
 
(j)
G
⇣
z
(j)
G |g
⌘
<latexit sha1_base64="ZkrRhKdRDcLp62I/ooXoJQaMo4k=">AAACKnicdZDJTsMwEIYddspW4MjFokIqlyphUZsbywGOIFFAakrkuE7r4izYE6Riwu tw4VW4cAAhrjwILhSxCEay9Ov7ZzSeP0gFV2Dbz9bQ8Mjo2PjEZGFqemZ2rji/cKySTFJWp4lI5GlAFBM8ZnXgINhpKhmJAsFOgvPdvn9yyaTiSXwEvZQ1I9KOecgpAYP84jb2Upm0fN3Nb/CFr720w329l5/pcnc1z7EnWAhlfPXFrrEXhLptLMnbHVj1iyW74tY2N9dr2K7YtrvmVo1wXdepOtgxpF8lNKgDv/jgt RKaRSwGKohSDcdOoamJBE4FywteplhK6Dlps4aRMYmYaur3U3O8YkgLh4k0Lwb8Tr9PaBIp1YsC0xkR6KjfXh/+5TUyCGtNzeM0AxbTj0VhJjAkuJ8bbnHJKIieEYRKbv6KaYdIQsGkWzAhfF6K/xfHaxXHrjiHG6WtnUEcE2gJLaMyclAVbaF9dIDqiKJbdI8e0ZN1Zz1Yz9bLR+uQNZhZRD/Ken0DKMenuA==</lat exit><latexit sha1_base64="ZkrRhKdRDcLp62I/ooXoJQaMo4k=">AAACKnicdZDJTsMwEIYddspW4MjFokIqlyphUZsbywGOIFFAakrkuE7r4izYE6Riwu tw4VW4cAAhrjwILhSxCEay9Ov7ZzSeP0gFV2Dbz9bQ8Mjo2PjEZGFqemZ2rji/cKySTFJWp4lI5GlAFBM8ZnXgINhpKhmJAsFOgvPdvn9yyaTiSXwEvZQ1I9KOecgpAYP84jb2Upm0fN3Nb/CFr720w329l5/pcnc1z7EnWAhlfPXFrrEXhLptLMnbHVj1iyW74tY2N9dr2K7YtrvmVo1wXdepOtgxpF8lNKgDv/jgt RKaRSwGKohSDcdOoamJBE4FywteplhK6Dlps4aRMYmYaur3U3O8YkgLh4k0Lwb8Tr9PaBIp1YsC0xkR6KjfXh/+5TUyCGtNzeM0AxbTj0VhJjAkuJ8bbnHJKIieEYRKbv6KaYdIQsGkWzAhfF6K/xfHaxXHrjiHG6WtnUEcE2gJLaMyclAVbaF9dIDqiKJbdI8e0ZN1Zz1Yz9bLR+uQNZhZRD/Ken0DKMenuA==</lat exit><latexit sha1_base64="ZkrRhKdRDcLp62I/ooXoJQaMo4k=">AAACKnicdZDJTsMwEIYddspW4MjFokIqlyphUZsbywGOIFFAakrkuE7r4izYE6Riwu tw4VW4cAAhrjwILhSxCEay9Ov7ZzSeP0gFV2Dbz9bQ8Mjo2PjEZGFqemZ2rji/cKySTFJWp4lI5GlAFBM8ZnXgINhpKhmJAsFOgvPdvn9yyaTiSXwEvZQ1I9KOecgpAYP84jb2Upm0fN3Nb/CFr720w329l5/pcnc1z7EnWAhlfPXFrrEXhLptLMnbHVj1iyW74tY2N9dr2K7YtrvmVo1wXdepOtgxpF8lNKgDv/jgt RKaRSwGKohSDcdOoamJBE4FywteplhK6Dlps4aRMYmYaur3U3O8YkgLh4k0Lwb8Tr9PaBIp1YsC0xkR6KjfXh/+5TUyCGtNzeM0AxbTj0VhJjAkuJ8bbnHJKIieEYRKbv6KaYdIQsGkWzAhfF6K/xfHaxXHrjiHG6WtnUEcE2gJLaMyclAVbaF9dIDqiKJbdI8e0ZN1Zz1Yz9bLR+uQNZhZRD/Ken0DKMenuA==</lat exit><latexit sha1_base64="ZkrRhKdRDcLp62I/ooXoJQaMo4k=">AAACKnicdZDJTsMwEIYddspW4MjFokIqlyphUZsbywGOIFFAakrkuE7r4izYE6Riwu tw4VW4cAAhrjwILhSxCEay9Ov7ZzSeP0gFV2Dbz9bQ8Mjo2PjEZGFqemZ2rji/cKySTFJWp4lI5GlAFBM8ZnXgINhpKhmJAsFOgvPdvn9yyaTiSXwEvZQ1I9KOecgpAYP84jb2Upm0fN3Nb/CFr720w329l5/pcnc1z7EnWAhlfPXFrrEXhLptLMnbHVj1iyW74tY2N9dr2K7YtrvmVo1wXdepOtgxpF8lNKgDv/jgt RKaRSwGKohSDcdOoamJBE4FywteplhK6Dlps4aRMYmYaur3U3O8YkgLh4k0Lwb8Tr9PaBIp1YsC0xkR6KjfXh/+5TUyCGtNzeM0AxbTj0VhJjAkuJ8bbnHJKIieEYRKbv6KaYdIQsGkWzAhfF6K/xfHaxXHrjiHG6WtnUEcE2gJLaMyclAVbaF9dIDqiKJbdI8e0ZN1Zz1Yz9bLR+uQNZhZRD/Ken0DKMenuA==</lat exit>
Sample
q P (zP )
<latexit sha1_base64="fC2f9IDSH7wKMGKIHSa9rxoDI28=">AAACAXicdVDLSgMxFM34rPVVdSO4CRahbkpSxL a7ohuXI9gHtMOQSTNtaOZhkhHqUDf+ihsXirj1L9z5N2baCip64MLhnHu59x4vFlxphD6shcWl5ZXV3Fp+fWNza7uws9tSUSIpa9JIRLLjEcUED1lTcy1YJ5aMBJ5gbW90nvntGyYVj8IrPY6ZE5BByH1OiTaSW9i/dtNePOSuPSn1AqKHnp /eTlz72C0UURkhhDGGGcHVU2RIvV6r4BrEmWVQBHPYbuG9149oErBQU0GU6mIUayclUnMq2CTfSxSLCR2RAesaGpKAKSedfjCBR0bpQz+SpkINp+r3iZQESo0Dz3RmR6rfXib+5XUT7declIdxollIZ4v8REAdwSwO2OeSUS3GhhAqubkV0 iGRhGoTWt6E8PUp/J+0KmWMyvjypNg4m8eRAwfgEJQABlXQABfABk1AwR14AE/g2bq3Hq0X63XWumDNZ/bAD1hvn9qhlyU=</latexit><latexit sha1_base64="fC2f9IDSH7wKMGKIHSa9rxoDI28=">AAACAXicdVDLSgMxFM34rPVVdSO4CRahbkpSxL a7ohuXI9gHtMOQSTNtaOZhkhHqUDf+ihsXirj1L9z5N2baCip64MLhnHu59x4vFlxphD6shcWl5ZXV3Fp+fWNza7uws9tSUSIpa9JIRLLjEcUED1lTcy1YJ5aMBJ5gbW90nvntGyYVj8IrPY6ZE5BByH1OiTaSW9i/dtNePOSuPSn1AqKHnp /eTlz72C0UURkhhDGGGcHVU2RIvV6r4BrEmWVQBHPYbuG9149oErBQU0GU6mIUayclUnMq2CTfSxSLCR2RAesaGpKAKSedfjCBR0bpQz+SpkINp+r3iZQESo0Dz3RmR6rfXib+5XUT7declIdxollIZ4v8REAdwSwO2OeSUS3GhhAqubkV0 iGRhGoTWt6E8PUp/J+0KmWMyvjypNg4m8eRAwfgEJQABlXQABfABk1AwR14AE/g2bq3Hq0X63XWumDNZ/bAD1hvn9qhlyU=</latexit><latexit sha1_base64="fC2f9IDSH7wKMGKIHSa9rxoDI28=">AAACAXicdVDLSgMxFM34rPVVdSO4CRahbkpSxL a7ohuXI9gHtMOQSTNtaOZhkhHqUDf+ihsXirj1L9z5N2baCip64MLhnHu59x4vFlxphD6shcWl5ZXV3Fp+fWNza7uws9tSUSIpa9JIRLLjEcUED1lTcy1YJ5aMBJ5gbW90nvntGyYVj8IrPY6ZE5BByH1OiTaSW9i/dtNePOSuPSn1AqKHnp /eTlz72C0UURkhhDGGGcHVU2RIvV6r4BrEmWVQBHPYbuG9149oErBQU0GU6mIUayclUnMq2CTfSxSLCR2RAesaGpKAKSedfjCBR0bpQz+SpkINp+r3iZQESo0Dz3RmR6rfXib+5XUT7declIdxollIZ4v8REAdwSwO2OeSUS3GhhAqubkV0 iGRhGoTWt6E8PUp/J+0KmWMyvjypNg4m8eRAwfgEJQABlXQABfABk1AwR14AE/g2bq3Hq0X63XWumDNZ/bAD1hvn9qhlyU=</latexit><latexit sha1_base64="fC2f9IDSH7wKMGKIHSa9rxoDI28=">AAACAXicdVDLSgMxFM34rPVVdSO4CRahbkpSxL a7ohuXI9gHtMOQSTNtaOZhkhHqUDf+ihsXirj1L9z5N2baCip64MLhnHu59x4vFlxphD6shcWl5ZXV3Fp+fWNza7uws9tSUSIpa9JIRLLjEcUED1lTcy1YJ5aMBJ5gbW90nvntGyYVj8IrPY6ZE5BByH1OiTaSW9i/dtNePOSuPSn1AqKHnp /eTlz72C0UURkhhDGGGcHVU2RIvV6r4BrEmWVQBHPYbuG9149oErBQU0GU6mIUayclUnMq2CTfSxSLCR2RAesaGpKAKSedfjCBR0bpQz+SpkINp+r3iZQESo0Dz3RmR6rfXib+5XUT7declIdxollIZ4v8REAdwSwO2OeSUS3GhhAqubkV0 iGRhGoTWt6E8PUp/J+0KmWMyvjypNg4m8eRAwfgEJQABlXQABfABk1AwR14AE/g2bq3Hq0X63XWumDNZ/bAD1hvn9qhlyU=</latexit>
q I (zI |Y,g)
<latexit sha1_base64="l//PaysfdxYnCBdAkYfciFHUplo=">AAACEXicbVDLSsNAFJ3UV62vqEs3g0WoICURQZdFN3ZXwT6kCWEynb RDJw9nJkKN+QU3/oobF4q4defOv3GSZqGtB4Y5nHMv997jRowKaRjfWmlhcWl5pbxaWVvf2NzSt3c6Iow5Jm0cspD3XCQIowFpSyoZ6UWcIN9lpOuOLzK/e0e4oGFwLScRsX00DKhHMZJKcvTarZNY0Yg6zbRm+UiOXC+5T53mA7QUu0mP8n+YHjp61agbOeA8MQtSBQVajv5lDUIc +ySQmCEh+qYRSTtBXFLMSFqxYkEihMdoSPqKBsgnwk7yi1J4oJQB9EKuXiBhrv7uSJAvxMR3VWW2tJj1MvE/rx9L78xOaBDFkgR4OsiLGZQhzOKBA8oJlmyiCMKcql0hHiGOsFQhVlQI5uzJ86RzXDeNunl1Um2cF3GUwR7YBzVgglPQAJegBdoAg0fwDF7Bm/akvWjv2se0tKQVPb vgD7TPH3Y/nWE=</latexit><latexit sha1_base64="l//PaysfdxYnCBdAkYfciFHUplo=">AAACEXicbVDLSsNAFJ3UV62vqEs3g0WoICURQZdFN3ZXwT6kCWEynb RDJw9nJkKN+QU3/oobF4q4defOv3GSZqGtB4Y5nHMv997jRowKaRjfWmlhcWl5pbxaWVvf2NzSt3c6Iow5Jm0cspD3XCQIowFpSyoZ6UWcIN9lpOuOLzK/e0e4oGFwLScRsX00DKhHMZJKcvTarZNY0Yg6zbRm+UiOXC+5T53mA7QUu0mP8n+YHjp61agbOeA8MQtSBQVajv5lDUIc +ySQmCEh+qYRSTtBXFLMSFqxYkEihMdoSPqKBsgnwk7yi1J4oJQB9EKuXiBhrv7uSJAvxMR3VWW2tJj1MvE/rx9L78xOaBDFkgR4OsiLGZQhzOKBA8oJlmyiCMKcql0hHiGOsFQhVlQI5uzJ86RzXDeNunl1Um2cF3GUwR7YBzVgglPQAJegBdoAg0fwDF7Bm/akvWjv2se0tKQVPb vgD7TPH3Y/nWE=</latexit><latexit sha1_base64="l//PaysfdxYnCBdAkYfciFHUplo=">AAACEXicbVDLSsNAFJ3UV62vqEs3g0WoICURQZdFN3ZXwT6kCWEynb RDJw9nJkKN+QU3/oobF4q4defOv3GSZqGtB4Y5nHMv997jRowKaRjfWmlhcWl5pbxaWVvf2NzSt3c6Iow5Jm0cspD3XCQIowFpSyoZ6UWcIN9lpOuOLzK/e0e4oGFwLScRsX00DKhHMZJKcvTarZNY0Yg6zbRm+UiOXC+5T53mA7QUu0mP8n+YHjp61agbOeA8MQtSBQVajv5lDUIc +ySQmCEh+qYRSTtBXFLMSFqxYkEihMdoSPqKBsgnwk7yi1J4oJQB9EKuXiBhrv7uSJAvxMR3VWW2tJj1MvE/rx9L78xOaBDFkgR4OsiLGZQhzOKBA8oJlmyiCMKcql0hHiGOsFQhVlQI5uzJ86RzXDeNunl1Um2cF3GUwR7YBzVgglPQAJegBdoAg0fwDF7Bm/akvWjv2se0tKQVPb vgD7TPH3Y/nWE=</latexit><latexit sha1_base64="l//PaysfdxYnCBdAkYfciFHUplo=">AAACEXicbVDLSsNAFJ3UV62vqEs3g0WoICURQZdFN3ZXwT6kCWEynb RDJw9nJkKN+QU3/oobF4q4defOv3GSZqGtB4Y5nHMv997jRowKaRjfWmlhcWl5pbxaWVvf2NzSt3c6Iow5Jm0cspD3XCQIowFpSyoZ6UWcIN9lpOuOLzK/e0e4oGFwLScRsX00DKhHMZJKcvTarZNY0Yg6zbRm+UiOXC+5T53mA7QUu0mP8n+YHjp61agbOeA8MQtSBQVajv5lDUIc +ySQmCEh+qYRSTtBXFLMSFqxYkEihMdoSPqKBsgnwk7yi1J4oJQB9EKuXiBhrv7uSJAvxMR3VWW2tJj1MvE/rx9L78xOaBDFkgR4OsiLGZQhzOKBA8oJlmyiCMKcql0hHiGOsFQhVlQI5uzJ86RzXDeNunl1Um2cF3GUwR7YBzVgglPQAJegBdoAg0fwDF7Bm/akvWjv2se0tKQVPb vgD7TPH3Y/nWE=</latexit>
N<latexit sha1_base64="FsFohXQjc3OA/BBAi7JXP9TMCN0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRiydpwX5AG 8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjft+ueJW3TnIKvFyUoEc9X75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8r GdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldpPHUYQTOIVz8OAKanAHdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fppGM0g==</latexit ><latexit sha1_base64="FsFohXQjc3OA/BBAi7JXP9TMCN0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRiydpwX5AG 8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjft+ueJW3TnIKvFyUoEc9X75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8r GdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldpPHUYQTOIVz8OAKanAHdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fppGM0g==</latexit ><latexit sha1_base64="FsFohXQjc3OA/BBAi7JXP9TMCN0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRiydpwX5AG 8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjft+ueJW3TnIKvFyUoEc9X75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8r GdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldpPHUYQTOIVz8OAKanAHdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fppGM0g==</latexit ><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO 5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUP NM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64="h9GLNPhIlhJID1m/Fwiv2jkEGto=">AAAB3XicbZBLSwMxFIXv1FetVatbN8EiuCozbnQpuHElLdgHt EPJpHfa2ExmSO4IpfQXuHGhiH/Lnf/G9LHQ1gOBj3MScu+JMiUt+f63V9ja3tndK+6XDsqHR8eVk3LLprkR2BSpSk0n4haV1NgkSQo7mUGeRArb0fhunref0ViZ6keaZBgmfKhlLAUnZzUe+pWqX/MXYpsQrKAKK9X7la/eIBV5gpqE4tZ2Az+jcMoNSaFwVurlFjMuxny IXYeaJ2jD6WLQGbtwzoDFqXFHE1u4v19MeWLtJInczYTTyK5nc/O/rJtTfBNOpc5yQi2WH8W5YpSy+dZsIA0KUhMHXBjpZmVixA0X5LopuRKC9ZU3oXVVC/xa0PChCGdwDpcQwDXcwj3UoQkCEF7gDd69J+/V+1jWVfBWvZ3CH3mfP5O5i38=</latexit><latexit sha1_base64="h9GLNPhIlhJID1m/Fwiv2jkEGto=">AAAB3XicbZBLSwMxFIXv1FetVatbN8EiuCozbnQpuHElLdgHt EPJpHfa2ExmSO4IpfQXuHGhiH/Lnf/G9LHQ1gOBj3MScu+JMiUt+f63V9ja3tndK+6XDsqHR8eVk3LLprkR2BSpSk0n4haV1NgkSQo7mUGeRArb0fhunref0ViZ6keaZBgmfKhlLAUnZzUe+pWqX/MXYpsQrKAKK9X7la/eIBV5gpqE4tZ2Az+jcMoNSaFwVurlFjMuxny IXYeaJ2jD6WLQGbtwzoDFqXFHE1u4v19MeWLtJInczYTTyK5nc/O/rJtTfBNOpc5yQi2WH8W5YpSy+dZsIA0KUhMHXBjpZmVixA0X5LopuRKC9ZU3oXVVC/xa0PChCGdwDpcQwDXcwj3UoQkCEF7gDd69J+/V+1jWVfBWvZ3CH3mfP5O5i38=</latexit><latexit sha1_base64="iwegYVoV4XdBhs2IFDyygCzJ2K0=">AAAB6HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5sTBm0sZIEzAckR 9jbzCVr9vaO3T0hHPkFNhaK2PqT7Pw3bpIrNPHBwOO9GWbmBYng2rjut1PY2Nza3inulvb2Dw6PyscnbR2nimGLxSJW3YBqFFxiy3AjsJsopFEgsBNMbud+5wmV5rF8MNME/YiOJA85o8ZKzftBueJW3QXIOvFyUoEcjUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8o mdIQ9SyWNUPvZ4tAZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSas+RmXSWpQsuWiMBXExGT+NRlyhcyIqSWUKW5vJWxMFWXGZlOyIXirL6+T9lXVc6te063Ub/I4inAG53AJHlxDHe6gAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kDpVGMzg==</latexit ><latexit sha1_base64="FsFohXQjc3OA/BBAi7JXP9TMCN0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRiydpwX5AG 8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjft+ueJW3TnIKvFyUoEc9X75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8r GdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldpPHUYQTOIVz8OAKanAHdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fppGM0g==</latexit ><latexit sha1_base64="FsFohXQjc3OA/BBAi7JXP9TMCN0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRiydpwX5AG 8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjft+ueJW3TnIKvFyUoEc9X75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8r GdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldpPHUYQTOIVz8OAKanAHdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fppGM0g==</latexit ><latexit sha1_base64="FsFohXQjc3OA/BBAi7JXP9TMCN0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRiydpwX5AG 8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjft+ueJW3TnIKvFyUoEc9X75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8r GdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldpPHUYQTOIVz8OAKanAHdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fppGM0g==</latexit ><latexit sha1_base64="FsFohXQjc3OA/BBAi7JXP9TMCN0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRiydpwX5AG 8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjft+ueJW3TnIKvFyUoEc9X75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8r GdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldpPHUYQTOIVz8OAKanAHdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fppGM0g==</latexit ><latexit sha1_base64="FsFohXQjc3OA/BBAi7JXP9TMCN0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRiydpwX5AG 8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjft+ueJW3TnIKvFyUoEc9X75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8r GdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldpPHUYQTOIVz8OAKanAHdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fppGM0g==</latexit ><latexit sha1_base64="FsFohXQjc3OA/BBAi7JXP9TMCN0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRiydpwX5AG 8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjft+ueJW3TnIKvFyUoEc9X75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8r GdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldpPHUYQTOIVz8OAKanAHdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fppGM0g==</latexit >
J
<latexit sha1_base64="nEzR62Q+DoMdMm1HbGIFDTUd6JM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeCF/HUgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2j pOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M79zhMqzWP5YKYJ+hEdSR5yRo2VmveDcsWtuguQdeLlpAI5GoPyV38YszRCaZigWvc8NzF+RpXhTOCs1E81JpRN6Ah7lkoaofazxaEzcmGVIQljZUsaslB/T2Q00noaBbYzomasV725+J/XS01442dcJqlByZaLwlQQE5P512TIFTIjppZQpri9lbAxVZQZm03JhuCtvrxO2ldVz616zetKvZ7HUYQzOIdL8KAGdbiDBrSAAcIzvMKb8+i8OO/Ox7K14OQzp/AHzucPn+eMzA==</latexit><latexit sha1_base64="nEzR62Q+DoMdMm1HbGIFDTUd6JM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeCF/HUgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2j pOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M79zhMqzWP5YKYJ+hEdSR5yRo2VmveDcsWtuguQdeLlpAI5GoPyV38YszRCaZigWvc8NzF+RpXhTOCs1E81JpRN6Ah7lkoaofazxaEzcmGVIQljZUsaslB/T2Q00noaBbYzomasV725+J/XS01442dcJqlByZaLwlQQE5P512TIFTIjppZQpri9lbAxVZQZm03JhuCtvrxO2ldVz616zetKvZ7HUYQzOIdL8KAGdbiDBrSAAcIzvMKb8+i8OO/Ox7K14OQzp/AHzucPn+eMzA==</latexit><latexit sha1_base64="nEzR62Q+DoMdMm1HbGIFDTUd6JM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeCF/HUgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2j pOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M79zhMqzWP5YKYJ+hEdSR5yRo2VmveDcsWtuguQdeLlpAI5GoPyV38YszRCaZigWvc8NzF+RpXhTOCs1E81JpRN6Ah7lkoaofazxaEzcmGVIQljZUsaslB/T2Q00noaBbYzomasV725+J/XS01442dcJqlByZaLwlQQE5P512TIFTIjppZQpri9lbAxVZQZm03JhuCtvrxO2ldVz616zetKvZ7HUYQzOIdL8KAGdbiDBrSAAcIzvMKb8+i8OO/Ox7K14OQzp/AHzucPn+eMzA==</latexit><latexit sha1_base64="nEzR62Q+DoMdMm1HbGIFDTUd6JM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeCF/HUgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2j pOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M79zhMqzWP5YKYJ+hEdSR5yRo2VmveDcsWtuguQdeLlpAI5GoPyV38YszRCaZigWvc8NzF+RpXhTOCs1E81JpRN6Ah7lkoaofazxaEzcmGVIQljZUsaslB/T2Q00noaBbYzomasV725+J/XS01442dcJqlByZaLwlQQE5P512TIFTIjppZQpri9lbAxVZQZm03JhuCtvrxO2ldVz616zetKvZ7HUYQzOIdL8KAGdbiDBrSAAcIzvMKb8+i8OO/Ox7K14OQzp/AHzucPn+eMzA==</latexit>
 G
<latexit sha1_base64="GYo06kIDV0481hARl7Q1yYwsSIU=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV 0R9Bj0oMcI5gHJEmYnvcmY2ZllZlYIIf/gxYMiXv0fb/6Nk2QPmljQUFR1090VpYIb6/vf3srq2vrGZmGruL2zu7dfOjhsGJVphnWmhNKtiBoUXGLdciuwlWqkSSSwGQ1vpn7zCbXhSj7YUYphQvuSx5xR66RGpzbg3dtuqexX/B nIMglyUoYctW7pq9NTLEtQWiaoMe3AT204ptpyJnBS7GQGU8qGtI9tRyVN0ITj2bUTcuqUHomVdiUtmam/J8Y0MWaURK4zoXZgFr2p+J/Xzmx8FY65TDOLks0XxZkgVpHp66THNTIrRo5Qprm7lbAB1ZRZF1DRhRAsvrxMGueVwK 8E9xfl6nUeRwGO4QTOIIBLqMId1KAODB7hGV7hzVPei/fufcxbV7x85gj+wPv8ASuejtk=</latexit><latexit sha1_base64="GYo06kIDV0481hARl7Q1yYwsSIU=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV 0R9Bj0oMcI5gHJEmYnvcmY2ZllZlYIIf/gxYMiXv0fb/6Nk2QPmljQUFR1090VpYIb6/vf3srq2vrGZmGruL2zu7dfOjhsGJVphnWmhNKtiBoUXGLdciuwlWqkSSSwGQ1vpn7zCbXhSj7YUYphQvuSx5xR66RGpzbg3dtuqexX/B nIMglyUoYctW7pq9NTLEtQWiaoMe3AT204ptpyJnBS7GQGU8qGtI9tRyVN0ITj2bUTcuqUHomVdiUtmam/J8Y0MWaURK4zoXZgFr2p+J/Xzmx8FY65TDOLks0XxZkgVpHp66THNTIrRo5Qprm7lbAB1ZRZF1DRhRAsvrxMGueVwK 8E9xfl6nUeRwGO4QTOIIBLqMId1KAODB7hGV7hzVPei/fufcxbV7x85gj+wPv8ASuejtk=</latexit><latexit sha1_base64="GYo06kIDV0481hARl7Q1yYwsSIU=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV 0R9Bj0oMcI5gHJEmYnvcmY2ZllZlYIIf/gxYMiXv0fb/6Nk2QPmljQUFR1090VpYIb6/vf3srq2vrGZmGruL2zu7dfOjhsGJVphnWmhNKtiBoUXGLdciuwlWqkSSSwGQ1vpn7zCbXhSj7YUYphQvuSx5xR66RGpzbg3dtuqexX/B nIMglyUoYctW7pq9NTLEtQWiaoMe3AT204ptpyJnBS7GQGU8qGtI9tRyVN0ITj2bUTcuqUHomVdiUtmam/J8Y0MWaURK4zoXZgFr2p+J/Xzmx8FY65TDOLks0XxZkgVpHp66THNTIrRo5Qprm7lbAB1ZRZF1DRhRAsvrxMGueVwK 8E9xfl6nUeRwGO4QTOIIBLqMId1KAODB7hGV7hzVPei/fufcxbV7x85gj+wPv8ASuejtk=</latexit><latexit sha1_base64="GYo06kIDV0481hARl7Q1yYwsSIU=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV 0R9Bj0oMcI5gHJEmYnvcmY2ZllZlYIIf/gxYMiXv0fb/6Nk2QPmljQUFR1090VpYIb6/vf3srq2vrGZmGruL2zu7dfOjhsGJVphnWmhNKtiBoUXGLdciuwlWqkSSSwGQ1vpn7zCbXhSj7YUYphQvuSx5xR66RGpzbg3dtuqexX/B nIMglyUoYctW7pq9NTLEtQWiaoMe3AT204ptpyJnBS7GQGU8qGtI9tRyVN0ITj2bUTcuqUHomVdiUtmam/J8Y0MWaURK4zoXZgFr2p+J/Xzmx8FY65TDOLks0XxZkgVpHp66THNTIrRo5Qprm7lbAB1ZRZF1DRhRAsvrxMGueVwK 8E9xfl6nUeRwGO4QTOIIBLqMId1KAODB7hGV7hzVPei/fufcxbV7x85gj+wPv8ASuejtk=</latexit>
 I
<latexit sha1_base64="eDJZ6xFi/Rp++o4qUNIP8pZBQGw=">AAAB7XicbVDLSgNBEOz1GeMr6 tHLYBA8hV0R9Bj0orcI5gHJEmYnvcmY2ZllZlYIIf/gxYMiXv0fb/6Nk2QPmljQUFR1090VpYIb6/vf3srq2vrGZmGruL2zu7dfOjhsGJVphnWmhNKtiBoUXGLdciuwlWqkSSSwGQ1vpn7zCbXhSj7YUY phQvuSx5xR66RGpzbg3btuqexX/BnIMglyUoYctW7pq9NTLEtQWiaoMe3AT204ptpyJnBS7GQGU8qGtI9tRyVN0ITj2bUTcuqUHomVdiUtmam/J8Y0MWaURK4zoXZgFr2p+J/Xzmx8FY65TDOLks0XxZk gVpHp66THNTIrRo5Qprm7lbAB1ZRZF1DRhRAsvrxMGueVwK8E9xfl6nUeRwGO4QTOIIBLqMIt1KAODB7hGV7hzVPei/fufcxbV7x85gj+wPv8AS6mjts=</latexit><latexit sha1_base64="eDJZ6xFi/Rp++o4qUNIP8pZBQGw=">AAAB7XicbVDLSgNBEOz1GeMr6 tHLYBA8hV0R9Bj0orcI5gHJEmYnvcmY2ZllZlYIIf/gxYMiXv0fb/6Nk2QPmljQUFR1090VpYIb6/vf3srq2vrGZmGruL2zu7dfOjhsGJVphnWmhNKtiBoUXGLdciuwlWqkSSSwGQ1vpn7zCbXhSj7YUY phQvuSx5xR66RGpzbg3btuqexX/BnIMglyUoYctW7pq9NTLEtQWiaoMe3AT204ptpyJnBS7GQGU8qGtI9tRyVN0ITj2bUTcuqUHomVdiUtmam/J8Y0MWaURK4zoXZgFr2p+J/Xzmx8FY65TDOLks0XxZk gVpHp66THNTIrRo5Qprm7lbAB1ZRZF1DRhRAsvrxMGueVwK8E9xfl6nUeRwGO4QTOIIBLqMIt1KAODB7hGV7hzVPei/fufcxbV7x85gj+wPv8AS6mjts=</latexit><latexit sha1_base64="eDJZ6xFi/Rp++o4qUNIP8pZBQGw=">AAAB7XicbVDLSgNBEOz1GeMr6 tHLYBA8hV0R9Bj0orcI5gHJEmYnvcmY2ZllZlYIIf/gxYMiXv0fb/6Nk2QPmljQUFR1090VpYIb6/vf3srq2vrGZmGruL2zu7dfOjhsGJVphnWmhNKtiBoUXGLdciuwlWqkSSSwGQ1vpn7zCbXhSj7YUY phQvuSx5xR66RGpzbg3btuqexX/BnIMglyUoYctW7pq9NTLEtQWiaoMe3AT204ptpyJnBS7GQGU8qGtI9tRyVN0ITj2bUTcuqUHomVdiUtmam/J8Y0MWaURK4zoXZgFr2p+J/Xzmx8FY65TDOLks0XxZk gVpHp66THNTIrRo5Qprm7lbAB1ZRZF1DRhRAsvrxMGueVwK8E9xfl6nUeRwGO4QTOIIBLqMIt1KAODB7hGV7hzVPei/fufcxbV7x85gj+wPv8AS6mjts=</latexit><latexit sha1_base64="eDJZ6xFi/Rp++o4qUNIP8pZBQGw=">AAAB7XicbVDLSgNBEOz1GeMr6 tHLYBA8hV0R9Bj0orcI5gHJEmYnvcmY2ZllZlYIIf/gxYMiXv0fb/6Nk2QPmljQUFR1090VpYIb6/vf3srq2vrGZmGruL2zu7dfOjhsGJVphnWmhNKtiBoUXGLdciuwlWqkSSSwGQ1vpn7zCbXhSj7YUY phQvuSx5xR66RGpzbg3btuqexX/BnIMglyUoYctW7pq9NTLEtQWiaoMe3AT204ptpyJnBS7GQGU8qGtI9tRyVN0ITj2bUTcuqUHomVdiUtmam/J8Y0MWaURK4zoXZgFr2p+J/Xzmx8FY65TDOLks0XxZk gVpHp66THNTIrRo5Qprm7lbAB1ZRZF1DRhRAsvrxMGueVwK8E9xfl6nUeRwGO4QTOIIBLqMIt1KAODB7hGV7hzVPei/fufcxbV7x85gj+wPv8AS6mjts=</latexit>
 P
<latexit sha1_base64="aIEhb2vAV69jmlC86j/sBavHRyc=">AAAB7XicbVDLSgMxFL1TX7W+qi7dB IvgqsyIoMuiG5cV7APaoWTStI3NJENyRyhD/8GNC0Xc+j/u/BvTdhbaeiBwOOdccu+JEiks+v63V1hb39jcKm6Xdnb39g/Kh0dNq1PDeINpqU07opZLoXgDBUreTgyncSR5KxrfzvzWEzdWaPWAk4SHMR0qMRCMopO a3fpI9Oq9csWv+nOQVRLkpAI5XP6r29csjblCJqm1ncBPMMyoQcEkn5a6qeUJZWM65B1HFY25DbP5tlNy5pQ+GWjjnkIyV39PZDS2dhJHLhlTHNllbyb+53VSHFyHmVBJilyxxUeDVBLUZHY66QvDGcqJI5QZ4XYlb EQNZegKKrkSguWTV0nzohr41eD+slK7yesowgmcwjkEcAU1uIM6NIDBIzzDK7x52nvx3r2PRbTg5TPH8Afe5w85Qo7i</latexit><latexit sha1_base64="aIEhb2vAV69jmlC86j/sBavHRyc=">AAAB7XicbVDLSgMxFL1TX7W+qi7dB IvgqsyIoMuiG5cV7APaoWTStI3NJENyRyhD/8GNC0Xc+j/u/BvTdhbaeiBwOOdccu+JEiks+v63V1hb39jcKm6Xdnb39g/Kh0dNq1PDeINpqU07opZLoXgDBUreTgyncSR5KxrfzvzWEzdWaPWAk4SHMR0qMRCMopO a3fpI9Oq9csWv+nOQVRLkpAI5XP6r29csjblCJqm1ncBPMMyoQcEkn5a6qeUJZWM65B1HFY25DbP5tlNy5pQ+GWjjnkIyV39PZDS2dhJHLhlTHNllbyb+53VSHFyHmVBJilyxxUeDVBLUZHY66QvDGcqJI5QZ4XYlb EQNZegKKrkSguWTV0nzohr41eD+slK7yesowgmcwjkEcAU1uIM6NIDBIzzDK7x52nvx3r2PRbTg5TPH8Afe5w85Qo7i</latexit><latexit sha1_base64="aIEhb2vAV69jmlC86j/sBavHRyc=">AAAB7XicbVDLSgMxFL1TX7W+qi7dB IvgqsyIoMuiG5cV7APaoWTStI3NJENyRyhD/8GNC0Xc+j/u/BvTdhbaeiBwOOdccu+JEiks+v63V1hb39jcKm6Xdnb39g/Kh0dNq1PDeINpqU07opZLoXgDBUreTgyncSR5KxrfzvzWEzdWaPWAk4SHMR0qMRCMopO a3fpI9Oq9csWv+nOQVRLkpAI5XP6r29csjblCJqm1ncBPMMyoQcEkn5a6qeUJZWM65B1HFY25DbP5tlNy5pQ+GWjjnkIyV39PZDS2dhJHLhlTHNllbyb+53VSHFyHmVBJilyxxUeDVBLUZHY66QvDGcqJI5QZ4XYlb EQNZegKKrkSguWTV0nzohr41eD+slK7yesowgmcwjkEcAU1uIM6NIDBIzzDK7x52nvx3r2PRbTg5TPH8Afe5w85Qo7i</latexit><latexit sha1_base64="aIEhb2vAV69jmlC86j/sBavHRyc=">AAAB7XicbVDLSgMxFL1TX7W+qi7dB IvgqsyIoMuiG5cV7APaoWTStI3NJENyRyhD/8GNC0Xc+j/u/BvTdhbaeiBwOOdccu+JEiks+v63V1hb39jcKm6Xdnb39g/Kh0dNq1PDeINpqU07opZLoXgDBUreTgyncSR5KxrfzvzWEzdWaPWAk4SHMR0qMRCMopO a3fpI9Oq9csWv+nOQVRLkpAI5XP6r29csjblCJqm1ncBPMMyoQcEkn5a6qeUJZWM65B1HFY25DbP5tlNy5pQ+GWjjnkIyV39PZDS2dhJHLhlTHNllbyb+53VSHFyHmVBJilyxxUeDVBLUZHY66QvDGcqJI5QZ4XYlb EQNZegKKrkSguWTV0nzohr41eD+slK7yesowgmcwjkEcAU1uIM6NIDBIzzDK7x52nvx3r2PRbTg5TPH8Afe5w85Qo7i</latexit>
g(n)
<latexit sha1_base64="0MYRFe6Ajl9QvBgAUOuMUydhEyQ=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoMQL2FXAnoMCOIxgnlAsobZyWwyZHZ2mekVwhLwF7x4UMSr 3+PNv3HyOGhiQUNR1U13V5BIYdB1v53c2vrG5lZ+u7Czu7d/UDw8apo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtdTv/XItRGxusdxwv2IDpQIBaNopdbgISur80mvWHIr7gxklXgLUoIF6r3iV7cfszTiCpmkxnQ8N0E/oxoFk3xS6KaGJ5SN6IB3LFU04sbPZudOyJlV+iSMtS2FZKb+nshoZMw4CmxnRHFolr2p+J/XSTG88jOhkhS5YvN FYSoJxmT6O+kLzRnKsSWUaWFvJWxINWVoEyrYELzll1dJ86LiuRXvrlqq3TzN48jDCZxCGTy4hBrcQh0awGAEz/AKb07ivDjvzse8NecsIjyGP3A+fwAA54/A</latexit><latexit sha1_base64="0MYRFe6Ajl9QvBgAUOuMUydhEyQ=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoMQL2FXAnoMCOIxgnlAsobZyWwyZHZ2mekVwhLwF7x4UMSr 3+PNv3HyOGhiQUNR1U13V5BIYdB1v53c2vrG5lZ+u7Czu7d/UDw8apo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtdTv/XItRGxusdxwv2IDpQIBaNopdbgISur80mvWHIr7gxklXgLUoIF6r3iV7cfszTiCpmkxnQ8N0E/oxoFk3xS6KaGJ5SN6IB3LFU04sbPZudOyJlV+iSMtS2FZKb+nshoZMw4CmxnRHFolr2p+J/XSTG88jOhkhS5YvN FYSoJxmT6O+kLzRnKsSWUaWFvJWxINWVoEyrYELzll1dJ86LiuRXvrlqq3TzN48jDCZxCGTy4hBrcQh0awGAEz/AKb07ivDjvzse8NecsIjyGP3A+fwAA54/A</latexit><latexit sha1_base64="0MYRFe6Ajl9QvBgAUOuMUydhEyQ=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoMQL2FXAnoMCOIxgnlAsobZyWwyZHZ2mekVwhLwF7x4UMSr 3+PNv3HyOGhiQUNR1U13V5BIYdB1v53c2vrG5lZ+u7Czu7d/UDw8apo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtdTv/XItRGxusdxwv2IDpQIBaNopdbgISur80mvWHIr7gxklXgLUoIF6r3iV7cfszTiCpmkxnQ8N0E/oxoFk3xS6KaGJ5SN6IB3LFU04sbPZudOyJlV+iSMtS2FZKb+nshoZMw4CmxnRHFolr2p+J/XSTG88jOhkhS5YvN FYSoJxmT6O+kLzRnKsSWUaWFvJWxINWVoEyrYELzll1dJ86LiuRXvrlqq3TzN48jDCZxCGTy4hBrcQh0awGAEz/AKb07ivDjvzse8NecsIjyGP3A+fwAA54/A</latexit><latexit sha1_base64="0MYRFe6Ajl9QvBgAUOuMUydhEyQ=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoMQL2FXAnoMCOIxgnlAsobZyWwyZHZ2mekVwhLwF7x4UMSr 3+PNv3HyOGhiQUNR1U13V5BIYdB1v53c2vrG5lZ+u7Czu7d/UDw8apo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtdTv/XItRGxusdxwv2IDpQIBaNopdbgISur80mvWHIr7gxklXgLUoIF6r3iV7cfszTiCpmkxnQ8N0E/oxoFk3xS6KaGJ5SN6IB3LFU04sbPZudOyJlV+iSMtS2FZKb+nshoZMw4CmxnRHFolr2p+J/XSTG88jOhkhS5YvN FYSoJxmT6O+kLzRnKsSWUaWFvJWxINWVoEyrYELzll1dJ86LiuRXvrlqq3TzN48jDCZxCGTy4hBrcQh0awGAEz/AKb07ivDjvzse8NecsIjyGP3A+fwAA54/A</latexit>
u(n)
<latexit sha1_base64="Q775MNYkKnILjgO74FK6ApGxxP4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBahXkoigh4LgnisYD+gjWWz3bRLN5uwOxFK6I/w4kERr/4e b/4bt20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrTkANl0LxJgqUvJNoTqNA8nYwvpn57SeujYjVA04S7kd0qEQoGEUrtdPHrKrOp/1yxa25c5BV4uWkAjka/fJXbxCzNOIKmaTGdD03QT+jGgWTfFrqpYYnlI3pkHctVTTixs/m507JmVUGJIy1LYVkrv6eyGhkzCQKbGdEcWSWvZn4n9dNMbz2M6GSFLlii0V hKgnGZPY7GQjNGcqJJZRpYW8lbEQ1ZWgTKtkQvOWXV0nroua5Ne/+slK/zeMowgmcQhU8uII63EEDmsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w/wZI9O</latexit><latexit sha1_base64="Q775MNYkKnILjgO74FK6ApGxxP4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBahXkoigh4LgnisYD+gjWWz3bRLN5uwOxFK6I/w4kERr/4e b/4bt20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrTkANl0LxJgqUvJNoTqNA8nYwvpn57SeujYjVA04S7kd0qEQoGEUrtdPHrKrOp/1yxa25c5BV4uWkAjka/fJXbxCzNOIKmaTGdD03QT+jGgWTfFrqpYYnlI3pkHctVTTixs/m507JmVUGJIy1LYVkrv6eyGhkzCQKbGdEcWSWvZn4n9dNMbz2M6GSFLlii0V hKgnGZPY7GQjNGcqJJZRpYW8lbEQ1ZWgTKtkQvOWXV0nroua5Ne/+slK/zeMowgmcQhU8uII63EEDmsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w/wZI9O</latexit><latexit sha1_base64="Q775MNYkKnILjgO74FK6ApGxxP4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBahXkoigh4LgnisYD+gjWWz3bRLN5uwOxFK6I/w4kERr/4e b/4bt20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrTkANl0LxJgqUvJNoTqNA8nYwvpn57SeujYjVA04S7kd0qEQoGEUrtdPHrKrOp/1yxa25c5BV4uWkAjka/fJXbxCzNOIKmaTGdD03QT+jGgWTfFrqpYYnlI3pkHctVTTixs/m507JmVUGJIy1LYVkrv6eyGhkzCQKbGdEcWSWvZn4n9dNMbz2M6GSFLlii0V hKgnGZPY7GQjNGcqJJZRpYW8lbEQ1ZWgTKtkQvOWXV0nroua5Ne/+slK/zeMowgmcQhU8uII63EEDmsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w/wZI9O</latexit><latexit sha1_base64="Q775MNYkKnILjgO74FK6ApGxxP4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBahXkoigh4LgnisYD+gjWWz3bRLN5uwOxFK6I/w4kERr/4e b/4bt20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrTkANl0LxJgqUvJNoTqNA8nYwvpn57SeujYjVA04S7kd0qEQoGEUrtdPHrKrOp/1yxa25c5BV4uWkAjka/fJXbxCzNOIKmaTGdD03QT+jGgWTfFrqpYYnlI3pkHctVTTixs/m507JmVUGJIy1LYVkrv6eyGhkzCQKbGdEcWSWvZn4n9dNMbz2M6GSFLlii0V hKgnGZPY7GQjNGcqJJZRpYW8lbEQ1ZWgTKtkQvOWXV0nroua5Ne/+slK/zeMowgmcQhU8uII63EEDmsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w/wZI9O</latexit>Y (n)<latexit sha1_base64="SxUSjHOIcfrw+kp23CXW904NrhE=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSLUS0lE0GNBEI8V7Ie0sWy2m3bpZhN2J0IJ/RFePCji1d/ jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMrqd+64lrI2J1j+OE+xEdKBEKRtFKrYfHrKLOJr1S2a26M5Bl4uWkDDnqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m507IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLl i80VhKgnGZPo76QvNGcqxJZRpYW8lbEg1ZWgTKtoQvMWXl0nzvOq5Ve/uoly7yeMowDGcQAU8uIQa3EIdGsBgBM/wCm9O4rw4787HvHXFyWeO4A+czx/FTI8y</latexit><latexit sha1_base64="SxUSjHOIcfrw+kp23CXW904NrhE=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSLUS0lE0GNBEI8V7Ie0sWy2m3bpZhN2J0IJ/RFePCji1d/ jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMrqd+64lrI2J1j+OE+xEdKBEKRtFKrYfHrKLOJr1S2a26M5Bl4uWkDDnqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m507IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLl i80VhKgnGZPo76QvNGcqxJZRpYW8lbEg1ZWgTKtoQvMWXl0nzvOq5Ve/uoly7yeMowDGcQAU8uIQa3EIdGsBgBM/wCm9O4rw4787HvHXFyWeO4A+czx/FTI8y</latexit><latexit sha1_base64="SxUSjHOIcfrw+kp23CXW904NrhE=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSLUS0lE0GNBEI8V7Ie0sWy2m3bpZhN2J0IJ/RFePCji1d/ jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMrqd+64lrI2J1j+OE+xEdKBEKRtFKrYfHrKLOJr1S2a26M5Bl4uWkDDnqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m507IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLl i80VhKgnGZPo76QvNGcqxJZRpYW8lbEg1ZWgTKtoQvMWXl0nzvOq5Ve/uoly7yeMowDGcQAU8uIQa3EIdGsBgBM/wCm9O4rw4787HvHXFyWeO4A+czx/FTI8y</latexit><latexit sha1_base64="SxUSjHOIcfrw+kp23CXW904NrhE=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSLUS0lE0GNBEI8V7Ie0sWy2m3bpZhN2J0IJ/RFePCji1d/ jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMrqd+64lrI2J1j+OE+xEdKBEKRtFKrYfHrKLOJr1S2a26M5Bl4uWkDDnqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m507IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLl i80VhKgnGZPo76QvNGcqxJZRpYW8lbEg1ZWgTKtoQvMWXl0nzvOq5Ve/uoly7yeMowDGcQAU8uIQa3EIdGsBgBM/wCm9O4rw4787HvHXFyWeO4A+czx/FTI8y</latexit>
z
(n)
I
<latexit sha1_base64="Ibs8SOBVcjwnh5gMLAONJGV/BsM=">AAAB+XicbVBNS8NAEJ34WetX1KOXYBHqpSQi6LEgiN4q2A9oY9hsN+3SzSbsbgp1yT/x4kERr/4Tb/ 4bt20O2vpg4PHeDDPzwpRRqVz321pZXVvf2Cxtlbd3dvf27YPDlkwygUkTJywRnRBJwignTUUVI51UEBSHjLTD0fXUb4+JkDThD2qSEj9GA04jipEyUmDbuhdG+inPg7tHXeVneWBX3Jo7g7NMvIJUoEAjsL96/QRnMeEKMyRl13NT5WskFMWM5OVeJkmK8AgNSNdQjmIifT27PHdOjdJ3okSY4sqZqb8nNIqlnMSh6YyRGspFbyr+53UzFV35mvI0U4 Tj+aIoY45KnGkMTp8KghWbGIKwoOZWBw+RQFiZsMomBG/x5WXSOq95bs27v6jUb4o4SnAMJ1AFDy6hDrfQgCZgGMMzvMKbpa0X6936mLeuWMXMEfyB9fkDj9aTmg==</latexit><latexit sha1_base64="Ibs8SOBVcjwnh5gMLAONJGV/BsM=">AAAB+XicbVBNS8NAEJ34WetX1KOXYBHqpSQi6LEgiN4q2A9oY9hsN+3SzSbsbgp1yT/x4kERr/4Tb/ 4bt20O2vpg4PHeDDPzwpRRqVz321pZXVvf2Cxtlbd3dvf27YPDlkwygUkTJywRnRBJwignTUUVI51UEBSHjLTD0fXUb4+JkDThD2qSEj9GA04jipEyUmDbuhdG+inPg7tHXeVneWBX3Jo7g7NMvIJUoEAjsL96/QRnMeEKMyRl13NT5WskFMWM5OVeJkmK8AgNSNdQjmIifT27PHdOjdJ3okSY4sqZqb8nNIqlnMSh6YyRGspFbyr+53UzFV35mvI0U4 Tj+aIoY45KnGkMTp8KghWbGIKwoOZWBw+RQFiZsMomBG/x5WXSOq95bs27v6jUb4o4SnAMJ1AFDy6hDrfQgCZgGMMzvMKbpa0X6936mLeuWMXMEfyB9fkDj9aTmg==</latexit><latexit sha1_base64="Ibs8SOBVcjwnh5gMLAONJGV/BsM=">AAAB+XicbVBNS8NAEJ34WetX1KOXYBHqpSQi6LEgiN4q2A9oY9hsN+3SzSbsbgp1yT/x4kERr/4Tb/ 4bt20O2vpg4PHeDDPzwpRRqVz321pZXVvf2Cxtlbd3dvf27YPDlkwygUkTJywRnRBJwignTUUVI51UEBSHjLTD0fXUb4+JkDThD2qSEj9GA04jipEyUmDbuhdG+inPg7tHXeVneWBX3Jo7g7NMvIJUoEAjsL96/QRnMeEKMyRl13NT5WskFMWM5OVeJkmK8AgNSNdQjmIifT27PHdOjdJ3okSY4sqZqb8nNIqlnMSh6YyRGspFbyr+53UzFV35mvI0U4 Tj+aIoY45KnGkMTp8KghWbGIKwoOZWBw+RQFiZsMomBG/x5WXSOq95bs27v6jUb4o4SnAMJ1AFDy6hDrfQgCZgGMMzvMKbpa0X6936mLeuWMXMEfyB9fkDj9aTmg==</latexit><latexit sha1_base64="Ibs8SOBVcjwnh5gMLAONJGV/BsM=">AAAB+XicbVBNS8NAEJ34WetX1KOXYBHqpSQi6LEgiN4q2A9oY9hsN+3SzSbsbgp1yT/x4kERr/4Tb/ 4bt20O2vpg4PHeDDPzwpRRqVz321pZXVvf2Cxtlbd3dvf27YPDlkwygUkTJywRnRBJwignTUUVI51UEBSHjLTD0fXUb4+JkDThD2qSEj9GA04jipEyUmDbuhdG+inPg7tHXeVneWBX3Jo7g7NMvIJUoEAjsL96/QRnMeEKMyRl13NT5WskFMWM5OVeJkmK8AgNSNdQjmIifT27PHdOjdJ3okSY4sqZqb8nNIqlnMSh6YyRGspFbyr+53UzFV35mvI0U4 Tj+aIoY45KnGkMTp8KghWbGIKwoOZWBw+RQFiZsMomBG/x5WXSOq95bs27v6jUb4o4SnAMJ1AFDy6hDrfQgCZgGMMzvMKbpa0X6936mLeuWMXMEfyB9fkDj9aTmg==</latexit>
z
(j)
G
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Figure 1. Auto-encoding hierarchical and nonlinear dynamical systems. (A): The computational flow graph for encoding, sampling
from the variational posterior, and simulating the dynamical system. Note that the sample and simulate operations are constrained to be
differentiable. (B): Probabilistic structure for the sequence-valued dependent variable Y. Dashed lines represent dependencies in q, and
solid lines in p. Φ represents prior information elicited from a domain expert.
an observation process ψ and noise process ρ.
For generality, in (4), we have included observer ψ and
noise process ρ functions. For dynamical systems that don’t
require such processes, ψ can be the identity function and ρ
some fixed covariance matrix.
The dynamics model f has parameters θ that are adjusted
during learning: for the white-box, they are group-level
offsets and scales applied to zG ∈ z; for the black-box
they are neural network weights. In all our experiments we
assume p(Y|M,Σ) to be Gaussian. The exact form of the
noise process ρ depends on which model we use, and will
be explained below according to the white- and black-box
framework.
Note that we have written (2) and (3) as a general dynamical
system. For processes that exhibit time-varying noise, we
can modify (2) and (3) with a time-dependent noise process,
to represent the diffusion and drift processes of a stochastic
differential equation. However, for clarity of exposition, we
will focus on ODE systems as the representative dynamical
system in the remainder.
2.3. Auto-Encoding Hierarchical and Nonlinear
Dynamical Systems
Core to our approach is amortised stochastic variational in-
ference (Hoffman et al., 2013) with a reparameterised varia-
tional distribution (Kingma & Welling, 2013; Rezende et al.,
2014), a.k.a. a variational auto-encoder (VAE). We extend
this basic framework to hierarchical structure in the dynam-
ical system through conditional variational autoencoders
(Sohn et al., 2015). We assume a conditional prior pθ(z|g),
conditional generative pθ(Y|z,g,u), and conditional vari-
ational qφ(z|Y,g,u) distributions whose parameters are
directly or indirectly calculated using neural networks. Fig-
ure 1A illustrates the computational flow of our framework.
Neural networks weights φ and θ are adjusted by stochas-
tic gradient ascent to maximise the evidence lower bound
(ELBO) on the conditional log marginal data likelihood
log p(Y|g,u):
Eqφ(z|Y,g,u)[log pθ(Y|z,g,u) + log pθ(z|g)
− log qφ(z|Y,g)] (6)
VAE training thus simultaneously learns an amortised infer-
ence model q and a generative model p, transforming tradi-
tional inference over an intractable integral into a gradient-
based optimisation procedure, bringing significant compu-
tational and scaling benefits to learning and inference. We
note that this inference method can also be applied to “sim-
ple” mechanistic models (i.e. a fixed decoder model) using
likelihood-free inference (Moreno et al., 2016; Tran et al.,
2017).
2.4. Multilevel Block-Conditional Encoder
Our approximate posterior qφ (z|Y,g) is factorised into
three blocks of independent latent variables representing
population, group, and individual factors:
qφP (zP )︸ ︷︷ ︸
Population
qφI (zI |Y,g)︸ ︷︷ ︸
Individual
∏
j
q
φ
(j)
G
(
z
(j)
G |g
)
︸ ︷︷ ︸
Group
This three-level hierarchy allows us to match latent variable
capacity to individual, group, and population level variabil-
ity according to our model of the data generating process.
For example, if the majority of the variability occurs at the
group level, more capacity in the variational posterior can be
assigned to the group-level block through additional dimen-
sions in zG. Note this flexibility generally applies only to
the black-box model, since the white-box parameter hierar-
chy is prescribed by domain knowledge. Next, we formalise
the notion of encoding variability at multiple hierarchical
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levels. Note that we make a mean-field assumption for the
variational posterior, but in general, any distributions may
be chosen.
Population-level latent variables are independent of ob-
servations and groups. For each of the L dimensions of the
population block of the mean-field posterior, we set
qφP (l) = N
(
µ = rl, σ
2 = exp{2vl}
)
,
where φP (l) = {rl, vl}, and rl, vl ∈ R.
Group-level latent variables are independent of Y but de-
pendent on group membership. Recall that a group is a
collection of components. As described in section 2.1, we
use the multi-hot gj to form a summation of group-specific
scalars, each of which corresponds to a component in the
following way:
q
φ
(j)
G (m)
= N (µ = ν>mgj , σ2 = exp{2η>mgj}),
where φG(m) = {νm,ηm}, sharing parameters among the
groups through the selector mechanism gj .
Individual-level latent variables are encoded in a manner
similar to typical VAEs. The weights and biases of a deep
neural network are contained in φI . The networks encode
the mean mk and variance vk functions for the k’th factor,
so that
qφI(k) = N
(
µ = mk(Y,g), σ
2 = vk(Y,g)
)
.
The encoder neural networks perform amortised inference
that is optimised during learning.
Alternatively, individual parameters can be optimised per
data instance, giving tighter ELBOs. However, non-
amortised stochastic variational inference (Hoffman et al.,
2013) would not scale with massive amounts of data—one
of the key desiderata for our method.
2.5. Block-Conditional Decoder
The bulk of the multilevel modelling occurs in the vari-
ational posterior, whose draws are used as parameters in
the ODE model f . However, group-conditional modifica-
tions are made to zG in both the white-box and black-box
decoder in order to induce the correct conditional proba-
bilistic structure for the conditional ELBO. For example,
before passing z(j)G into f , we apply weights w ∈ θ, modi-
fying z(j)G ← z(j)G ∗ exp(wT1 g) + wT2 g, corresponding to a
group-dependent Gaussian; this implies the correct condi-
tional VAE for group-conditional variables∗. The specific
form of the block-conditional decoder depends on white- or
∗ Note that in many cases, variables are constrained to be
positive, which we model as log-normals. In this case, z(j)G is
implicitly a group-dependent log-normal.
black-box right-hand side choices for the dynamical system.
We discuss these choices next and show how to induce the
appropriate multilevel probabilistic structure in each.
Black-Box Dynamics. To simplify notation, let Ψ =
{zP , zG, zI ,u,g} and a function based on a neural network
be ω. We can write an ODE equation as x˙ = ω(x,Ψ;θ),
where the dot indicates the first time derivative. In many
cases, including our case study, prior domain knowledge re-
garding the functional form of the ODE can be incorporated
into the black-box. For example, the following ODE is the
difference between a growth and degradation term for the
latent process, but we know that degradation will go to 0
when x → 0. To encode this we use a softplus activation
over two networks, denoted by +:
x˙ = ω+1 (x,Ψ)− x ω+2 (x,Ψ) (7)
where  is the Hadamard product.
Constant and Time-Varying Noise Models. Likelihood
p(Y|M,Σ) requires defining a noise process Σ = ρ(X, z).
For the white-box model, we assume constant variance
for each signal in Y; these are encoded using log-normal
population-level variables. For the black-box model, we
take a non-parametric approach and learn a time-dependent
variance model, using an additional black-box ODE model:
v˙ = ω+3 (v,x,Ψ)− v  ω+4 (v,x,Ψ) (8)
In experiments, we solve v simultaneously with x, which
adds little computational overhead, but provides a flexible,
data-driven approach to modelling observation noise. This
time-dependent variance process is applied element-wise as
Σ in Eq. 5.
2.6. Simulation: Modified Euler
For ODEs, we can explicitly write a solver to simulate the
dynamical system. Following (Chen et al., 2018), if the
ODE has too many parameters or the discretisation appears
to affect the quality of the solution, we can learn gradients in
a memory-efficient way through the adjoint method (Stapor
et al., 2018). The same simulation applies to white-box and
black-box methods, and the difference is contained in the
function fθ.
3. Prior Work
Prior work on learning the parameters of dynamical systems
is extensive; we present an overview of key works here. See
Appendix A for an extended discussion.
Markov-Chain Monte Carlo (MCMC) methods have
long been the gold standard for inference in ODEs (e.g., Xun
et al. 2013). Dalchau et al. (2019) applied MCMC inference
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to the synthetic biological problem described in Section 4,
however reports convergence times of 24-48 hours. Due to
numerical integration at each time step, MCMC is not scal-
able across large time series models, and lacks the flexibility,
interpretability, and compositionality of our method.
Likelihood-free methods (a.k.a. Approximate Bayesian
Computation (ABC)) can infer parameters of dynamical sys-
tems without running a Markov chain to convergence. For
instance, Sequential Monte Carlo ABC simulates a discre-
tised dynamical system to infer parameters of an ODE Toni
et al. (2009). We choose instead to take advantage of fast,
gradient-based optimization that scales better with data.
Gradient matching avoids numerical integration by using
a Gaussian Process (GP) regression to the state variables
of the dynamical system. Gorbach et al. (2017) use mean-
field variational inference and gradient matching to learn
parameters GPs that approximate dynamical systems. GPs
do not scale well to large datasets, and so are not applicable
to our massive data regime.
Variational inference for dynamical systems has been ap-
plied heavily in state-space models, e.g. Archer et al. (2015).
Unlike (Archer et al., 2015), our method deals with dynami-
cal systems that have hierarchical latent structure and highly
nonlinear latent transitions. Moreover, our model does not
require full state observability, which is infeasible in many
applications, including our case study.
Krishnan et al. (2015) learn nonlinear Kalman filters
through stochastic variational inference. They explicitly
generalise linear dynamical systems, discovering arbitrarily
complex transition dynamics and emission distributions. A
key difference is that the mean and covariance functions
for their (tridiagonal) variational distribution are recurrent
neural networks.
Ryder et al. (2018) uses variational inference for stochastic
differential equations. Their approximate posterior factor-
izes into one component that determines the parameters for
the SDE drift and diffusion matrices, and one that predicts
the parameters of the latent process. The component that
describes the latent process evolution is autoregressive, re-
quiring more computation. Our method induces hierarchical
structure in the approximate posterior rather than a complex
noise process, and deals with dynamical systems in greater
generality. Thus, given the generative process of an SDE,
our method could also be used for Bayesian inference over
such parameters.
Chen et al. (2018) propose neural ordinary differential equa-
tions and reinterpret deep neural networks that exhibit re-
peated composition as discretised ODEs. They use a dif-
ferent modelling regime to ours, in that we learn a block-
conditional variational distribution over the parameters of
a system of ODEs, while their variational distribution is
over the initial state of the latent time series, with the goal
of reinterpreting deep learning models as continuous-time
dynamical systems. We work from the opposite direction,
inducing hierarchical structure in the variational distribu-
tion for more efficient sharing of statistical strength during
parameter identification.
4. Synthetic Biology Case Study
We used our methodology to model bacterial cells that were
genetically engineered to respond to specific input signals.
Cells are typically engineered by inserting DNA that in-
structs the cells to produce proteins, which can implement
a range of information processing behaviours, including
Boolean logic gates (Nielsen et al., 2016), analog computa-
tion (Daniel et al., 2013), or inter-cellular communication
(Grant et al., 2016).
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Figure 2. Schematic view of the Synthetic Biology Case Study
A: Exchangeable genetic components are selected and inserted
into a circular piece of DNA called a plasmid (B), which genet-
ically encodes a receiver device. Each receiver device contains
a different combination of two types of components (yellow and
blue), each with several variants. C: The plasmid is inserted into
a bacterial cell culture, which is replicated and grown in wells
(circles) on an experimental plate. D: Each well is treated with
different concentrations of chemicals C6 and C12 and grown for
approximately 24 hours. E: During the growing period cameras
capture OD, RFP, YFP, CFP.
We considered a population of bacterial cell cultures, each
with a different combination of shared genetic components
(Figure 2). Each cell culture contained genetic components
implementing a double receiver device, which functions as
a biosensor by producing two receiver proteins, R and S.
Receiver R binds to input signal C6 to activate production
of cyan fluorescent protein (CFP), and receiver S binds to
input signal C12 to activate production of yellow fluorescent
protein (YFP) (Grant et al., 2016). Genetic components
associated with the efficiency of R production were one
of (Pcat, RS100, R33) and equivalently one of (Pcat, S32,
S175, S34) for S. Each culture continuously produces a red
fluorescent protein (RFP ), providing a baseline for cellular
activity. Finally, the size of the culture is measured as optical
density (OD).
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White-box model The white-box ODE model we con-
sider describes the evolution of the density c of the cell
culture as c˙ = γ(c).c. The function γ(c) defines a lag-
logistic scheme, considering the growth rate to be 0 before
a time tlag is reached, at which point there is a transition to
logistic (density-limited exponential) growth.
γ(c) = r. (1− c/K) /(1 + e−4(t−tlag)) (9)
Additional state variables describe the intracellular concen-
trations (denoted [·]) of receiver device components RFP,
YFP, CFP, LuxR (R) and LasR (S), and two additional vari-
ables quantifying cellular autofluorescence at 480 nm (F480)
and 530 nm (F530).
˙[RFP] = rc − (dRFP + γ).[RFP]
˙[CFP] = aCFP.rc.f76(C6, C12, [R], [S])− (dCFP + γ).[CFP]
˙[YFP] = aYFP.rc.f81(C6, C12, [R], [S])− (dYFP + γ).[YFP]
˙[R] = aR.rc − (dR + γ).[R]
˙[S] = aS .rc − (dS + γ).[S]
˙[F480] = a480.rc − γ.[F480]
˙[F530] = a530.rc − γ.[F530]
Here, f76 and f81 are the derived functional responses to
input signals and receiver proteins, as defined in Grant et al.
(2016) (also see Appendix A.1). The parameter rc rep-
resents the metabolic activity of the culture, which can
vary between cultures, and is therefore an individual pa-
rameter. We assume that the growth parameters are also
specific to a given culture, and so zI = {r,K, tlag, rc}.
The receiver devices in each culture differed by two ge-
netic components, aR and aS , responsible for the produc-
tion of the two receiver proteins R and S, respectively,
such that zG = {aR, aS}. All remaining parameters zP
are shared across all cell cultures. The experiment condi-
tions u = [C6, C12] are assumed to be constant throughout
the course of an experiment.
Observer process The observer process ψ defines how to
relate the model to the (M = 4) measured signals. Optical
density (OD) represents the density of the culture, and is
modelled explicitly by the white-box model. By analogy,
we impose that the first internal state of the black-box model
(x0) models cell density. Bulk fluorescence measurements
of the whole culture are then collected at excitation wave-
lengths corresponding to RFP, YFP and CFP. In the white-
box model, contributions to bulk fluorescence includes fluo-
rescent proteins and autofluorescence as separate variables;
scaling the sum of the protein and autofluorescence concen-
trations by the cell density provides an approximation of
bulk fluorescence for each signal. However, in the black-
box model, internal states cannot be separated easily under
addition, so we use single variables each to represent intra-
cellular RFP, YFP and CFP, and do not explicitly separate
autofluorescence. Accordingly, the observer processes for
each model differ in structure slightly (Table 1).
Table 1. The observer process for white-box and black-box models.
Signal White-box Black-box
OD c x0
RFP c.[RFP] x0.x1
YFP c.([YFP] + [F530]) x0.x2
CFP c.([CFP] + [F480]) x0.x3
5. Experiments
We performed two experiments on data from the synthetic
biology case study, where measurements of six genetic de-
vices (Pcat-Pcat, RS100-S32, RS100-S34, R33-S32, R33-
S175 and R33-S34) were combined into a collection of 312
time-series. In the first experiment, we split the dataset into
cross-validation folds and compared a block-conditional
white-box model (see Section 4) with a black-box model us-
ing biologically plausible constraints on its functional form
(see Section 2.5). In the second experiment, the combined
dataset had one device held out as a test dataset, while the
remaining devices underwent cross-validation for model
selection. This experiment was performed on devices whose
components had not appeared in combination together in
the training set, but had appeared separately in other devices,
enabling their parameters to be identified. The ability of
the method to predict devices not previously seen before is
particularly compelling when seeking to select components
that, when put together, implement a given specification.
5.1. Architecture and Optimisation Details
For q(zI |Y,g), we use the same encoder NN for both white-
box and black-box models: 10 1D convolutional filters,
feeding 50 unit hidden layer with tanh activations; g is con-
catenated to the hiddens, which is then connected to the
mean and variances outputs of q. Neural networks ω+ all
have 25 hidden units. All decoder NNs are the same for all
black-box models. During training we used a K=100 impor-
tance weighted auto-encoder (IWAE) estimator for gradient
computation (Burda et al., 2015). We implemented a dou-
bly reparameterised gradient estimator (DReG) for IWAE,
which has recently been shown to yield lower-variance gradi-
ent estimates than the gradient computed naively by reverse-
mode automatic differentiation (Tucker et al., 2018), while
also avoiding the known problem of poor gradients for the
variational approximation with greater numbers of impor-
tance samples (Rainforth et al., 2018). We found that the
DReG estimator gave modest improvements for the black-
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box, but very significant improvements in performance and
rate of convergence for the white-box (see Appendix fig-
ure 6). For evaluation, we used K = 1000 IWAE samples.
We implemented a modified-Euler solution to simulate our
ODEs; this was implemented in tensorflow using tf.while
blocks. We ran all experiments for 500 epochs using Adam
optimisation (Kingma & Ba, 2014). To perform 4-fold
cross-validation, black-box models take approximately 40
minutes and white-box models approximately 2 hrs. This
is significantly faster than MCMC (see Section ??), which
required approximately 40 times more computation.
5.2. Multiple Device Inference
We first ran 4-fold cross-validation with 500 epochs and
batch size 36, and then collected the posterior predictive
distributions for the cross-validated portions of each fold.
Both white-box and black-box models were able to capture
the majority of the dynamical behaviour (Figures 3, 7–13).
In Table 2 cross-validation ELBO estimates are presented
for variety of latent variable and ODE signal capacity for
the black-box. Since the encoder neural networks are fixed
for both models, we only report the single estimated ELBO
for the white-box. Black-box has two significant advantages
that explain the improved performance: 1) it has flexible
modelling capacity in the form of its neural differential
equations, and 2) it has a more suitable and realistic neural
noise process, enabling the posterior predictive distribution
to exhibit lower variance, especially at earlier time points.
In Figure 4C we plot the dynamic noise process for the
black-box model.
Table 2. Black-box Cross-validation Results. For comparison,
the white-box cross-validation ELBO is 1047 nats. Mx is the
number of species in the black-box, where the first 4 are used in
the observer process, so Mx = 5 means there is 1 extra latent
species. For the figures we select the black-box model ?, but we
note no significant difference between results shown italics.
# Variables Mean IWAE ELBO, K=1000
P G I Mx = 4 5 6 8
2 0 0 1155 1215 1210 1213
2 2 0 1201 1277 1280 1283
2 2 2 1175 1352 1340 1340
5 2 5 1204 1360? 1321 1305
To provide a summary view of how each model predicts the
response to the input signals C6 and C12, we plotted the
posterior predictive distributions at the final time-points as
a function of the input concentrations. For the R33-S175
device, the responses of CFP to C6 and YFP to C12
are both monotonically increasing. These responses are
well-predicted by both models (Figures 5A, 14), though the
black-box model captured the actual measured values with
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Figure 3. Posterior predictive distribution for the R33-S175 de-
vice. (A) White-box model. (B) Black-box model. For clarity, we
selected one of each replicated treatment, so that a full dilution
series can be visualised forC6 andC12, sweeping from low to high
YFP/CFP expression. Predictions for the full dataset are shown in
the Appendix (Figure 7).
higher precision. In contrast, the R33-S34 device exhibits
a non-monotonic shape of YFP expression in response to
C12. Because the transfer function hypothesised to describe
the equilibrium response of YFP production (f81, see
Appendix) is monotonic increasing with respect to C12, it
would seem that it cannot explain the observed trends for
R33-S34 in bulk fluorescence. Here we find that this can be
explained by high C12 concentrations slowing down cell
growth (Figure 12). While the intracellular concentration
of YFP is increased by the monotonic f81, lower cell
densities produce lower bulk fluorescence. While there is
low precision in the predictions at the final time points of
high C12 treatments for the white-box model, it captures the
general trend almost as well as the black-box model. This
valuable modelling insight was really made possible by the
simultaneous inference of multiple devices and multiple
signals.
Using the black-box approach, we can overcome model mis-
specification, producing accurate predictions across all 6 de-
vices. However, the interpretability of these models is more
restricted. Nevertheless, we made an effort to enforce plau-
sibility constraints on the state variables of the black-box
model, both through separating production and degradation
terms (ensuring non-negativity of the state variables), and
using a similar observer process. As such, comparison of
the dynamics of the state variables representing intracellular
concentrations in the black-box model might inform what is
inaccurate in the white-box model. For example, during the
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Figure 4. Predicted dynamics of the state variables. The internal state variables for simulation of R33-S34 in the cross-validation
experiment with the (A) white-box and (B) black-box models are compared. Simulations are separated by whether they correspond to C6
treatments (green) or C12 treatments (red), with lower concentrations indicated by lighter shades. (C) Dynamics of internal states used for
the time-varying noise of the black-box model.
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Figure 5. Predicted model response to input signals. (A) 4-fold
cross-validation inference and (B) Held-out device inference. To
summarise how each model predicts the overall response of R33-
S34 and R33-S175 to input signals, we show the posterior pre-
dictive distribution at the final time-point (circle with error bars
denoting two standard deviations), compared against the data point
(crosses) for YFP (yellow) and CFP (cyan).
first 4 hours following treatment by C6/C12, the white-box
model has more accentuated transient variations in [YFP]
and [CFP] (Figures 4A, 15) than equivalent state variables
in the black-box model (Figures 4, 16).
5.3. Held-out Device Inference
We explored the more challenging scenario of predicting
data for devices held-out from the training set. When hold-
ing out the R33-S34 device, both the white-box and black-
box models were able to accurately capture the moderate
increasing response of CFP and almost absent response of
YFP to increasing concentrations ofC6 (Figure 5B). The pre-
dictions of the YFP response to C12 by the white-box model
were imprecise, indicating that either more training data is
required to make clearer predictions, that over-fitting has
occurred, or that inherent model misspecification is limiting
the ability to predict accurately. But as the black-box model
was able to correctly predict the observed non-monotonic
response with moderate precision, we can rule out the lack
of training data as a cause. In general, the ability to compare
black-box and white-box models in this way is useful for
providing an upper bound on what might be achievable by
any prescribed model.
6. Discussion and Future Work
We have introduced VI-HDS, a framework for learning
and inference of hierarchical and nonlinear dynamical mod-
els, and applied it to a careful set of experiments on a
synthetic biology case study. VI-HDS brings several el-
ements from recent machine learning advances together
into one framework with the following key advantages: ef-
ficient amortised inference using VAEs, multilevel latent
variable modelling with block-conditional factorisation; a
broad range of dynamic behaviour modelling, from user
prescribed white-box dynamics to black-box dynamics with
neural sub-components.
Although the experiments for our synthetic biology case
study focused on ODEs–already a broad class of dynam-
ical systems–our framework could be further generalised
to include stochasticity in the dynamics model, for both
the white-box and black-box cases. We could potentially
avoid sampling altogether by adopting deterministic VI (Wu
et al., 2019) to propagate the variational posterior all the
way through the ODE solver to the likelihood. Treating
inference as optimisation opens the door to novel active
learning experiments for dynamical systems of synthetic bi-
ology, where additional cost functions provide gradients to
Efficient Amortised Bayesian Inference for Hierarchical and Nonlinear Dynamical Systems
maximise desirable properties, similar to work in synthetic
chemistry (Go´mez-Bombarelli et al., 2018).
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Appendix
A. Extended Case Study Description
The synthetic genetic circuits we have used in this work
are built from gene cassettes comprised of DNA sequences
encoding a promoter, ribosome binding site, coding region,
and terminator. These cassettes are assembled into plasmids
that are used to transform E. coli cells. We refer to a col-
lection of cassettes that implement a particular design as
a device. The devices used in this paper are all double re-
ceiver devices that respond to 3-oxo-C6-homoserine lactone
(C6) by producing cyan fluorescent protein (CFP) and to
3-oxo-C12-homoserine lactone (C12) by producing yellow
fluorescent protein (YFP) (Grant et al., 2016). These devices
are built of 5 cassettes. The first 4 cassettes are arranged on
a plasmid, which includes one cassette each for producing
luxR and lasR proteins (R and S in the main text), the re-
ceiver proteins that bind C6 and C12, respectively, a CFP
cassette activated by C6-bound luxR, and a YFP cassette
activated by C12-bound lasR. The fifth cassette is chromo-
somally integrated, and constitutively expresses RFP. The
devices vary in the strength of the ribosome binding sites in
the luxR and lasR cassettes, creating devices that vary in the
amount of each of those proteins expressed and therefore
their sensitivity to C6 and C12.
A.1. White-box (mechanistic)
Our general approach for constructing prescribed (white-
box) models of biological circuits combines a population-
level model for cell culture growth with more detailed
models for the concentrations of intra- and intercellular
molecules, and resembles the approach commonly used
in the synthetic biology literature (Balagadde´ et al., 2008;
Daniel et al., 2013; Chen et al., 2015; Dalchau et al., 2019).
Cell growth models are generally described by the product
of the current cell density c(t) and the specific growth rate
γ(c(t)), which describes both the per capita growth rate
and the decrease in intracellular concentrations due to an
increased volume. As explained in the main text, we used a
smoothed version of the lag-logistic model for cell growth
here.
To model the cellular biochemistry, we translate chemical re-
action networks to ODEs using mass action kinetics, which
assumes that reactions fire at a rate proportional to the con-
centration of the reactants. Translating chemical reactions in
this way in general leads to a large number of equations, be-
cause all mRNAs, proteins, small molecules and complexes
between each produce their own equation. As such, model
reductions are commonly applied to reduce the number of
dependent variables, but result in more complex nonlinear-
ities. Following this approach, the white-box model we
consider here (Section 4) was derived in detail previously
(Grant et al., 2016; Dalchau et al., 2019). It describes the
time-evolution of the response of double receiver devices
to HSL signals C6 and C12, vector u in (2). The latent
variables x in (2) are the culture density c, the intracellular
concentrations of each expressed protein (luxR, lasR, RFP,
CFP, YFP) and variables for autofluorescence, which we
model as concentration of intracellular material fluorescent
at 480 nm (F480) and 530 nm (F530).
As there are no mRNA species, the variables ak describe a
lumped maximal rate of transcription and translation. The
variables dk describe the intracellular degradation rates of
each protein.
The response functions f76 and f81 describe the inducibility
of CFP and YFP to complexes involving the HSL signals
and the receiver proteins luxR and lasR. The response func-
tions were derived from chemical reactions, making the
assumption that signal-receiver binding and unbinding is
faster than protein synthesis and degradation (Dalchau et al.,
2019). This results in very complex functions, but they are
still interpretable as exhibiting saturation behaviour, which
occurs as either receiver proteins or promoters become lim-
iting. We define B(k)R and B
(k)
S as the fractions of luxR and
lasR proteins bound by an HSL signal
BR =
(KR6.C6)
nR + (KR12.C12)
nR
(1 +KR6.C6 +KR12.C12)nR
(10a)
BS =
(KS6.C6)
nS + (KS12.C12)
nS
(1 +KS6.C6 +KS12.C12)nS
, (10b)
These functions are bounded above by 1, which occurs
when luxR/lasR become limiting. The CFP or YFP genes
are transcribed more efficiently when their promoters are
bound by one of the receiver-signal complexes. As such,
an additional saturation can be observed within the derived
forms
fj(R,S,C6, C12) =
(j) +K
(j)
GRR
2BR +K
(j)
GSS
2BS
1 +K
(j)
GRR
2BR +K
(i)
GSS
2BS
(11)
where j ∈ {76, 81}. Here, the parameters K(j)GR and K(j)GS
are the affinity constants of receiver-signal complexes for
each promoter j, and (j) is the leaky rate of transcrip-
tion/translation in the absence of an activating complex
(such as when there is no HSL).
The specific growth rate γ(ci) describes the per-capita cel-
lular growth rate of culture i. Cultures are subscripted in
this way because their growth parameters will be local to
the culture, which enables implicit accounting for feedback
from circuit activity or extrinsic factors that vary in differ-
ent experiments. As in (Dalchau et al., 2019), we use a
lag-logistic growth model which explicitly quantifies a lag
phase of bacterial growth before an exponential phase and
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then stationary phase. This is usually formulated as
γ(ci) =
{
ri.(1− cKi ), t > tlag,i
0, t < tlag,i
but to ensure that the right-hand sides of f are differen-
tiable, we replace the switch at tlag,i with a steep sigmoid
(Equation 9).
Finally, we remind the reader that we consider the applica-
tion of this model to multiple devices, in which different
ribosome-binding site sequences have been used for the
luxR and lasR genes (Section 4). In this mechanistic model,
it is the parameters aR and aS that are allowed to be device-
conditioned. Therefore, using the one-hot mapping strategy
for specifying the rbs elements in each device, the model
can take on device-specific quantities for luxR and lasR
synthesis.
B. Encoder Architecture
Local random effects. The parameters φlocal consist of
real scalar functions m and s such that
q
(i)
φlocal
= N (m(y,u,o; ξi), s(y, u,o; ηi))
The m and s functions have the following form. In the
following explication, take y and u to be arbitrary but par-
ticular samples from the true data-generating distribution.
We first apply a 1D strided CNN to the input y s.t. y˜ =
flatten(AvgPool(ReLU(y ∗W1))), where the convo-
lution filter W1 is chosen so that y ∗W1 has one output
channel. Note that the width of the convolution filter influ-
ences the correlation structure we can discover in the time
series, acting as a window across the sequence. This stage in
the computational pipeline is designed for feature learning.
Next, y˜, u, and o are concatenated as inputs to an MLP
with tanh nonlinearity and no bias term, that is, h =
tanh(W2 · [y˜;u; o]). The composition of the two stages is
a differentiable map m := h ◦ y˜ s.t. m : R4T+nu+nd → R,
yielding a mean for the learned posterior distribution over
that parameter of the ODE.
The s function is identical to the m function but with dif-
ferent parameters, and it further exponentiates the output
of the MLP. This last mapping is equivalent to interpreting
the unconstrained output of the second neural network as
the log of the standard deviation. We require the final step
for m to ensures that the resulting covariance matrix of the
diagonal Gaussian is PSD. Each layer of m(i) and s(i) is
L2-regularized using independent constants λij to counter
overfitting during learning.
Over minibatch learning, the network parameters that map
data and conditioning information to means and log standard
deviations are adapted through gradient descent, achieving
amortization and supporting generalization.
Global random effects. The parameters φglobal are inde-
pendent of the input data, and are real scalars r and v such
that
q
(i)
φglobal
= N (ri, exp{vi}) ,
that is, we optimize vi in an unconstrained space interpret-
ing, it as the log standard deviation. The variables ri and
vi are initialized to the prior, and then optimized through
gradient descent to maximize the ELBO.
The prior was set in consultation with the domain experts
who designed and conducted the experiments, collected
the data, and defined the system of differential equations to
capture reasonable upper and lower ranges of the parameters
of interest. We note that this could also have been achieved
by empirical Bayes or Type-II Maximum Likelihood, which
involves learning a hyperprior over the prior parameters, but
have left this to future work given the availability of expert
knowledge.
Each q(i)global is a 1D Gaussian or LogNormal (e.g., its output
is exponentiated) depending on whether the term it repre-
sents in the ODE is a strictly positive real-world quantity or
it represents any real value.
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C. Supplementary Figures
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Figure 6. The convergence of the ELBO is improved by the DReG estimator. Shown are 5 independent evaluations of the VI method
applied to the prescribed constant model, using the standard gradient estimator (blue) and the DReG estimator (red). Each reported ELBO
score is the average of a 4-fold cross-validation at a given epoch.
Efficient Amortised Bayesian Inference for Hierarchical and Nonlinear Dynamical Systems
A G
0 5 10 15
Time (h)
0.0
0.5
1.0
C 1
2 
di
lu
ti
on
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0.0
0.5
1.0
C 6
 d
ilu
ti
on
OD RFP YFP CFP
No
rm
al
ize
d 
ou
tp
ut
0 5 10 15
Time (h)
0.0
0.5
1.0
C 1
2 
di
lu
ti
on
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0.0
0.5
1.0
C 6
 d
ilu
ti
on
OD RFP YFP CFP
No
rm
al
ize
d 
ou
tp
ut
B H
0 5 10 15
Time (h)
0.0
0.5
1.0
C 1
2 
di
lu
ti
on
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0.0
0.5
1.0
C 6
 d
ilu
ti
on
OD RFP YFP CFP
No
rm
al
ize
d 
ou
tp
ut
0 5 10 15
Time (h)
0.0
0.5
1.0
C 1
2 
di
lu
ti
on
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0.0
0.5
1.0
C 6
 d
ilu
ti
on
OD RFP YFP CFP
No
rm
al
ize
d 
ou
tp
ut
C I
0 5 10 15
Time (h)
0.0
0.5
1.0
C 1
2 
di
lu
ti
on
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0.0
0.5
1.0
C 6
 d
ilu
ti
on
OD RFP YFP CFP
No
rm
al
ize
d 
ou
tp
ut
0 5 10 15
Time (h)
0.0
0.5
1.0
C 1
2 
di
lu
ti
on
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0.0
0.5
1.0
C 6
 d
ilu
ti
on
OD RFP YFP CFP
No
rm
al
ize
d 
ou
tp
ut
D J
0 5 10 15
Time (h)
0.0
0.5
1.0
C 1
2 
di
lu
ti
on
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0.0
0.5
1.0
C 6
 d
ilu
ti
on
OD RFP YFP CFP
No
rm
al
ize
d 
ou
tp
ut
0 5 10 15
Time (h)
0.0
0.5
1.0
C 1
2 
di
lu
ti
on
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0.0
0.5
1.0
C 6
 d
ilu
ti
on
OD RFP YFP CFP
No
rm
al
ize
d 
ou
tp
ut
E K
0 5 10 15
Time (h)
0.0
0.5
1.0
C 1
2 
di
lu
ti
on
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0.0
0.5
1.0
C 6
 d
ilu
ti
on
OD RFP YFP CFP
No
rm
al
ize
d 
ou
tp
ut
0 5 10 15
Time (h)
0.0
0.5
1.0
C 1
2 
di
lu
ti
on
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0.0
0.5
1.0
C 6
 d
ilu
ti
on
OD RFP YFP CFP
No
rm
al
ize
d 
ou
tp
ut
F L
0 5 10 15
Time (h)
0.0
0.5
1.0
C 1
2 
di
lu
ti
on
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0.0
0.5
1.0
C 6
 d
ilu
ti
on
OD RFP YFP CFP
No
rm
al
ize
d 
ou
tp
ut
0 5 10 15
Time (h)
0.0
0.5
1.0
C 1
2 
di
lu
ti
on
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0 5 10 15
Time (h)
0.0
0.5
1.0
C 6
 d
ilu
ti
on
OD RFP YFP CFP
No
rm
al
ize
d 
ou
tp
ut
Figure 7. Summary plots for the white-box model. Time-series are partitioned by device and by treatment (C6 or C12), with a color
scale indicating the concentration (warm colors indicate higher concentration). Devices shown are (A) Pcat-Pcat, (B) RS100-S32, (C)
RS100-S34, (D) R33-S32, (E) R33-S34 and (F) R33-S175.
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Figure 8. Posterior predictive distribution for 4-fold cross-validation experiment: Pcat-Pcat device. The left half shows the white-box
model, and the right half shows the black-box model comparisons. Within each half, the left batch of four columns are C6 treatments, and
the right batch of four columns are C12 treatments, as detailed to the left of each row.
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Figure 9. Posterior predictive distribution for 4-fold cross-validation experiment: RS100-S32 device. The left half shows the white-box
model, and the right half shows the black-box model comparisons. Within each half, the left batch of four columns are C6 treatments, and
the right batch of four columns are C12 treatments, as detailed to the left of each row.
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Figure 10. Posterior predictive distribution for 4-fold cross-validation experiment: RS100-S34 device. The left half shows the white-box
model, and the right half shows the black-box model comparisons. Within each half, the left batch of four columns are C6 treatments, and
the right batch of four columns are C12 treatments, as detailed to the left of each row.
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Figure 11. Posterior predictive distribution for 4-fold cross-validation experiment: R33-S32 device. The left half shows the white-box
model, and the right half shows the black-box model comparisons. Within each half, the left batch of four columns are C6 treatments, and
the right batch of four columns are C12 treatments, as detailed to the left of each row.
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Figure 12. Posterior predictive distribution for 4-fold cross-validation experiment: R33-S34 device. The left half shows the white-box
model, and the right half shows the black-box model comparisons. Within each half, the left batch of four columns are C6 treatments, and
the right batch of four columns are C12 treatments, as detailed to the left of each row.
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Figure 13. Posterior predictive distribution for 4-fold cross-validation experiment: R33-S175 device. The left half shows the white-box
model, and the right half shows the black-box model comparisons. Within each half, the left batch of four columns are C6 treatments, and
the right batch of four columns are C12 treatments, as detailed to the left of each row.
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Figure 14. Treatment response plots
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Figure 15. Predicted concentration dynamics of the hidden species (x) in the white-box model. In each panel, the traces are coloured
according to whether they correspond to cultures treated with C6 (green) or C12 (red).
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Figure 16. Predicted concentration dynamics of the hidden species (x) in the black-box model. In each panel, the traces are coloured
according to whether they correspond to cultures treated with C6 (green) or C12 (red).
