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Abstract--Nowadays, one-dimensional (1D) cellular automata (CA) based models and machines 
were demonstrated for various applications [1-7]. 2D CA based machines have not yet been used 
fruitfully mainly due to the lack of analytical insight into the behaviour of the underlying evolutionary 
process. The set of papers [8-11] dealt with the behaviour of the uniform 2D CAs. In the present 
paper, for the first time an attempt has been made to characterize a particular hybrid linear 2D 
CA transformation in GF (2) using matrix algebra. Also we deal with the synthesis problem of this 
particular hybrid transformation. (~) 1999 Elsevier Science Ltd. All rights reserved. 
Keywords--Two-dimensional cellular automata (2D CA), Hybrid cellular automata, Linear al- 
gebra in GF(2), Synthesis of CA. 
1. INTRODUCTION 
Currently, system designers try to embed various complex functions from software domain to the 
hardware blocks on the silicon floor. Also to keep the design complexity within a feasible limit, 
the designers look for simple, regular, modular, and reusable building blocks for implementing 
various complex functions. The nearest neighbourhood structure of cellular automata is a right 
candidate to fulfill all the above objectives. The studies on 2D CA gained momentum only 
recently [7-10]. The above papers dealt only with uniform 2D CA transformations. The simplest 
form of 2D CA consists of m rows and n columns, i.e., the total number of cells is mn and each 
cell contains either 0 or 1. Here, all arithmatic operations (i.e., addition, multiplication, etc.) are 
defined using modulo 2. In this paper, we concentrate for the first t ime on a particular 2D CA 
hybrid linear transformation-- its analysis and synthesis problem. 
The initial configuration of the array is known as the initial state. Assuming that the value 
of each cell of this array depends on its nearest neighbours for the next state, we can obtain the 
next state of this array. For 2D CA, these nearest neighbours are nine cells of a 3 x 3 matrix 
centering that particular cell. Mathematically we can write (t + 1) th state of ( i , j)th cell, where 
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the present state is (t) th state as follows: 
ai,j(t + 1) = ] (a i - l , j - l ( t ) ,  ai - l , j  (t), a~-l,j+l (t), ai,j- l(t), a~,j(t), ai,j+l(t), 
ai+l,~-l(t), ai+ l,¢ (t), ai+l,j+ l (t) ) . 
But the value of each cell for the next state may not depend upon all nine neighbours. The 
sum of the neighbouring cells on which each cell value is dependent is called the rule number of 
the 2D CA. The conventional method of defining a rule number for a linear rule in 2D CA can 
be explained in Table 1. 
Table 1. 
64 128 256 
32 1 2 
16 8 4 
The centremost box represents the current cell and other boxes are eight neighbourhoods of 
that cell. There may be 29 = 512 (rule number 0 to rule number 511) rules all of which are 
linear. Regarding the neighbourhood of the first and last cells, we have two approaches. If we 
assume that the first and last cells are adjacent, then that particular case is known as periodic 
boundary condition and if we assume that the end points are fixed, the first and the last cells are 
not adjacent, equal to zero then that case is known as the null boundary condition. 
If the same rule is applied to all of the cells, then that CA is called uniform or regular. 
Otherwise, it is known as hybrid CA. This paper deals with the analysis of a specific hybrid 
CA, the hybrid with rule numbers 170N and 171N. This paper also deals with a CA synthesis 
problem, such as given any two arbitrary polynomials of degree n and n - 1, it is possible to 
establish whether there exists a 2D hybrid (using two rules) CA involving those polynomials. 
Section 2 is about the mathematical formulation and analysis of the hybrid transformation, 
whereas Section 3 deals with the synthesis problem. Section 4 includes the discussion and con- 
cluding remarks. 
2. MATHEMATICAL  FORMULATION AND RESULTS 
Now we will discuss the rule matrix or map matrix of any particular hybrid rule. The rule 
number 170N is explained in the binary form (see Table 2). 
Table 2. 
0 1 0 
1 0 1 
0 1 0 
The rule number 171N is explained in the binary form (see Table 3). 
Table 3. 
0 1 0 
1 1 1 
0 1 0 
Suppose our binary information matrix is X, of 
mn x mn such that 
order m x n. T is the rule matrix of order 
ix111 X2 T y2 T (T)  X3 T = Y3 T , : 
Xm T ym T 
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where Ymxn is the matrix obtained by applying rule on Xmxn,  and Y1, Y2,.. . ,  Ym are the row 
vectors of Y,~x,, and X1, X2, . . . ,  Xm are the row vectors of X,~xn. 
We can obtain the rule matrix T in the following way. At first, we consider a null (0) matrix A of 
order m x n. Then put 1 at (1,1) position of that matrix and apply a particular ule number (rule 
number 170N in our case) on each of the mn cells to get the first column of the rule matrix T. 
Then move the 1 of the matrix A to the (1, 2) th position and same thing is repeated to get the 
second column and this way is continued for all the cells of the first row of A. Next apply another 
rule (rule number 171N) for all the cells of the second row of A. This way, alternatively we are 
going to apply rule 170N and 171N. 
For example, if we take m = 3, n = 2, we then get the rule matrix T of order 6 as follows: 
0 1 1 0 
1 0 0 1 
1 0 1 1 
0 1 1 1 
0 0 1 0 
0 0 0 1 
0 0 
0 0 
1 0 
0 1 
0 1 
1 0 
Noticing the above matrix very carefully, we can have a 
n = 2 is of the form: 
S+I 
I 
where each partitioned matrix is of order 2 x 2: 
picture that (Thybrid) for m = 3 and 
(o 
,,+,>,,,: (', 
When m is even, the matrix T becomes: 
S I 0 0 
I S+I  I 0 
0 I S I 
0 0 I S+I  
0 0 . . . . . .  
0 0 . . . . . .  
0 . . . . . .  0 0 \ 
! 
0 . . . . . .  0 0 
0 . . . . . .  0 0 
I . . . . . .  0 0 
• .. 0 I S I 
• .. 0 0 I S+I J  
When m is odd, T is as follows: 
S I 0 0 
I S+I  I 0 
0 I S I 
0 0 I S+I  
0 0 . . . . . .  
0 0 . . . . . .  
0 . . . . . .  0 O \  
0 . . . . . .  0 0 
0 . . . . . .  0 0 
I . . . . . .  0 0 
• .. 0 I S+I  I 
• .. 0 0 I S 
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Now our main objective is to determine the dimension of kernel of the rule matrix. Because it 
plays a great role in a CA, we state the following. 
(i) The dimension of the kernel helps us to draw the state transition diagram. If T is of full 
rank, then the dimension of kernel of T is 0. We must have one or more cycles representing 
the state transition, otherwise, we have a tree diagram. 
(ii) The number of predecessors of the state '0' is equal to that of any reachable state. This 
number is 2 d, where d - dimension of kernel. 
Some computer output of the dimension of kernel 
m=2:n :  2 3 4 5 6 7 8 9 
d imens ionof~rne l :  0 0 2 0 0 0 0 2 
m=3:n :  2 3 4 5 6 7 8 9 
d imens ionof~rne l :  1 2 0 2 0 2 1 1 
m=4:n :  2 3 4 5 6 7 8 9 
d imens ionof~rne l :  0 0 0 0 0 0 0 0 
is given below: 
10 .. .  
• 0 " "  " 
10 11 12 13 
0 3 0 1 
10 11 12 13 
0 0 0 0 
ofthis  output. 
14 15 16 --. 
1 2 0 .-. 
14 15 16 . . .  
0 0 4 -.. 
we get 
0 0 0 . . . . . .  0 
I I 0 0 . . . . . .  0 
S I 0 . . . . . .  0 
I S+I  I 0 . . . . . .  
. . . . . .  0 I S I 
0 . . . . . . . . .  0 I S+I  
S 
I 
0 
0 
. . ,  
0 
0 
_-(. i  o ) 
C D ' 
where A is a lower triangular matrix of order n(m - 1) x n(m - 1) with Is  in all the diagonal 
positions and so it is surely nonsingular, 
~, 0n(m-3)×n / ' 
c = ] ( (c ' ) .×2 . ) ) ,  
D -- ((n × n) zero matrix).  
Since the operation is addition mod (2), without loss of generality, we can write that rank 
(Thybrid) = rank(A)+ rank(D + CA-1B) = n(m - 1)+ rank(D + CA-1B). 
Let us write (A-1)r,(m_Dxn(m_l) in the partitioned form as 
(Pn(m-2)xn(m-2) [ On(m-2)xn ) 
P~×~(m-2) S~×~ / " 
Then CA-1B = tPtR~ B ~ 
k"" m--1 lnx  n 
rn--1 
where R~m-1 is the 2n x 2n southwest corner part of A~na__ 1" 
following way, 
I 
S+ 
I 
0 
* * .  
. . °  
0 
Our objective is to find out a concrete formula 
THEOREM 1. Dimension of kernel olCThybrid ---- 
(i) dimension of kernel of pm(Sn) (if m is odd), 
(ii) dimension of kernel Of pm(Sn + In) (if m is even). 
(Definitions Of pm(Sn) and Pm(Sn + In) are given below.) 
PROOF. Transferring the first column of the rule matrix to the last and partitioning in the 
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Therefore the dimension of kernel (Thybrid) -- 
d imension of kernel ( ( IS+I ) .R~_ I . (S I ) ) ,  
which implies that  this dimension of kernel depends only on R'm_l which is the last lower left 
2n x 2n part of (A-1)n(m-1)xn(m-1). 
Now if m - 1 = 2, then let 
(, o) 
A2 = S+I  ' 
If  m - 1 = 3, then let 
where C2 = [I S]. 
Then, 
(A2) - l=  S+l  
( ,00) (, 0) 
A3 = S+I  I 0 = 
I S I  C2I '  
o)(, oi) 
(A3) -1 = (C2)(A2)_ 1 1_ 1 = S+I  I , 
I T S-F S 2 S 
R~3 = S2 + S + I S " 
I f  we define a polynomial of matrix pro(S) and pm(S + I) such that  p-l(S) : O, po(S) = I, 
p~( S) : Sp,_ I( S + I) + p~-u( S), for i odd number, and pi( S + I) = ( S + I)pi-1 ( S) + pi-2( S + I), 
for i even number, then we see that  
po(S + I) 
P~2 = pI(S)-I-po(S-I- I) 
R3' = (pl(S)p2(s+ PO(S I) I) 
p_l(S) ) 
po(S + I) ' 
po(S + I) 
pl(S)  ] " 
Let us use mathematical  induction to write the general form for (Rk) r, k is even and k = m - 1: 
( pk-2(S+I)  pk-3(S)  ) 
(Rk)' = pk-t(S) +pk-2(8+ I) +pk-4(S+ I) +. . .p2(S+ I) +po(S+ I) Pk-2(8+ I) " 
Also, let us use mathematical  induction to write the general form for (Rk)', k is odd and 
k=m- l :  
f p~_~(s) + p~_~(s + I) + p~_~(s + I) + . . .~(s  + I) + po(S + I) p~_.(s + I)'~ 
(nk) '  = k pk- t (S+I )  pk-2(S)  ] " 
Hence, it is proved for all k >_ 2 . 
Now C'RIkB'(k = even) = 
( ( I  S+I ) .  pk_ l (S )+pk-2(S+I )+pk-a(S+I )+ ' "+po(S+I )  pk -2 (S+I ) ) "  
After some simple calculation, we get C'R~B' = pk+t(S) = pro(S) (as k = m - 1). 
Now C'R~B'(k = odd) = 
( i  S). pk- l (S-F I) Pk-2(S) ,] " 
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After some simple calculation, we get C'R'KB' = Pk+l(S + I) = pm(S + I). So the dimension 
of kernel of Thybrid = pm(Sn + In) (if m is even). 
So the dimension of kernel of Thybrid = pm(Sn) (if m is odd). 
REMARKS. From the above theorem, the dimension of kernel of Thybrid 
= dimension of kernel (CA-1B),  
= dimension of kernel (pm(Sn)) (if m is odd), 
= dimension of kernel (pm(Sn + In)) (if m is even). 
Now to determine the dimension of kernel of pm(Sn) or of pm(Sn + In), we apply this formula 
such as the dimension of kernel (pm(Sn)) or (pm(Sn + In)) 
= dimension of kernel (A) + dimension of kernel (D + CA-1B) ,  
= dimension of kernel (D + CA-XB) (as A is nonsingular) 
(where A,B,  C, D are the partitioned matrices of pm(Sn) or of pm(Sn + In) and the order of 
pm(Sn) or pm(Sn + In) is n × n). 
So to make A a nonsingular matrix, it has already been seen that m number of columns are 
to be shifted (when n > m). Let us write pm(Sn) or pm(Sn + In) = 
(A (n -m)×(n-m)  I B ( ' -m)xm ) 
Crux(n-m) D,nxm ' 
where D = matrix with zero element when n = 3m (n > 5 + d, d = 0 ,3 ,6 ,9 . . . )  for m = 
2, 3, 4, 5 . . . ,  respectively, for every pm(Sn) or pm(Sn + In). Maximum dimension of matrix B 
with nonzero element is 2m x m, also for matrix C is m x 2m for m = 2, 3, 4, 5 . . . ,  respectively. 
Therefore, effective dimension of C is m x 2m and of B is 2m x m. 
For example, for p2(Sn + In), (here m = 2) 
1 1 
1 1 
B(n_2) x2 = 0 1 , 
0 0 
0 0 
(000  1 10) 
C~x(n-2)= 0 0 0 .. .  0 0 1 1 " 
From B(n-2)x2, it can be observed that the effective dimension is 4 x 2 = 2m x m as four rows 
are nonnull. The effective dimension of C2x(n-2) is 2 x 4 = m x 2m as last four columns are 
nonnull. 
So we get the order of the matrix (CA-1B) is m × m. 
So dimension of kernel (Thybrid) = dimension of kernel (D+CA-1B) (when n > m). From this, 
we can say that the dimension of kernel of Thybrid is at most m as the dimension of (D + CA-1B) 
is m whatever be the value of n (n > m). When n is less than or equal to m, then it is obvious 
that the dimension of kernel of Thybrid is at most m always (as the order of Pm (Sn) or Pm (Sn + In) 
is n x n). 
LEMMA 1. We carl write Thybrid (X) or two-dimensional map operator as  Thybrid (X) ----- SX  + XS  + 
IeX (starting with 1 70N and then 171N and then alternatively) where Ie = 12 + 14 + ... + In = 
Iii = all even terms up to n. 
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Ii is the matrix having all elements zero except (i, i)th position. The element of (i, i)th position 
is 1. So I~ is the matrix having element 1 at the diagonal position of even numbered rows and 
all other elements are zero. 
If we start with rule number 171N and then 170N and then alternatively, we can write 
Thybrid(X) as Thybr id(Z)  = SX + XS  + IoX where Io = I1 + 13 + . . .  + In = ~/ i ,  i = all 
odd terms up to n. Ii is the same as before. So Io is the matrix having element 1 at the diagonal 
position of odd numbered rows and all other elements are zero. For example: 
Thybrid(X ) -~- SX -4- XS  --~ IeX  
a12 -}- a21 
: a l l  -4- a21 -4- a22 -4- a31 
a21 + a32 
a l l  + a13 -I- a22 
a12 -4- a21 -[- a22 -4-- a23 + a32 
a31 + a22 + a33 
a12 -{- a23 
a13 -[- a22 -4- a23 -}- a33 ) , 
a23 -4- a32 
where 
a l l  a12 a13 
X = a21 a22 a23]  , 
! 
a31 a32 a33 ] (01 ) 
S= 1 0 , 
0 1 (oo ) 
I e= 0 1 , 
0 0 
which is same as if we apply rule matrix Thybri d (using rule number 170N and then 171N and 
then alternatively) on X as above. 
3. SYNTHESIS  PROBLEM 
Given any matrix of dimension x n, we get 2 n2 number of such matrices which map to 2 n 
number of characteristic polynomials. It is a many to one map, i.e., several matrices have the 
same characteristic polynomial. Given any two arbitrary polynomials of degree n and n - 1, it is 
possible to establish whether there exists a 2D hybrid (using rules 170N and 171N) CA involving 
those polynomials. 
PROPOSITION 1. The following recurrence relation for calculating the characteristic polynomial 
exists: Pm= (S + sm)pra-1 + Pro-2, where sm is either 0 or I matrix. 
PROOF. The proof follows from the following discussion. Whenever rule 170N or 171N is applied, 
it is applied throughout the particular ow. The CAs are in 1-1 correspondence with every main 
diagonal variable string (sl, s2 , . . . ,  sin) with the partitioned matrices that have sub- and super- 
diagonal matrices I (identity matrices). Further, the next result is about some recurrence r lation, 
the recurrence for calculating the characteristic polynomial. 
Suppose the rule matrix is the following: 
A = 
S+I  I 0 
I S+I  I . 
0 I S 
0 0 I 
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Then p_ l  = 0. 
Po = I ,  
Pl(S) ~- S, 
p2(S+X)= 
p3(S+I )= 
p4(S) = 
(S ÷ I)pl(S) ÷ po(S) = S 2 ÷ S ÷ I, 
(S ÷ I)p2(S ÷ I) ÷ pl(S) = S 3 ÷ S ÷ I, 
Sp3(S + I) + p2(S + I) = S 4 + I, 
Sp4(S) ÷p3(S + I) = S 5 + S 3 + I .  
Thus, calculating the characteristic polynomial requires m application of the recurrence relation 
as above, when m = 1, 2 , . . . ,  etc. Each application involves the multiplication of a polynomial 
in S and a degree 1 polynomial in S which can be obtained by a shift operation and addition, 
then again one addition. For an m degree polynomial, we need total 2m additions and m shifts. 
Now pro(S) ---- (S ÷ Sm)Pm-l(S) ÷ Pm-2(S) where pro(S) -~ dividend, (S + sin) = quotient, 
pm-l(S) = divisor, pm-2(S) = remainder. That is, pro(S) and pm-l(S) uniqely determine 
(S ÷ s,n), Pm-2(S). 
For the CA [0 I I 0 0], the rule matrix will look like 
I S+I  I 0 
0 I S+I  I . 
0 0 I S 
0 0 0 I 
To find the characteristic polynomial for the above, i.e., ps(S), we apply five times as given 
above. Now let us apply Euclid's GCD algorithm. 
Dividend 
S 5 ÷ S 3 ÷ I 
S 4 ÷ I  
S3÷STI  
$2÷S÷I  
S 
Divisor 
S 4 + I  
S3÷S÷I  
S2÷S÷I  
S 
I 
Quotient 
s 
s 
s+I  
s+I  
s 
Remainder 
$3÷S÷I  
$2+S+I  
S 
I 
0 
Matrix Variable String For CA 
0 
J 0 I I 0 
From the above table, we get the quotient string (S, S + I, S + I, S, S) where from the matrix 
variable string is (0, I, I, 0, 0) from which the rule matrix can be built. Thus, we see that Pm and 
Pro-1 determine the whole rule matrix, as well as all the lower degree polynomials for the rule 
matrix. In general, it can be written as the following: 
Pm= (S + sin)pro-1 +Pro-2, 
Pro-1 = (S + sm-1)Pm-2 +Pro-3, 
PROPOSITION 2. 
PROOF. Suppose k~ = (CO)A 
k= 0 
k .k ,=(A+MC B+MD)  
C D ' 
det[k.k'] -- det k. det k' (for any two square matrices). So, det[k, k'] = det k'. 
P2 = (S + s2)pl + Po, 
pl = (S + sl)po + p-i .  
The main diagonal variables of the rule matrix determine the CA configuration. 
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So by multiplying the second row of k ~ with a partitioned matrix M and then adding with the 
first row makes the same determinant. Now following this result, we can find out determinant of 
pm(Sn) or pm(Sn+In)  for different m. For example, det(p2(S+I)) = det (S2+S+I ) ,  det(p3(S)) = 
det(S 3 + $2). (After some row operation we get this.) 
Thus, the following recurrence is true for calculating the determinant for the CA represented 
by (Sl, s2, . . .  , sk), where 
Suppose 
S 
I 
0 
0 
A= 
. . .  
0 
0 
(sl, s2 , . . . ,  sk) is either 0 or I. 
I 0 0 0 -.- 
S+I  I 0 0 .. .  
I S I 0 . . .  
For this matrix, Sl = 0, 
0 I S+I  
. . . . . .  
. . . . . .  
• .. 0 0 
• -. 0 0 
• -. 0 0 
I . . . . . .  0 0 
. . . .  , . . . . . . .  
• .. 0 I S I 
• .. 0 0 I S+I  
s2 = I, s3 = 0, and so on. Then 
det(p_l) -- 0- 
det (Po) -- 1. 
det(pl(S + sl)) = det ((S + sl)Po(S) + P- I (S) )  = det(S) 
(in our case, Sl is 0) 
det(p2(S + s2)) = det ((S + s2)Pl(S + Sl) + Po(S)) -- det (S 2 + S + I) 
(in our case, s2 is I). 
So we can say that the main diagonal variables (Sl, s2, . . . ,  sk) determine the CA configura- 
tion and the corresponding determinant can be found easily by finding the determinant of the 
corresponding polynomial. 
PROPOSITION 3. There exists a CA with rules 1 70N or 1 71N applying at different rows where 
corresponding polynomials for m rows and (m-  1) rows are Pm and Pro-1 iff applying GCD 
algorithm to Pm and Pro-1 we get m degree 1 (of S) quotients. 
PROOF. Suppose there exists a CA with Pm and Pro-l, using GCD algorithm we get the remainder 
polynomials as Pro-2, Pro-3, . . . ,  P2, P l, I, O. As among these polynomials the difference of degree 
is always 1, the GCD algorithm gives m degree 1 (of S) quotients. If we get m degree 1 (of S) 
quotients (S + sin, S + sin- 1 , . . . ,  S + s 1), then using matrix variable string (sin, sin- 1,.-- s 1) and 
the recurrence relation of polynomial, we can get Pm and Pro-1. Hence, the result. 
Given any polynomial Pro, if we are to find out the correponding CA for every degree (m - 1) 
polynomial Pro-1 if GCD (Pro,Pro-I) gives m degree 1 quotients, then the particular CA has been 
identified and the synthesis problem is solved. There can be 2 m-1 possibilities for degree (m-  1) 
polynomial Pro-1. Thus, the CA synthesis problem seems to be an intractable problem. 
4. D ISCUSSION AND CONCLUDING REMARKS 
In this paper, we deal with the analysis and synthesis problem of a particular hybrid 2D CA 
transformation. In Theorem 1, we have not been able to get an exact formula for the dimension 
of kernel for the transformation when m and n varies• This becomes an outstanding problem. 
Next, it remains to be seen whether the intractable synthesis problem is really intractable or not. 
More concentrated study might throw new light in this direction. 
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