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，IDF = log D
dfi
(2.1)









Ad = 45:67  0:60N (2.2)
logI = 11:57  6:56logN (2.3)








y = Y0 +
Y1   Y0







できる混合ユニグラムモデルは，文書集合を k個の確率分布 1; 2;…，kで表す．単語

























































図 2.1(a)では，LDAのグラフィカルモデルを示す. 図中の変数は, 図 2.1左下に, ディ
リクレ事前分布Dir()，図 2.1左下の単語空間の多項分布Multinomial(zi), T はト













zi;Nni + V 
ndzi;Nni + 
nd(:);Nni + T
ここで，zNni = fz1; :::; zi 1; zi+1; :::; zNgであり，i番目の単語の割り当てを除外する
ことを表す．nwizi は単語 wiにトピック ziが割り当てられた回数，n(:)zi は全単語中で zi
が割り当てられた合計である．ndziは，文書 dで ziが割り当てられた回数，nd(:)は dに
トピックが割り当てられた合計である．
LDAの拡張であるATモデルでは，図 2.1(b)で表される変数 xにより文書の著者な





れる．文書 dの単語wiの著者が xi，トピックが ziとなる確率は，以下の式で求まる．




zi;Nni + V 
nxizi;Nni + 
nxi(:);Nni + T

























本研究で扱う文書ストリームは，ラベル有り文書列L = fl1; l2; :::; ljLjgとラベル無し



















































Dependent/Independent Topic Switching Modelを提案している [38]．DDITSMの領
































動的な文書集合への適用として，IwataらによるOnline Multiscale Dynamic Topicモ
デルはオンライン学習可能なDTMの発展形である [39]．このモデルは，異なるスケー
ルでの単語の依存性を用い，複数のスケールでトピックの時間発展を捉える．AlSumait

















能語に関しては一語当たりの平均文字数 [24],読点による特徴づけ [6]，n-gram分布 [7]
などが挙げられる．内容語の分布は著者の特徴となるが，単語の分布の類似が著者に
よるものか，同一の話題によるものか判別することは困難である．


































2章図 2.1(a)は LDAのグラフィカルモデルである. 図中の変数は, 図 2.1左に, ディ
リクレ事前分布 Dir(),図 2.1左下の単語空間の多項分布Multinomial(zi), T はト
ピック数,図 2.1上にディリクレ事前分布Dir(), 図 2.1中央にトピック空間の多項分布
Multinomial(d), Dは文書数, N は各文書の単語数を表す. LDAの単語生成過程を以
下で示す. まず,すべてのトピック tにおいてディリクレ事前分布Dir()からtを抽出
し, 同様に, すべての文書 dにおいてもディリクレ事前分布Dir()から dを抽出する.
























ここで X1   XN は評価用のテキスト集合とする．各語の確率をもとめ，そのすべて
の情報量の平均をＥＸＰの係数としている．すべての語の生起確率を求めるには，ト
ピックの確率×語の生起確率を用いる．PM は言語モデルM によるX1   XN の生成
確率を表す. パープレキシティ値が高いほど単語の特定が難しく, 言語として複雑であ
る. よって, パープレキシティの値が低いほど言語モデルの性能が高いと評価できる.
PM(X1   XN) = Ni=1p(Xi)
PP (s) = PM(X1   XN)  1N = 1= N
q







































者が未知である文書の集合を Zとする．この文書の集合である Y と Zを同時に LDA
にかけることによって，著者ごとのトピックの確率分布 とテスト文書のトピックの







































夏目 漱石　　 坊っちゃん, 硝子戸の中,彼岸過迄,
こころ, 草枕, 行人, 道草,
門, 野分, 三四郎
森 鴎外　　　 かのように, 魚玄機, 雁, 最後の一句,
細木香以, 心中, 二人の友,
高瀬舟, 寒山拾得, 安井夫人
島崎 藤村　　 嵐, 旧主人, 食堂, 岩石の間,
千曲川のスケッチ, 船, 分配,
藁草履, 家 (上), 刺繍
表 3.2: 社説の総数
毎日 朝日 読売
学習データ 515 507 513





























; F = AverageiFi
3.4.3 実験結果
まず初めに，小説，社説，小説と社説の混合のテストセットパープレキシティの値
を表 3.3に示す．ここでトピック数は 100，ギブスサンプリングの繰り返し回数は 500
回である．社説のパープレキシティの値は小説の 1.266倍となっており，もっとも悪い
値を示している．
表 3.3: パープレキシティ（トピック数 100）
小説 社説 小説＋社説






　夏目　 　森　 　島崎　 　全体　
(KL)
　再現率　 100 94 97 97
　精度　 92 100 100 97
　 F値　 96 97 98 97
(X2)
　再現率　 75 100 97 91
　精度　 100 79 100 93










　毎日　 　朝日　 　読売　 　全体　
(KL)
　再現率　 57 89 66 71
　精度　 67 71 75 71
　 F値　 61 79 69 71
(X2)
　再現率　 65 63 42 57
　精度　 48 64 71 61
　 F値　 55 62 51 59




　夏目　 0 5.837 7.558
　森　 8.045 0 7.486
　島崎　 8.547 6.296 0
(X2)
　夏目　 0 128372 110690
　森　 15285 0 32309




もなければ島崎藤村と判断する．このため，閾値を設けその値をKL = 5，X2 = 30000
とする．著者推定の結果を表 3.10 に示す．正解率は，KL情報量で 94%，X2値で 91%
である．
最後の実験では小説の 3人の著者と社説の 3つ新聞社の計 6人の著者で著者推定を行
う．その結果を表 3.11に示す．正解率は，小説ではKL情報量で 95%，X2値で 86%，
社説ではKL情報量で 67%，X2値で 51%である．
ここで 6人の著者同士の比較結果を表 3.12に示す.表 3.12より小説の著者と社説の
著者では，大きく異なっていることが見てとれる．次に各著者で確率の高くなるトピッ








　毎日　 0 1.095 1.005
　朝日　 0.655 0 1.843
　読売　 0.726 1.410 0
(X2)
　毎日　 0 3276 29486
　朝日　 26959 0 41355
　読売　 21002 58470 0
表 3.8: トピックの確率のトップ 10（小説）
　
夏目 森 島崎
トピック 確率 トピック 確率 トピック 確率
17 0.1015 34 0.1526 78 0.0931
30 0.0607 28 0.1036 84 0.0905
84 0.0502 45 0.0925 34 0.0864
95 0.0497 76 0.0705 61 0.0741
91 0.0492 7 0.0541 60 0.0608
54 0.0487 84 0.0541 53 0.0592
26 0.0454 17 0.0538 14 0.0588
41 0.0434 1 0.0417 62 0.0498
76 0.0336 55 0.0393 19 0.0353















表 3.9: トピックの確率のトップ 10（社説）
　
毎日 朝日 読売
トピック 確率 トピック 確率 トピック 確率
76 0.0692 29 0.0727 76 0.0724
75 0.0522 27 0.0643 54 0.0594
13 0.0465 13 0.0483 75 0.0520
40 0.0437 70 0.0427 26 0.0451
27 0.0428 53 0.0410 70 0.0382
70 0.0420 36 0.0384 72 0.0375
64 0.0415 76 0.0363 5 0.0340
72 0.0352 46 0.0342 40 0.0338
10 0.0334 47 0.0331 7 0.0331
53 0.0290 14 0.0306 53 0.0321
表 3.10: 正解率（小説）
　
　夏目　 　森　 　島崎　 　全体　
(KL)
　再現率　 97 91 92 93
　精度　 88 100 95 94
　 F値　 92 95 93 94
(X2)
　再現率　 74 100 96 90
　精度　 100 82 94 92














　夏目　 　森　 　島崎　 　小説　 　毎日　 　朝日　 　読売　 　社説　
(KL)
　再現率　 100 93 92 95 51 81 69 67
　精度　 87 100 100 96 62 74 65 67
　 F値　 93 96 96 95 56 77 66 67
(X2)
　再現率　 88 100 92 93 41 61 50 50
　精度　 92 48 100 80 48 55 54 53
　 F値　 89 63 96 86 43 57 51 51
表 3.12: 著者同士の比較（混合）
　
夏目 森 島崎 毎日 朝日 読売
(KL)
　夏目　 0 3.256 3.927 13.018 11.373 13.606
　森　 5.274 0 4.653 13.442 12.591 13.688
　島崎　 5.879 4.838 0 14.096 12.996 13.019
　毎日　 10.133 10.471 11.374 0 0.620 0.954
　朝日　 10.615 10.209 11.282 0.467 0 3.173
　読売　 9.804 10.599 11.547 0.338 0.654 0
(X2)
　夏目　 0 73341 56024 86067 101628 75854
　森　 6774 0 23866 54325 46076 67472
　島崎　 17809 41944 0 137839 118245 171731
　毎日　 851838 1231037 1886942 0 141 6
　朝日　 834555 1252465 1636291 16485 0 18









表 3.13: トピックの確率のトップ 10（混合）
夏目 森 島崎 毎日 朝日 読売
トピック 確率 トピック 確率 トピック 確率 トピック 確率 トピック 確率 トピック 確率
32 0.1395 62 0.1300 87 0.2096 37 0.1398 43 0.0936 37 0.1873
24 0.0982 32 0.1158 9 0.1117 36 0.0958 92 0.0918 46 0.0827
34 0.0792 70 0.1096 52 0.0972 17 0.0705 37 0.0849 40 0.0765
9 0.0668 49 0.0925 67 0.0792 40 0.0675 75 0.0576 36 0.0652
4 0.0569 12 0.0711 98 0.0637 75 0.0559 40 0.0522 26 0.0584
91 0.0523 65 0.0625 12 0.0543 79 0.0481 66 0.0515 99 0.0450
96 0.0521 4 0.0543 27 0.0515 26 0.0416 79 0.0514 66 0.0429
31 0.0514 45 0.0529 100 0.0454 46 0.0412 17 0.0483 79 0.0402
100 0.0426 24 0.0464 25 0.0442 66 0.0401 36 0.0458 75 0.0331
12 0.0402 31 0.0306 71 0.0407 97 0.0297 15 0.0329 84 0.0287





























































































Ad = 45:67  0:60N (4.1)
logI = 11:57  6:56logN (4.2)













y = Y0 +
Y1   Y0



























































































Ans = arg min
j















計 100作品 (表 4.1)，朝日新聞の 2007年 1月度を 30日分，日本語話し言葉コーパス
36
(Disc3)を収録順に先頭から 100文書，NTCIR-3より 98年度公開特許公報全文データ











































( Y   Yi)2 ; VF = SF
n  1 (4.11)














































　小説　 　話し言葉　 　特許　 　新聞　
動詞
　w11　 -0.461 -0.039 -0.815 -0.690
　w10　 0.557 0.304 0.804 0.718
形容詞類
　w21　 -0.453 -0.368 -0.127 -0.276
　w20　 0.375 0.297 0.132 0.251
接続詞類
　w31　 -0.086 -0.593 -0.057 -0.033
　w30　 0.069 0.399 0.064 0.031
表 4.4: 各ジャンルの名詞分布の平均と分散
　小説　 　話し言葉　 　特許　 　新聞　
　平均　 0.585 0.440 0.779 0.799











表 4.5: F検定結果 (自由度 1,48)
　動詞　 　形容詞類　 　接続詞類　
小説 61.94 19.77 58.08
話し言葉 33.27 54.08 88.11
特許 364.68 85.50 45.49
39
表 4.6: F検定結果 (自由度 1,8)
　動詞　 　形容詞類　 　接続詞類　
新聞 85.40 8.38 12.96
表 4.7: ジャンル分類結果
　新聞　 　小説　 話し言葉 　特許　 　全体　
(提案手法)
　再現率　 1 1 0.840 0.960 0.950
　適合率　 0.909 0.847 1 1 0.939
　 f値　 0.952 0.917 0.913 0.980 0.945
(単純ベイズ)
　再現率　 1 1 0.82 0.88 0.925
　適合率　 0.667 0.833 1 1 0.875
　 f値　 0.800 0.909 0.901 0.936 0.899
(LDA)
　再現率　 0.960 1 1 1 0.990
　適合率　 1 1 1 0.962 0.990








表 4.8: 実行時間 (秒)
提案手法 単純ベイズ LDA
学習時間 4.92 4.74 24575
分類時間 0.125 0.109 0.68
合計 5.05 4.85 24576
40
表 4.9: 動詞の群内分散
小説 話し言葉 特許 新聞

















































本章では，LDAの枠組みについて述べる．単語wは語彙 f1,…,V gの項目である. 文














2章図 2.1(a)では，LDAのグラフィカルモデルを示す. 図中の変数は, 図 2.1(a)左下
に,ディリクレ事前分布Dir()，図2.1(a)左下の単語空間の多項分布Multinomial(zi),
T はトピック数, 図 2.1(a)左上にディリクレ事前分布Dir(), 図 2.1(a)中央にトピッ
ク空間の多項分布Multinomial(d), Dは文書数, Ndは各文書の単語数を表す．LDA
































































P (k; uj; ; ) =
45











(P (znj)P (knjzn; )P (unjzn; kn; ))))ddd
潜在変数 zはギブスサンプリングにより推定する．これにより，文書ごとのトピッ
ク分布 ，トピックごとの単語分布 ，トピックと係り語の組が持つ受け語の分布 を
それぞれ推定する．














ここで，ndj は，文書 dにトピック jが出現した数, n(ki)j は，jに係り語 kiが出現した
数, n(ui)ki;j は，トピック jの係り語 kiに受け語 uiが出現した数，n
()
j は，jが出現した総















d1 : (アメリカ クラブ), (日本 チーム), (ミーティング 90分)
d2 : (アメリカ 大統領), (日本 総理大臣), (ミーティング 見通し)
文書 d1で抽出された 3つの係り受け語"(アメリカ クラブ)"，"(日本 チーム)"，"(ミー
ティング 90分)"がトピックから出力される結合確率を検索語に対する推定値とする．










表 5.1: Mainichi News Corpus 2009
Item Number Per Article Number Per Article
20,000 - 10,000 -
文字数 7,446,344 372.32 3,767,329 376.73
単語数 3,401,267 170.06 1,717,357 171.74
ライン数 137,579 6.88 67,825 6.78
Dependency 525,074 26.25 - -
Occurrences 1,827,545 91.38 - -
まず, モデルの評価を行い, トピック数と繰り返し回数を決定する. 言語モデルの性
能評価に情報理論に基づく客観的評価手法であるテストセット・パープレキシティを
用いる. テストセット・パープレキシティは以下の式で計算する.




ここで X1   XN は評価用のテキスト集合とする．各語の確率を求め，そのすべての
情報量の平均をEXPの係数としている．すべての語の生起確率を求めるには，トピッ
クの確率×語の生起確率を用いる．PM は言語モデルM によるX1   XN の生成確率
を表す. パープレキシティ値が高いほど単語の特定が難しく, 言語として複雑である.
よって, パープレキシティの値が低いほど言語モデルの性能が高いと評価できる.
PM(X1   XN) = Ni=1p(Xi)
PP (s) = PM(X1   XN)  1N = 1= N
q









表 5.2: 検索対象となる 10記事
No. 見出し 検索語
1 大分コンサル脱税:暴力団対策に 5 億円 大賀容疑者、腹心に報酬 大賀, 容疑, 脱税
2 クリントン国務長官:麻生首相と会談、日米同盟強化で一致　小沢・民主代表とも 会談, クリントン, 長官
3 東京・江東の女性バラバラ殺害：星島被告、無期懲役「死刑重すぎる」－－地裁判決 無期, 死刑, 懲役
4 日露首脳会談：領土問題「政治が決断」　首相、新アプローチ【大阪】 首脳, 会談, 露
5 09 年度予算案：衆院審議空転、月内通過も黄信号　いら立ち募らせる与党 予算, 審議, 衆院
6 ゼロゼロ物件：未明督促に賠償命令　家賃保証会社に－－福岡簡裁 保証, 家賃, ゼロゼロ
7 体外受精：受精卵取り違え？妊娠　２０代女性中絶－－香川の県立病院 卵, 受精, 病院
8 あしたのジョー：ボクシング漫画、「週刊現代」に復刻連載 復刻, 連載, あした
9 受精卵取り違え：夫婦「１００％我が子なら…」　調査法なく出産断念 卵, 受精, 夫婦
10 かんぽの宿：「２年以内の譲渡可能」契約ただし書き指摘－－総務相 宿, 譲渡, かんぽ
5.5.2 実験結果





T 200 400 600 800 1000
50 6466.88 6184.02 6110.86 6070.93 6054.05
100 5048.64 4873.80 4791.86 4744.52 4721.45
150 4501.88 4333.43 4281.81 4257.28 4238.26




T 200 400 600 800 1000
50 7962.55 7639.58 7509.45 7449.90 7418.68
100 6229.89 6026.60 5963.95 5932.45 5905.87
150 5556.85 5373.78 5309.00 5277.59 5260.03
200 5329.33 5176.40 5138.58 5105.77 5071.59
250 5122.78 4989.31 4950.89 4934.12 4920.05
300 5035.64 4931.95 4889.32 4862.85 4856.43











































Topic 1 Topic 2 Topic 3
係り語 受け語 係り語 受け語 係り語 受け語
列車 旅 派遣 切り 愛 劇場
影響 出た 失職した 農民工 根強い 人気
全貌 見合わせ 正社員 して 史緒 萌
見合わせ 影響した 雇用 守る 昭和 におい
売却 検討対象 雇う いう 男 女
運転 見合わせ 労使 合意 兄 帰る
提案コンペ 実施 短縮する こと あり ふれた
証券主要 5 社 事業 主に 　俳優 河原雅彦さん
多額の 損失 向き合い 展開すべきだ 透き通る 素材
反対側 ドア 派遣期間 上限 上演 なる
表 5.7: 単語数 2，単語数 3でのランク付け; "*" は固有名詞を含む
No 2 Words 3 Words
TF*IDF LDA TF*IDF LDA
1* 9 6 7 5
2* 2 6 2 5
3 2 4 2 1
4 6 3 6 1
5 12 3 12 1
6* 1 8 1 7
7 3 1 3 1
8* 1 15 1 10
9 1 1 1 1
10* 16 4 16 2
る．同様に，トピック 2は，国政政治関連の係り受け語が出現している．
文書検索の結果は，検索語の数 2の場合では，TF*IDFと比較して改善 5，悪化 4と


















係り語 受け語 係り語 受け語
突入する 表明 仮眠中 流された
全面対決姿勢 突入する 脱官僚 地域主権
対韓国窓口である 祖国平和統一委員会 斎藤さん 父
南北首脳宣言 07 年 兄弟子 3 人
動き ある 同保安倍 よる
肯定 否定 第 8 き
核保有国 して かおる 被告
打ち上げる こと 肖像画 えり
ミサイル 怖い 親分 顔
無効 宣言した 相撲 続ける
表 5.9: 「日本」に関する係り受け
Topic 1 Topic 2
係り語 受け語 係り語 受け語
日本 航空会社 日本 首相
日本 考えられる 日本 訪問団
日本 出発する 日本 支援団











Topic 1 Topic 2
係り語 受け語 係り語 受け語
日本 航空会社 北方 四島
飛行計画 承認 出入国カード 提出
離陸 始めた 戦後 首相
完全に 追い払うの 日本 首相
けが人 無かった 帰属問題 最終的解決
51





































































































































いてパラメタ更新 (学習)する．クラスの単語分布 V = v1; v2; :::; vnは学習文書の単語
分布 V trainとテスト文書の単語分布 V testの線形結合で表す．













可能性がある. その中でも最近用いられているのが LDA(Latent Dirichlet Allocation)









2章図 2.1(a)はLDAのグラフィカルモデルである. 図中の変数は,図 2.1(a)左に,ディ
リクレ事前分布Dir()，図2.1(a)左下の単語空間の多項分布Multinomial(zi), Tはト
ピック数,図2.1(a)上にディリクレ事前分布Dir(),図2.1(a)中央にトピック空間の多項



































































c = (1  c)trainc + ctestc (6.5)






















Ans(c) = arg max
c
P (c; c)P (djc; c; c; c) (6.9)












































































ここで Cj;ddocはトピック jが文書 dに割り当てられた回数，Cm;jwordは単語mがトピッ




















表 6.2: Reuter Corpus
class M11 MCAT GCAT GSPO M12 MCAT GCAT GPOL GCAT GVIO
training 802 722 390 269 290
test 5152 5217 2048 1895 1815
class C31 CCAT GCAT GDIP C24 CCAT GCAT GCRIM C33 CCAT (Total)
training 230 237 225 269 196 3630
test 1872 1454 1333 1126 1042 22954
6.5 実験
6.5.1 実験準備
実験に用いるReuters Corpus(RCV1[30])は 1996年 8月 20日から 1997年 8月 19日
までの 810,000記事の 1年分のニュース記事からなり，各記事には 128種類からなる
ラベルが複数付いている．本実験では，2つのラベルが付与されている記事を抽出し，
その中で頻度が上位である 10個の組み合わせをクラスとして用いる．用いるラベルと
その文書数を表 8.2に示す．学習データは先頭から 10日間の 3630記事であり，テスト










ト文書のみでパラメータ学習)，1% labeled，5% labeled，5% labeled only(学習文書の
60
表 6.3: KL情報量
Duration 10-20 10-30 10-40 10-50 10-60 10-70
KL 86691 89224 90480 91539 92022 92419


































実験結果を表 7.3，表 7.5に示す．表 7.3より全体のF値は学習文書 5%使用で 0.883，





スラインより F値が高くなっている．提案手法の中で最も悪い 0%では 1つのクラス
で-0.3と下回っているが，その他のクラスではすべてベースラインを上回っている．表




labeledと 5% labeled onlyの比較からテストデータを学習に使用することでより精度
が上昇している．





























表 6.4: 分類の F値
M11 MCAT GCAT GSPO M12 MCAT GCAT GPOL GCAT GVIO
(5% labelled)
Recall 0.981 0.964 0.974 0.831 0.923
Precision 0.982 0.998 0.948 0.878 0.833
F-value 0.981 0.981 0.961 0.854 0.876
(vs Baseline) +1.6 +2.3 +0.5 +3.3 +2.7
(1% labelled)
Recall 0.978 0.957 0.973 0.817 0.907
Precision 0.979 0.998 0.941 0.854 0.802
F-value 0.979 0.977 0.956 0.835 0.851
(vs Baseline) +1.4 +1.9 +0.0 +1.4 +0.2
(unlabelled)
Recall 0.977 0.958 0.974 0.823 0.912
Precision 0.979 0.998 0.938 0.845 0.801
F-value 0.978 0.977 0.956 0.834 0.853
(vs Baseline) +1.3 +1.9 +0.0 +1.3 +0.4
(5% labelled only)
Recall 0.987 0.967 0.963 0.850 0.936
Precision 0.969 0.998 0.957 0.853 0.806
F-value 0.978 0.982 0.960 0.851 0.866
(vs Baseline) +1.3 +2.4 +0.4 +3.0 +1.7
(Baseline)
Recall 0.937 0.921 0.973 0.794 0.902
Precision 0.994 0.999 0.940 0.850 0.802
F-value 0.965 0.958 0.956 0.821 0.849
C31 CCAT GCAT GDIP C24 CCAT GCAT GCRIM C33 CCAT (Total)
(5% labelled)
Recall 0.856 0.836 0.746 0.887 0.893 0.889
Precision 0.906 0.806 0.881 0.873 0.711 0.882
F-value 0.881 0.821 0.808 0.880 0.791 0.883
(vs Baseline) +2.0 +2.6 +4.1 +2.0 +8.9 +2.9
(1% labelled)
Recall 0.834 0.807 0.734 0.874 0.892 0.877
Precision 0.895 0.797 0.873 0.859 0.695 0.869
F-value 0.864 0.802 0.798 0.867 0.781 0.871
(vs Baseline) +0.3 +0.7 +3.1 +0.7 +7.9 +1.7
(unlabelled)
Recall 0.826 0.794 0.737 0.869 0.888 0.876
Precision 0.894 0.809 0.868 0.856 0.694 0.868
F-value 0.858 0.801 0.798 0.863 0.779 0.870
(vs Baseline) -0.3 +0.6 +3.1 +0.3 +7.7 +1.6
(5% labelled only)
Recall 0.843 0.790 0.734 0.878 0.880 0.883
Precision 0.916 0.836 0.890 0.881 0.718 0.882
F-value 0.878 0.813 0.805 0.880 0.791 0.880
(vs Baseline) +1.7 +1.8 +3.8 +2.0 +8.9 +2.6
(Baseline)
Recall 0.851 0.830 0.686 0.864 0.943 0.870
Precision 0.870 0.763 0.870 0.856 0.559 0.850
F-value 0.861 0.795 0.767 0.860 0.702 0.854
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表 6.5: F値の推移
days 10 20 30 40 50 60 dierence
5% labelled 0.885 0.889 0.888 0.883 0.882 0.883 -0.002 (-0.2%)
1% labelled 0.881 0.884 0.883 0.876 0.872 0.871 -0.010 (-1.1%)
unlabelled 0.881 0.882 0.882 0.874 0.871 0.870 -0.011 (-1.2%)
5% labelled only 0.887 0.886 0.886 0.881 0.879 0.880 -0.007 (-0.8%)




































































トリームの分類には適していない．IwataらによるOnline Multiscale Dynamic Topic
モデルでは，異なるスケールでの単語の依存性を考慮することで，複数のスケールでト
67




























領域独立のトピックを用いたDomain-Dependent/Independent Topic Switching Model
を提案している [38]．DDITSMは，文書の領域と数値レートを教師情報として持つた
め，数値レートにより領域を分割でき，さらに領域依存トピックとして領域の特徴を



























利用されている [5]．確率的潜在意味索引付け (Probabilistic Latent Semantic Indexing,
pLSI)は, LDAと違って, トピックの混合比を学習データの文書集合に依存して固定化







2章図 2.1(a)は LDAのグラフィカルモデルである. 図中の変数は, 図 2.1(a)左に,
ディリクレ事前分布Dir()，図 2.1(a)左下の単語空間の多項分布Multinomial(zi),
T はトピック数, 図 2.1(a)左上にディリクレ事前分布Dir(), 図 2.1(a)中央にトピッ
ク空間の多項分布Multinomial(d), Dは文書数, Ndは各文書の単語数を表す. LDA
69
の単語生成過程を以下で示す. まず, すべてのトピック tにおいてディリクレ事前分
布 Dir()から t を抽出し, 同様に, すべての文書 dにおいてもディリクレ事前分布
























図 7.1は提案モデルのグラフィカルモデルである. 図中の変数は, 図 7.1左に, ディ
リクレ事前分布Dir()，各クラスの定常トピック分布 st，Lはクラス数，図 7.1左下
に，ディリクレ事前分布Dir()，単語空間の多項分布Multinomial(stzsti ), T はトピッ
ク数, 図 7.1中央にベータ事前分布B(), 文書のクラス c, 二項分布Binomial(), xは
指示変数であり単語wiに定常トピック stと変動トピック trのどちらが割り当てられる
かを表す．図 7.1右に各クラスの変動トピック分布 tr，多項分布Multinomial(trztri )，
それぞれのディリクレ事前分布Dir()，Dir()，Dは文書数, Ndは各文書の単語数
を表す. 提案モデルの単語生成過程を以下で示す. まず, ベータ事前分布B()から文

























事前分布Dir()からクラスのトピック分布である xl を抽出する．抽出したクラス l
の多項分布Multinomial(xl )からトピック zxi を抽出し，そのトピック zxi の多項分布
Multinomial(zxi )から単語wiを抽出する．変動トピック分布は局所的な特徴の変動を
表す分布であり，定常トピック分布がすべての文書集合から学習されるのに対し，変
動トピック分布ではウィンドウ s内で学習を行う．ウィンドウ sの大きさをF とした場


































ラス cにトピック jを割り当てた回数，N tr;sm;j , N tr;sc;j は変動トピック分布からウィンド
71
ウ s内で，単語mがトピック jに割り当てられた回数，クラス cにトピック jを割り
当てた回数，N std は文書 dで定常トピックに割り当てられた回数, N tr;sd は文書 dで変動





Ans(c) = arg max
c
P (djst; tr;s; stc ; tr;sc ) (7.4)




ベル有り文書 fkm+1; ::::; kjKjgを用いて，逐次的にオンライン学習を行う．初期学習で
はm個の学習文書 fk1; ::::; kmg内でギブスサンプリングにより繰り返し学習を行うの
に対し，追加の学習では新たに到着した文書のパラメータのみ学習する．新たに到着






実験に用いるReuters Corpus(RCV1[30])は 1996年 9月 1日から 1997年 8月 19日ま
での 810,000記事の 1年分のニュース記事からなり，各記事には 128種類からなるラベ























class M11 MCAT GCAT GSPO M12 MCAT C31 CCAT GCAT GPOL
training 634 702 234 319 246
test 11434 11120 5037 4861 3638
total 12068 11822 5271 5180 3884
class GCAT GVIO GCAT GDIP C24 CCAT C33 CCAT GCAT GCRIM (Total)
training 264 185 136 150 131 3000
test 3136 2663 2284 2008 1899 48080

































































実験結果を表 7.3，表 8.9,表 7.5に示す．表 7.3より全体の各F値は提案手法で 0.875，



















































手法による分類では macro-F値で 0.875，micro-F値で 0.919となっており，簡略形，
ATモデル，OLDAと比較して精度が上昇することを示した．また，10000文書目の
macro-F値が 0.875，最終の F値が 0.875と変化しておらず，分類を継続しても正解率
を維持できることを示した．
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表 7.3: 各クラスの F値
M11 MCAT GCAT GSPO M12 MCAT GCAT GPOL GCAT GVIO
(提案手法)
Recall 0.981 0.867 0.824 0.847 0.878
Precision 0.994 0.927 0.872 0.755 0.798
F-value 0.988 0.896 0.848 0.798 0.836
(簡略形)
Recall 0.956 0.933 0.815 0.805 0.709
Precision 0.921 0.998 0.918 0.740 0.835
F-value 0.938 0.964 0.863 0.771 0.767
(OLDA)
Recall 0.981 0.870 0.842 0.650 0.827
Precision 0.971 0.846 0.816 0.636 0.756
F-value 0.976 0.858 0.829 0.643 0.790
(AT+更新)
Recall 0.953 0.817 0.677 0.818 0.882
Precision 0.997 0.914 0.886 0.642 0.708
F-value 0.974 0.863 0.768 0.720 0.786
(AT)
Recall 0.949 0.802 0.565 0.777 0.902
Precision 0.997 0.885 0.901 0.656 0.649
F-value 0.972 0.841 0.694 0.712 0.755
C31 CCAT GCAT GDIP C24 CCAT GCAT GCRIM C33 CCAT macro-F
(提案手法)
Recall 0.883 0.766 0.950 0.987 0.776 0.876
Precision 0.826 0.811 0.966 0.965 0.829 0.874
F-value 0.854 0.788 0.958 0.976 0.802 0.875
(簡略形)
Recall 0.780 0.714 0.550 0.880 0.834 0.798
Precision 0.818 0.645 0.777 0.719 0.525 0.790
F-value 0.799 0.678 0.644 0.791 0.644 0.794
(OLDA)
Recall 0.770 0.637 0.887 0.958 0.647 0.807
Precision 0.790 0.689 0.914 0.954 0.769 0.814
F-value 0.780 0.662 0.900 0.956 0.703 0.811
(AT+更新)
Recall 0.845 0.723 0.901 0.972 0.706 0.829
Precision 0.754 0.705 0.930 0.958 0.706 0.820
F-value 0.797 0.714 0.915 0.965 0.706 0.825
(AT)
Recall 0.828 0.766 0.867 0.968 0.656 0.808
Precision 0.742 0.639 0.936 0.953 0.685 0.804
F-value 0.783 0.697 0.900 0.961 0.670 0.806
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表 7.4: トピック数別の F値
トピック数 20 30 40 50 60 70 80 90 100
(提案手法)
macro-F 0.769 0.841 0.854 0.875 0.849 0.851 0.815 0.868 0.859
micro-F 0.817 0.898 0.906 0.919 0.903 0.898 0.866 0.915 0.910
(簡略形)
macro-F 0.677 0.711 0.716 0.762 0.772 0.768 0.782 0.794 0.770
micro-F 0.747 0.764 0.776 0.811 0.828 0.821 0.830 0.850 0.826
(OLDA)
macro-F 0.743 0.775 0.780 0.794 0.790 0.791 0.794 0.811 0.811
micro-F 0.823 0.848 0.854 0.865 0.860 0.863 0.865 0.876 0.877
(AT 更新)
macro-F 0.741 0.776 0.795 0.794 0.797 0.809 0.800 0.825 0.820
micro-F 0.813 0.844 0.856 0.857 0.861 0.869 0.862 0.880 0.878
(AT)
macro-F 0.728 0.766 0.775 0.776 0.775 0.787 0.782 0.806 0.801
micro-F 0.800 0.833 0.839 0.842 0.843 0.851 0.848 0.865 0.863
表 7.5: F値の推移
文書数 10000 20000 30000 40000 合計 差
(提案手法)
macro-F 0.875 0.876 0.876 0.877 0.875 0.000 (0.0%)
micro-F 0.910 0.913 0.914 0.918 0.919 +0.009 (+0.9%)
(簡略形)
macro-F 0.790 0.794 0.790 0.793 0.794 0.004 (0.4%)
micro-F 0.838 0.843 0.841 0.848 0.850 +0.012 (+1.2%)
(OLDA)
macro-F 0.787 0.799 0.806 0.809 0.811 +0.024 (+2.4%)
micro-F 0.847 0.860 0.867 0.873 0.877 +0.030 (+3.0%)
(AT 更新)
macro-F 0.828 0.827 0.823 0.825 0.825 -0.003 (-0.3%)
micro-F 0.874 0.875 0.873 0.878 0.880 +0.006 (+0.6%)
(AT)
macro-F 0.823 0.814 0.807 0.807 0.806 -0.017 (-1.7%)




0 15000 30000 45000
単語 確率 単語 確率 単語 確率 単語 確率
malaysia 0.023 malaysia 0.023 yugoslavia 0.024 yugoslavia 0.023
taiwanese 0.022 taiwanese 0.015 december 0.013 mohammad 0.022
arrived 0.016 yugoslavia 0.014 leaving 0.013 leaving 0.016
diplomats 0.016 klaus 0.014 arrived 0.012 defeat 0.012
december 0.012 december 0.013 compromise 0.012 arrived 0.012
トピック番号 10
0 15000 30000 45000
単語 確率 単語 確率 単語 確率 単語 確率
valery 0.042 burma 0.040 gowda 0.073 gowda 0.065
howard's 0.025 valery 0.037 sese 0.053 sese 0.051
longer 0.025 longer 0.032 seko 0.051 longer 0.048
italians 0.025 prd 0.027 longer 0.042 seguin 0.046
perot 0.020 matthew 0.022 burma 0.032 appointmer 0.046
トピック番号 20
0 15000 30000 45000
単語 確率 単語 確率 単語 確率 単語 確率
loader 0.067 saudi 0.095 saudi 0.091 saudi 0.048
iata 0.047 toy 0.038 toy 0.038 hermis 0.045
tyrrell 0.028 sulphur 0.035 galatasaray 0.035 inows 0.032
mccallion 0.028 nfp 0.025 sulphur 0.032 galatasaray 0.029
sheikh 0.024 tyrrell 0.022 *nb 0.029 blauensteiner 0.026
表 7.7: 定常トピック内の単語分布の推移
トピック番号 0
0 15000 30000 45000
単語 確率 単語 確率 単語 確率 単語 確率
grand 0.021 top 0.019 top 0.018 top 0.017
championship 0.019 championship 0.017 championship 0.017 round 0.017
top 0.019 grand 0.016 soccer 0.014 championship 0.016
soccer 0.014 soccer 0.015 group 0.014 germany 0.014
former 0.013 group 0.013 grand 0.014 group 0.014
トピック番号 10
0 15000 30000 45000
単語 確率 単語 確率 単語 確率 単語 確率
issue 0.061 abb 0.059 abb 0.052 abb 0.058
mcveigh 0.051 waste 0.039 issue 0.036 horan 0.039
abb 0.040 issue 0.039 horan 0.032 issue 0.039
crude 0.040 horan 0.034 waste 0.032 waste 0.029
stalexport 0.030 cuellar 0.034 icici 0.028 cuellar 0.026
トピック番号 20
0 15000 30000 45000
seasonal 0.059 fair 0.051 fair 0.071 fair 0.071
fair 0.059 seasonal 0.047 queensland 0.051 seasonal 0.052
queensland 0.053 queensland 0.047 seasonal 0.041 queensland 0.042
cheug 0.039 kyi's 0.029 dominican 0.025 cheung 0.029
campaign 0.039 campaign 0.025 belarus 0.023 belarus 0.025
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表 7.8: JSダイバージェンス
文書番号 0 $ 10000 10000 $ 20000 20000 $30000 30000$ 40000
定常トピック 1.93 1.23 0.887 0.647
変動トピック 6.06 4.76 5.60 4.74



































































































本研究で扱う文書ストリームは，ラベル有り文書列L = fl1; l2; :::; ljLjgとラベル無し

























Latent Dirichlet Allocation(LDA)である [5]．確率的潜在意味索引付け (Probabilistic
Latent Semantic Indexing, pLSI)では, LDAと違って, トピックの混合比を学習データ







2章図 2.1(a)では，LDAのグラフィカルモデルを示す. 図中の変数は, 図 2.1左下に,




















ここで，zNni = fz1; :::; zi 1; zi+1; :::; zNgであり，i番目の単語の割り当てを除外する
ことを表す．nwizi は単語 wiにトピック ziが割り当てられた回数，n(:)zi は全単語中で zi
が割り当てられた合計である．ndziは，文書 dで ziが割り当てられた回数，nd(:)は dに
トピックが割り当てられた合計である．
LDAの拡張であるATモデルでは，2章図 2.1(b)で表される変数 xにより文書の著








































本稿では，文書ストリームD = L [ Uに対してトピックモデルを用いてマルチラ
ベル分類を行う．Banerjeeらによるオンライン学習と同様にまず初期のm個の学習文
書 fl1; l2; :::; lmgから，ラベルごとの定常トピック分布 st，変動トピック分布 trと各
トピックの単語分布 st，trを推定する．新たに到着する文書 diが，ラベルを有する
di 2 Lのとき追加の学習文書としてオンライン学習を適用する．または，diがラベル


















チラベル adに含まれる文書 d内のラベルの確率分布である dを抽出し，文書 d内の i




























文書 dの単語wiのラベルが xi，トピックが ziとなる確率は，ギブスサンプリングに
より以下の式で近似される．




































































は，トピック分布 kiからwiが ziに割り当てられた回数，kiから ziに割り
当てた回数の合計，nkixi;zi，nkixi;(:)はラベル xiに kiから ziに割り当てられた回数，xiに
kiから割り当てた回数の合計，n(tr;S)は変動トピック分布からウィンドウ S内で割り
当てられた回数を表す．nkid は文書 dで kiに割り当てられた回数, nxid は dで xiに割り
当てられた回数を示す．V は全単語数，T は全トピック数，Adは dのラベル数である．






































てのマルチラベルである候補マルチラベルG = fg1; g2; :::，gjGjgを抽出する．最後に候
補マルチラベルの中で事後確率が最大となるマルチラベル gcをラベルベクトルの推定
結果とする．ラベリングの手順を以下に示す．
1. ラベル集合 fy1; :::; yngから尤度が最大となる yjを求める．



















































































C15 C151 C1511 C152 C18 C181 CCAT E21 E212 ECAT
学習文書数 828 394 105 465 258 268 1064 139 139 142
テスト文書数 15206 7878 2627 7853 4146 4241 18918 2921 2914 2834
GCAT GSPO M11 M12 M13 M131 M14 M141 M143 MCAT
学習文書数 546 307 396 187 253 254 470 268 168 1216










































































また，マルチラベルの f値を正解のラベルベクトル yi = (yi;1; :::; yi;n)と予測したラ































































実験結果を表 8.4，表 8.5，表 8.6，表 8.7，表 8.8に示す．表 8.6より，ラベルごとの
全体の f値は提案手法で 0.793，ATで 0.747，MWで 0.746，MLNBで 0.571となって
おり，提案手法の f値が最も高い．また，表 8.4，表 8.5より再現率と適合率においても
提案手法が最も高い値を示している．各ラベルの f値を比較すると 20ラベル中 14のラ
ベルで提案手法の f値が最も高い．MLNBでは再現率が最も高いラベルが多いが，適合
率が他の手法と比較して 0.3程度低いため，全体の f値は 4つの手法中で最も悪くなっ
ている．表 8.7より，等間隔にラベル有り文書が到着する場合では，multi-f値は提案
手法で 0.842，ATで 0.785，MWで 0.795，MLNBで 0.685となっている．提案手法は
他の手法と比較してmulti-f値が 4.7%から 15.7%上昇している．ランダムにラベル有り
文書が到着する場合では，multi-f値は提案手法で 0.842，ATで 0.781，MWで 0.792，
MLNBで 0.680となっている．到着間隔を変化させた場合においても提案手法が最も




提案手法 AT MW MLNB
C15 0.726 0.658 0.772 0.748
C151 0.781 0.535 0.735 0.756
C1511 0.539 0.606 0.585 0.722
C152 0.764 0.736 0.524 0.615
C18 0.708 0.660 0.584 0.795
C181 0.722 0.745 0.601 0.807
CCAT 0.821 0.803 0.856 0.844
E21 0.815 0.814 0.762 0.858
E212 0.817 0.816 0.763 0.860
ECAT 0.755 0.817 0.762 0.838
GCAT 0.979 0.953 0.886 0.923
GSPO 0.979 0.926 0.900 0.976
M11 0.865 0.844 0.687 0.605
M12 0.726 0.597 0.442 0.656
M13 0.766 0.664 0.703 0.855
M131 0.915 0.769 0.699 0.840
M14 0.877 0.724 0.857 0.927
M141 0.930 0.853 0.720 0.891
M143 0.951 0.784 0.849 0.953
MCAT 0.876 0.713 0.869 0.834














提案手法 AT MW MLNB
C15 0.757 0.825 0.835 0.779
C151 0.821 0.875 0.852 0.611
C1511 0.411 0.389 0.502 0.091
C152 0.586 0.559 0.682 0.479
C18 0.686 0.567 0.674 0.246
C181 0.704 0.604 0.680 0.252
CCAT 0.789 0.806 0.881 0.861
E21 0.811 0.734 0.828 0.187
E212 0.811 0.734 0.828 0.187
ECAT 0.733 0.677 0.816 0.218
GCAT 0.905 0.947 0.908 0.832
GSPO 0.986 0.973 0.886 0.611
M11 0.664 0.580 0.717 0.480
M12 0.763 0.632 0.567 0.268
M13 0.692 0.774 0.709 0.210
M131 0.720 0.784 0.710 0.212
M14 0.948 0.910 0.886 0.716
M141 0.890 0.835 0.766 0.420
M143 0.896 0.814 0.686 0.242
MCAT 0.851 0.835 0.872 0.891












手法のmulti-f値は 0～5000の区間で 0.830，45000～50000の区間で 0.838と分類を継
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　表 8.6: f値
提案手法 AT MW MLNB
C15 0.741 0.732 0.802 0.763
C151 0.801 0.664 0.789 0.676
C1511 0.466 0.474 0.540 0.162
C152 0.663 0.635 0.593 0.539
C18 0.697 0.610 0.626 0.375
C181 0.713 0.667 0.638 0.385
CCAT 0.805 0.805 0.869 0.852
E21 0.813 0.772 0.794 0.307
E212 0.814 0.773 0.794 0.307
ECAT 0.744 0.741 0.789 0.346
GCAT 0.941 0.950 0.897 0.875
GSPO 0.982 0.949 0.893 0.752
M11 0.752 0.688 0.702 0.535
M12 0.744 0.614 0.496 0.381
M13 0.727 0.715 0.706 0.337
M131 0.806 0.777 0.704 0.338
M14 0.911 0.806 0.872 0.808
M141 0.909 0.844 0.742 0.571
M143 0.923 0.799 0.759 0.386
MCAT 0.863 0.769 0.870 0.862















提案手法 AT MW MLNB
(等間隔)
multi-R 0.850 0.773 0.780 0.820
multi-P 0.835 0.798 0.811 0.588
multi-f 0.842 0.785 0.795 0.685
(ランダム)
multi-R 0.851 0.776 0.778 0.817
multi-P 0.832 0.787 0.806 0.582
multi-f 0.842 0.781 0.792 0.680
　
表 8.8: OneError
提案手法 AT MW MLNB















トピック数 100 125 150 175 200 250
提案手法 0.830 0.835 0.832 0.842 0.841 0.812
AT 0.779 0.779 0.766 0.777 0.785 0.784
表 8.10: 累積のmulti-f値の推移
テスト文書数 10000 20000 30000 40000 50000 dierence
提案手法 0.829 0.838 0.840 0.842 0.842 +0.013 (+1.3%)
提案手法 (更新無し) 0.821 0.820 0.816 0.811 0.806 -0.015 (-1.5%)
　
表 8.11: 各区間のmulti-f値
テスト文書の区間 提案手法 AT MW MLNB
0～5000 0.830 0.768 0.762 0.547
5000～10000 0.829 0.776 0.822 0.589
10000～15000 0.847 0.796 0.794 0.624
15000～20000 0.848 0.791 0.794 0.657
20000～25000 0.847 0.783 0.800 0.691
25000～30000 0.839 0.780 0.776 0.706
30000～35000 0.853 0.790 0.816 0.728
35000～40000 0.844 0.784 0.792 0.724
40000～45000 0.850 0.798 0.787 0.741
45000～50000 0.838 0.780 0.802 0.747
表 8.12: JSダイバージェンス
文書番号 0 $ 10000 10000 $ 20000 20000 $30000 30000$ 40000 40000$ 50000
定常トピック 11.05 7.82 5.26 4.20 3.69
変動トピック 16.48 11.93 10.22 10.31 10.43
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