Abstract-Every organization and factory optimize their production process with a help of workforce planing. The aim is minimization of the assignment costs of the workers, who will do the jobs. The problem is very complex and needs exponential number of calculations, therefore special algorithms are developed to be solved. The problem is to select employers and to assign them to the jobs to be performed. This problem has very strong constraints and it is difficult to find feasible solutions. The objective is to fulfil the requirements and to minimize the assignment cost. We propose a hybrid Ant Colony Optimization (ACO) algorithm to solve the workforce problem, which is a combination between ACO and an appropriate local search procedure.
I. INTRODUCTION
One of the most important decision making problem, common for all branches of industry, is workforce planning. The workforce planing is a part of the human resource management. It includes multiple level of complexity, therefore it is a hard optimization problem (NP-hard). This problem consists of two decision sets: selection and assignment. The first set shows selected employees from available workers. The assignment set shows which worker which job will perform. The aim is to fulfil the work requirements with minimal assignment cost.
As we mentioned the problem is a hard optimization problem with strong constraints and is impossible to be solved with exact methods or traditional numerical methods for instances with realistic size. These kind of methods can be apply only on some simplified variants of the problem. A deterministic workforce planing problem is studied in [11] , [17] . Workforce planing models are reformulated as mixed integer programming in [11] . The authors show that the mixed integer program is much easier to solve than the non-linear program. In [17] the model includes workers differences and the possibility of workers training and upgrading. In [4] and [18] a variant with random demands of the problem is proposed. Two stage program of scheduling and allocating with random demands is considered in [4] . Other variant of the problem is to include uncertainty [12] , [14] , [16] , [23] , [24] . Most of the authors simplify the problem by omitting some of the constraints. In [6] a mixed linear programming is applied and in [18] a decomposition method is applied. For the more complex nonlinear workforce planning problems, the convex methods are not applicable.
Nowadays, nature-inspired metaheuristic methods receive great attention [2] , [15] , [19] , [21] , [22] . In considered here problem some heuristic method including genetic algorithm [1] , [13] , memetic algorithm [20] , scatter search [1] etc., are applied.
So far the Ant Colony Optimization (ACO) algorithm is proved to be very effective solving various complex optimization problems [7] , [10] . In our previous work [8] we propose ACO algorithm for workforce planning. We have considered the variant of the workforce planning problem proposed in [1] . Current paper is the continuation of [8] . We propose a hybrid ACO algorithm which is a combination of ACO with a local search procedure. The aim is to improve the algorithm performance.
The rest of the paper is organized as follows. In Section 2 the mathematical description of the problem is presented. In Section 3 hybrid ACO algorithm for workforce planing problem is proposed. Section 4 shows computational results, comparisons and discussion. A conclusion and directions for future work are done in Section 5.
II. DEFINITION OF THE WORKFORCE PLANNING PROBLEM
In this paper we solve the workforce planning problem proposed in [1] and [9] . The set of jobs J = {1, . . . , m} must be completed during a fixed period of time. The job j requires d j hours to be completed. I = {1, . . . , n} is the set of workers, candidates to be assigned. Every worker must perform every of assigned to him job minimum h min hours to can work in efficient way. Availability of the worker i is s i hours. One worker can be assigned to maximum j max jobs. The set A i shows the jobs, that worker i is qualified. Maximum t workers can be assigned during the planed period, or at most t workers may be selected from the set I of workers. The selected workers need to be capable to complete all the jobs. The aim is to find feasible solution, that optimizes the objective function. c ij is the cost of assigning the worker i to the job j. The mathematical model of the workforce planing problem can be described as follows:
The objective function is the minimization of the total assignment cost. The number of hours for each selected worker is limited . The work must be done in full . The number of the jobs, that every worker can perform is limited . There is minimal number of hours that every job must be performed by every assigned worker to can work efficiently . The number of assigned workers is limited.
Same model can be used with different objective functions. Minimization of total assignment cost is the aim of this paper. Ifc ij is the cost the worker i to performs the job j for one hour, than the objective function can minimize the cost of the hall jobs to be finished.
The workforce planning problem is difficult to be solved because of very restrictive constraints especially the relation between the parameters h min and d j . When the problem is structured (d j is a multiple of h min ), in this case it is more easier to find feasible solution, than for unstructured problems (d j and h min are not related).
III. HYBRID ANT COLONY OPTIMIZATION ALGORITHM
The ACO is a nature inspired method. It is metaheuristics methodology following the behaviour of real ants looking for a food. Real ants use chemical substance, called pheromone, to mark their path ant to can return back. An ant moves in random way and when it detects a previously laid pheromone it decides whether to follow it and reinforce it with a new added pheromone. Thus the more ants follow a given trail, the more attractive that trail becomes. Using their collective intelligent the ants can find a shorter path between the source of the food and the nest.
A lot of problems coming from real life and industry needs exponential number of calculations. Therefore the only option is to be applied some metaheuristics. The goal is to find a good solution for a reasonable time [5] .
A. ACO Algorithm for Workforce Planning
In this section we will apply the ACO algorithm for workforce planing from our previous work [8] , which is without local search procedure. One of the main points of the ant algorithm is the proper representation of the problem by graph. In our case the graph of the problem is 3 dimensional and the node (i, j, z) corresponds worker with number i to be assigned to the job j for time z. The graph of the problem is asymmetric, because the maximal value of z depends of the value of j, different jobs needs different time to be completed. At the beginning of every iteration every ant starts to construct their solution, from random node of the graph of the problem. For every ant are generated three random numbers. The first random number corresponds to the worker we assign and is in the interval [0, . . . , n]. The second random number corresponds to the job which this worker will perform and is in the interval [0, . . . , m]. We verify if the worker is qualified to perform the job, if not, we chose in a random way another job. The third random number corresponds to the number of hours worker i is assigned to performs the job j and is in the interval [h min , . . . , min{d j , s i }]. After, the ant applies the transition probability rule to include next nodes in the partial solution, till the solution is completed, or there is not a possibility to include new node.
We propose the following heuristic information:
When there are several candidate nodes with a same probability, the next node is chosen between them in a random way. When some move of the ant do not meets the problem constraints, then the probability of this move is set to be 0. If for all possible nodes the value of the transition probability is 0, it is impossible to include new node in the solution and the solution construction stops. When the constructed solution is feasible the value of the objective function is the sum of the assignment cost of the assigned workers. If the constructed solution is not feasible, the value of the objective function is set to be equal to −1. The ants constructed feasible solutions deposed a new pheromone on the elements of their solutions. The new added pheromone is equal to the reciprocal value of the objective function.
Thus the nodes of the graph belonging to solutions with less value of the objective function, receive more pheromone than others and become more desirable in the next iteration.
The end condition used in our algorithm is the number of iterations.
B. Local Search Procedure
The our main contribution in this paper is the hybridization of the ACO algorithm with a local search procedure. The aim of the local search is to decrease the time to find the best solution and eventually to improve the achieved solutions. We apply local search procedure only on infeasible solutions and only one time disregarding the new solution is feasible or not. Thus, our local search is not time consuming. If the solution is not feasible we remove part of the assigned workers and after that we assign in their place new workers. The workers which will be removed are chosen randomly. On this partial solution we assign new workers applying the rules of ant algorithm. The ACO algorithm is a stochastic algorithm, therefore the new constructed solution is different from previous one with a high probability. 
IV. COMPUTATIONAL RESULTS
In this section test results are reported and compared with ACO algorithm without local search procedure. We use the artificially generated problem instances considered in [1] . The test instances characteristics are shown in Table I .
The set of test problems consists of 20 used in [1] , [8] . In our previous work [8] we show that our ACO algorithm outperforms the genetic and scatter search algorithms from [1] . The number of iterations is fixed to be maximum 100. In Table II the parameter settings of our ACO algorithm are shown. The values are fixed experimentally.
The workforce problem has very restrictive constraints. Therefore only 2-3 of the ants, per iteration, find feasible solution. Sometimes exist iterations without any feasible solution. Its complicates the search process. Our aim is to decrease the number of unfeasible solutions and thus to increase the possibility ants to find good solutions and so to decrease needed number of iterations to find good solution. We observe that after the local search procedure applied on the first iteration, the number of unfeasible solutions in a next iterations decrease. It is another reason the calculation time does not increase significantly. We are dealing with four cases: without local search procedure (ACO); local search procedure when the number of removed workers is quarter from the number of all assigned workers (ACO quarter); local search procedure when the number of removed workers is half from the number of all assigned workers (ACO half); local search procedure when all assigned workers are removed and the solution is constructed from the beginning (ACO restart).
We perform 30 independent runs with every one of the four cases, because the algorithm is stochastic ant to guarantee the robustness of the average results. We apply ANOVA test for statistical analysis to guarantee the significance of the achieved results. We are interested of the number of iterations for finding the best result. It can be very different for different test problems, so we will use ranking of the algorithms. The variant of our hybrid algorithm is on the first place, if it achieves the best solution with less average number of iterations over 30 runs, according other cases and we assign to it 1, we assign 2 to the case on the second place, 3 to the case on the third place and 4 to the case with most number of iterations. On some cases can be assigned same numbers if the number of iterations to find the best solution is the same. We sum the ranking of the cases over all 20 test problems to find final ranking of the different cases of the hybrid algorithm. We observe that the local search procedure decreases the number of unfeasible solutions, found by traditional ACO algorithm in the next iterations, thus when the number of iterations increase, the need of local search procedure decreases. On Table III we report the achieved ranking of different cases of our hybrid algorithm. As we mentioned above, with ACO quarter we call the case when quarter of the workers are removed. ACO half is the case when half of the workers are removed. ACO restart is the case when all workers are removed. It is like to restart the solution construction, to construct the solution from the beginning.
We calculate the ranking, regarding the average number of iterations to find best solution over 30 runs of the test. When more than half of the ants find unfeasible solutions, the deviation from the average is larger compared to the tests when the most of the ants achieve feasible solutions. The Table III shows that the local search procedure decreases the number of iterations needed to find the best solution, when more than half of the workers are removed. The traditional ACO algorithm and hybrid ACO with removing quarter of the workers are 4 times on the first place when either, by chance, the algorithm find the best solution on the first iteration, or all ants find feasible solutions. We observe that the both cases are on the third and forth place 12 times. This means that removing less than half of the workers is not enough to construct feasible solution. The ACO algorithm with removed half of the workers 15 times is on the first or second place and only one time is on the fourth place, which means that it performs much better than previous two cases. When all workers are removed the achieved ranking is similar to the case when half of the workers are removed. Let the maximal number of assigned workers is t. Thus the every one of the solutions consists about Table IV we did similar ranking as in Table III , but taking in to account the calculation time instead number of iterations. Regarding the Table IV the ranking according the time is similar to the ranking according to the number of iterations from the Table III. The best performance is when half of the worker are removed in the local search procedure and the worst performance is when quarter of the workers are removed. The local search procedure with removing half of the worker is on the first place 10 times and on the forth place only 2 times. The local search procedure with removing quarter of the workers is on the first place 3 times and on the forth place 8 times. Regarding the calculation time the local search procedure with removing half of the workers again is the best, but the worst is the local search procedure with removing all workers. Reconstructing a solution from the beginning takes more time than to reconstruct partial solution, therefore ACO algorithm with local search procedure removing all workers performs worst. The results from Table IV show that removing only quarter of the workers from the solution is not enough for construction of good solution and is time consuming comparing with traditional ACO algorithm.
V. CONCLUSION In this paper we propose Hybrid ACO algorithm for solving workforce assignment problem. The ACO algorithm is combined with appropriate local search procedure. The local search procedure is applied only on unfeasible solutions. The main idea is to remove part of the workers in the solution in a random way and to include new workers in their place. Three variants of the local search procedure are compared with traditional ACO algorithm, removing quarter of the assigned workers, removing half of the assigned workers and removing all assigned workers. The local search procedure with removing half of the assigned workers performs better than other algorithms.
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