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Resumo
Máquinas de suporte vetorial estão presentes em praticamente todas as ciências. Elas
compõem um conjunto de métodos desenvolvidos para resolver o problema de separação
linear, que consiste em separar duas classes de pontos no espaço euclidiano através de um
hiperplano maximizando a distância à superfície de separação. Quando as duas classes não
são linearmente separáveis, o modelo é adaptado de forma natural, introduzindo-se folgas
associadas aos pontos. Neste trabalho, modificamos o modelo de modo que os pontos que
requerem as maiores folgas são ignorados, assegurando estabilidade em relação a “outliers".
O modelo assim obtido é resolvido aproximadamente, de maneira eficiente, por um método
que executa uma busca por um ponto inicial a partir do qual realizar a minimização.
Essa busca é baseada em avaliações funcionais de pontos escolhidos criteriosamente e que
também explora algumas direções de descida por todo o conjunto viável. Alguns resultados
e outros métodos em conexão com o nosso modelo e o método proposto são considerados
com relativa profundidade. São apresentados testes computacionais.
Palavras-chave: Otimização não linear. Aprendizado de máquina. Máquina de vetores
de suporte. Otimização do valor ordenado (OVO).
Abstract
Support vector machines are present in almost all the sciences. They refer to the set of
methods developed to solve the problem of linear separation. This problem consists on
finding a hyperplane that separates two sets of points with maximal margin. When the two
classes are not linearly separable, the model is adapted naturally using slacks associated to
the points. In this work, we accomplish a further step and show how to ignore the points
that require the greatest slacks, ensuring stability regarding the outliers. The new model
is solved approximately and efficiently using a method that searchs for a good initial point
from which to start a minimization process. This search is based on functional evaluations
at key points and on exploiting some descent directions around the feasible set. Some
results and other methods in conection with our model and with the proposed method are
considered with relative depth. Computational tests are presented.
Keywords: Nonlinear optimization. Machine learning. Support vector machine. Order-
value optimization.
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1 Introdução
A área de aprendizado de máquina é um ramo do conhecimento essencialmente
multidisciplinar, importante por causa da enorme disponibilidade de dados possibilitada
pelo uso de computadores e da Internet. Baseado em áreas tão diversas como ciência da
computação, matemática, estatística e engenharia, o aprendizado de máquina encontra
aplicação em diferentes áreas e cabe destacar que muitos problemas do mundo real podem
ser reduzidos a problemas de classificação ou regressão [1].
As características da área de aprendizado de máquina mais assemelhadas à
forma como se realiza o aprendizado entre os seres humanos, a saber, memorização,
adaptação e generalização, são encontradas principalmente na sub-área de aprendizado
supervisionado que se realiza a partir de exemplos reunidos em um conjunto de treinamento
para os quais as respostas corretas são conhecidas. O objetivo é estabelecer a maneira
como devem ser obtidas respostas para situações não contempladas nos exemplos. A
generalização é justamente a capacidade de se obter novas respostas apropriadas.
O problema de regressão consiste em obter uma função que melhor se ajusta a
um conjunto de dados. Uma vez conhecida a forma genérica da função, aproximamos tal
função aos valores de pares entrada{saída medidos sob um critério de avaliação dos erros de
atribuição associados a esses pares. A Classificação em várias classes é análoga à regressão.
A diferença é unicamente que o resultado do processo é expresso matematicamente por
uma função que assume um número finito de valores, ao passo que na regressão é expresso
por uma função contínua. Assim, cada ponto de n componentes é classificado em uma
dentre várias classes. Já num problema de classificação binária, que é o objetivo principal
deste trabalho, há apenas duas classes. Na Seção 2.1 voltamos a mencionar o problema de
regressão e, para uma apresentação em detalhes e a descrição das técnicas de solução desse
tipo de problema, remetemos o leitor ao livro [2], que contém uma abordagem elementar e
abrangente da área de aprendizado de máquina. Já uma referência mais atual é o livro
From curve fitting to machine learning, de Achim Zielesny [3].
As Seções 2.1 e 2.2 discutem detalhadamente conceitos importantes a este
trabalho, formando em conjunto um complemento a esta introdução.
Para um melhor entendimento dos conceitos relacionados ao nosso trabalho e
dos quais acabamos de fornecer algumas noções (aprendizado de máquina, aprendizado
supervisionado, hipótese, classificação, generalização, subconjunto de treinamento, subcon-
junto de teste, outliers) remetemos o leitor às duas primeiras seções do artigo de Lorena
e Carvalho [4], que é uma boa introdução às máquinas de suporte vetorial (SVM - do
inglês support vector machines). Outras referências, que são acessórias mas ajudam a
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formar a base para o nosso trabalho, são [5, 6, 7], e, para exemplos de aplicações de SVM,
[8, 9, 10, 11, 12].
Neste trabalho consideramos a forma mais simples do problema de classificação
binária, chamada classificação linear, em que a classificação se faz pela determinação de
um hiperplano separando os pontos de treinamento das duas classes. Deste modo, são
atribuídas classes aos pontos de Rn de acordo com o lado em que esses se situam em relação
ao hiperplano separador, que então é chamado superfície de decisão. As máquinas de
suporte vetorial, a fim de se obter uma função de decisão (ou modelo linear de classificação)
com adequada generalização, procuram obter uma superfície de decisão maximizando a
distância aos pontos de treinamento (Seção 2.3). Para que isso seja possível, é necessário
que os dados sejam linearmente separados, e o modelo daí obtido é um problema de
otimização chamado Problema de Margens Rígidas. Quando as duas classes do conjunto
de treinamento não admitem um hiperplano separador, o problema de margens rígidas é
adaptado flexibilizando as restrições, com a introdução de variáveis de folga que permitem
que as restrições que descrevem a classificação correta sejam violadas, obtendo-se o
Problema de Margens Suaves ou C-SVM (Seção 2.4). O processo de treino de uma C-SVM
(solução do modelo) é prejudicado, com baixa qualidade de generalização do resultado, por
ocorrências de erros nos dados, como conjunto de treinamento com erros de medida para
os atributos (coordenadas dos pontos de treinamento), erros de classificação e outliers. De
fato, pontos com erros requerem grandes folgas, que interferem na obtenção de solução.
O foco do nosso trabalho é contornar essa desvantagem da SVM convencional. Uma
alternativa válida em princípio é o estabelecimento de uma limitação para o efeito das
folgas superiores a 1 (SVM robusta [13]) porém a solução do modelo resultante revela-se
inviável, devido à perda da convexidade da SVM convencional. Neste trabalho, propomos e
testamos a possibilidade de modificar a função que é minimizada no problema de margens
suaves, o que na prática consiste em ignorar uma quantidade fixa de pontos de treinamento
que requerem as maiores folgas, potencialmente eliminando a influência dos outliers. essa
abordagem é semelhante à encontrada em [14], que parte também de uma estimativa inicial
do número de outliers, porém com a inserção de variáveis adicionais, diferentemente da
maneira que utilizamos para desconsiderar os pontos de maiores folgas. Consequentemente,
nosso modelo obtido a partir da modificação do problema de margens suaves (SVM
modificada) admite técnicas diversas das empregadas em [14].
Tendo obtido o modelo SVM modificada, abordamos nas Seções 4.3, 4.4, 4.6 e
Capítulo 5 alguns métodos para a sua solução. Destacamos que, ao passarmos da SVM
convencional para o nosso modelo, houve a perda da convexidade da função objetivo, então
em cada uma destas seções adaptamos métodos disponíveis na literatura para contornar
essa dificuldade, culminando no método do Capítulo 5, nossa principal contribuição.
Na Seção 4.3, consideramos a solução de problemas DC, nos quais a função
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objetivo é a diferença de duas funções convexas; de fato, SVM modificada enquadra-se
nessa categoria, então nós inicialmente procuramos aplicar o algoritmo disponibilizado
em [15]. O método considerado é essencialmente local, ou seja, a qualidade da solução
depende muito do ponto de partida para a minimização. Na Seção 4.4 são considerados
resultados e um algoritmo de minimização para a função LOVO (do inglês low order-value
optimization) obtidos por Andreani et al [16], que também é um problema relacionado ao
nosso modelo. Partindo de um conjunto inicial de funções (funções componentes), LOVO
é a função definida como sendo a soma de um número fixo dos menores valores atingidos
por essas funções. Porém, não chegamos a implementar esse método, pois ele é um método
para a minimização de LOVO em geral, ao passo que no nosso problema, as funções
componentes são convexas.
Na Seção 4.6 novamente procuramos adaptar uma técnica descrita na literatura
ao nosso modelo, desta vez empregando um algoritmo de minimização global (αBB - do
inglês Branch & Bound). Porém, para o nosso problema, chegamos à conclusão de que esse
método somente funcionaria bem em aplicações envolvendo poucos atributos (dimensão
pequena). Uma vez tendo avaliado a possibilidade de empregar técnicas já prontas ao nosso
problema, identificamos algumas peculiaridades do modelo e desenvolvemos, no Capítulo 5,
um método novo que leva em conta o principal que aprendemos sobre o mesmo: o tipo de
geometria do conjunto viável favorece a seleção de pontos para avaliações funcionais (Seção
5.5) e o comportamento das funções componentes determina a existência de direções de
descida nas quais a minimização pode ser feita por uma busca linear (Seção 5.4).
Acrescentamos que na Seção 2.2 o problema de classificação é apresentado deta-
lhadamente e é apresentada a solução convencional para o mesmo, por meio de máquinas
de suporte vetorial; no Capítulo 6 são descritos e apresentados os resultados que obtivemos
nos testes computacionais realizados, comparando os métodos discutidos, e no Apêndice
são apresentados os fundamentos de otimização necessários à leitura deste trabalho.
CRÉDITOS DAS FIGURAS:
1 https://statisticsbyjim.com/regression/curve-fitting-linear-nonlinear-regression
2 https://scipy-lectures.org/advanced/mathematical_optimization/auto_examples/
4 http://vda.univie.ac.at/Teaching/ML/14s/LectureNotes/05_SVM.pdf
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2 O problema de classificação binária
2.1 Introdução
Este texto considera o problema de classificação binária, apresentando nas
Seções 2.2, 2.3 e 2.4 a abordagem do trabalho de Vapnik [17] para esse problema. As
modificações introduzidas com o objetivo de controlar os efeitos de eventuais ruídos
corrompendo o conjunto de dados numa aplicação são descritas nas Seções 3.1 e 3.2. O
Figura 1 – Regressão
linear.
Figura 2 – Regressão não linear.
problema de classificação binária e o problema de regressão, assim como outros pertencentes
à área de aprendizado de máquina, consistem em obter uma estimativa de uma função tendo
como única informação a sua forma genérica e uma quantidade suficiente de exemplos.
No caso de um problema de classificação binária, a solução é uma função f binária e os
exemplos são pares de pontos pxi, yiq P Rnt1, 1u : f deve tentar cumprir yi  fpxiq. Já
um problema de regressão (veja as Figuras 1 e 2), consiste na obtenção da aproximação de
uma função contínua pelo ajuste dos parâmetros inerentes à forma da função: Os pontos
pxi, yiq estão em Rn  R, e os parâmetros são escolhidos de maneira a minimizar, por
algum critério, os erros |yi  fpxiq|. Por exemplo, num problema de aproximação por um
polinômio de grau k, os parâmetros são os k   1 coeficientes polinomiais e a solução é o
polinômio f que melhor cumpre as condições yi  fpxiq segundo algum critério.
A área de aprendizado de máquina ocupa-se da questão de como construir
programas de computador que automaticamente se aperfeiçoam com a experiência, e nas
últimas décadas tem tido um crescimento vertiginoso [18].
A metodologia de aprendizado de máquina a partir de exemplos denomina-se
aprendizado supervisionado. O conjunto de dados, denominado conjunto de treinamento, a
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partir do qual se realiza uma tarefa de aprendizagem, consiste de pares entrada/saída e a
aprendizagem propriamente dita (treinamento) consiste em obter uma relação funcional
que aproximadamente associa a cada entrada a correspondente saída. Num problema
de classificação, em que o conjunto de possíveis valores de saída é binário ou possui um
número finito de elementos, a função obtida como solução denomina-se função decisão. A
solução é escolhida num conjunto de funções candidatas, chamadas hipóteses, que levam o
espaço de entrada ao espaço de saída. A função de decisão de um problema de classificação
binária efetivamente classifica os pontos de Rn, e denominamos fronteira de decisão a
superfície que faz a separação entre os pontos de classes distintas.
Um problema inerente ao aprendizado supervisionado é que, mesmo tendo sido
obtida uma solução (uma hipótese consistente com os dados de treinamento), ela pode
não fazer classificações corretas de dados não pertencentes ao conjunto de treinamento.
A capacidade de uma hipótese de fazer previsões corretas para pontos não rotulados
denomina-se generalização, uma propriedade que geralmente procura-se maximizar.
A solução do problema de classificação empregando programação matemática
tem atraído muita atenção desde a década de 1960 [19]. Entre tais abordagens, estão
classificação por suporte vetorial [20], métodos de programação inteira [21] e métodos de
programação linear ([22, 23] e, para programação linear robusta, [24]).
2.2 Máquinas de vetores suporte
Nesta seção e nas Seções 2.3 e 2.4, apresentamos o desenvolvimento de máquinas
de vetores suporte (SVM, do inglês Support Vector Machines) como uma alternativa
adequada para a solução do problema de classificação binária, que na sua forma mais
elementar leva à consideração de hipóteses lineares. Inicialmente verificamos que a obtenção
de uma hipótese consistente com o conjunto de dados está relacionada de maneira simples
com o problema de determinação de um hiperplano separador em Rn. Na próxima seção,
seguiremos os passos de construção de um hiperplano separador que defina uma função de
decisão com adequada capacidade de generalização.
Nesta seção consideramos o problema de separação linear ou classificação
linear. Dado um conjunto S  tpx1, y1q, . . . , pxm, ymqu  Rn  t1, 1u, chamado
conjunto de treinamento, esse problema consiste em determinar um hiperplano tx P
Rn : wtx  b  0u separando estritamente os pontos x1, . . . , xm de acordo com os rótulos
y1, . . . , ym, respectivamente. Mais precisamente, os pontos xi tais que yi  1 devem cumprir
wtxi   b ¡ 0 e, para aqueles tais que yi  1, wtxi   b   0. Assim, nosso objetivo é
classificar os pontos de Rn utilizando o conjunto de treinamento.
Iniciamos a formulação precisa do problema de separação linear considerando
um hiperplano qualquer H : wtx  b  0, w  0. A margem geométrica ρpw,bqpx, yq de um
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ponto px, yq P Rnt1, 1u em relação ao hiperplano H é definida como sendo a distância
do ponto ao hiperplano, se o hiperplano classifica o ponto corretamente, ou o negativo
da distância do ponto ao hiperplano, se o hiperplano não classifica o ponto corretamente,
isto é, se ρpw,bqpx, yq ¡ 0, o hiperplano classifica o ponto px, yq corretamente e a margem
geométrica mede a distância dpx,Hq, e se ρpw,bqpx, yq   0, o hiperplano classifica o ponto
px, yq incorretamente e a margem geométrica é igual a dpx,Hq (Figura 3).
É fácil ver que a margem geométrica pode ser calculada pela expressão [25]
ρpw,bqpx, yq  ypw
tx  bq
||w|| . (2.1)
Definimos a margem de um hiperplano wtx  b  0 em relação ao conjunto S como sendo
ρpw,bq  min ρpw,bqpxi, yiq.
i  1, . . . ,m
Observe que a margem do hiperplano é positiva se, e somente se, o hiperplano classifica todos
os pontos de treinamento corretamente. Uma vez obtido o hiperplano separador wtx b  0,
que é a fronteira de decisão do problema de classificação binária, a correspondente função
de decisão é
Figura 3 – Margem do hiperplano em relação ao conjunto de treinamento.
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fw,bpxq  sgnpwtx  bq, x P Rn. (2.2)
2.3 Hiperplanos de margem ótima
Como vimos anteriormente, um hiperplano H : wtx  b  0 classifica correta-
mente os pontos px1, y1q, . . . , pxm, ymq se
yipwtxi   bq ¡ 0, @i. (2.3)
É fácil ver que w, b podem ser escalados de maneira que se verifique a condição
min |wtxi   b|  1.
i  1, . . . ,m (2.4)
Dizemos então que o hiperplano separador H está na forma canônica. De (2.3) e (2.4)
obtemos
yipwtxi   bq ¥ 1, @i. (2.5)
Pela definição da margem ρpw,bq do hiperplano H e por (2.1),
ρpw,bq  min yipw
txi   bq
||w|| ,
i  1, . . . ,m
logo, por (2.4),
ρpw,bq  1||w|| .
Para que o problema de classificação binária resulte numa função de decisão com adequada
capacidade de generalização, é razoável buscar um hiperplano separador com a maior
margem possível [26]. Pela fórmula acima para ρpw,bq, temos que o hiperplano separador
de margem máxima pode ser encontrado pelo seguinte problema de minimização:
min 12 ||w||
2 (2.6)
s.a yipwtxi   bq ¥ 1, i  1, . . . ,m.
Neste ponto, remetemos o leitor que necessitar de uma introdução à teoria de otimização
ao Apêndice A (Fundamentos de otimização), visto que daqui por diante mencionaremos
conceitos mais avançados, como a obtenção do problema dual e suas propriedades.
Como qualquer problema de minimização convexo, esse problema tem um dual,
também convexo, que determinamos a seguir e que revelar-se-á mais simples que (2.6) e
útil para a obtenção de novas informações.
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O Lagrangiano do problema (2.6) é
Lpw, b, αq  12 ||w||
2 
m¸
i1
αiryipwtxi   bq  1s. (2.7)
Derivando o Lagrangiano em relação às variáveis primais w, b, obtemos
BL
Bw  w 
¸
i
αiyixi  0 ùñ w 
¸
i
αiyixi, (2.8)
BL
Bb  
¸
i
αiyi  0. (2.9)
Substituindo (2.8) em (2.7), obtemos
L2pb, αq  12
¸
i,j
αiαjyiyjx
t
ixj 
m¸
i1
αiyi

m¸
j1
αjyjx
t
ixj


m¸
i1
pαiyib αiq.
Simplificando e usando (2.9), obtemos:
L3pαq  12
¸
i,j
αiαjyiyjx
t
ixj  
m¸
i1
αi.
Portanto o problema dual é
min
α
1
2
¸
i,j
αiαjyiyjx
t
ixj 
m¸
i1
αi (2.10)
s.a
m¸
i1
yiαi  0,
αi ¥ 0, i  1, . . . ,m.
Introduzindo a notação K P Rnn tal que rKsij  yiyjxtixj e e  p1, . . . , 1qt P Rm, (2.10)
pode ser escrito como
min 12α
tKα etα
s.a
m¸
i1
yiαi  0,
αi ¥ 0, i  1, . . . ,m.
(Observe que o fato de a matriz K ser semi-definida positiva implica que a função objetivo
de (2.10) é convexa). Uma vantagem de resolver o problema dual é que as suas restrições
são mais simples que as do problema primal. Por exemplo, há algoritmos eficientes para
projetar no conjunto viável [27] (veja também [28]). Uma vez obtida a solução do problema
dual, o w da solução primal pode ser calculado em seguida, veja a Equação (2.8).
Pela condição de complementaridade KKT para o problema (2.6),
αiryipwtxi   bq  1s  0, @i. (2.11)
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Logo, o cálculo de b pode ser feito a partir de (2.11) considerando-se qualquer i P I :
ti  1, . . . ,m : αi ¡ 0u. Para obter um resultado mais preciso, faz-se a média aritmética
dos valores obtidos para os i P I:
b  1#I
¸
iPI

1
yi
 wtxi


,
em que #I denota a cardinalidade de I. Substituindo (2.8) em (2.2), obtemos a função
decisão:
fpxq  sgn

m¸
i1
αiyixx, xiy   b

. (2.12)
Observe que essa função depende somente dos padrões xi para os quais αi ¡ 0, chamados
vetores suporte. De acordo com (2.11), os vetores suporte estão sobre a margem do
hiperplano separador. Por (2.8), vemos que a expressão do vetor w também depende
somente dos vetores suporte, porque αi  0 para os demais pontos de treinamento. Se a
determinação do hiperplano ótimo fosse resolvida considerando somente os vetores suporte
(desconsiderando os demais pontos de treinamento), o resultado seria o mesmo, porque
resolver novamente desta maneira consiste em, antes de resolver o problema dual, fazer
αi  0 para os exemplos que são desconsiderados.
Observamos que, no problema dual (2.10) e em (2.12), os pontos de treinamento
xi e o ponto x aparecem somente como argumentos do produto interno em Rn. Essa
constatação abre espaço para a utilização de núcleos no problema de classificação binária,
possibilitando superfícies de classificação não lineares [29]. Quando o conjunto de pontos
de treinamento tpxi, yiqu não é linearmente separável em Rn, considera-se uma aplicação
Φ : Rn ÝÑ RN , em queN é uma dimensão que pode ser maior que n, e a separação é obtida
em RN , entre os pontos tpΦpxiq, yiqu. Nesse contexto, Rn é chamado espaço de entrada e
RN espaço de características. As expressões xxi, xjy, xx, xiy nas fórmulas (2.10) e (2.12),
respectivamente, são substituídas por kpxi, xjq, kpx, xiq, em que kpu, vq  xΦpuq,Φpvqy.
Frequentemente, isso é feito sem que a expressão da função Φ seja conhecida, utilizando-se
somente a definição do núcleo kpu, vq que permite a separação não linear (Figura 4).
Figura 4 – A separação pode ser mais fácil em dimensão superior.
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2.4 Hiperplanos de margens suaves
Observe que o problema (2.6), comumente conhecido como problema de margens
rígidas, é inviável se o conjunto de pontos tpxi, yiq, i  1, . . . ,mu não é linearmente
separável. No caso de não separabilidade linear, podemos formular o problema de margens
suaves, que tem a vantagem adicional de uma maior tolerância a outliers [29].
O problema de “margens suaves"consiste em flexibilizar as condições em (2.5)
introduzindo variáveis de folga ξi ¥ 0, i  1, . . . ,m, da seguinte maneira:
yipwtxi   bq ¥ 1 ξi, i  1, . . . ,m.
Por permitirem erros, os termos ξi possibilitam solução no caso em que o conjunto
de treinamento não é linearmente separável. Como forma de penalizar os ξi positivos,
introduzimos
m¸
i1
ξi na função objetivo. Adicionamos também um fator C ¡ 0, que estabelece
um compromisso entre os objetivos conflitantes de maximizar a margem e diminuir o erro
de separação. Obtemos assim o problema
min
pw,b,ξq
1
2 ||w||
2   C
m¸
i1
ξi (2.13)
s.a yipwtxi   bq ¥ 1 ξi, i  1, . . . ,m,
ξi ¥ 0, i  1, . . . ,m.
Na Figura 5, para ξi ¡ 0, ξi||w|| mede a distância do ponto xi ao hiperplano w
tx  b  1
(se yi  1q ou ao hiperplano wtx  b  1 (se yi  1q.
O Lagrangiano do problema (2.13) é
Lpw, b, ξ, α, rq  12 ||w||
2   C
m¸
i1
ξi 
m¸
i1
αiryipwtxi   bq  1  ξis 
m¸
i1
riξi, (2.14)
em que αi ¥ 0 e ri ¥ 0 (os ri são os multiplicadores de Lagrange associados às restrições
ξi ¥ 0). Derivando o Lagrangiano em relação às variáveis primais w, ξ, b, obtemos
BL
Bw  w 
¸
i
αiyixi  0 ùñ w 
¸
i
αiyixi, (2.15)
BL
Bξi  C  αi  ri  0, (2.16)
BL
Bb 
¸
i
yiαi  0. (2.17)
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Substituindo (2.15), (2.16) e (2.17) em (2.14), obtemos
L2pαq  12
¸
i,j
yiyjαiαjx
t
ixj  
m¸
i1
pCξi   αi  αiξi  riξiq 
 12
¸
i,j
yiyjαiαjx
t
ixj  
m¸
i1
αi.
Figura 5 – Os comprimentos em destaque são dados por ξi||w|| .
Já (2.16), juntamente com ri ¥ 0, implica αi ¤ C. O problema dual é a
maximização de L2pαq :
min
α
1
2
¸
i,j
αiαjyiyjx
t
ixj 
m¸
i1
αi (2.18)
s.a 0 ¤ αi ¤ C, i  1, . . . ,m,
m¸
i1
yiαi  0.
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Mais uma vez, introduzindo a notaçãoK P Rnn tal que rKsij  yiyjxtixj e e  p1, . . . , 1qt P
Rm, (2.18) pode ser escrito como
min
α
1
2α
tKα etα
s.a 0 ¤ αi ¤ C, i  1, . . . ,m,
m¸
i1
yiαi  0.
(o fato de a matriz K ser semi-definida positiva implica que a função objetivo de (2.18) é
convexa). As condições de complementaridade são:
αiryipwtxi   bq  1  ξis  0, i  1, . . . ,m,
ξiri  ξipαi  Cq  0, i  1, . . . ,m.
Portanto,
se ξi  0 ùñ αi  C. (2.19)
Paralelos ao hiperplano ótimo wtx   b  0, temos os hiperplanos nas margens, H  :
wtx   b  1 e H : wtx   b  1. Para cada ponto de treinamento xi, o valor ξi,
juntamente com a restrição yipwtxi   bq ¥ 1  ξi, permite situar a localização de xi
em relação a esses hiperplanos. Assim, se ξi  0, ao ponto xi não está associada uma
penalidade e isso se reflete na localização do ponto xi :
wtxi   b ¥ 1, se yi  1, ou wtxi   b ¤ 1, se yi  1.
Portanto, o ponto xi está bem classificado e, mais do que isso, está à distância de pelo
menos 1{||w|| da superfície de separação. A seguir verificaremos outras possibilidades. Seja
fpxq  wtx  b. Portanto, pelas restrições do problema primal,
yifpxiq ¥ 1 ξi, @i, (2.20)
e, pelas condições de complementaridade,
αiryifpxiq  1  ξis  0, @i. (2.21)
Como 0 ¤ αi ¤ C, para cada i  1, . . . ,m, vale um dos três casos abaixo:
(i) αi  0. Então, por (2.19), ξi  0, logo, por (2.20), yifpxiq ¥ 1.
(ii) 0   αi   C. Então, por (2.19), ξi  0, logo, por (2.21), yifpxiq1  0 ùñ yifpxiq  1.
(iii) αi  C. Então, por (2.21), yifpxiq  1 ξi ¤ 1.
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Como no problema de margens rígidas, os vetores suporte são os pontos xi para os
quais αi ¡ 0 (associados aos casos (ii) e (iii)) e a determinação do hiperplano ótimo
depende somente dos vetores suporte. No caso (ii), valendo a condição yifpxiq  1, dize-
mos que o vetor suporte está sobre a margem. Já no caso (iii), temos um vetor suporte
classificado corretamente, entre as margens, (se 0   ξi ¤ 1q ou mal classificado, entre as
margens (se 1   ξi ¤ 2q, ou fora das margens (se ξi ¡ 2q.
24
3 Modelos
3.1 O Modelo VaR-SVM
Esta seção baseia-se no modelo e em resultados apresentados por Tsyurmasto
et al. em [30]. Buscaremos introduzir modificações na modelagem que levou ao problema
de margens rígidas (Seção 2.3) que permitam controlar os efeitos indesejados de ruídos, de
erros de medidas, de erros de classificação e de outliers presentes no conjunto de dados.
Nosso objetivo, como no problema de margens rígidas, é obter pw, bq para o hiperplano
ótimo, minimizando ||w|| sujeito a novas restrições. Utilizaremos a notação fipw, bq 
yipwtxi   bq, i  1, . . . ,m (essas funções fi são chamadas perdas). Desta maneira as
restrições do problema de margens rígidas podem ser escritas como fipw, bq ¤ 1. Um
único outlier pode tornar pw, bq inviável pelo descumprimento dessa restrição, decorrente
de um valor (incorreto) grande para fipw, bq. Se fizermos uma estimativa de que k pontos
de treinamento são outliers ou contêm erros de medidas, então podemos contornar esse
problema impondo restrições que ignorem os k valores fipw, bq mais elevados. Veremos
que a função valor em risco definida a seguir permite não somente ignorar os pontos
de treinamento problemáticos como também resumir numa única desigualdade todas as
restrições fipw, bq ¤ 1. Estamos especialmente preocupados com o caso em que esses
erros, sejam eles outliers ou não, tenham alguma forma de viés que faz com que o modelo
de margens suaves (Seção 2.4) não seja adequado.
Apresentaremos uma abordagem do problema de separação linear denominada
VaR-SVM [30] que tem a característica de baixa sensibilidade aos outliers e é construída a
partir da definição da função valor em risco (VaR, do inglês Value at Risk). Começamos
com a definição de VaR. Sejam Ω  Rn 1, f1, . . . , fm : Ω ÝÑ R funções diferenciáveis
e p P t1, . . . ,mu um parâmetro constante. Para cada x P Ω considere uma permutação
pi1pxq, . . . , impxqq de t1, . . . ,mu tal que fi1pxqpxq ¤ . . . ¤ fippxqpxq ¤ . . . ¤ fimpxqpxq. A
função valor em risco de índice p é f : Ω ÝÑ R dada por fpxq  fippxqpxq. Exemplos de
problemas de minimização da função VaR podem ser encontrados na área de finanças
e, por permitir menor sensibilidade aos outliers, no problema de regressão [31]. Porém
esses problemas são dificultados pelas características da função VaR, que geralmente não
é diferenciável nem convexa. A Figura 6 ilustra uma típica função VaR.
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Figura 6 – Função VaR, m  9, p  4 (m funções fi lineares).
Considere o problema de classificar os pontos do conjunto
S  tpx1, y1q, . . . , pxm, ymqu  Rn  t1, 1u
e, para i  1, . . . ,m, defina
fipw, bq  yipwtxi   bq, w P Rn, b P R.
Seja fpw, bq a correspondente função VaR de parâmetro constante p P t1, . . . ,mu. O obje-
tivo da VaR-SVM é obter uma separação de S ignorando k  mp pontos de treinamento,
preferencialmente com boa propriedade de generalização.
Proposição 1. Sejam p P t1, . . . ,mu, S  tpx1, y1q, . . . , pxm, ymqu. Se fpw, bq ¤ 1 e
w tem norma mínima, então o hiperplano H : wtx  b  0 separa o conjunto S ignorando
m p pontos e tem a representação pw, bq canônica em relação aos p pontos não ignorados
(conforme definição apresentada na Seção 2.3), de maneira que a margem do hiperplano
H em relação a esses p pontos é 1||w|| .
Prova: Pela definição da função VaR de parâmetro p, fpw, bq ¤ 1 se e somente
se DI  t1, . . . ,mu tal que #I  p e fipw, bq ¤ 1, @i P I. Ora,
fipw, bq ¤ 1 ðñ yipwtxi   bq ¤ 1 ðñ yipwtxi   bq ¥ 1. (3.1)
Portanto, fpw, bq ¤ 1 implica que a condição (3.1) é satisfeita por p valores i P I, então
(I) O hiperplano wtx   b  0 separa S ignorando m  p pontos, ou seja,
considerando somente os pontos txi : i P Iu.
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(II) Pela hipótese de que ||w|| é mínima, a condição de canonicidade é satisfeita:
min
iPI
|wtxi   b|  1.
Com efeito, se existisse α ¡ 1 tal que em (3.1) valesse yipwtxi   bq ¥ α, então
yipwtα xi   bαq ¥ 1, de onde se obtém fpw
t
α
, b
α
q ¤ 1, contrariando a minimalidade de
||w||. QED
Esta proposição sugere formularmos o problema VaR-SVM na seguinte forma:
min
w,b
1
2 ||w||
2, s.a fpw, bq ¤ 1. (3.2)
A principal vantagem de modelarmos o problema de separação linear como em (3.2),
utilizando VaR, é que, ignorando um número suficientemente grande m  p de pontos,
o efeito de eventuais outliers presentes no conjunto de treinamento é potencialmente
eliminado, porque o valor fpw, bq da função VaR depende somente dos p menores valores
em tf1pw, bq, . . . , fmpw, bqu.
Seja X o conjunto viável do Problema (3.2):
X  tx  pw, bq P Rn 1 : fpw, bq ¤ 1u.
x P X ðñ fpxq ¤ 1 ðñ p valores em tfipxqu são ¤ 1 ðñ x pertence à interseção
de p semi-espaços Wi da forma
Wi  tx P Rn 1 : fipxq ¤ 1u, i  1, . . . ,m.
Logo
X    Wi.
I  t1, . . . ,mu i P I
#I  p
(em que #I denota a cardinalidade de I) A constatação de que o conjunto viável do
Problema (3.2) possui uma geometria complexa leva à necessidade de determinar formas
equivalentes de resolver o problema, assunto ao qual dedicar-se-á o restante desta seção.
Em [30], Tsyurmasto et al buscaram trazer VaR para a função objetivo, desde que existem
técnicas para minimizar VaR, como por exemplo a que será considerada na Seção 4.1.
Para uma abordagem de problemas com restrição do tipo VaR, aplicando o Lagrangiano
Aumentado, ver [32].
Obs.: A seguir, mostraremos que a hipótese p ¥ maxtm ,mu   1, em que
m   #ti : yi  1u e m  #ti : yi  1u, pode ser aceita naturalmente no problema
de classificação binária, não fazendo sentido prescindir da mesma. De fato, suponha,
para fixar idéias, que p   m    1, logo p ¤ m . Então, ignorando o subconjunto de
pontos de treinamento negativos txi : yi  1u, qualquer hiperplano que contivesse
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todos os pontos positivos em um de seus lados classificaria p pontos corretamente. Como
consequência da hipótese que acabamos de justificar, é fácil ver que um ponto da forma
p0, bq, com w  0, não é viável para o Problema (3.2). De fato, suponha fp0, bq ¤ 1.
Então, fip0, bq  yib ¤ 1, para p valores de i, logo yib ¥ 1. Se b ¡ 0, teríamos p pontos
de treinamento xi para os quais yi  1, e, se b   0, p pontos para os quais yi  1. Tanto
num caso como no outro, isso implicaria p ¥ maxtm ,mu   1 ¥ p  1, o que é absurdo.
Concluímos que w  0 não é de interesse para o Problema (3.2).
Dizemos que a função VaR f é positivamente homogênea, porque cumpre
fpαxq  αfpxq, @α ¡ 0, x P Rn 1.
O próximo teorema estabelece a equivalência entre o Problema (3.2) e o seguinte:
min
w,b
fpw, bq
||w|| , w  0. (3.3)
A hipótese fpw, bq   0 na parte (a) é verdadeira se o hiperplano wtx  b  0 separa as
classes de pontos positivos e negativos, considerando p pontos. De fato, isso implica que
fipw, bq   0 para p valores de i. Sobre a hipótese w  0 na parte (b), veja a observação
acima.
Teorema 1. [30] (a) Se pw, bq é uma solução ótima de (3.3) e β  fpw, bq   0, então
1
β
pw, bq é solução ótima para (3.2).
(b) Se pw, bq é uma solução ótima de (3.2) com w  0, então pλw, λbq é uma solução
ótima de (3.3), para cada λ ¡ 0, e fpλw, λbq   0.
Prova: (a) Seja pw, bq solução de (3.3) e β  fpw, bq   0. É fácil ver que a
função f é positivamente homogênea, então, como 1
β
¡ 0, 1
β
pw, bq é solução de (3.3) e
fp1
β
pw, bqq  1, logo 1
β
pw, bq é solução do seguinte problema
min
w,b
fpw, bq
||w|| s.a fpw, bq  1, w  0. (3.4)
Suponha por absurdo que 1
β
pw, bq não seja solução de (3.2). Então existe pw˜, b˜q tal que
η : fpw˜, b˜q ¤ 1 e ||w˜||   1
β
||w||. Então fp1
η
pw˜, b˜qq  1 e 1
η
||w˜|| ¤ ||w˜||  
1
β
||w||, contrariando a otimalidade de 1
β
pw, bq para (3.4).
(b) Seja pw, bq solução de (3.2), então β : fpw, bq  1. De fato, se fosse β   1,
teríamos 0   1
β
  1 e pw˜, b˜q : 1
β
pw, bq viável para (3.2), mas ||w˜||   ||w||, contradi-
zendo a otimalidade de pw, bq.
Lembrando que w  0, concluímos que pw, bq é solução do problema:
min
w,b
1
||w|| s.a fpw, bq  1, w  0.
Capítulo 3. Modelos 28
Porém esse problema é equivalente a (3.4) e, então, pw, bq é solução de (3.4). Suponha
por absurdo que pw, bq não seja solução de (3.3). Então existe pw˜, b˜q tal que
fpw˜, b˜q
||w˜||  
fpw, bq
||w||   0.
Seja β  fpw˜, b˜q   0. Então 1
β
pw˜, b˜q é viável para (3.4) e
fp1
β
pw˜, b˜qq
1
β
||w˜|| 
fpw˜, b˜q
||w˜||  
fpw, bq
||w|| ,
contradizendo a otimalidade de pw, bq para (3.4).
Sendo pw, bq solução de (3.3), o mesmo se verifica para qualquer pλw, λbq,
com λ ¡ 0, pois fpλw
, λbq
||λw|| 
fpw, bq
||w|| . QED
No Lema 1 seguinte utilizamos a notação: P : Rm ÝÑ R é tal que, para u  pu1, . . . , umq P
Rm, P puq é a pésima menor componente em pu1, . . . , umq, isto é, para uma permutação
pi1, . . . , imq de p1, . . . ,mq tal que ui1 ¤    ¤ uip ¤    ¤ uim , definimos P pu1, . . . , umq 
uip . Assim, para funções f1, . . . , fm : RnR ÝÑ R, a função VaR de f1pw, bq, . . . , fmpw, bq
de ordem p pode ser escrita como
fpw, bq  P pf1pw, bq, . . . , fmpw, bqq.
Lema 1. Se o Problema (3.3) é limitado, então P pyq ¥ 0, ou seja, cada uma das duas
classes tem menos de p elementos.
Prova:Caso (I): Suponha por absurdo P py1, . . . , ymq   0. Seja w0 tal que ||w0|| 
1, b ¡ 0.
fpw0,bq  P py1pwt0x1  bq, . . . ,ympwt0xm  bqq
 bP py1pw
t
0x1
b
  1q, . . . , ympw
t
0xm
b
  1qq
 bP py1pδ1pbq   1q, . . . , ympδmpbq   1qq,
em que δipbq  w
t
0xi
b
. Portanto
lim
bÑ8
fpw0,bq
||w0||  limbÑ8 bP py1pδ1pbq   1q, . . . , ympδmpbq   1qq.
Observe que δipbq Ñ 0 quando b Ñ 8. A hipótese de que P py1, . . . , ymq   0 implicará
que o termo P py1pδ1pbq   1q, . . . , ympδmpbq   1qq permanece num intervalo da forma
p8,q,  ¡ 0, para δipbq suficientemente pequeno. Concluímos que o limite acima
diverge para 8, contrariando a hipótese de que o Problema (3.3) é limitado.
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Caso (II): Suponha por absurdo P py1, . . . ,ymq   0. Analogamente ao Caso (I),
obtemos uma contradição, considerando fpw0, bq no lugar de fpw0,bq. QED
O próximo teorema estabelece a equivalência entre o Problema (3.3) e o seguinte:
min
w,b

1
2 ||w||
2   C.fpw, bq


, (3.5)
em que C ¡ 0 é uma constante.
Teorema 2. [30] (a) Se pw, bq é solução ótima de (3.3) e β  fpw, bq   0, então
Cr
||w||pw, bq é ótima para (3.5), em que r   β||w|| .
(b) Se pw, bq é solução ótima de (3.5) com w  0, então pλw, λbq é solução ótima de
(3.3) para cada λ ¡ 0.
Prova: (a) Seja pw, bq solução de (3.3). Então, para todo pw, bq com w  0,
temos
fpw, bq
||w|| ¥
fpw, bq
||w||  r
.
Logo,
w  0 ùñ 12 ||w||
2   Cfpw, bq ¥ 12 ||w||
2  Cr||w|| ¥ 12pCr
q2. (3.6)
A última desigualdade acima é verdadeira porque, reagrupando termos, ela é equivalente a
1
2p||w||  Cr
q2 ¥ 0. Mostraremos que (3.6) também vale para w  0.
1
2 ||0||2   Cfp0, bq  0  CP py1p0tx1   bq, . . . ,ymp0txm   bqq
 CP py1b, . . . ,ymbq  C|b|P py1 sign b, . . . ,ym sign bq
 C|b|P ppsign bqyq ¥ 0.
A última desigualdade acima é consequência do Lema 1.
Uma vez provado (3.6) para todo w, mostraremos que, para pw˜, b˜q  Cr

||w|| pw
, bq, (3.6)
reduz-se a uma igualdade, logo pw˜, b˜q é solução de (3.5).
1
2 ||w˜||
2   Cfpw˜, b˜q  12
pCrq2
||w||2 ||w
||2   C.Crfpw
, bq
||w||
 12pCr
q2   C2rprq  12pCr
q2  C2r2  12pCr
q2.
(b) Seja pw, bq solução de (3.5), w  0 e suponha que Dpw˜, b˜q tal que
r˜ : fpw˜, b˜q||w˜||  
fpw, bq
||w|| .
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Consequentemente,
1
2 ||w
||2   Cfpw, bq ¡ 12 ||w
||2  Cr˜||w|| ¥ 12pCr˜q
2.
A última desigualdade acima é verdadeira porque, reagrupando termos, ela é equivalente a
1
2p||w
||  Cr˜q2 ¥ 0. Portanto, pela otimalidade de pw, bq, para todos w P Rn, b P R,
1
2 ||w||
2   Cfpw, bq ¡ 12pCr˜q
2. (3.7)
Seja pwˆ, bˆq  Cr˜||w˜|| pw˜, b˜q. Analogamente ao final da prova de (a), temos
1
2 ||wˆ||
2   Cfpwˆ, bˆq  12pCr˜q
2,
contradizendo (3.7). QED
Como consequência dos Teoremas 1 e 2, os Problemas (3.2) e (3.5) são equivalentes.
Em [30] é proposto resolver o Problema (3.2) (VaR-SVM) pela forma equivalente (3.5),
que é um problema sem restrições e que pode ser resolvido pelo solver PSG (Portfolio
Safeguard). Alternativamente a esse solver, a técnica de minimização de VaR descrita em
[33] não se aplica à resolução de (3.5), visto que a função objetivo desse problema não é
VaR de funções lineares. Assim, propomos a forma equivalente a (3.2) dada por
min fpw, bq (3.8)
s.a ||w|| ¤ 1,
em que a função objetivo, fpw, bq, é VaR de funções lineares e o conjunto viável é fácil
de ser substituído por um outro que seja limitado (em (3.8), w já é limitado, é suficiente
limitar b). Na Seção 4.1, é apresentado um método para resolver (3.8).
Daqui por diante, mostraremos a equivalência mencionada, entre os Problemas
(3.2) e (3.8). Começamos provando a equivalência entre (3.2) e o Problema (3.9) abaixo,
utilizando (3.3) como intermediário:
min fpw, bq (3.9)
s.a 0   ||w|| ¤ 1.
Teorema 3. (a) Seja pw, bq solução de (3.3) tal que fpw, bq   0. Definindo
w˜  w

||w|| , b˜ 
b
||w|| ,
então pw˜, b˜q é solução do Problema (3.9).
(b) Seja pw, bq solução de (3.9) e fpw, bq   0; então pw, bq também é solução de
(3.3).
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Prova: (a) Se fpw, bq ¥ 0, então fpw˜, b˜q  fpw
, bq
||w||   0 ¤ fpw, bq.
Resta obter a mesma desigualdade para o caso fpw, bq   0. Observe que, se pw, bq é
viável em (3.9), então
1
||w|| ¥ 1. (3.10)
Portanto,
fpw˜, b˜q  fpw
, bq
||w|| ¤
fpw, bq
||w|| ¤ fpw, bq.
(a última desigualdade acima é consequência de (3.10))
(b) Temos que ||w||  1; de fato, suponha por absurdo que 0   ||w||   1 e seja
α ¡ 1 tal que ||αw||  1, então
fpαw, αbq  αfpw, bq   fpw, bq, o que contradiz a otimalidade de pw, bq
com respeito a (3.9).
Suponha por absurdo que existe pw, bq, w  0 tal que
fpw, bq
||w||  
fpw, bq
||w||  fpw
, bq. (3.11)
Sejam w˜  w||w|| , b˜ 
b
||w|| , então de (3.11) vem:
fpw˜, b˜q  fpw, bq||w||   fpw
, bq, contrariando a otimalidade de pw, bq. QED
Combinando os Teoremas 1 e 3 obtemos o resultado seguinte, que estabelece a equi-
valência entre os Problemas (3.2) e (3.9).
Corolário 1. (a) Seja pw, bq solução ótima de (3.2), com w  0 e fpw, bq   0;
então, fazendo w˜  w

||w|| e b˜ 
b
||w|| , pw˜, b˜q é solução ótima do Problema (3.9).
(b) Sejam pw, bq solução ótima de (3.9) e β  fpw, bq   0; então,  1
β
pw, bq é solução
ótima do Problema (3.2).
No enunciado do próximo teorema é utilizada a notação P pu1, . . . , umq intro-
duzida antes do Lema 1. A hipótese P pyq  P py1, . . . ,ymq ¥ 0 é de fácil verificação,
pois ela equivale a P pyq  1, ou seja, p ¥ maxtm ,mu 1, em que m   #ti : yi  1u
e m  #ti : yi  1u, que, conforme já vimos, é uma hipótese aceita naturalmente,
ou seja, não faz sentido prescindi-la no problema de classificação binária, não sendo de
interesse a situação em que P pyq   0.
O próximo teorema estabelece a equivalência entre o Problema (3.9) e o
Problema (3.8).
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Teorema 4. (a) Seja pw, bq solução ótima de (3.9), com fpw, bq   0; então pw, bq
também é solução de (3.8).
(b) Seja pw, bq solução ótima de (3.8), com fpw, bq   0 e suponha
P pyq  P py1, . . . ,ymq ¥ 0; então w  0 e pw, bq também é solução de (3.9).
Prova: (a) A diferença entre (3.8) e (3.9) é que o conjunto viável de (3.8)
considera também vetores da forma p0, bq, b P R. Então, basta mostrar que fp0, bq ¥ 0, já
que fpw, bq   0.
Pelo Teorema 3(b), pw, bq é solução de (3.3), logo pelo Lema 1, P pyq 
P py1, . . . ,ymq ¥ 0 e,
fp0, bq  |b|P py1 sign b, . . . ,ym sign bq ¥ 0, @b. (3.12)
Portanto, o Problema (3.9) tem valor ótimo negativo e o Problema (3.8) tem um conjunto
viável formado a partir do conjunto viável de (3.9) pela inclusão de pontos da forma p0, bq,
cujos valores da função objetivo são não negativos. Não havendo alteração do valor ótimo,
temos que pw, bq também é solução de (3.8).
(b) De P pyq  P py1, . . . ,ymq ¥ 0 temos que vale (3.12), então, como
fpw, bq   0, w  0, logo pw, bq é viável para (3.9). Da otimalidade de pw, bq no
Problema (3.8), concluímos que pw, bq também é ótimo no Problema (3.9), de conjunto
viável menor. QED
Uma maneira mais imediata de verificar a validade do Teorema 4 é que a
equivalência entre (3.9) e (3.8) é óbvia, se existe pw, bq tal que fpw, bq   0 (ou seja, (3.2)
viável), já que a diferença entre eles é que (3.8) permite w  0, e usamos (3.12) para
mostrar que não pode ocorrer w  0 na otimalidade de (3.8).
Proposição 2. O Problema (3.8) é limitado se, e somente se, p ¥ maxtm ,mu   1, em
que m   #ti : yi  1u e m  #ti : yi  1u (cada uma das duas classes tem menos de
p elementos).
Prova: “ùñ": Suponha por absurdo p   maxtm ,mu   1.
Caso (I) p   m   1. Então p ¤ m ùñ P py1, . . . , ymq  1, segundo a
notação utilizada no Lema 1. Se b   0, por (3.12), fp0, bq  |b|P py1, . . . , ymq  |b|, de
onde conclui-se que o Problema (3.8) é ilimitado.
Caso (II) p   m  1. Então p ¤ m  ùñ P py1, . . . ,ymq  1, logo se b ¡ 0
então, por (3.12), fp0, bq  |b|P py1, . . . ,ymq  |b| e o Problema (3.8) é ilimitado.
“ðù": Suponha por absurdo que p ¥ maxtm ,mu  1 e existe uma sequência
pwν , bνq  RnR tal que ||wν || ¤ 1 e fpwν , bνq   ν, ν  1, 2, . . . Pela definição da função
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VaR, temos que, para ν  1, 2, . . . , existem índices distintos iν1, . . . , iνp P t1, . . . ,mu tais
que fiνjpwν , bνq   ν, j  1, . . . , p. Pela finitude do conjunto tpiν1, . . . , iνpq : ν  1, 2, . . .u,
existem uma subsequência pνkq8k1 de pνq8ν1 e índices i1, . . . , ip, que não dependem de ν,
tais que iνk1  i1, . . . , iνkp  ip, k  1, 2, . . . , logo
yijpwtνkxij   bνkq  fijpwνk , bνkq  fiνk jpwνk , bνkq   νk, j  1, . . . , p,
k  1, 2, . . .
Então, como limkÑ8 νk  8, temos que
yijpwtνkxij   bνkq ÝÑ 8 quando k Ñ 8, j  1, . . . , p. (3.13)
Pela desigualdade de Cauchy-Schwarz, existe M ¡ 0 tal que
||wtνkxij || ¤ ||wtνk ||.||xij || ¤ ||xij || ¤M, j  1, . . . , p, k  1, . . . ,8,
portanto de (3.13) vem que
lim
kÑ8
yijbνk  8 ùñ lim
kÑ8
bνk 
#
8, se yij  1 para algum j  1, . . . , p
8, se yij  1 para algum j  1, . . . , p
Concluímos que yij  1, @j  1, . . . , p, ou yij  1, @j  1, . . . , p, logo m ¥ p ou
m  ¥ p ùñ maxtm ,mu   1 ¥ p  1 ¡ p, uma contradição. QED
O próximo corolário afirma que podemos resolver o Problema (3.2) (VaR-SVM)
considerando a forma equivalente (3.8). Sobre a hipótese w  0 na parte (a), veja a
observação anterior ao Teorema 1.
Corolário 2. (a) Seja pw, bq solução ótima de (3.2), com w  0 e fpw, bq   0;
então, fazendo w˜  w

||w|| e b˜ 
b
||w|| , pw˜, b˜q é solução ótima do Problema (3.8).
(b) Seja pw, bq solução ótima de (3.8), com w  0 e β  fpw, bq   0. Então,
 1
β
pw, bq é solução ótima do Problema (3.2).
Prova: Este corolário pode ser obtido pela combinação do Teorema 4 e o Co-
rolário 1. A hipótese P pyq  P py1, . . . ,ymq ¥ 0 (equivale a p ¥ maxtm ,mu   1q,
necessária para o Teorema 4, é uma consequência da limitação do Problema (3.8) (Propo-
sição 2). QED
Pela definição da função VaR de parâmetro p, fpw, bq   0 se, e somente se,
DI  t1, . . . ,mu tal que #I  p e fipw, bq   0, @i P I. Ora,
fipw, bq   0 ðñ yipwtxi   bq   0 ðñ yipwtxi   bq ¡ 0. (3.14)
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Proposição 3. Sejam p P t1, . . . ,mu, S  tpx1, y1q, . . . , pxm, ymqu e pw, bq uma
solução ótima de (3.8). Então existe um hiperplano wtx  b  0 que separa o conjunto S
ignorando m p pontos se, e somente se, fpw, bq   0.
Prova: “ùñ": Suponha que existe um hiperplano wtx  b  0 que separa o con-
junto S ignorando m p pontos. Sem perda de generalidade, podemos supor que ||w||  1.
Por (3.14), fpw, bq   0. Então, pela otimalidade de pw, bq, fpw, bq ¤ fpw, bq   0.
“ðù": Suponha fpw, bq   0. Então, por (3.14) o hiperplano wtx   b  0 separa
o conjunto S ignorando m p pontos (considerando somente os pontos xi, i P Iq. QED
Por essa proposição, concluímos que a existência de uma separação linear do
conjunto S ignorando m  p pontos é equivalente à hipótese fpw, bq   0 na segunda
parte do enunciado do Corolário 2.
3.2 Modificação do modelo SVM
Nesta seção, veremos que, introduzindo uma modificação no problema de
margens suaves, obtém-se um problema LOVO (do inglês low order value optimization,
ver [16]) com uma estrutura especial do tipo denominado problema DC (Diferença de
Convexas), para o qual existem algoritmos eficientes, entre os quais o mais conhecido é o
DCA [15].
Nosso objetivo é, partindo do problema de margens suaves (2.13)
min
w,b,ξ
1
2 ||w||
2   C
m¸
i1
ξi (3.15)
s.a yipwtxi   bq ¥ 1 ξi, i  1, . . . ,m
ξi ¥ 0, i  1, . . . ,m,
introduzir modificações que permitam ignorar outliers (como na seção anterior, consi-
derando uma quantidade estimada de m  p outliers). Veremos que o resultado é um
problema DC.
Já que, no problema (3.15), ξi representa o erro na classificação do ponto de
treinamento xi, uma maneira de ignorar m  p outliers é excluir, da soma na função
objetivo, os erros associados aos m  p pontos de treinamento de maiores perdas. Para
ξ  pξ1, . . . , ξmq, denote por ξi1 ¤    ¤ ξip as p menores componentes de ξ. Obtemos
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então o seguinte problema:
min
w,b,ξ
1
2 ||w||
2   C
p¸
k1
ξik (3.16)
s.a yipwtxi   bq ¥ 1 ξi, i  1, . . . ,m,
ξi ¥ 0, i  1, . . . ,m.
Introduzindo as notações φpwq  12 ||w||
2, ϕpξq  C
p¸
k1
ξik e
D  tpw, b, ξq P Rn 1 m : yipwtxi   bq ¥ 1 ξi, ξi ¥ 0, i  1, . . . ,mu,
temos que (3.16) pode ser escrito como
min
w,b,ξ
φpwq  ϕpξq, s.a pw, b, ξq P D. (3.17)
Definição 1. Sejam h1, . . . , hm : Rn ÝÑ R funções de classe C1 e p P t1, . . . ,mu. Para
x P Rn, seja pi1pxq, . . . , impxqq uma permutação de p1, . . . ,mq tal que hi1pxqpxq ¤    ¤
himpxqpxq. Definimos a função LOVO de ordem p como sendo h : Rn ÝÑ R dada por
hpxq  hi1pxqpxq        hippxqpxq
Proposição 4. Se as funções hi, i  1, . . . ,m, são côncavas, então a função LOVO h
também é côncava.
Prova: Seja A  tI  pi1, . . . , ipq P t1, . . . ,mup : i1        ipu o conjunto
das combinações de p elementos em t1, . . . ,mu. Então, hpxq  min
IPA
hIpxq, @x P Rn, em
que hIpxq  hi1pxq        hippxq. Como as funções hi são côncavas, hI é côncava, @I P A.
Portanto, hpxq, sendo o mínimo de funções côncavas, também é uma função côncava. QED
Sob as hipóteses da proposição acima, um problema do tipo min
xPD
φpxq   hpxq,
em que D  Rn é um conjunto convexo e φpxq é uma função convexa, é um problema de
minimização da diferença de duas funções convexas (problema DC - diferença de convexas).
Existem muitos algoritmos e resultados sobre problemas DC [34, 15, 35, 36, 37, 38, 39].
O Problema (3.17) é um problema DC, pois φpwq é convexa e ϕpξq, sendo a
função LOVO de ordem p das funções hi : R ÝÑ R, hipξq  Cξi, i  1, . . . ,m, é côncava,
pela Proposição 4.
A seguir, mudaremos a notação do Problema (3.17) para torná-la idêntica
à notação do artigo [15] que contém o método de solução a ser considerado na Seção
4.3. Sejam I  pi1, . . . , ipq P A como na prova da Proposição 4. Temos que ϕpξq 
min
IPA
hIpξq, @ξ P Rm, em que hIpξq  C.ξi1        C.ξip . Portanto,
ϕpξq  max
IPA
hIpξq  max
IPA
ψIpξq, em que ψIpξq  hIpξq.
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Na Seção 4.3, será apresentado o algoritmo de minimização local proposto por Pang et al
em [15], que pode ser aplicado para resolver o Problema (3.17).
Para pw, bq P Rn 1, i  1, . . . ,m, seja ξipw, bq  maxtyipwtxi   bq   1, 0u. Num ponto
de mínimo pw, b, ξq do Problema (3.16), ξi assume o valor ξipw, bq, se i for um dos índices
correspondentes aos p menores ξ1is; e, para os demais m p índices i, a função objetivo de
(3.16) não se altera se substituirmos ξi por ξipw, bq. Assim, substituindo, em (3.16), ξi por
ξipw, bq na função objetivo, obtemos o seguinte problema equivalente:
min
w,b
ζpw, bq : 12 ||w||
2   C
p¸
k1
ξikpw, bq, (3.18)
em que o somatório é dos p menores valores em tξipw, bq : i  1, . . . ,mu.
Quando estivermos aplicando as técnicas de minimização da Seção 4.6 e do
Capítulo 5, preferiremos a forma equivalente (3.18), por apresentar número de variáveis
bastante reduzido, em comparação com (3.16). Essa vantagem de (3.18) será crucial no
Capítulo 5, em que realizamos uma busca exaustiva para achar um bom ponto de partida,
a partir do qual executamos uma minimização local.
Em [14], Linli Xu apresenta um modelo equivalente a (3.16). O autor propõe
resolvê-lo por uma técnica de relaxação convexa que recai na resolução de um problema
SDP (do inglês symmetric definite positive, é um tipo de problema de otimização em que
as restrições pedem que algumas matrizes sejam semi-definidas positivas), ao passo que
neste trabalho propomos algoritmos para resolver (3.16) baseados na decomposição DC
da função objetivo.
3.3 Obtenção de restrições de caixa
Na Seção 4.6 adaptaremos o algoritmo αBB (do inglês Branch & Bound),
que é um algoritmo de minimização global determinístico (Algoritmo 4.1 de [40];[34]),
ao Problema (3.18). Algoritmos desse tipo começam delimitando uma caixa contendo
uma parte do conjunto viável na qual deve realizar-se a busca pelo ponto de mínimo.
Então, passamos a obter restrições de caixa para o Problema (3.18). Obteremos limitações
superior e inferior para as variáveis w, b, partindo de uma cota superior M0 para o valor
ótimo de (3.18) (M0 pode ser obtida como o valor da função objetivo ζ para um ponto
qualquer, como, por exemplo, pw, bq  p0, 0q), ou seja, obteremos limitantes válidos para
um pw, bq ótimo, que cumpre ζpw, bq ¤M0. Dessa desigualdade é imediato que
1
2 ||w||
2 ¤M0 e C.ξik ¤M0, k  1, . . . , p, logo
||w|| ¤M :
a
2M0
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e, para i  ik,
yipwtxi   bq ¤ 1  ξi ¤ 1  M0
C
. (3.19)
Se yi  yik  1 em (3.19), temos
wtxi  b ¤ 1  M0
C
.
Pela hipótese de que o número de pontos xi positivos (negativos) é menor que p, temos
que yik  1, para algum k  1, . . . , p, de onde concluímos que
b ¥ min
i|yi1
wtxi   1 M0
C
. (3.20)
Analogamente, para algum k  1, . . . , p, yik  1 em (3.19), logo
wtxi   b ¤ 1  M0
C
, logo b ¤ wtxi  1  M0
C
, e
b ¤ max
i|yi1
wtxi  1  M0
C
. (3.21)
Temos
|wtxi| ¤ ||w|| ||xi|| ¤M ||xi|| ùñ M ||xi|| ¤ wtxi ¤M ||xi||,
i  1, . . . ,m.
Substituindo isso em (3.20) e (3.21), obtemos:
b ¥ min
i|yi1
M ||xi||   1 M0
C
,
b ¤ max
i|yi1
M ||xi||  1  M0
C
,
que são as limitações procuradas para b.
Mostraremos como essas limitações para b podem ser melhoradas se supusermos
a seguinte hipótese:
Hipótese: Os centros x  e x das classes de pontos de treinamento positivos e negativos,
respectivamente (o centro de uma classe é a média aritmética dos pontos da classe), são
classificados corretamente pelo hiperplano ótimo H : wtx  b  0 (em particular, estão
em lados diferentes desse hiperplano).
Para expressarmos essa hipótese analiticamente, considere o hiperplano H0
paralelo a H e que passa pela origem, de equação H0 : wtx  0. Seja x0 P H e denote por
ρpx q  w
tx 
||w|| , ρpx
q  w
tx
||w|| , ρpx
0q  w
tx0
||w||
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as margens de x , x e x0, respectivamente, em relação ao hiperplano H0. Como wtx0 b 
0, ρpx0q   b||w|| .
A hipótese sobre a localização dos centros x  e x em relação ao hiperplano ótimo
pode ser expressa dizendo que ρpx0q está no intervalo de extremos ρpx q e ρpxq, logo
|b|
||w||  |ρpx
0q| ¤ maxt|ρpx q|, |ρpxq|u  max
" |wtx |
||w|| ,
|wtx|
||w||
*
.
Portanto, pela desigualdade de Cauchy-Schwarz,
|b|
||w|| ¤ max
 ||x ||, ||x||( ùñ |b| ¤ ||w||max  ||x ||, ||x||( (3.22)
¤ M max  ||x ||, ||x||( .
No Capítulo 5, utilizaremos (3.22), que é uma condição satisfeita por um pw, bq ótimo,
considerando x  e x como pontos situados em lados opostos do hiperplano ótimo
procurado H.
Podemos também limitar superiormente os ξj, j  1, . . . ,m. Esses ξj não são
variáveis de decisão no Problema (3.18), mas o são em (3.16), e a sua limitação terá
utilidade para garantir o cumprimento de uma das hipóteses da Proposição 8, que é um
resultado de convergência para um método aplicável à solução de (3.16). Para limitar
superiormente os ξj, j  1, . . . ,m, também utilizaremos a hipótese acima. De fato, dado
um ponto de treinamento xj, consideremos o caso yj  1, e suponha que ξj ¡ 1. Então,
o ponto xj não está no mesmo lado do hiperplano wtx   b  0 que o ponto x , logo a
distância de xj a x  é maior ou igual à distância de xj a esse hiperplano, isto é,
||x   xj|| ¥ |w
txj   b|
||w|| 
|1 ξj|
||w|| 
ξj  1
||w||
ùñ ξj  1 ¤ ||x   xj||.||w||
ùñ ξj ¤ ||x   xj||.||w||   1.
Se ξj ¤ 1, a última desigualdade acima é trivialmente verdadeira.
Para um ponto de treinamento xj negativo, obtém-se o mesmo resultado, com
x no lugar de x .
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4 Algoritmos
4.1 Solução do modelo VaR-SVM
Nesta seção será apresentado um método heurístico de minimização global da
função VaR f : Ω  Rn 1 ÝÑ R desenvolvido por Larsen, Mausser e Uryasev [33] e que
pode ser utilizado para resolver o problema (3.8) do capítulo anterior
min fpw, bq
s.a ||w|| ¤ 1,
em que f : Ω ÝÑ R é a função VaR de ordem p das funções componentes f1, . . . , fm :
Ω ÝÑ R e Ω  Rn 1 é um conjunto convexo e fechado. Utilizaremos também a notação
pVaR para referenciar a função VaR de ordem p.
O estudo da função VaR está fortemente ligado à função valor condicional em
risco (CVaR, do inglês Conditional Value at Risk). Definimos a função CVaR de parâmetro
p como sendo, em cada ponto x, a média aritmética dos m p maiores valores atingidos
pelas funções componentes em x :
p-CVaRpxq  1
m prfip 1pxqpxq        fimpxqpxqs.
A prova da próxima proposição é imediata.
Proposição 5. p-VaRpxq ¤ p-CVaRpxq.
Diferentemente da função VaR, a função CVaR é convexa se as fj forem
convexas [41], e a proposição seguinte será útil para a minimização global de CVaR:
Proposição 6. [41]: A minimização de p-CVaRpxq em Ω pode ser reduzida à minimização
de
Fαpx, ξq  ξ   1p1 αqm
m¸
j1
rfjpxq  ξs 
em Ω R, em que α  p{m e a notação rus  denota maxtu, 0u.
Se as funções fj forem convexas, minimizar Fα sobre Ω consiste num problema
convexo.
A seguir é apresentado um algoritmo heurístico de [33] para a minimização
global de p-VaRpxq, x P Ω aplicável ao caso em que as funções fj são lineares. Começando
com o ponto de mínimo global de p-CVaR, sistematicamente reduzimos p-VaR resolvendo
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uma série de problemas de minimização de pi-CVaR (problemas convexos) com parâmetros
pi apropriados. Esses problemas são obtidos restringindo e descartando funções que
atingem valores elevados (sucessivamente obtemos limitantes superiores para p-VaR e os
minimizamos). No primeiro problema é minimizada p-CVaR, que é limitante superior para
p-VaR. Então, descartamos algumas funções que atingem os maiores valores. Uma fração
aproximadamente igual a η (parâmetro do algoritmo) de funções torna-se inativa. Então,
calculamos um novo p1 de maneira que p1-CVaR é um limitante superior para p-VaR do
problema original. Em seguida, minimizamos esse limitante e assim sucessivamente, até
que não haja mais funções para descartar.
Em cada iteração i é definido um parâmetro pi P t1, . . . ,mu e um conjunto
de índices Hi  t1, . . . ,mu que indica as funções ativas da iteração. Quando a função
pi-CVaR estiver sendo calculada considerando-se somente as funções fj : j P Hi, isso será
indicado com a notação pi-CVaR. Ao fim de cada iteração, o conjunto de funções ativas é
diminuído pHi  Hi 1q.
Daqui por diante, denotamos por #Hi a cardinalidade do conjunto Hi e, por
rus, a função teto (o menor inteiro maior do que ou igual a u).
Algoritmo 1 (minimização de p-VaR)[33]:
Dados: f1, . . . , fm : Ω ÝÑ R lineares; Ω convexo; p P t1, . . . ,mu; α  p{m.
Parâmetro: η P p0, 1q.
Passo 0 - Inicialização.
iÐÝ 0
α0 ÐÝ α
H0 : tj : j  1, . . . ,mu
Passo 1 - pi ÐÝ rαi #His
Minimização de pi-CVaR (função CVaR de parâmetro inteiro pi), limitante superior
de p-VaR, numa região que provavelmente contém o mínimo global de p-VaR (conforme
Obs. 2 adiante).
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(a) Resolver o problema convexo
min
x ξ γ
ξ   1p1 αiq #Hi
¸
jPHi
rfjpxq  ξs  (4.1)
s.a x P Ω,
fjpxq ¤ γ, j P Hi,
γ ¤ fkpxq, k R Hi.
Seja xi a solução.
(b) Com respeito aos valores fjpxi q, ordenar os índices j  1, . . . ,m, obtendo j1, . . . , jm
(observe que os índices pertencentes a Hi virão antes dos índices que não pertencem, por
causa das restrições em (4.1)).
p-VaRpxi q  fjppxi q.
Passo 2 - Atualização de αi.
bi 1 ÐÝ α   p1 αqp1 ηqi 1 {{ bi 1 ¤ bi, para i ¥ 1.
αi 1 ÐÝ α{bi 1 (observe que as escolhas feitas garantem que α   αi  
1, αi 1 ¡ αi e limiÑ8 αi  1)
Hi 1 : tjl P Hi : 1 ¤ l ¤ rbi 1msu.
Interromper se Hi 1  Hi. A solução é xi .
iÐÝ i  1
Retornar ao Passo 1.
Obs. 1) A forma da atualização de αi garante que p-VaR permanece limitada
superiormente por pi-CVaR, conforme mencionado no Passo 1:
p-VaR ¤ pi-VaR ¤ pi-CVaR, (4.2)
em que p  αm, pi  rαi #His.
Observe que para que faça sentido pi-CVaR é preciso que pi ¤ #Hi. Isso decorre
de pi  rαi #His ¤ r#His  #Hi.
A desigualdade à esquerda em (4.2) é garantida pela desigualdade p ¤ pi, que por sua vez
decorre de p  αm  αibim ¤ rαirbimss  rαi #His  pi, lembrando que t1, . . . ,mu  Hi.
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Obs. 2)Mostraremos que xi obtido numa iteração é viável para o sub-problema
da iteração seguinte, isto é, fjpxi q ¤ fkpxi q, j P Hi 1, k P t1, . . . ,mu z Hi 1.
Como Hi 1  Hi, j P Hi. Devemos mostrar que
fjpxi q ¤ fkpxi q. (4.3)
caso (a): k R Hi.
Então, pela viabilidade de xi no problema da iteração i, decorre a desigualdade
(4.3).
caso (b): k P Hi.
Pela forma do ajuste de Hi no Passo 2 do Algoritmo 1,
Hi 1 : tjl P Hi : 1 ¤ l ¤ rbi 1msu,
em que pj1, . . . , jmq é uma permutação de p1, . . . ,mq obtida pela ordenação em relação
aos valores f1pxi q, . . . , fmpxi q.
j P Hi 1 ùñ j  jl, em que l ¤ rbi 1ms. (4.4)
k P Hi z Hi 1 ùñ k  jr, em que r ¡ rbi 1ms. (4.5)
Por (4.4) e (4.5), l   r ùñ fjlpxi q ¤ fjrpxi q ùñ fjpxi q ¤ fkpxi q.
Obs. 3) Denote por pi-CVaR
k a função CVaR de parâmetro pi calculada
considerando-se somente as funções fj com j P Hk. Denote por Xi o conjunto viável do
sub-problema da iteração i :
Xi  tx P Ω : fjpxq ¤ fkpxq, j P Hi, k R Hiu.
A seguir justificaremos porque a sequência
"
min
xPXi
pi-CVaR
ipxq
*8
i1
é não crescente. Uma
vez introduzida essa notação, podemos escrever:
min
xPXi 1
pi 1-CVaR
i 1pxq piq¤ min
xPXi 1
pi-CVaR
ipxq piiq¤ pi-CVaRipxi q piiiq min
xPXi
pi-CVaR
ipxq.
piq pode ser provada se supusermos que pi  pi 1, i  0, 1, . . . , o que tem sido observado
na prática e pode ser explicado pelas seguintes aproximações:
pi 1
pi
 rαi 1 #Hi 1s
rαi #His
 αi 1 #Hi 1
αi #Hi
 αbirbi 1ms
bi 1αrbims
 bibi 1
bi 1bi
 1.
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As aproximações usadas acima se justificam pelo fato de que as quantidades das quais são
calculadas a função teto, na prática, são grandes. De fato, pi ¥ p, @i e #Hi ¥ pi (ver Obs.
1).
Assim, tipicamente pi  pi 1. A seguir, mostraremos como isso implica piq.
Primeiramente, observamos que as funções de Hi que não estão em Hi 1  Hi limitam
superiormente em Xi 1 as funções de Hi 1 (consequência de como são estabelecidas as
restrições do sub-problema da iteração i   1q. Temos também que pi 1-CVaRi 1pxq é a
média das q : #Hi 1  pi 1 maiores entre as r : #Hi 1 funções de Hi 1 e pi-CVaRipxq
é a média das t : #Hi  pi maiores entre as s : #Hi funções de Hi. Como Hi 1  Hi
e porque alguma função de Hi 1 é considerada para a média em pi-CVaR
ipxq somente
se todas as funções de HizHi 1 (que são superiores) já foram consideradas, temos que a
desigualdade
pi 1-CVaR
i 1pxq ¤ pi-CVaRipxq
pode não ser verdadeira somente se t ¡ s r   q, o que equivale a pi   pi 1, contrariando
o que supusemos.
piiq é uma consequência de xi P Xi 1 (ver Obs. 2 acima).
piiiq decorre da definição de xi .
Obs. 4) Observe que a igualdade pi  pi 1, justificada na Obs. 3 e que implica
p  p0  pi, garante que, sob as restrições com γ, de (4.1), vale a igualdade no lado
esquerdo de (4.2).
Obs. 5) No Passo 2, com a atualização do conjunto Hi das funções ativas,
algumas das funções fj de maiores valores fjpxi1q tornam-se inativas. Mostraremos que
uma fração aproximadamente igual a η das funções que superam p-VaRpxi1q torna-se
inativa com a atualização de Hi. O número de funções que se tornam inativas é
#Hi1 #Hi  rbi1ms rbims  pbi1  biqm
 rp1 αqp1 ηqi1  p1 αqp1 ηqism
 p1 αqp1 ηqi1p1 p1 ηqqm
 p1 αqp1 ηqi1ηm.
A fração de funções ativas de valores maiores que p-VaRpxi1q e que se tornam inativas,
no momento da atualização de Hi, é
#Hi1 #Hi
#Hi1  p 
p1 αqp1 ηqi1ηm
bi1m p 
p1 αqp1 ηqi1η
bi1  α
 p1 αqp1 ηq
i1η
p1 αqp1 ηqi1  η.
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Obs. 6) Mostraremos que, na atualização de Hi, a fração de funções que
permanecem ativas é aproximadamente maior que ou igual a 1 η (logo, a fração das que
tornam-se inativas é menor que ou igual a η).
#Hi 1
#Hi
 rbi 1ms
rbims
 bi 1
bi
 α   p1 αqp1 ηq
i 1
α   p1 αqp1 ηqi .
É fácil ver que a derivada desse quociente, em relação a α, é não negativa e, para α  0, o
mesmo quociente vale 1 η. Concluímos que,
#Hi 1
#Hi
 bi 1
bi
¥ 1 η.
Obs. 7) O Algoritmo 1 requer que as funções fi, i  1, . . . ,m, sejam lineares
para que os subproblemas resolvidos nas várias iterações sejam problemas convexos. De
fato, se alguma das fk, k R Hi, não fosse linear, a restrição γ ¤ fkpxq não seria convexa.
Em cada iteração do Algoritmo 1, obtém-se uma aproximação do mínimo global
de VaR através da minimização de CVaR com um parâmetro específico pi. Nosso objetivo
é aprimorar o Algoritmo 1 melhorando a aproximação obtida por meio de uma busca local
de um ponto estacionário de VaR de acordo com o algoritmo proposto em [31], algoritmo
do qual passamos a tratar.
Sejam Ω  Rn 1 fechado e convexo, f1, . . . , fm : Ω ÝÑ R funções diferenciáveis
e f : Ω ÝÑ R a correspondente função VaR de parâmetro p. Denotamos por gj os gradientes
das fj.
Dados  ¥ 0, x P Ω, introduzimos a notação: Ipxq  tj P t1, . . . ,mu :
|fjpxq  fpxq| ¤ u.
Definição 2. Dizemos que x é -estacionário se não existe d P Rn 1 tal que x  d P Ω e
gjpxqtd   0, @j P Ipxq.
Em [31] é demonstrado que, se x P Ω é um mínimo local de fpxq, então x é
-estacionário para qualquer  ¥ 0.
Algoritmo 2 (minimização de VaR) [31]:
Dados: f1, . . . , fm : Ω ÝÑ R diferenciáveis; Ω fechado e convexo; x0 P Ω.
Parâmetros: 0   θ   1, ∆ ¡ 0,  ¡ 0, 0   σmin   σmax   1, 0   β ¤ 1.
Passo 0: k ÐÝ 0.
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Passo 1: Defina Mkpdq  max
jPIpxkq
gjpxkqtd.
Considere o sub-problema: minMkpdq s.a xk   d P Ω, ||d||8 ¤ ∆.
Equivalentemente, temos o problema de otimização convexa:
min w
s.a gjpxkqtd ¤ w, j P Ipxkq
xk   d P Ω
||d||8 ¤ ∆
Seja dk a solução (não é necessário calcular dk, bastando determinar dk tal que xk   dk P
Ω, ||dk||8 ¤ ∆ e Mkpdkq ¤ βMkpdkq).
Se Mkpdkq  0, fim; xk é -estacionário.
αÐÝ 1
Passo 2: Verificar se fpxk   αdkq ¤ fpxkq   θαMkpdkq.
Passo 3: Se valer essa desigualdade, xk 1 ÐÝ xk   αdk, k ÐÝ k   1 e retornar ao
Passo 1;
senão, escolher αnovo P rσminα, σmaxαs, αÐÝ αnovo e retornar ao Passo 2.
Em [31] também é demonstrado que, se x é um ponto limite da sequência gerada
pelo Algoritmo 2, então x é -estacionário. As hipóteses sobre as funções componentes fi
e seus gradientes gi utilizadas em [31] para garantir a boa definição do Algoritmo 2 e para
a prova de convergência são: fi de classe C1, gi limitadas em Ω e gi Lipschitz-contínuas,
i  1, . . . ,m.
4.2 Minimização da função CVaR
Quando na minimização de pi-CVaR ((4.1) no Passo 1 do Algoritmo 1 da seção
anterior) é obtido um valor ótimo não negativo, o mínimo é atingido na origem, pela
propriedade de homogeneidade positiva de pCVaR, e xi  0, que é uma solução sem
utilidade para a etapa que vem a seguir (Passo 1-(b)) por dois motivos:
(a) xi  0 não é uma aproximação para o mínimo de VaR sobre o domínio Ω
de interesse, Ω  tpw, bq P Rn 1 : ||w|| ¤ 1u, porque esse mínimo deve ser atingido sobre
Capítulo 4. Algoritmos 46
a borda ||w||  1 (Ver a prova da parte (b) do Teorema 3, Seção 3.1) se o correspondente
valor ótimo (de VaR) for negativo.
(b) A ordenação dos índices j  1, . . . ,m com respeito aos valores fjpxi q é
inócua se xi  0, pela linearidade das fj. Isso acontece com o Algoritmo 1 da Seção 4.1
sempre que o conjunto Ω contiver a origem e o valor ótimo de pi-CVaR for não negativo
numa iteração.
Para contornar essa dificuldade notamos que Gotoh e Takeda [42] propuseram
um método para obter uma aproximação para o mínimo de p-CVaR sobre X  tpw, bq P
Rn 1 : ||w||  1u : se o problema convexo (4.1) de minimização de p-CVaR sobre Ω
apresentar 0 como solução, aplicamos o método proposto para minimizar sobre X e a
solução obtida pode ser utilizada normalmente na ordenação que vem a seguir.
Partindo do Problema (4.1), introduzimos variáveis de folga zj (na prática,
é assim que (4.1) é implementado) e a restrição ||w||  1 (substituição de Ω por X) e
obtemos o seguinte problema:
min
w,b,z,ξ,γ
qpz, ξq  ξ   1p1 αqm
¸
jPJ
zj (4.6)
s.a zj ¥ fjpw, bq  ξ, j P J
zj ¥ 0, j P J
pw, b, γq P K
||w||  1
em que J  t1, . . . ,mu e K  Rn 2 é um cone poliédrico, como por exemplo no caso de
interesse:
K  tpw, b, γq : fjpw, bq ¤ γ ¤ flpw, bq, j P J1, l P J2u,
J1 e J2 tais que J1 Y J2  J e J1 X J2  H.
A solução desse problema divide-se em duas etapas [42]:
(I): Resolvemos o problema de minimização com a restrição não convexa
||w||  1 substituída por ||w||8  1?
n
. Geometricamente, isso equivale a substituir
a minimização sobre um cilindro pela minimização sobre a superfície lateral de um
“prisma"inscrito no cilindro e cuja base é o hipercubo ||w||8  1?
n
. A minimização sobre
a superfície lateral desse prisma se faz em cada uma das 2n faces, o que consiste em, para
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todos pd, hq P t1, . . . , nu  t 1?
n
u, resolver os 2n programas lineares seguintes:
min
w,b,z,ξ,γ
ξ   1p1 αqm
¸
jPJ
zj
s.a zj ¥ fjpw, bq  ξ, j P J
zj ¥ 0, j P J
pw, b, γq P K
 1?
n
¤ wk ¤ 1?
n
, k  1, . . . , n
wd  h
Seja pw, b, z, ξ, γq o ponto no qual é atingido o menor valor ótimo entre todos esses
programas lineares.
(II): Buscamos por um mínimo local de (4.6) a partir da solução obtida em
(I), explorando a estrutura do conjunto viável de (4.6), que consiste de um cone poliédrico
L 
$'&
'%pw, b, z, ξ, γq

zj ¥ fjpw, bq  ξ, j P J
zj ¥ 0, j P J
pw, b, γq P K
,/.
/-
interceptado por uma restrição não convexa. Para uma solução viável pwk, bk, zk, ξk, γkq de
(4.6), construímos um poliedro linearizando a restrição ||w||  1 da seguinte maneira:
F pwkq 
$''''&
''''%
pw, b, z, ξ, γq

zj ¥ fjpw, bq  ξ, j P J
zj ¥ 0, j P J
pw, b, γq P K
xwk, wy  1
,////.
////-
e consideramos o problema linear de minimizar qpz, ξq sobre F pwkq. Seja
G  tpw, b, z, ξ, γq : ||w||  1u
(um cilindro unitário). Denote por raypLq o conjunto dos raios extremos de L. Denomina-
mos solução básica viável do Problema (4.6) uma solução viável em raypLq XG.
Algoritmo 3 (Problema(4.6) [42]):
Passo 0 - Determinar uma solução básica viável pw0, b0, z0, ξ0, γ0q de (4.6), da seguinte
maneira:
Partindo da solução pw, b, z, ξ, γq obtida em (I), constrói-se o poliedro F

w
||w||


e obtém-se um vértice desse poliedro, que em seguida é projetado sobre G, resultando
numa solução básica viável de (4.6).
Capítulo 4. Algoritmos 48
k ÐÝ 0.
Passo 1 - Constrói-se F pwkq.
Passo 2 - Se houver um vértice Vk 1 adjacente de pwk, bk, zk, ξk, γkq, com um valor
menor de qpz, ξq, Vk 1 é projetado sobre G obtendo-se
pwk 1, bk 1, zk 1, ξk 1, γk 1q
k ÐÝ k   1.
Retornar ao Passo 1.
Se não houver um vértice nessas condições, pwk, bk, zk, ξk, γkq é um mínimo
local de (4.6), podendo ser mostrado que cumpre as condições KKT [42].
4.3 Solução do modelo SVM modificado pelo DCA
Nesta seção trataremos do problema
min
xPD
ζpxq  φpxq  ϕpxq, (4.7)
em que ϕpxq  max
1¤i¤l
ψipxq, e as funções φ, ψ1, . . . , ψl : Rn ÝÑ R são convexas de classe
C1; D  Rn é um conjunto convexo.
Na Seção 3.2, vimos que o Problema (3.16) é da forma (4.7).
Definição 3. Seja ζ : Rn ÝÑ R. A derivada direcional de ζpxq no ponto x na direção
d P Rn é
ζ 1px; dq  lim
t×0
ζpx  tdq  ζpxq
t
.
Como φpxq e ϕpxq são convexas, essas funções são direcionalmente diferenciáveis
[43], ou seja, possuem derivadas direcionais em todos os pontos x P Rn, em todas as direções
d P Rn.
Definição 4. Seja D convexo. x P D é um ponto direcionalmente estacionário (d-
estacionário) de ζpxq em D se ζ 1px;x xq ¥ 0, @ x P D.
Proposição 7. [15] x P D é d-estacionário do problema (4.7) se, e somente se,
@ i PMpxq : argmax
1¤i¤l
ψipxq  ti : 1 ¤ i ¤ l e ψipxq  ϕpxqu,
x P argmin
xPD
rφpxq ∇ψipxqtpx xqs.
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Prova: x é d-estacionário se, e somente se,
ζ 1px;x xq ¥ 0, @ x P D ðñ φ1px;x xq ¥ ϕ1px;x xq, @x P D.
Então, como ϕ1px; dq  max
iPMpxq
∇ψipxqtd [15], temos que x é d-estacionário se, e somente se,
φ1px;x xq ¥ ∇ψipxqtpx xq, @ x P D, i PMpxq,
o que equivale a dizer que x é ponto estacionário de φpxq ∇ψipxqtpx  xq em D, @ i P
Mpxq, o que por sua vez equivale a x P argmin
xPD
rφpxq ∇ψipxqtpx xqs, @ i PMpxq, por
convexidade (Teorema 10 do Apêndice). QED
O algoritmo seguinte, para resolver o Problema (4.7), baseia-se nessa proposição:
Algoritmo 4 [15]: Seja  ¡ 0. Para um dado xν P D, no início da iteração ν, para
cada i P Mpxνq : ti : ψipxνq ¥ ϕpxνq  u, resolve-se um problema convexo para
determinar
xˆνi  argmin
xPD
φpxq  ψipxνq ∇ψipxνqtpx xνq   12 ||x x
ν ||2.
Seja xν 1 aquele, entre esses xˆνi, que minimiza ζpxq   12 ||x  x
ν ||2, ou seja, para cada
i PMpxνq, calcula-se ζpxˆνiq   12 ||xˆ
νi  xν ||2, para determinar o mínimo entre esses.
Se xν 1  xν , fim. Caso contrário, substitua ν por ν   1 e repita a iteração.
Cabe fazermos um comentário sobre duas provas de convergência (Proposições
8, referente ao Algoritmo 4, e 9, para o Algoritmo 5): Elas são apresentadas de modo
sumário em [15], por isso julgamos instrutivo apresentá-las em detalhes. Sobre a conclusão
final na proposição seguinte, observamos que um ponto d-estacionário de ζ pode ser um
máximo local (considere, por exemplo, um ponto x em que ζ é diferenciável e ∇ζpxq  0.
Então, x é d-estacionário e pode ser um máximo local).
Proposição 8. [15] Suponha que a função ζ seja limitada inferiormente no conjunto
convexo e fechado D. Suponha que o ponto de partida x0 P D no Algoritmo 4 tenha
subconjunto de nível Lpx0q  tx P D : ζpxq ¤ ζpx0qu limitado. Então, a sequência txνu
gerada pelo algoritmo permanece em Lpx0q e qualquer ponto de acumulação de txνu é
d-estacionário do Problema (4.7). Se o algoritmo não termina em um número finito de
iterações, tais pontos não são pontos de máximo local de ζ.
Prova:
ζpxνq  φpxνq  ϕpxνq
 φpxνq  ψipxνq, @i PMpxνq
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Portanto,
ζpxνq ¥ φpxˆνiq  ψipxνq ∇ψipxνqtpxˆνi  xνq
 12 ||xˆ
νi  xν ||2, @i PMpxνq Mpxνq (4.8)
[pela definição de xˆνis
¥ φpxˆνiq  ψipxˆνiq   12 ||xˆ
νi  xν ||2, @i PMpxνq
[porque ψi é convexa]
¥ φpxˆνiq  max
1¤j¤l
ψjpxˆνiq   12 ||xˆ
νi  xν ||2, @i PMpxνq
 ζpxˆνiq   12 ||xˆ
νi  xν ||2, @i PMpxνq (4.9)
Logo, pela regra de atualização do Algoritmo 4,
ζpxνq ¥ ζpxˆνiq   12 ||xˆ
νi  xν ||2 ¥ ζpxν 1q   12 ||x
ν 1  xν ||2, (4.10)
provando que a sequência tζpxνqu é não crescente e, pela hipótese de que ζ é limitada
inferiormente, convergente. Por (4.10),
1
2 ||x
ν 1  xν ||2 ¤ ζpxνq  ζpxν 1q, logo, como lim
νÑ8 ζpx
νq  ζpxν 1q  0,
lim
νÑ8 ||x
ν 1  xν ||  0. (4.11)
Como a sequência txνu está contida em Lpx0q, que é limitado, txνu contém um ponto de
acumulação x8. Seja txνuνPκ uma sub-sequência convergindo para x8.
Mostraremos que existe N0 P N tal que ν P κ, ν ¡ N0 ùñ Mpx8q  Mpxνq.
Basta tomar N0 suficientemente grande tal que
ν P κ, ν ¡ N0 ùñ |ϕpxνq  ϕpx8q|   2 e
|ψipx8q  ψipxνq|   2 , @i PMpx
8q.
Dados ν P κ, ν ¡ N0 e i PMpx8q, temos ϕpx8q  ψipx8q e podemos escrever
ϕpxνq  ψipxνq  |ϕpxνq  ψipxνq|
¤ |ϕpxνq  ϕpx8q|   |ϕpx8q  ψipx8q|
 |ψipx8q  ψipxνq|   2   0 

2
 ,
logo i PMpxνq.
Para ν P κ, ν ¡ N0 e i PMpx8q, pela regra de atualização do algoritmo, temos
ζpxν 1q   12 ||x
ν 1  xν ||2 ¤ ζpxˆνiq   12 ||xˆ
νi  xν ||2.
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Portanto, da majoração de (4.9) por (4.8) e da definição de xˆνi, concluímos que
ζpxν 1q   12 ||x
ν 1  xν ||2
¤ φpxˆνiq  ψipxνq ∇ψipxνqtpxˆνi  xνq   12 ||xˆ
νi  xν ||2
¤ φpxq  ψipxνq ∇ψipxνqtpx xνq   12 ||x x
ν ||2,
@i PMpx8q, x P D. Fazendo ν ÝÑ 8 em κ, obtemos
ζpx8q ¤ φpxq  ψipx8q ∇ψipx8qtpx x8q   12 ||x x
8||2, @i PMpx8q, x P D.
Para i PMpx8q, ζpx8q  φpx8qϕpx8q  φpx8qψipx8q, logo ζpx8q ψipx8q  φpx8q.
Substituindo na desigualdade acima, obtemos
φpx8q ¤ φpxq ∇ψipx8qtpx x8q   12 ||x x
8||2, @i PMpx8q, x P D,
o que, pela Proposição 7, mostra que x8 é um ponto d-estacionário de φpxq  ϕpxq  
1
2 ||x x
8||2 em D. Como a derivada desse termo da norma é 0 em x8, temos que x8 é
um ponto d-estacionário do Problema (4.7).
Para provar a última afirmativa do enunciado, se o algoritmo não termina em
um número finito de iterações, então xν 1  xν , @ν, logo, por (4.10), a sequência tζpxνqu
é estritamente decrescente.
Seja x8 um ponto de acumulação da sequência txνu. Então, ζpxνq ÝÑ ζpx8q.
Seja txνkukPN uma sub-sequência convergindo para x8. Como ζpxνk1q ¡ ζpxνkq ¥ ζpx8q,
com txνk1ukPN convergindo para x8 (veja (4.11)), temos que x8 não é um ponto de
máximo local de ζ em D. QED
Pelos resultados obtidos na Seção 3.3 que estabelecem limitações para w, b, ξ1,
. . . , ξm, a hipótese sobre a limitação do subconjunto de nível associado a x0 é verdadeira
para o problema (3.16) para qualquer x0 viável.
Em muitos casos, como, por exemplo, no Problema (3.16), o conjunto de
índices i P Mpxνq no Algoritmo 4 possui muitos elementos, por isso seria desejável
que, em cada iteração, se resolvesse somente um dos sub-problemas associados às ψ1is.
Isto é possível com a “versão aleatória" proposta em [15], que resulta no próximo algoritmo:
Algoritmo 5 [15]: Seja  ¡ 0. Para um dado xν P D, no início da iteração ν, escolhe-se
aleatoriamente i PMpxνq, com probabilidade P νi  P(índice i é escolhido | x1, . . . , xνq ¥
Pmin ¡ 0. Seja
ζˆipx, yq  φpxq  ψipyq ∇ψipyqtpx yq   12 ||x y||
2.
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Resolvendo-se um problema convexo, determinar
xˆν,i  argmin
xPD
ζˆipx, xνq e xν 1 
#
xν , se ζˆipxˆν,i, xνq ¡ ζpxνq
xˆν,i, caso contrário
(Algoritmo 5 termina aqui)
Mostraremos que a sequência tζpxνqu gerada pelo Algoritmo 5 é não crescente, ou seja,
ζpxν 1q ¤ ζpxνq. É suficiente provar para o caso em que xν 1  xν . Na iteração ν é
resolvido o sub-problema com ψi. O valor ótimo
ζˆipxˆν,i, xνq  φpxˆν,iq   12 ||xˆ
ν,i  xν ||2  pψipxνq  ∇ψipxνqtpxˆν,i  xνqq, logo
ζˆipxˆν,i, xνq  12 ||xˆ
ν,i  xν ||2  φpxˆν,iq  ψipxνq ∇ψipxνqtpxˆν,i  xνq. (4.12)
Por convexidade (Teorema 10 do Apêndice), ψipxˆν,iq ¥ ψipxνq  ∇ψipxνqtpxˆν,i  xνq, logo
ψipxνq ∇ψipxνqtpxˆν,i  xνq ¥ ψipxˆν,iq. Substituindo em (4.12), obtemos
ζˆipxˆν,i, xνq  12 ||xˆ
ν,i  xν ||2 ¥ φpxˆν,iq  ψipxˆν,iq
¥ φpxˆν,iq  ϕpxˆν,iq  ζpxˆν,iq  ζpxν 1q,
em que a última igualdade decorre de xν 1  xν . Portanto,
ζpxν 1q ¤ ζˆipxˆν,i, xνq  12 ||xˆ
ν,i  xν ||2 ¤ ζpxνq  12 ||xˆ
ν,i  xν ||2 ¤ ζpxνq, (4.13)
em que a segunda desigualdade deve-se à regra de atualização do algoritmo. Por (4.13), a
sequência gerada pelo Algoritmo 5 é não crescente.
No que se segue, será apresentada uma prova de convergência para o Algoritmo
5, considerando que em [15] a prova está muito concisa, ainda mais resumida do que a
prova de convergência precedente (Proposição 8). Utilizaremos a seguinte notação:
xˆipyq  argmin
xPX
ζˆipx, yq,
Ipyq  ti PMpyq : ζˆipxˆipyq, yq ¤ ζpyqu,
χpyq  txˆipyq : i P Ipyqu,
xˆpyq  argmax
xPχpyq
||x y||2.
Para mostrar que Ipyq  H, suponha, por absurdo, que ζˆipxˆipyq, yq ¡ ζpyq, @i P Mpyq.
Então,
ζˆipy, yq ¥ ζˆipxˆipyq, yq ¡ ζpyq, @i PMpyq Mpyq, logo
φpyq  ψipyq  ζˆipy, yq ¡ ζpyq, @i PMpyq ùñ
φpyq  ϕpyq ¡ ζpyq ùñ ζpyq ¡ ζpyq (absurdo).
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Seja xν o ponto de partida na iteração ν. Pela definição de xˆpyq, xˆpyq P χpyq, logo, podemos
escrever
xˆpxνq P χpxνq ùñ xˆpxνq  xˆipxνq, para algum i P Ipxνq (4.14)
ùñ i PMpxνq e ζˆipxˆipxνq, xνq ¤ ζpxνq.
Portanto, pela forma da atualização de xν no final da iteração, se na iteração ν é resolvido o
sub-problema para ψi de (4.14) (a probabilidade de que isso ocorra é P νi q, xν 1  xˆipxνq 
xˆpxνq. Como ζpxν 1q ¤ ζpxνq, concluímos que
Erζpxν 1q|xνs ¤ P νi .ζpxˆpxνqq   p1 P νi q.ζpxνq.
Por (4.13),
ζpxˆpxνqq  ζpxν 1q ¤ ζpxνq  12 ||xˆ
ν,i  xν ||2.
Portanto,
Erζpxν 1q|xνs ¤ P νi .

ζpxνq  12 ||xˆ
ν,i  xν ||2

  p1 P νi q.ζpxνq
 ζpxνq  12P
ν
i ||xˆν,i  xν ||2
¤ ζpxνq  12Pmin||xˆ
ν,i  xν ||2.
Por (4.14), xˆν,i  xˆpxνq, então
Erζpxν 1q|xνs ¤ ζpxνq  12Pmin||xˆpx
νq  xν ||2. (4.15)
A expressão (4.15) implica
||xˆpxνq  xν ||2 ¤ θν . 2
Pmin
, (4.16)
em que θν  ζpxνq  Erζpxν 1q|xνs.
Como
 
ζpxνqu8ν1 é não crescente e limitada inferiormente, existe ζ P R tal que
ζpxνq × ζ. Portanto,
ζ ¤ Erζpxν 1q|xνs ¤ ζpxνq, logo 0 ¤ θν ¤ ζpxνq  ζ, logo θν Ñ 0 e, por (4.16),
lim
νÑ8 ||xˆpx
νq  xν ||  0. (4.17)
Proposição 9. [15] Suponha que a função ζ seja limitada inferiormente e que D seja
convexo e fechado. Seja x8 um ponto de acumulação da sequência gerada pelo Algoritmo
5. Suponha que, para todo j P Mpx8q, o problema min
x
ζˆjpx, x8q, de determinação de
xˆjpx8q, cumpra as condições do Lema 10 da Seção A.5 do Apêndice. Então, x8 é um
ponto d-estacionário do Problema (4.7).
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Prova: Seja νk, k  1, 2, . . . , uma sequência infinita de índices tal que
lim
kÑ8
xνk  x8. Suponha, por absurdo, que x8 não é um ponto estacionário de (4.7). Então,
pela Proposição 7, existe j PMpx8q tal que x8 R argmin
xPD
ζˆjpx, x8q, em que
ζˆjpx, x8q  φpxq   12 ||x x
8||2  pψjpx8q  ∇ψjpx8qtpx x8qq.
Em particular,
x8  xˆjpx8q (4.18)
e
ζˆjpxˆjpx8q, x8q   ζˆjpx8, x8q  ζpx8q. (4.19)
Como j P Mpx8q, ψjpx8q  ϕpx8q ¡ ϕpx8q  , e, para k grande, temos ψjpxνkq ¥
ϕpxνkq  , ou seja, j PMpxνkq. Por (4.19),
ζˆjpxˆjpxνkq, xνkq   ζpxνkq,
em que utilizamos também a continuidade de xˆj em x8 (Lema 10 da Seção A.5). Portanto,
j P Ipxνkq  ti PMpxνkq : ζˆipxˆipxνkq, xνkq   ζpxνkqu, para todo k grande.
Reescrevendo (4.17),
lim
νÑ8 ||xˆpx
νq  xν ||  0,
em que xˆpxνq  argmax
xPχpxνq
||x  xν ||2. Mas, xˆjpxνkq P χpxνkq, para todo k grande, pois
j P Ipxνkq.
Portanto, ||xˆpxνkq  xνk ||2 ¥ ||xˆjpxνkq  xνk ||2. Então, lim
kÑ8
||xˆjpxνkq  xνk ||  0.
Por continuidade, xˆjpx8q  x8, o que contradiz (4.18). QED
De acordo com a observação seguinte ao Teorema 15 (Seção A.5 do Apên-
dice), o Problema (3.16) cumpre as hipóteses relativas ao Hessiano ∇xxζˆjpx, x8q, em que
x  xˆjpx8q. De fato, ζˆjpx, yq é estritamente convexa em relação a x.
Para caracterizar a condição i PMpxνq no Algoritmo 5, aplicado ao Problema
(3.16), escrevemos:
i P Mpxνq ðñ ψipxνq ¥ ϕpxνq  , em que ψi é uma soma da forma hi1      hip
(conforme a notação da Seção 3.2) e ϕ  maxi ψi  minipψiq, ou ϕ  minipψiq 
miniphi1        hipq, logo
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ϕpxνq  S : soma dos p menores entre os hkpxνq, k  1, . . . ,m, e
i PMpxνq ðñ ψipxνq ¤ S   ðñ hi1pxνq        hippxνq ¤M : S   .
4.4 Minimização da função LOVO
Conforme enfatizamos na seção precedente, o Algoritmo 4 pode ser aplicado
para resolver o problema
min
xPD
φpxq  ϕpxq, (4.20)
em que D  Rn é um conjunto convexo, φ, ϕ : Rn ÝÑ R, sendo φ convexa e ϕ a
função LOVO de ordem p de determinadas funções côncavas h1, . . . , hm : Rn ÝÑ R (Veja
a Definição 1). O problema (3.16) da Seção 3.2, por exemplo, pode ser resolvido pelo
Algoritmo 4. Na presente seção, são apresentadas técnicas que podem ser aplicadas para
resolver (4.20), mas que não mais dependem da decomposição da função objetivo como a
diferença de funções convexas. Mais precisamente, essas técnicas aplicam-se a um problema
da forma
min
xPΩ
fpxq, (4.21)
em que Ω  Rn e f : Rn ÝÑ R é a função LOVO de ordem p de determinadas funções
h1, . . . , hm : Rn ÝÑ R que podem não ser côncavas.
O problema de minimização da função LOVO tem aplicação em regressão,
possibilitando eliminar a influência de um número estimado de outliers, e no problema de
alinhamento de proteínas [16].
Nesta seção, são apresentados vários resultados cujas demonstrações podem ser
encontradas em [16].
Seja
A  tI  pi1, . . . , ipq P t1, . . . ,mup : i1        ipu.
Observe que A tem l :  m
p

elementos. Para I P A arbitrário, seja
hIpxq : hi1pxq        hippxq.
Utilizaremos a seguinte notação:
tf1, . . . , flu  thI : I P Au e A1  t1, . . . , lu.
É fácil ver que
fpxq  min
iPA1
fipxq. (4.22)
Para x P Rn, denotaremos Ipxq  ti P A1 : fpxq  fipxqu.
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Lema 2. [16, Lema 2.1] Se x é um mínimo global de f em Ω, então x é um mínimo
global de fi em Ω, @i P Ipxq.
Prova: Dados x P Ω, i P Ipxq, fipxq  fpxq ¤ fpxq ¤ fipxq. QED
É fácil ver que este lema também é verdadeiro para um mínimo local, conforme o seguinte
resultado
Teorema 5. [16, Teorema 2.1] Se x é um mínimo local do problema (4.21), então x é
um mínimo local de fipxq, sujeito a x P Ω, para todo i P Ipxq.
O próximo teorema é a recíproca deste, da qual apresentamos a prova, por ser
um resultado que obtivemos e provamos independentemente (enunciado e provado também
em [16]).
Teorema 6. [16, Proposição 2.1] Se x P Ω é um mínimo local de fi, para todo i P Ipxq,
e fi é contínua em x, i R Ipxq, então x é um mínimo local do problema (4.21).
Prova: Para i R Ipxq, fipxq ¡ fpxq, logo existe uma vizinhança Vi de x
em Ω tal que
fipxq ¥ fpxq (4.23)
para todos x P Vi.
Seja V 
£
iRIpxq
Vi. Então, vale a desigualdade (4.23), para todos x P V  Ω, i R
Ipxq. Mostraremos que, diminuindo V, (4.23) é verdadeiro também para x P V, i P Ipxq.
Para esses i e x P Wi, em que Wi é uma vizinhança de x em Ω, temos:
fipxq ¥ fipxq  fpxq.
Portanto, fazendo W 
£
iPIpxq
Wi, temos
fipxq ¥ fpxq, para i P Ipxq, x P W.
Concluímos que vale a desigualdade (4.23), para todos x P V XW  Ω e para todos i.
Então, como fpxq  min
i
fipxq, temos que fpxq ¥ fpxq, @x P V XW. Como V XW é
uma vizinhança de x, x é um ponto de mínimo local de f em Ω. QED
O Teorema 5 apresenta condições necessárias de otimalidade para o Problema
(4.21) e motiva a seguinte definição:
Definição 5. Dizemos que x é um ponto fracamente crítico para o Problema (4.21)
se x cumpre a condição necessária de otimalidade ∇fipxq  0, para uma das funções
fi, i P Ipxq, e que x é um ponto fortemente crítico para o mesmo problema se x cumpre
∇fipxq  0 @i P Ipxq.
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O próximo algoritmo é o algoritmo de minimização irrestrita para (4.21) pΩ 
Rnq, que é aplicável se as funções fi, i P A1, forem diferenciáveis e que foi proposto em
[16]. Para ser aplicado ao Problema (4.20), f deve ser considerada como a função LOVO
das funções φpxq
p
  h1pxq, . . . , φpxq
p
  hmpxq. Na Seção 3.2 vimos que o Problema (3.16)
tem uma forma equivalente, sem restrições, nas variáveis w, b (Problema (3.18)), mas
para ser resolvida pelo Algoritmo 6, as funções máximo envolvidas devem ser suavizadas,
compondo-se ρδpyipwtxi   bq   1q, em que
ρδpzq 
$''&
''%
z, se z ¥ δ
z2
4δ  
z
2  
δ
4 , se  δ ¤ z ¤ δ
0, se z ¤ δ
O parâmetro δ controla a precisão da suavização.
Algoritmo 6 (Minimização local no Problema (4.21), para Ω  Rn)[16, Algoritmo U1] :
Parâmetros: 0   θ   1; 0   α   1; M ¡ 1; β ¡ 0; tone ¡ 0.
Seja x0 P Rn o ponto de partida. Na iteração k, o ponto de partida é xk P Rn e os
passos para a obtenção de xk 1 são:
Passo 1: Escolha νpkq P Ipxkq. Se ∇fνpkqpxkq  0, fim: xk é fracamente crítico.
Passo 2: Seja dk P Rn tal que
∇fνpkqpxkqtdk ¤ θ||dk|| ||∇fνpkqpxkq|| e ||dk|| ¥ β||∇fνpkqpxkq||. (4.24)
Passo 3: Obtenha tk ¡ 0, xk 1 P Rn tais que
fpxk 1q ¤ fpxkq   αtk∇fνpkqpxkqtdk, e (4.25)
tk ¥ tone ou fpxk   tkdkq ¡ fpxkq   αtk∇fνpkqpxkqtdk, para algum tk ¤Mtk (4.26)
A maneira mais simples de escolher tone, tk e xk 1 é fazendo tone  1, tk 
1
M j
tone e xk 1  xk   tkdk, em que j  0, 1, 2, . . . é o menor inteiro não negativo que
satisfaz (4.25).
Os próximos teoremas afirmam que o Algoritmo 6 está bem definido e que
ou para em um ponto fracamente crítico ou gera uma sequência infinita cujos pontos de
acumulação são pontos fracamente críticos.
Capítulo 4. Algoritmos 58
Teorema 7. [16, Teorema 3.1] O Algoritmo 6 está bem definido e, quando termina em
um número finito de iterações, obtém-se um ponto fracamente crítico.
Teorema 8. [16, Teorema 3.2] Se x é um ponto de acumulação da sequência gerada pelo
Algoritmo 6, então x é um ponto fracamente crítico. Supondo que x  lim
kPK
xk para uma
sequência crescente de inteiros K e νpkq  i P Ipxkq (conforme Passo 1) para infinitos
índices k P K e para o mesmo i P t1, . . . , lu, então i P Ipxq e ∇fipxq  0. Além disso,
lim
kPK
∇fνpkqpxkq  0.
4.5 O modelo SVM robusta e sua aproximação por programação
semi-definida
A seguir, descrevemos o modelo apresentado por Xu et al. [14] para o problema
de classificação binária e que modifica o modelo de margens suaves no sentido de melhorar
a estabilidade em relação aos outliers. O resultado é um modelo denominado SVM Robusta,
que os autores resolveram por uma aproximação envolvendo uma relaxação convexa, que
explicaremos.
No que se segue, agrupamos w e b num único vetor w, que passa a ter di-
mensão n   1, e também estendemos a essa dimensão os pontos xi, fazendo xn 1i  1.
Consequentemente, o problema de Margens Suaves pode ser escrito como
min
w
1
2 ||w||
2   C
m¸
i1
r1 yiwtxis . (4.27)
Observe que, tendo incorporado b a w, a parte ||w||2 na função objetivo difere do que
tínhamos originalmente. Depois de apresentarmos a solução do modelo SVM Robusta,
voltaremos a este ponto.
A ideia inicial é incluir, no Problema (4.27), variáveis indicadoras que remo-
vem outliers. Defina uma variável ηi para cada ponto de treinamento pxi, yiq e assuma
inicialmente que os ηi P t0, 1u são conhecidos a priori, assumindo o valor 0 para os outliers.
Modificando o Problema (4.27) para a forma
min
w
1
2 ||w||
2   C
m¸
i1
ηir1 yiwtxis , (4.28)
temos que nenhuma penalidade é atribuída aos pontos para os quais ηi  0 e esses pontos
não interferem na solução.
Em seguida, (4.28) é modificado para
min
w
1
2 ||w||
2   C
m¸
i1
 
ηir1 yiwtxis    1 ηi

. (4.29)
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Como facilmente pode-se provar,
ηir1 yiwtxis    1 ηi ¥
#
1, se yiwtxi   0,
0, se yiwtxi ¥ 0
(4.30)
de onde se obtém que o somatório na função objetivo de (4.29) constitui uma cota superior
para o número de pontos de treinamento mal classificados pelo hiperplano separador.
O próximo passo é, ao invés de pensar nos ηi como previamente conhecidos,
minimizar simultaneamente em relação a η e a w, o que permite alcançar separação linear
e identificação de outliers. Além disso, para facilitar a resolução, conforme apresentada a
seguir, relaxamos a variação das variáveis para 0 ¤ η ¤ 1. Consequentemente, obtemos o
seguinte problema de minimização:
min
w
min
0¤η¤1
1
2 ||w||
2   C
m¸
i1
 
ηir1 yiwtxis    1 ηi

. (4.31)
Aqui se evidencia uma vantagem de (4.29) em relação a (4.28), que é o fato de que a
limitação obtida de (4.30) faz com que a segunda parte da função objetivo de (4.29) (ou
de (4.31)) não se anule, o que poderia ocorrer com (4.28) (todos ηi nulos) na relaxação
dos ηi.
Essa minimização simultânea em w e η não é um problema convexo e, em [14],
ele é resolvido por uma aproximação através de relaxação convexa. A seguir, apresentamos
sucintamente os principais passos de como isso é feito.
Defina N  diagpηq, a matriz diagonal formada a partir dos ηi. Denote por 
o produto, elemento por elemento, de duas matrizes. Considerando o problema dual da
minimização em relação a w em (4.31), esse pode ser reformulado como
min
0¤η¤1 max0¤α¤1 η
tpα  eq  C2 α
tpG  ηηtqα, (4.32)
em que e  p1    1qt P Rm, G  X tX  yyt, y P Rm é o vetor formado pelos rótulos yi e
X é a matriz pn  1q m de pontos de treinamento, lembrando que os pontos xi foram
estendidos fazendo xn 1i  1. Com efeito, a solução do Problema (4.31) pode ser obtida
da solução de (4.32) pela fórmula w  CXY Nα, em que Y  diagpyq, a matriz diagonal
obtida a partir dos rótulos yi.
Observando-se que η aparece na maximização interna em (4.32) apenas como
η e ηηt, criamos uma variável M  ηηt, e obtemos
min
0¤η¤1,Mηηt
max
0¤α¤1 η
tpα  eq  C2 α
tpG Mqα, (4.33)
que é um problema de minimização em relação a η e a M do máximo de funções lineares
de η e M, que é uma função convexa. Porém, a restrição M  ηηt é quadrática e não
convexa.
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Neste ponto, é realizada uma aproximação: Essa restrição de igualdade é
relaxada para M < ηηt (leia-se M  ηηt < 0 é semi-definida positiva), tornando (4.33) um
problema convexo.
Em [14], é mostrado que o problema obtido pode ser resolvido pelo seguinte,
que lhe é equivalente:
min
η,M,ν,ω,δ
δ s. a ν ¥ 0, ω ¥ 0, 0 ¤ η ¤ 1, M < ηηt, (4.34)

G M η   ν  ω
pη   ν  ωqt 2Cpδ  ωte  ηteq
ff
< 0.
Com efeito, a solução para o Problema (4.33) pode ser obtida da solução de (4.34) pela
fórmula
α  1
C
pG Mq1pη   ν  ωq.
Para melhorar a relaxação convexa, podemos incluir em (4.34) a restrição diagpMq  η,
válida para os valores discretos de η pηi P t0, 1uq.
Essa formulação como um programa semi-definido é denominada REH (do
inglês Robust η-Hinge) SVM, e admite uma resolução em tempo polinomial. Observe que
as duas principais restrições envolvem duas matrizes pm  1q  pm  1q.
A restriçãoM < ηηt pode ser substituída pela forma equivalente (imprescindível
para resolver pelo CVX, que é um pacote para a especificação e a solução de problemas
convexos [44, 45])

M η
ηt 1
ff
< 0, conforme o seguinte resultado:
Lema 3.

M η
ηt 1
ff
< 0 ðñ M < ηηt.
Prova: Temos que

M η
ηt 1
ff
< 0, por definição, implica

ut v
  M η
ηt 1
ff
u
v
ff
¥ 0, (4.35)
para quaisquer u P Rm1 e v P R. Por (4.35), ut v

Mu  ηv
ηtu  v
ff
¥ 0
ùñ utMu   utηv   vηtu   v2 ¥ 0, @u, v ùñ v2   putη   ηtuqv   utMu ¥ 0, @u, v.
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Utilizando o discriminante ∆, temos
∆  putη   ηtuq2  4utMu ¤ 0, @u ùñ p2utηq2  4utMu ¤ 0
ùñ putηq2  utMu ¤ 0
ùñ utMu utηηtu ¥ 0
ùñ utpM  ηηtqu ¥ 0, @u
ùñ M  ηηt < 0,
o que prova o Lema. QED
Conforme observamos no início desta seção, comparando (4.29), que incorpora
b a w, com o problema de Margens Suaves, notamos que (4.29) trabalha com 12 ||pw, bq||
2
na função objetivo. Isso sugere que, depois de encontrar a solução x P Rn 1 para REH
SVM, seja recomendável ajustar pw, bq  x. Mantendo w fixo, ajustamos b de maneira a
minimizar os erros de classificação entre os pontos de treinamento. No entanto, os testes
que fizemos não foram conclusivos sobre a vantagem de fazer sempre esse ajuste e não há
discussão sobre essa questão em [14].
Tendo apresentado esse método que proporciona robustez em relação aos
outliers, observamos que não é possível identificar os outliers inspecionando a solução
encontrada, visto que um valor pequeno para ηi não significa que o correspondente ponto
de treinamento seja um outlier. Para adaptar o modelo de maneira a explicitamente
identificar os outliers, adicionamos uma restrição de que ao menos uma quantidade p de
pontos de treinamento não deve ser considerada como outlier :
min
w,η
1
2 ||w||
2   C
m¸
i1
ηir1 yiwtxis  s. a etη ¥ p. (4.36)
Observe que descartamos o termo 1ηi de (4.29) e adicionamos uma restrição. Consequen-
temente, a função objetivo de (4.36) não contém mais uma cota superior para o número
de pontos mal classificados, mas a minimização elimina m  p pontos, aos quais não é
atribuída nenhuma penalidade e aos quais correspondem as maiores perdas (outliers).
Observamos que o modelo (4.36) é um problema de minimização equivalente
a (3.16) e a (3.18). De fato, numa solução ótima de (4.36), ηi  0 para os m p maiores
valores de r1 yiwtxis .
Seguindo os mesmos passos que levaram à solução aproximada da REH SVM, é
possível obter uma relaxação semi-definida que permite um algoritmo de tempo polinomial,
identificado em [14] por ROD (do inglês Robust Outlier detection). Em outras palavras, a
solução descrita acima para o Problema (4.31) (REH-SVM), reduzindo-o à forma (4.34),
pode ser ajustada facilmente para obter-se a solução para (4.36) (ROD). As fórmulas
w  CXY Nα
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e
α  1
C
pG Mq1pη   ν  ωq
permanecem as mesmas e η,M, ν e ω podem ser encontrados resolvendo o problema
min
η,M,ν,ω,δ
δ s. a ν ¥ 0, ω ¥ 0, 0 ¤ η ¤ 1, etη ¥ p, M < ηηt, diagpMq  η, (4.37)

G M η   ν  ω
pη   ν  ωqt 2Cpδ  ωteq
ff
< 0.
A Tabela 1 contém o tempo que foi necessário em 3 execuções de REH SVM, para
alguns valores de m e n. Os tempos para execução de ROD são praticamente os mesmos.
Nessas execuções, foi utilizado o método sdpt3 disponibilizado livremente pelo solver CVX,
e no código incluímos o comando cvx_precision(0.01), para que o tempo requerido fosse
menor (com efeito, muito menor) e que tem o efeito de relaxar a tolerância de sdpt3, para
aceitar uma solução como ótima. Esta tabela mostra que o tempo de execução de REH
SVM cresce rápido com m e n.
Tabela 1 – Tempo de algumas execuções de REH SVM
m 232 261 270
n 13 13 6
tempo (min.) 36,94 101,62 151,95
4.6 Solução global do modelo SVM modificado
Para pw, bq P Rn 1, i  1, . . . ,m, seja
ξipw, bq  maxtyipwtxi   bq   1, 0u
e pi1, . . . , imq uma permutação de p1, . . . ,mq tal que ξi1pw, bq ¤    ¤ ξimpw, bq. No final
da Seção 3.2, vimos que o modelo SVM, modificado para a forma (3.16), é equivalente ao
Problema (3.18), que é apresentado aqui novamente:
min
w,b
ζpw, bq : 12 ||w||
2   C
p¸
k1
ξikpw, bq. (4.38)
Para pw, bq P Rn 1, denotaremos
Ipw, bq 
#
pi1        ipq P t1, . . . ,mup : ζpw, bq  12 ||w||
2   C
p¸
k1
ξikpw, bq
+
Nesta seção, adaptaremos as técnicas de minimização global baseadas em Branch & Bound,
apresentadas em [40] e [34], ao Problema (4.38), obtendo o Algoritmo 7.
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A primeira tarefa na abordagem global que vamos empregar é determinar
uma caixa L0  Rn 1 que contenha o mínimo global, seguindo a Seção 3.3. O primeiro
passo é, a partir do Algoritmo 4 da Seção 4.3, obter uma solução local aproximada
x  pw, b, ξq. Fazendo M0  ζpw, bq, temos que a limitação procurada para w é
||w||8 ¤ ||w|| ¤M :
?
2M0. Em seguida, obtemos um intervalo contendo b.
Frequentemente, algoritmos de minimização global utilizam coleções de caixas
que particionam uma parte do conjunto viável que necessariamente contém o mínimo
procurado. Essas caixas costumam ser subdivididas e eventualmente algumas delas são
removidas, quando no decorrer da execução é constatado que não contêm o mínimo,
amenizando a complexidade do algoritmo. Veremos que o critério para remoção está
relacionado à determinação, numa etapa do algoritmo, de uma cota inferior βpLq que,
para uma dada caixa L, cumpre βpLq ¤ min ζpLq  “o valor ótimo de ζ em L." Para
uma caixa L de “extremo inferior"cL P Rn 1 e “extremo superior"dL P Rn 1, em que cL 
pcL1, . . . , cLn 1q e dL  pdL1, . . . , dLn 1q, vejamos como pode ser obtida βpLq. Esclarecendo
a notação, temos
L  tpw, bq P Rn 1 : cL ¤ pw, bq ¤ dLu.
Pela desigualdade de Cauchy-Schwarz,
|wtxi   b| ¤ ||w||.||xi||   |b|, i  1, . . . ,m. (4.39)
Como cL ¤ pw, bq ¤ dL, é fácil obter cotas superiores M,N tais que ||w|| ¤ M, |b| ¤ N
para pw, bq P L (por exemplo, M  ?n||pcL, dLq||8). Portanto, substituindo em (4.39),
obtemos
|wtxi   b| ¤M ||xi||  N,
logo ξi ¥ yipwtxi   bq   1 ¥ |wtxi   b|   1 ¥ M ||xi|| N   1. Portanto,
ξi ¥ Hi : maxtM ||xi|| N   1, 0u,
em L e, denotando por K uma cota inferior para 12 ||w||
2 em L,
ζpw, bq  12 ||w||
2   C
p¸
k1
ξikpw,bqpw, bq ¥ βpLq : K   C
p¸
k1
Hik
em L, em que o somatório da direita representa a soma dos p menores Hi, i  1, . . . ,m
(os i1ks do somatório à direita podem não ser os mesmos que do somatório à esquerda).
Mostraremos como a cota inferior Hi para ξi, i  1, . . . ,m, (ver acima) pode
ser melhorada através da minimização de uma função linear na caixa L. Escrevemos
ξ˜ipw, bq  yipwtxi   bq   1,
e H˜i : minpw,bqPL ξipw, bq  minpw,bqPLrξ˜ipw, bqs . Consideremos os seguintes casos:
(a) min
pw,bqPL
ξ˜ipw, bq ¥ 0.
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Então, min
pw,bqPL
rξ˜ipw, bqs   minpw,bqPL ξ˜ipw, bq  max
"
min
pw,bqPL
ξ˜ipw, bq, 0
*
.
(b) min
pw,bqPL
ξ˜ipw, bq   0.
Então, min
pw,bqPL
rξ˜ipw, bqs   0  max
"
min
pw,bqPL
ξ˜ipw, bq, 0
*
.
Por (a) e (b), concluímos que
H˜i  minpw,bqPLrξ˜ipw, bqs   max
"
min
pw,bqPL
ξ˜ipw, bq, 0
*
. (4.40)
Podemos apresentar agora uma adaptação do Algoritmo 4.1 de [40] para minimizar
(4.38) globalmente:
Algoritmo 7 (Minimização global no Problema (4.38)):
Passo 0 (Inicialização): k ÐÝ 0.
Definir α0 como sendo ζpw, bq para uma solução local aproximada pw, b, ξq
fornecida pelo Algoritmo 4 da Seção 4.3 aplicado ao Problema (3.16). Desta maneira, α0 é
o valor da função objetivo para o melhor ponto viável já conhecido.
Determinação de uma caixa L0  Rn 1 tal que
tpw, bq P Rn 1 : ζpw, bq ¤ α0u  L0.
No início desta seção, está indicado como obter limitações para w, b que resultam na caixa
L0.
P0 ÐÝ tL0u.
Determinar βpL0q  “cota inferior para minpw,bqPL0 ζpw, bq”, conforme indicado
acima.
β0 ÐÝ βpL0q.
Passo 1 (Início da iteração kq : No início da iteração k, temos Pk  “coleção de caixas",
uma das quais contém o mínimo procurado; αk  “melhor valor da função objetivo já conhe-
cido", sendo αk ¥ min ζpRn 1qp “valor ótimo do Problema (4.38)"); βpLq ¤ min ζpLq,
para cada L P Pk; uma cota inferior βk ¤ min ζpRn 1q.
Determinar L˜ P Pk tal que L˜ é a caixa que possui a maior entre todas as arestas,
considerando-se todos os n  1 comprimentos de arestas de todas as caixas em Pk.
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Dividir L˜ em duas caixas L˜1, L˜2, reduzindo à metade a aresta de maior compri-
mento de L˜. Seja P˜k  tL˜1, L˜2u.
Para i  1, 2, utilizar o Algoritmo 8, apresentado no final desta seção, para
determinar um mínimo local pwi, biq de ζ em L˜i.
Pk 1 ÐÝ PkztL˜u Y P˜k.
Passo 2: Se mintζpw1, b1q, ζpw2, b2qu   αk, então αk 1 ÐÝ mintζpw1, b1q, ζpw2, b2qu. Caso
contrário, αk 1 ÐÝ αk.
Passo 3: Se no Passo 2 houve redução pαk 1   αkq, determinar uma caixa
Lk 1  tpw, bq P Rn 1 : ζpw, bq ¤ αk 1u,
analogamente à obtenção de L0 no Passo 0. Em seguida (ainda no caso αk 1   αkq,
diminuir o tamanho de todas as caixas L P Pk 1 de acordo com a delimitação por
Lk 1 pLÐÝ LX Lk 1q. Consequentemente, as cotas inferiores βpLq devem ser ajustadas.
Passo 4: Para L˜i P P˜k, determinar βpL˜iq ¤ min ζpL˜iq.
Se βpL˜iq ¤ βpL˜q, βpL˜iq ÐÝ βpL˜q.
Passo 5: Determinar
βk 1  min
LPPk 1
βpLq,
que é uma cota inferior para o valor ótimo do Problema (4.38):
βk 1 ¤ min ζpRn 1q.
Se βk 1 ¡ αk 1  , pare: O ponto viável que resultou em αk 1 é -ótimo.
Passo 6: Remover de Pk 1 todas as caixas L tais que βpLq ¡ αk 1, pois tais caixas
não contêm o mínimo global.
Passo 7: k ÐÝ k   1.
Retornar ao Passo 1.
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No que se segue, J denota uma pupla da forma pi1        ipq P t1, . . . ,mup e L
um politopo em Rn 1, como, por exemplo, uma caixa. Seja
fJpw, bq  12 ||w||
2   C
¸
iPJ
ξipw, bq,
em que
ξipw, bq  maxtyipwtxi   bq   1, 0u.
Então, ζpw, bq  min
J
fJpw, bq. Denotaremos
Ipw, bq  tJ : fJpw, bq  ζpw, bqu.
A seguir, apresentamos um algoritmo que obtivemos independentemente, que
pode ser utilizado para a obtenção de um mínimo local de
min
pw,bqPL
ζpw, bq, (4.41)
e que foi motivado pelo fato de que é natural reduzir ζ, a partir de um ponto arbitrário
pw0, b0q, pela minimização de uma majorante fJpw, bq tal que fJpw0, b0q  ζpw0, b0q.
Algoritmo 8 (Minimização local no Problema (4.41)):
Passo 0 (Inicialização): ν ÐÝ 0
Escolher um ponto de partida pwν , bνq P L.
Passo 1: Escolher J  pi1        ipq P Ipwν , bνq e resolver um problema de mini-
mização convexo para determinar
pwJ , bJq  argmin
pw,bqPL
fJpw, bq.
Passo 2: Se ζpwJ , bJq   ζpwν , bνq :
ν ÐÝ ν   1
pwν , bνq ÐÝ pwJ , bJq
voltar para o Passo 1.
Caso contrário, escolher outro J P Ipwν , bνq e repetir o Passo1; se se verificar que
ζpwJ , bJq ¥ ζpwν , bνq, @J P Ipwν , bνq,
fim (pelo Teorema 6 da Seção 4.4, pwν , bνq é um ponto de mínimo local).
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5 Minimização com ponto de partida selecio-
nado
Notando que, no Algoritmo 7 do capítulo anterior, as cotas inferiores utilizadas
no critério de eliminação de caixas são pouco eficientes e, por isso, não amenizam a
complexidade do algoritmo, nesta seção, apresentamos uma alternativa ao Algoritmo 7.
Pelo método novo que propomos, a minimização não é exata, mas ele apresenta a importante
vantagem prática de redução significativa do tempo de execução (Conforme o Capítulo
6 - Testes computacionais). A ideia está fundamentada na constatação de que a função
objetivo ζ pode ser minimizada eficientemente, partindo de um ponto inicial arbitrário
e seguindo uma direção de um entre dois tipos possíveis, um dos quais denominamos
direção vertical e, o outro, direção radial. Nas Seções 5.2 e 5.3, explicamos a minimização
vertical e, na Seção 5.4, a minimização radial. Uma vez identificadas direções convenientes,
restringimos o conjunto viável do Problema (4.38), utilizando as restrições de caixa obtidas
na Seção 3.3, e obtemos um domínio restrito, que denotamos L0 (Seção 5.1), no qual
selecionamos 2n 2 pontos distribuídos de maneira bastante uniforme pelo espaço. A partir
desses pontos é que fazemos as buscas parciais nas direções vertical e radial. Para que não
seja preciso minimizar a partir de um número excessivo de pontos, a função ζ é calculada
nesses 2n 2 pontos e a grande maioria dos pontos que fornecerem os maiores valores de
ζ é descartada. Ao fim de todas essas etapas (seleção de pontos, minimizações vertical e
radial), está disponível um ponto com um valor ζ reduzido, o melhor ponto encontrado.
A partir desse, é aplicado o Algoritmo 8, na forma irrestrita, na esperança de que seja
obtida uma boa aproximação do mínimo global do Problema (4.38).
Para organizar a implementação dessa estratégia, é conveniente dividir o domínio
L0 em 2n 1 partes, no formato de caixas, as quais denotamos L1, . . . , Lq pq  2n 1q. Essa
partição é realizada com respeito aos ortantes de Rn 1 (Figura 7), e o fato de ser necessário
armazená-la em memória representa uma séria limitação. Porém, ela é necessária pelos
seguintes motivos: (a) obedece às restrições de caixa obtidas na Seção 3.3, (b) permite
facilmente a seleção de 2n 2 pontos bem distribuídos e (c) disciplina as trajetórias vertical e
radial a serem seguidas nas buscas parciais que mencionamos. Na Seção 5.1, apresentamos
de maneira mais precisa a subdivisão em caixas e a respectiva notação.
5.1 Restrições de caixa
Para pw, bq P Rn 1, i  1, . . . ,m, seja
ξipw, bq  maxtyipwtxi   bq   1, 0u
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Figura 7 – Subdivisão da caixa L0 pelos ortantes.
e pi1, . . . , imq uma permutação de p1, . . . ,mq tal que ξi1pw, bq ¤    ¤ ξimpw, bq.
Então, nosso problema assume a seguinte forma:
min
w,b
ζpw, bq  12 ||w||
2   C
p¸
k1
ξikpw, bq. (5.1)
Na Seção 3.3, vimos como podem ser obtidas restrições de caixa para o Problema (5.1). Uma
maneira simples de empregar esses resultados é obtendo a solução pw0, b0q do Problema de
Margens Suaves e, em seguida, definindo
M :
a
2ζpw0, b0q,
M2 :M.max
 ||x ||, ||x||( ,
em que x  e x são pontos situados em lados opostos do hiperplano ótimo. Frequentemente,
x  e x podem ser definidos como os centros das classes de pontos de treinamento positivos
e negativos, respectivamente (o centro de uma classe é a média aritmética dos pontos da
classe). Então, a determinação da solução do Problema (5.1) pode ser restringida pelas
desigualdades ||w||8 ¤ ||w|| ¤M e |b| ¤M2.
Assim que M e M2 são obtidos, é formada uma coleção de caixas L1, . . . , Lq 
Rn 1, em que q  2n 1, tais que
L0 : tpw, bq P Rn 1 : ||w||8 ¤M, |b| ¤M2u 
q¤
i1
Li.
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Cada Li é tomado em um dos q ortantes de Rn 1 fazendo-se
Li  Ii1      Iin  Ii,n 1,
em que cada Iik é rM, 0s ou r0,M s, k  1, . . . , n, e Ii,n 1 é rM2, 0s ou r0,M2s.
Na prática, somente é possível memorizar essa coleção de caixas para n pequeno
ou médio, porém, na Seção 5.5, veremos como fazer com que seja suficiente memorizar
apenas uma fração dessas caixas.
5.2 Minimização de uma majorante de ζ num subconjunto convexo
Nesta seção, apresentamos uma etapa importante que deve ser utilizada sempre
que for realizada a minimização vertical de ζ a partir de um ponto arbitrário. Sejam
D  Rn 1 um subconjunto convexo e limitado. Mostraremos como, partindo de um ponto
pw0, b0q P D, é possível realizar uma busca parcial pelo minimizador de ζpw, bq em D,
obtendo-se pw, bq (na verdade, é o processo usado em cada iteração do Algoritmo 8 da
Seção 4.6).
Primeiramente, os índices p1, . . . ,mq são ordenados com respeito a pξ1pw0, b0q,
. . . , ξmpw0, b0qq pξ em ordem crescente), obtendo-se pi1, . . . , imq. Então, mantendo esses i1ks
fixos, para todos pw, bq, definimos
ζ˜pw, bq : 12 ||w||
2   C
p¸
k1
ξikpw, bq. (5.2)
Seja pw, bq  argminpw,bqPDζ˜pw, bq. A seguir, é mostrado que ζpw, bq ¤ ζpw0, b0q :
ζpw, bq ¤ ζ˜pw, bq ¤ ζ˜pw0, b0q  12 ||w0||
2   C
p¸
k1
ξikpw0, b0q  ζpw0, b0q,
em que a última igualdade decorre de os ξi1pw0, b0q, . . . , ξippw0, b0q serem os p menores
entre os ξipw0, b0q, i  1, . . . ,m.
Para minimizar ζ˜pw, bq em D, pode ser aplicado um método de programação
quadrática. Porém, se D for um segmento de reta em Rn 1, como, por exemplo, numa
minimização vertical, pode ser aplicado o Método da Bisecção (busca linear).
5.3 Minimização de ζ em relação a b
Seja L  Rn 1 uma caixa, sendo a limitação de b, para pw, bq P L, dada por
c ¤ b ¤ d. Seja pw0, b0q P L. Mostraremos como pode ser obtida uma aproximação para o
minimizador de ζpw, bq sujeito a w  w0, c ¤ b ¤ d (minimização vertical). O processo
consiste em duas etapas:
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(a) É determinado b P rc, ds tal que pw0, bq minimiza os erros de classificação
no conjunto de treinamento tpxi, yiq : i  1, . . . ,mu.
SejaHb o hiperplano wt0x b  0. Um ponto de treinamento pxi, yiq é classificado
corretamente por Hb se, e somente se, yipwt0xi   bq ¥ 0. Portanto, o valor b  wt0xi
separa os valores de b, para os quais o ponto pxi, yiq é classificado corretamente por Hb,
dos valores para os quais a classificação é incorreta. Portanto, para determinar b P rc, ds
como desejamos, é suficiente, para cada valor em tb  wt0xi P rc, ds : i  1, . . . ,mu,
determinar o número total de pontos de treinamento classificados incorretamente por Hb
e, em seguida, tomar b como aquele wt0xi que forneceu o menor número de pontos mal
classificados.
(b) Partindo do ponto pw0, bq obtido em (a), é obtida uma aproximação para
o minimizador de ζpw0, bq sujeito a c ¤ b ¤ d. É suficiente empregar o processo descrito
na Seção 5.2, aplicado a D  tpw0, bq : c ¤ b ¤ du.
5.4 Minimização radial de ζ
Fazendo Tipw, bq  yipwtxi bq, i  1, . . . ,m, temos ξipw, bq  r1 Tipw, bqs .
Observe que Ti : Rn 1 ÝÑ R é linear. Fixado pw0, b0q P Rn 1, obteremos fórmulas para
gptq : ζptpw0, b0qq, t ¥ 0, e para g1ptq, sendo gptq diferenciável por partes. Esses resultados
permitirão resolver o problema min gptqtPr0,1s. Observe que esse é o problema de minimização
de ζ ao longo do segmento que vai da origem até pw0, b0q, e terá utilidade na Seção 5.5
Lema 4. (a) Se ξipw0, b0q ¡ ξjpw0, b0q, para i, j P t1, . . . ,mu, então ξiptpw0, b0qq ¥
ξjptpw0, b0qq, @t ¥ 0.
(b) Se ξiptpw0, b0qq ¡ ξjptpw0, b0qq, para algum t ¡ 0, então ξipw0, b0q ¥ ξjpw0, b0q.
Prova: (a) Seja hkptq  Tkptpw0, b0qq, então hk é linear e h1kptq é constante.
Para mostrar que h1jptq ¤ h1iptq, suponha por absurdo que h1jptq ¡ h1iptq. Como
hjp0q  hip0q  0, então hjptq ¡ hiptq, @t ¡ 0. Portanto,
hjp1q ¡ hip1q ùñ Tjpw0, b0q ¡ Tipw0, b0q
ùñ ξjpw0, b0q  r1  Tjpw0, b0qs  ¥ r1  Tipw0, b0qs   ξipw0, b0q,
o que contraria uma das hipóteses e prova que h1jptq ¤ h1iptq. Então, como hjp0q 
hip0q  0, hjptq ¤ hiptq, @t ¥ 0, o que implica
ξiptpw0, b0qq  r1  Tiptpw0, b0qqs  ¥ r1  Tjptpw0, b0qqs   ξjptpw0, b0qq, @t ¥ 0.
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A prova da parte (b) é análoga. QED
Por definição, gptq  ζptpw0, b0qq  12t
2||w0||2   C
p¸
k1
ξikptpw0, b0qq,
em que os ik, k  1, . . . , p, deveriam depender de t, mas pelo Lema 4, os ik utiliza-
dos para calcular gptq podem ser tomados como sendo os mesmos ik usados para calcular
gp1q  ζpw0, b0q. Então gptq pode ser calculado por:
gptq  12t
2||w0||2   C
p¸
k1
ξikptpw0, b0qq,
em que ξikptpw0, b0qq  r1 Tikptpw0, b0qqs   r1  tTikpw0, b0qs , e os ik estão fixos. Sendo
uma soma de funções convexas, gptq também é convexa, e o seu mínimo em r0, 1s pode ser
determinado pelo Método da Bisecção. Para isso, calculamos:
g1ptq  t||w0||2   C
p¸
k1
d
dtr1  tTikpw0, b0qs ,
em que ddtr1 tTipw0, b0qs  
$&
%
0, se 1  tTipw0, b0q ¤ 0
d
dtp1  tTipw0, b0qq  Tipw0, b0q, se 1  tTipw0, b0q ¡ 0
Há um abuso aqui, porque gptq não é diferenciável para t tal que 1  tTipw0, b0q  0, mas
isso não interfere em nossa análise.
5.5 Minimização com ponto de partida selecionado
Introduzindo as restrições de caixa descritas na Seção 5.1, o problema irrestrito
(5.1) torna-se
min
pw,bqPL0
ζpw, bq. (5.3)
Esta seção tem como objetivo apresentar um método para minimização local de (5.3) que
começa encontrando um bom ponto de partida, na esperança de, ao final, achar um ponto
com valor de ζ bastante reduzido.
Na Seção 5.1 vimos que os ortantes de Rn 1 dividem L0 em caixas L1, . . . , Lq,
em que q  2n 1. Nesta seção, denotaremos por z uma pn   1q-upla em t1, 1un 1 e
Rn 1z : tx P Rn 1 : xkzk ¥ 0, k  1, . . . , n  1u o ortante que contém z.
Calculando ζ em alguns pontos selecionados sobre os Li, podemos selecionar
alguns dos Li correspondentes aos menores valores encontrados, obtendo Li1 , . . . , LiP , em
que P é o número de partes de L0 selecionadas. Em seguida, trabalhamos com Li1 , . . . , LiP ,
para minimizar ζ. Em cada Li, selecionamos dois pontos, pwi, bi1q, pwi, bi2q, para calcular
ζ. Para Li  L0 X Rn 1z (interseção de L0 e o ortante que contém z), escrevendo
Li  tpw, bq P Rn 1z : ||w||8 ¤M, b P Ii,n 1u,
Capítulo 5. Minimização com ponto de partida selecionado 72
Figura 8 – Determinação de bi1 e bi2.
Figura 9 – A anticlepsidra está associada a
desigualdade (3.22) (Seção 3.3).
em que Ii,n 1 
#
[-N,0], se zn 1  1
[0,N], se zn 1  1
(N  M2), sejam wi  M2?npz1, . . . , znq e
bi1, bi2 tais que 2bi1, 2bi2 são dois pontos bem distribuídos em Ii,n 1 (ou melhor, os pontos
médios das duas metades de Ii,n 1). wi é definido desta maneira para que pwi, bi1q e pwi, bi2q
sejam pontos centrais em Li. É fácil ver que, por (3.22) (Seção 3.3), para ||w||  ||wi||  M2 ,
a variação permitida para b é dada pelo intervalo

M22 , 0

(se Ii,n 1  rM2, 0sq ou
0, M22

(se Ii,n 1  r0,M2sq (Veja a Figura 8). Portanto, em ambos os casos, bi1 e bi2 são
pontos bem distribuídos ao longo do intervalo da variação permitida para b. Os pontos
pwi, bi1q, pwi, bi2q, cumprindo a desigualdade (3.22), estão sobre a anticlepsidra mostrada
na Figura 9 e se localizam no mesmo ortante.
Os valores de ζ nos pontos pwi, bi1q, pwi, bi2q permitem pré-selecionar algumas
partes do conjunto viável L0 de (5.3). Inicialmente, L0 está dividido em q partes. Então,
definimos q2 : rθqs pθ P p0, 1q é um parâmetro do algoritmo) e selecionamos, entre
as partes tLi : i  1, . . . , qu, aquelas que correspondem aos q2 menores valores em
tζpwi, bi1q, ζpwi, bi2q : i  1, . . . , qu (esses 2n 2 valores funcionais são ordenados, para
selecionar os q2 menores). Obtemos, desta maneira, P ¤ q2 partes Li, uma vez que podem
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haver partes repetidas na seleção dos q2 menores. Sejam Li1 , . . . , LiP  L0 as caixas
selecionadas. Trabalhamos com essas para minimizar ζ. Para não ser preciso, no início da
execução do algoritmo, memorizar as 2n 1 caixas, é possível adotar a seguinte estratégia:
A etapa de cálculos de ζ mantém uma lista de q2 caixas ordenadas pelos valores de ζ (os
q2 menores valores encontrados), ou seja, todas as caixas são percorridas, calculando-se ζ,
mas somente as q2 melhores são memorizadas, com eventuais repetições.
Algoritmo 9 (Minimização no Problema (5.1). Parâmetro: θ P p0, 1q. Entradas: x 
e x são pontos situados em lados opostos do hiperplano ótimo procurado)
Passo 0: Da maneira descrita acima, dividir L0 em partes L1, . . . , Lq, e, em cada Li, fazer
cálculos para ζ em pontos pwi, bi1q, pwi, bi2q.
q2 ÐÝ rθqs
Passo 1: Entre esses 2n 2 pontos, selecionar q2 deles que forneceram os menores va-
lores para ζ. Sejam i1, . . . , iP tais que Li1 , . . . , LiP contêm esses q2 pontos e pw˜, b˜q aquele
ponto, entre os pwi, bi1q, pwi, bi2q, i  1, . . . , q, que forneceu o menor valor para ζ.
Figura 10 – Direções de minimização de ζ sobre um ortante.
Passo 2: Seja i tal que pw˜, b˜q P Li. Lembrando que ||w˜||  M{2, seja w0  2w˜. Então,
tw0u  Ii,n 1  Li (conforme notação da Seção 5.1). Aplicando o processo de minimização
Capítulo 5. Minimização com ponto de partida selecionado 74
de ζ descrito na Seção 5.3, mantendo w0 fixo, é obtido um ponto pw0, b0q P Li (minimização
em relação a b executada no intervalo Ii,n 1 - veja a Figura 10).
Passo 3: Tendo pw0, b0q como ponto de partida, é aplicado o processo de minimiza-
ção de ζ descrito na Seção 5.4, com resultado tpw0, b0q, t P r0, 1s (veja a Figura 10).
x  ÐÝprojeção de x  sobre a reta tw0, t P R
x ÐÝprojeção de x sobre a mesma reta
Observe que x  e x são pontos situados em lados opostos do hiperplano ótimo pro-
curado. É fácil ver que ||x || ¤ ||x || e ||x|| ¤ ||x|| (Conforme a Figura 11).
As seguintes fórmulas são utilizadas para diminuir M e M2 (parâmetros para as limitações
de w e b, conforme a Seção 3.3):
M :
a
2ζptpw0, b0qq,
M2 : M.max t||x ||, ||x||u , (5.4)
Figura 11 – x  e x são as projeções de x  e x.
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Com esses novos valores, os Passos 0, 1 e 2 são executados novamente. Ao repetir
o Passo 0, as caixas Li são redimensionadas pelos novos valores de M e M2, permitindo
uma melhor aproximação dos q2 menores valores de ζ.
Depois de executar o Passo 2 pela segunda vez, prosseguir a partir do próximo:
Passo 4: Para cada caixa Li P tLi1 , . . . , LiP u (Li na coleção de caixas selecionadas
na repetição dos Passos 0 e 1), executar os seguintes procedimentos:
(a) Seja Rn 1z o ortante que contém Li e defina w˜ 
1?
n
pz1, . . . , znq, w0  Mw˜. Então,
tw0u  Ii,n 1  Li (conforme notação da Seção 5.1). Aplicando o processo de minimização
de ζ descrito na Seção 5.3, mantendo w0 fixo, é obtido um ponto pw0, b0q P Li (minimização
em relação a b executada no intervalo Ii,n 1).
(b) Tendo pw0, b0q como ponto de partida, é aplicado o processo de minimização de
ζ descrito na Seção 5.4, com resultado ti pw0, b0q, ti P r0, 1s.
(c) Calcular ζpti pw0, b0qq.
Passo 5: Seja pw, bq o ponto que, no Passo 4(c), forneceu o menor valor para ζ,
entre todas as caixas. Com esse ponto de partida, minimizar ζ pelo Algoritmo 8 da Seção
4.6, na forma irrestrita.
Resumindo o processo de minimização do Algoritmo 9, esse consiste em, inicialmente,
fazer-se vários cálculos de ζ para determinar regiões com maior probabilidade de conter o
mínimo global para ζ. Em cada uma das regiões, ou caixas, pré-selecionadas, no Passo 4 é
calculado um ponto adequado. Partindo desses pontos, minimizamos ao longo de direções
que permitam reduzir ζ eficientemente. São dois tipos de direções: vertical (minimização
em relação a b) e radial (na direção que liga o ponto de partida à origem).
Obs. 1) Na resolução dos problemas de classificação binária, é usual a realização
do pré-processamento do conjunto de dados. Inicialmente, para cada um dos n atributos, é
calculada a média, envolvendo todos os pontos de treinamento e teste, e a média é subtraída
de todas as coordenadas dos pontos. Em seguida, também para cada atributo, é calculado
o desvio padrão e as coordenadas dos pontos, para o atributo, são divididas pelo desvio
padrão. As coordenadas passam a ter média 0 e desvio padrão 1. Esse pré-processamento é
importante até mesmo por causa do emprego que fazemos da fórmula (5.4), para limitar b.
Mesmo com esse pré-processamento, pode ser recomendável deslocar novamente a origem
do sistema de coordenadas, para o ponto médio entre x  e x, o que tem o efeito de
minimizar maxt||x ||, ||x||u, otimizando os limitantes de b.
Obs. 2) θ  0,1 (parâmetro que define a fração do número de caixas a ser
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selecionadas - ver Passo 0) é uma escolha de parâmetro que tem permitido, nos testes
realizados, conciliar precisão dos resultados e bom desempenho. Em alguns testes que
fizemos com θ  0,01 também foram obtidos bons resultados. Nos testes do Capítulo 6,
utilizamos θ  0,1.
Obs. 3) Contabilizando o grau de complexidade quanto ao número de operações
do Algoritmo 9, obtivemos uma ordem de Amn2n 2   Bθm2n2n 1, em que A e B são
constantes.
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6 Testes computacionais
Neste capítulo descrevemos e discutimos testes computacionais realizados num
computador de 2.10 gigahertz. Foi utilizada a linguagem Python 2.7, distribuição Anaconda
2-4.4.0 para Windows-X86_64. Para os testes das Seções 6.2 e 6.4, o uso do solver PSG
foi feito com Matlab versão R2014a (8.3.0.532)(win64)
6.1 Testes com dados artificiais
Foram realizados testes com dados artificiais, tal como descritos em [30]. Um
conjunto de dados com m   400 pontos positivos e m  400 pontos negativos foi
gerado por duas distribuições Gaussianas com médias µ   5e, µ  15e, onde e 
p1, . . . , 1q P R10 e matriz de covariância Σ  5I (para ambas as distribuições), onde
I P R1010 é a matriz identidade. Os outliers foram gerados por uma distribuição Gaussiana
com µout  100e, Σout  20I e foram todos incluídos na classe de pontos positivos. A
porcentagem de outliers variou de 0% a 10% do conjunto original de 800 pontos.
Para cada porcentagem a ser experimentada, foi seguido o mesmo procedimento.
As médias de acertos obtidas para ambos os métodos (Margens Suaves e MPPS, que é o
Método da Minimização com Ponto de Partida Selecionado - ver Algoritmo 9 da Seção
5.5) foram determinadas por validação cruzada, que é um procedimento que possibilita
uma medida mais confiável de generalização e que consiste em dividir aleatoriamente o
conjunto de dados em dez partes: uma parte é utilizada como conjunto de teste e o método
fornece um classificador obtido a partir do conjunto de treinamento formado pelas nove
partes restantes. Em seguida, o classificador é avaliado no conjunto de teste, obtendo-se um
número de acertos e um número de erros. Esse procedimento é repetido mais nove vezes,
em cada uma das quais uma das partes obtidas previamente é utilizada como conjunto de
teste. Ao final dessas dez etapas, são calculadas médias percentuais de acertos. Procuramos
evitar outliers nos conjuntos de teste, ou seja, sempre utilizamos, como 10% para testes,
os pontos originais, antes que outliers fossem inseridos.
Em cada uma das 10 execuções de cada método, o valor do parâmetro C foi
determinado através de validação cruzada aplicada considerando somente os 90% usados
para treinamento, para isso, esses 90% são decompostos novamente em 10 partes. Como
MPPS é demorado, a escolha de C foi por C-SVM (Margens Suaves), sempre de um entre
os seguintes valores: 0,01; 0,1; 0,5; 1; 5; 10; 50 e 100.
Para melhorar a performance de MPPS em cada execução, utilizamos a seguinte
estratégia: O Algoritmo 9 (MPPS) é iniciado com C escolhido por C-SVM conforme
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explicado acima, considerando, na validação cruzada, somente o conjunto de treinamento.
Depois de executar os Passos 0, 1 e 2 do Algoritmo 9 (na verdade, depois da repetição
dos Passos 0, 1 e 2), estando disponível uma aproximação pw0, b0q do mínimo procurado,
utilizamos essa aproximação para ajustar o parâmetro C, ou seja, para cada valor de C
da lista apresentada acima, levamos esse valor para a função objetivo e executamos a
minimização pelo Algoritmo 8, com ponto de partida sempre o mesmo pw0, b0q. O resultado
dessa minimização era avaliado pelo número de pontos de treino classificados corretamente
e escolhemos o valor de C com maior número de acertos. Com esse valor encontrado, o
Algoritmo 9 era reiniciado.
O cálculo de acertos para Margens Suaves e o MPPS foi feito pela média de
acertos entre as 10 execuções.
Vimos na Seção 5.5 que, para a execução do MPPS, é preciso apontar dois
pontos, x  e x, situados em lados opostos do hiperplano ótimo procurado. Na presente
seção, utilizamos uma forma robusta, em relação aos outliers, de determinação desses
pontos: x  foi determinado como o ponto de treinamento positivo que está a uma distância
média mínima dos demais pontos positivos e, x, o ponto negativo que está a uma distância
média mínima dos demais pontos negativos. Nas próximas seções deste capítulo de testes
computacionais, x  é determinado como a média aritmética dos pontos de treinamento
positivos e, x, como a média aritmética dos pontos de treinamento negativos.
Tabela 2 – Testes com dados artificiais
outliers Margens tempo por MPPS tempo por
Suaves execução execução
0 % 100,0 0,88 100,0 52,52
1 % 100,0 0,93 100,0 58,32
2 % 100,0 0,89 100,0 55,44
3 % 100,0 0,86 100,0 56,1
4 % 100,0 0,87 100,0 55,42
5 % 76,0 0,86 100,0 56,05
6 % 54,0 0,86 100,0 57,62
7 % 50,75 0,89 100,0 56,93
8 % 49,0 0,9 100,0 56,65
9 % 49,0 0,91 100,0 54,83
10 % 49,0 0,89 100,0 58,2
Os tempos por execução nesta tabela, dados em segundos, não incluem o tempo
inicial gasto para a determinação de C por validação cruzada e C-SVM. O tempo utilizado
por MPPS para ajustar C está incluído no tempo de execução apresentado.
Observa-se que, à medida que a porcentagem de outliers aumenta, a performance
de Margens Suaves decai, demonstrando sensibilidade do método em relação aos outliers,
ao passo que a taxa de acertos do MPPS mantém-se constante.
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6.2 Testes com dados do mundo real
Foram realizados testes com os conjuntos de dados Liver Disorder, Indian
Diabetes e Heart Disease, do repositório UCI Machine Learning Repository [46], para
comparar as performances de vários métodos de classificação binária.
Tabela 3 – Dimensões dos conjuntos de dados
Liver Disorder Indian Diabetes Heart Disease
m 345 768 297
n 6 8 13
Assim como anteriormente, as médias de acertos obtidas para os vários métodos
foram determinadas por validação cruzada. Antes que os métodos fossem aplicados, os
conjuntos de dados passaram por um pré-processamento, no qual, para cada atributo, é
calculada a média dos valores (considerando todos os pontos do conjunto de dados); em
seguida, a média é subtraída de todos os valores e os resultados são divididos pelo seu
desvio padrão, obtendo-se uma coluna (supondo-se que o conjunto de dados constitui-se
de uma matriz cujas linhas são formadas pelas amostras) de valores de média zero e desvio
padrão 1. Esse procedimento é recomendado para evitar que alguns atributos com valores
elevados distorçam os resultados finais [47].
Nesta seção descrevemos como foram realizados testes computacionais com os
três conjuntos de dados, e apresentamos os resultados obtidos empregando seis métodos,
que nomearemos C-SVM, Misclassification Minimization, Método do Algoritmo 8, Pang,
MPPS e VaR-SVM.
C-SVM é o método de classificação binária também conhecido como Margens
Suaves.
Misclassification Minimization é o método apresentado em [48], que alterna
minimizações em w e em b. Cada minimização em w é realizada pela resolução de um
programa linear (a principal técnica de classificação binária anterior ao advento de Máquinas
de Vetores Suporte em 1992 [20]), ao passo que as minimizações em b seguem o processo
apresentado no item (a) da Seção 5.3.
Método do Algoritmo 8 é o método local descrito no Algoritmo 8 da Seção 4.6,
tendo como ponto de partida o resultado de C-SVM.
Pang é a implementação do Algoritmo 5 da Seção 4.3, também tendo como
ponto de partida o resultado de C-SVM.
MPPS (Método da Minimização com Ponto de Partida Selecionado) é a imple-
mentação do Algoritmo 9 da Seção 5.
VaR-SVM refere-se à implementação do Problema (3.5), que é equivalente a
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(3.2) [30]. Foi utilizado o solver Portfolio Safeguard (PSG em www.aorda.com).
Em [30] são apresentados testes computacionais com esses conjuntos de dados,
em que os outliers são inseridos, partindo do conjunto de dados original, pré-processado,
multiplicando os atributos de uma fração de 1%, 5% e 10% dos pontos por 1000, sem alterar
os seus rótulos. Fazendo-se isso, para cada um dos três conjuntos de dados, obtém-se nove
conjuntos com outliers inseridos. Partindo desses conjuntos, o artigo descreve o processo
para o qual é obtido em cada caso o parâmetro C mais apropriado para a execução de
C-SVM. Os correspondentes resultados são mostrados na Tabela 4.
Tabela 4 – Resultados de [30]
porcentagem de outliers 0 % 1 % 5 % 10 %
Liver D. 63,65 59,35 58,87 58,78
Indian D. 77,54 74,15 60,86 57,66
Heart D. 82,96 78,29 76,53 70,71
Quando procuramos executar todas essas etapas, para verificar se encontrávamos
resultados mostrando o mesmo decaimento da performance de C-SVM, à medida que são
inseridos outliers, não constatamos a sensibilidade aos outliers evidenciada na Tabela 4 de
porcentagens de acertos. O que encontramos está na Tabela 5 de porcentagens de acertos.
Observe o melhor resultado nos dois últimos testes.
Tabela 5 – Nossos resultados
porcentagem de outliers 0 % 1 % 5 % 10 %
Liver D. 70,29 69,12 60,88 58,53
Indian D. 77,24 76,18 65,00 65,00
Heart D. 84,48 84,83 85,52 84,48
Decidimos, então, buscar outra forma de introduzir outliers que evidencie a
sensibilidade de C-SVM e obtivemos resultados mais apropriados para os nossos testes:
multiplicamos os atributos de frações de 1%, 5% e 10% dos pontos por 5 (como o pré-
processamento colocou o centro dos pontos de treinamento/teste na origem, multiplicar por
5 tem grande chance de ter um efeito equivalente ao de criar um ponto mal classificado).
Para obter o conjunto com 5% de outliers, partimos do conjunto com 1%, e para obter o
conjunto com 10% de outliers, partimos do de 5%, procurando evitar, em ambas etapas,
os outliers já inseridos, para não multiplicar, por duas vezes, o mesmo ponto, por 5. Os
resultados para C-SVM são mostrados na Tabela 6, que apresenta um comportamento
mais uniforme nos três casos.
Obtidos os 9 conjuntos de dados desta maneira, cada um desses foi decomposto
em 10 partes, preparando-se para a validação cruzada a ser realizada para os vários
métodos. Em seguida, para cada método foram realizadas 10 execuções, em cada uma
das quais 90% do conjunto foi utilizado para treinamento e 10% para teste (pontos de
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Tabela 6 – Outliers obtidos multiplicando por -5
porcentagem de outliers 0 % 1 % 5 % 10 %
Liver D. 68,24 68,82 63,24 57,35
Indian D. 77,11 76,18 76,05 65,26
Heart D. 84,83 84,14 81,03 75,86
teste tomados somente no conjunto de dados original, anteriores à inserção de outliers). A
média percentual de acertos para o método foi calculada considerando essas 10 execuções
e registrada na célula correspondente da Tabela 7. Para aqueles métodos que têm o
parâmetro C, o seu valor foi determinado para cada uma das 10 execuções, através de
validação cruzada aplicada considerando somente os 90% usados para treinamento, para
isso, esses 90% são decompostos novamente em 10 partes. Como são métodos demorados,
a escolha de C foi por C-SVM, sempre de um entre os seguintes valores: 0,01; 0,1; 0,5; 1;
5; 10; 50 e 100. Ressaltamos que C foi determinado considerando somente o conjunto de
treinamento, que contém a porcentagem correspondente de outliers. O parâmetro p de
VaR-SVM também foi determinado, em cada execução, por validação cruzada envolvendo
os 90%.
Para melhorar a performance de MPPS em cada execução, utilizamos a estra-
tégia de ajuste de C explicada na Seção 6.1, em que, com C inicial escolhido por C-SVM,
são realizados os primeiros estágios do Algoritmo 9 para determinar um ponto pw0, b0q a
partir do qual se experimenta vários valores de C.
Em cada execução do Método do Algoritmo 8 e de Pang, analogamente à
Seção 6.1, também fizemos o ajuste de C. Assim, para o Algoritmo 8, começamos com
C determinado por validação cruzada e C-SVM. O Algoritmo 8 é iniciado com ponto de
partida dado pelo C-SVM e fornece um mínimo local pw0, b0q. Tendo esse como ponto
de partida, são experimentados os valores de C, analogamente a MPPS. Ajustado C, o
Algoritmo 8 é reiniciado a partir de pw0, b0q. Para o método de Pang, o procedimento é
análogo, mas ao experimentar os vários C 1s, executamos apenas 10 iterações do método
para cada C. Embora 10 pareça ser pouco, é cerca de 3 vezes mais que o número de
iterações que o Algoritmo 8 precisa para obter uma boa aproximação do mínimo local.
As medidas de tempo não incluem o tempo utilizado para a determinação
inicial do parâmetro C, com base em C-SVM, tempo esse que foi o mesmo para todos os
métodos. Porém, incluem o tempo que cada método utilizou para o ajuste do parâmetro.
Para MPPS, o tempo maior gasto com Heart D. deve-se à dimensão n  13 (as dimensões
dos outros conjuntos de dados são 6 e 8, respectivamente).
MPPS tem se mostrado satisfatório, tanto em termos de qualidade dos resultados
quanto em tempo de execução reduzido, com exceção de Heart D. Observa-se que, nas
ocasiões em que MPPS retorna resultados piores do que outros métodos, isso ocorre
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Tabela 7 – Testes com dados do mundo real
porcentagem de 0 % 1 % 5 % 10 % tempo por
outliers execução
Liver D.
C-SVM 68,24 68,82 63,24 57,35 0,42 seg
Misclassification 68,24 68,24 64,12 59,71 1,00 seg
Minimization
Método do 69.12 69.12 56.76 8.98 seg
Algoritmo 8
Pang 68.24 68.53 60.0 83.51 seg
MPPS 68,82 68,24 65,00 28,2 seg
VaR-SVM 65,59 68,23 62,06 57,52 0,22 seg
Indian D.
C-SVM 77,11 76,18 76,05 65,26 0,73 seg
Misclassification 77,37 75,39 75,53 73,95 2,76 seg
Minimization
Método do 76.58 75.66 75.53 16.37 seg
Algoritmo 8
Pang 76.84 76.32 76.18 153.31 seg
MPPS 76,84 76,18 76,32 54,0 seg
VaR-SVM 76,58 75,92 76,45 72,74 0,25 seg
Heart D.
C-SVM 84,83 84,14 81,03 75,86 0,52 seg
Misclassification 81,38 80,00 80,34 71,72 1,01 seg
Minimization
Método do 82.76 80.69 79.66 11.69 seg
Algoritmo 8
Pang 82.07 78.97 78.28 98.82 seg
MPPS 82,41 82,07 81,38 297,9 seg
VaR-SVM 85,52 84,48 83,45 83,10 0,20 seg
por uma diferença pequena, ao passo que nas ocasiões em que ele retorna resultados
melhores de generalização, a diferença pode ser acentuada. Os bons resultados obtidos
foram possíveis pela escolha adequada de C, considerando que MPPS é bastante sensível
à sua escolha.
Os desempenhos do Método do Algoritmo 8 e de Pang foram praticamente
equivalentes, porém o tempo médio de execução do Algoritmo 8 foi muito menor.
A Tabela 8 apresenta os valores de p usados na execução dos métodos MPPS,
Algoritmo 8 e de Pang. Em cada linha, é apresentado também o valor de m, que é o
número de pontos correspondente aos 90% usados para treinamento.
Como, para cada conjunto de dados, sabíamos de antemão qual era a porcen-
tagem de outliers que tinha sido inserida, foi possível estimar o valor de p para formar
a Tabela 8 e que foi utilizado na execução para vários métodos. De fato, utilizamos a
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Tabela 8 – Valores de p utilizados
m 1 % 5 % 10 %
Liver D. 306 300 288 273
Indian D. 684 675 647 613
Heart D. 261 256 245 232
fórmula p  tp1 qqmu 2, em que q  0, 01; 0, 05 ou 0, 1 (fração de outliers). O 2 que é
subtraído procura assegurar que não permaneçam mais de m p outliers entre os pontos
de treinamento.
A Tabela 9 apresenta os tempos médios por execução de MPPS para as
porcentagens de outliers testadas e a média geral do tempo para cada conjunto de dados.
Para os conjuntos de dados Liver D. e Indian D., o tempo dispendido por execução cresceu
com a porcentagem de outliers, porém observa-se o oposto com Heart D.
Tabela 9 – Tempo médio por execução de MPPS (em seg)
1 % 5 % 10 % média geral
Liver D. 22,6 29,6 32,4 28,2
Indian D. 47,2 54,4 60,3 54,0
Heart D. 314,0 294,5 285,3 297,9
6.3 Comparação entre a minimização com ponto de partida seleci-
onado e ROD
Na Tabela 10, temos os resultados obtidos com testes realizados com os conjun-
tos de dados Liver Disorder, Indian Diabetes e Heart Disease, com o objetivo de comparar
as performances da Minimização com Ponto de Partida Selecionado (MPPS) e de ROD
(esse último foi apresentado na Seção 4.5). Lembramos que ambos métodos são tentativas
de solução de modelos equivalentes, sendo MPPS um método local tendo como ponto de
partida um ponto resultante de uma busca exaustiva sobre o conjunto viável e ROD um
método que resolve uma aproximação convexa do modelo original. Ambos métodos foram
executados nas mesmas condições, exatamente aquelas descritas na Seção 6.2, com a única
diferença de que os conjuntos de dados que tinham mais de 300 pontos (Liver Disorder
e Indian Diabetes, com m = 345 e 768, respectivamente) foram truncados, mantendo-se
somente os 300 primeiros pontos. Conforme vimos na Seção 4.5, para o método ROD,
temos a opção de ajustar a variável b retornada pelo método.
Para MPPS, seguimos o mesmo protocolo das seções anteriores. Porém, não
seria possível fazer o mesmo para ROD, porque a execução da estratégia de ajustar C seria
impraticável, devido ao tempo de execução do método. Então, utilizamos C determinado
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por C-SVM. A comparação entre MPPS e ROD nas mesmas condições é possível pelas
linhas da Tabela 10 identificadas por MPPS (C não ajustado).
Para a execução de ROD, foi utilizado o solver CVX, que é um pacote para a
especificação e a solução de problemas convexos [44, 45], executado num computador com as
seguintes especificações: Processador: AMD Ryzen Threadripper 1950X 16-Core Processor.
Cores: 16. Threads: 32. CPU Clock: 3.4GHz. Memória: 64GB. Sistema Operacional: Ubuntu
18.04.3 LTS. Versão do Matlab: R2019a (9.6.0.1072779) 64-bit (glnxa64).
Tabela 10 – Resultados obtidos com MPPS e ROD
porcentagem de outliers 5 % 10 % tempo por
execução
Liver D.
ROD (b não ajustado) 62,67 58,67 151,9 min.
ROD (b ajustado) 64,67 58,33 151,9 min.
MPPS (C não ajustado) 67,67 57,67 0,05 min.
MPPS (C ajustado) 68,67 65,33 0,14 min.
Indian D.
ROD (b não ajustado) 75 72,33 136,8 min.
ROD (b ajustado) 74 72,67 136,8 min.
MPPS (C não ajustado) 73,67 65,33 0,11 min.
MPPS (C ajustado) 74 74,67 0,36 min.
Heart D.
ROD (b não ajustado) 83,79 81,03 101,6 min.
ROD (b ajustado) 83,79 80,34 101,6 min.
MPPS (C não ajustado) 83,79 81,03 0,80 min.
MPPS (C ajustado) 82,07 81,38 2,48 min.
Os tempos para ROD (b não ajustado) e ROD (b ajustado) são idênticos,
porque ambos são obtidos por uma única resolução de programação semi-definida. A única
diferença é que, num deles, o b é ajustado de maneira a minimizar os erros de classificação
dos pontos de treinamento, conforme vimos na Seção 4.5.
Para fazer a comparação de maneira mais efetiva, as Tabelas 11 e 12 apresentam
comparações entre os valores da função objetivo em algumas execuções individuais. Isso
permite avaliar a eficiência da relaxação convexa realizada por ROD. Consideramos 5 das
10 execuções para Liver Disorder (5% de outliers) realizadas no teste anterior (Tabela
10) e 5 execuções para Indian Diabetes (10% de outliers). Escolhemos esses dois casos
porque foram situações extremas: O primeiro foi aquele em que MPPS mais se destacou
em relação a ROD (C’s idênticos) e, o segundo, em que ROD mais se destacou. Como
essas execuções, para esses conjuntos de dados, são idênticas para os métodos testados
(mesmo C e mesmos pontos de treinamento), foi possível comparar os valores da função
objetivo encontrados por ROD e MPPS. Os resultados estão nas Tabelas 11 e 12. Em cada
célula, o número de cima é a porcentagem de acertos e o de baixo é o valor da função
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objetivo tendo como base o valor da função objetivo para MPPS (quociente entre o valor
para o método e o valor para MPPS).
Tabela 11 – Liver Disorder (5% de outliers)
ROD (b não ajustado) 66.67 53.33 76.67 63.33 60.0
1.467 1.465 1.422 1.415 1.44
ROD (b ajustado) 53.33 70.0 76.67 73.33 60.0
1.467 1.465 1.422 1.415 1.44
MPPS (C não ajustado) 63.33 63.33 76.67 76.67 73.33
1.0 1.0 1.0 1.0 1.0
Tabela 12 – Indian Diabetes (10% de outliers)
ROD (b não ajustado) 63.33 63.33 66.67 80.0 63.33
1.198 1.456 1.327 1.19 1.38
ROD (b ajustado) 66.67 63.33 66.67 80.0 70.0
1.198 1.456 1.327 1.19 1.38
MPPS (C não ajustado) 63.33 53.33 70.0 80.0 63.33
1.0 1.0 1.0 1.0 1.0
Concluímos que tanto pode ocorrer que a solução encontrada por MPPS
apresenta valor menor da função objetivo do que a solução de ROD numa situação em
que a porcentagem de acertos para MPPS é maior do que para ROD, como numa situação
em que a porcentagem de acertos para ROD é maior. Em outras palavras, decréscimo
(acréscimo) da função objetivo não garante maior (menor) porcentagem de acertos. Além
disso, em todos os resultados das Tabelas 11 e 12, os valores da função objetivo de MPPS
estão menores que os correspondentes valores de ROD.
Com relação ao tempo de execução de MPPS, vimos na Seção 5.5 que é da
ordem de Amn2n 2   Bθm2n2n 1, em que A e B são constantes, enquanto que ROD é
um algoritmo de complexidade polinomial que cresce muito rapidamente em relação a
m (conforme a Tabela 1 da Seção 4.5), por causa das altas dimensões de matrizes nas
restrições de (4.37).
6.4 Experimentos com o algoritmo para resolver o Problema (3.8)
Os testes da Seção 6.2 não incluíram os algoritmos 1, 2 e 3 das Seções 4.1 e
4.2 para implementar o modelo (3.8), visto que as execuções de VaR-SVM lá incluídas
referem-se ao modelo (3.5). Na presente seção, preenchemos essa lacuna, incluindo testes
com as implementações dos algoritmos 1, 2 e 3, realizados pelo mesmo protocolo das
seções anteriores. Além disso, procurando obter resultados de generalização melhores,
são mencionadas e testadas modificações sugeridas pelo próprio artigo [33]. Infelizmente,
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não está bem claro porque essas modificações, que consistem na eliminação de algumas
restrições, tendem a produzir resultados melhores.
Na Tabela 7 da Seção 6.2, VaR-SVM refere-se à implementação do Problema
(3.5), que é equivalente a (3.2) [30]. Foi utilizado o solver Portfolio Safeguard (PSG). Para
testar o nosso método, baseado nas ideias das Seções 4.1 e 4.2, para resolver o Problema
(3.8), refizemos os testes acima, e obtivemos os resultados da Tabela 13. Nas linhas
identificadas com VaR-SVM (PSG), repetimos os resultados da Tabela 7, para facilitar a
comparação; nas linhas identificadas com VaR-SVM (método próprio), os resultados para
nossa implementação do modelo (3.8); nas linhas identificadas com VaR-SVM sem γ, os
resultados para a mesma implementação, eliminando as restrições com a variável γ (ver
Passo 1 do Algoritmo 1).
Observe que VaR-SVM retorna resultados melhores quando as restrições com
γ são ignoradas. O próprio artigo [33] menciona a possibilidade de descartá-las, mas não
explica o motivo pelo qual isso proporcionaria resultados melhores, apenas menciona alguns
ajustes que seriam necessários. No experimento que fizemos eliminando as restrições com
γ, foi fácil fazer esses ajustes no algoritmo. Ressaltamos que o mais inquietante na nossa
experiência de tentar aplicar o algoritmo de [33] ao problema de classificação binária não
foram essas restrições, aparentemente desnecessárias, mas foi o uso que esse algoritmo
faz de minimizações de majorantes que aproximam mal a função objetivo. Esta deve
ser a causa dos resultados ruins obtidos na nossa tentativa de minimizar VaR (sobre a
necessidade ou não das restrições com γ, veja a Obs. 4 da Seção 4.1).
Tabela 13 – Resultados obtidos com VaR-SVM
porcentagem de outliers 0 % 1 % 5 % 10 % tempo por
execução
Liver D.
C-SVM 68,24 68,82 63,24 57,35 0,42 seg
VaR-SVM (PSG) 65,59 68,23 62,06 57,52 0,22 seg
VaR-SVM (método próprio) 69,41 70,88 65 237,35 seg
VaR-SVM sem γ 67,65 68,82 64,41 237,35 seg
Indian D.
C-SVM 77,11 76,18 76,05 65,26 0,73 seg
VaR-SVM (PSG) 76,58 75,92 76,45 72,74 0,25 seg
VaR-SVM (método próprio) 71,32 73,29 61,18 495,61 seg
VaR-SVM sem γ 75,13 74,47 73,55 495,61 seg
Heart D.
C-SVM 84,83 84,14 81,03 75,86 0,52 seg
VaR-SVM (PSG) 85,52 84,48 83,45 83,10 0,20 seg
VaR-SVM (método próprio) 80 69,66 62,76 284,52 seg
VaR-SVM sem γ 80 78,62 75,86 284,52 seg
Para determinar os valores de p usados nas várias execuções de VaR-SVM,
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com exceção do método PSG, no qual, como vimos na Seção 6.2, p foi determinado por
validação cruzada, utilizamos a fórmula
p  tpp1 qql   qp1 lqqmu,
em quem é o número de pontos correspondente aos 90% usados para treinamento, de acordo
com o protocolo explicado na Seção 6.2, l é a porcentagem de pontos bem classificados
no conjunto de dados original (antes que fossem inseridos outliers) obtidos a partir da
execução de C-SVM para o conjunto de dados original (portanto, é possível uma separação
linear do conjunto de dados original, considerando l m pontos) e q é a fração de outliers
inseridos no conjunto de dados original (de modo que q m é a quantidade esperada de
outliers entre os pontos de treinamento).
A razão para essa fórmula é que ela retorna p como o número esperado de
pontos para o qual é possível uma separação linear, considerando p pontos, depois que
uma proporção q de outliers é inserida no conjunto de dados. No entanto, em geral temos
apenas uma estimativa de q.
Porém, o fato de termos fixado o valor de p nos testes com os Algoritmos 1, 2
e 3 (VaR-SVM - método próprio e VaR-SVM sem γ) ajuda a explicar porque obtivemos,
nesses testes, resultados de classificação inferiores aos resultados alcançados nos testes com
o PSG. Com efeito, sendo rápido, PSG experimentou todos os p’s possíveis, determinando
o melhor no conjunto de treinamento.
6.5 Sumário
Esta Seção contém uma síntese sobre esta tese, destinada especialmente a quem
a leu toda.
Com o nosso método que desenvolvemos para a minimização do modelo VaR-
SVM (3.8), constituído dos Algoritmos 1, 2 e 3, não obtivemos resultados satisfatórios nos
testes descritos na Seção 6.4. Porém, a Proposição 1, que obtivemos independentemente, é
essencial para a compreensão de VaR-SVM (3.2), embora não conste no artigo [30], que
apresentou tal modelo. Com essa proposição, fica patente, por exemplo, a necessidade de
experimentar vários p’s, a fim de obter bons resultados de generalização com VaR-SVM.
Os testes com PSG relatados na Seção 6.4 efetivamente fazem isso, o que ajuda a explicar
os resultados alcançados pelo PSG frente ao nosso método (Algoritmos 1, 2 e 3). Isso
está relacionado com o fato de que o nosso método é lento em comparação com PSG.
Entretanto, o modelo (3.8), equivalente a VaR-SVM (3.2), também permanece como
contribuição no aguardo de técnicas de minimização mais eficientes e apropriadas para
ele. As provas de convergência da Seção 4.3, embora não sejam de nossa autoria, foram
apresentadas com o objetivo de incrementar a parte teórica de nosso trabalho. Com o
Capítulo 6. Testes computacionais 88
mesmo objetivo, foram apresentadas as demonstrações que desenvolvemos, na Seção 4.1,
para vários fatos concernentes ao Algoritmo 1, que pode ser utilizado para a minimização
de VaR até mesmo numa aplicação desvinculada do problema de classificação binária.
No Capítulo 5 apresentamos a nossa proposta de minimização do modelo (3.16),
o qual obtivemos independentemente e também foi apresentado em [14]. Referimos-nos
ao Algoritmo de Minimização com Ponto de Partida Selecionado (MPPS). Conforme
demonstrado nos testes da Seção 6.2 e já foi dito na mesma seção, quando o método MPPS
não retorna resultados melhores que os outros métodos, isso acontece por pouca diferença,
e, quando ele retorna resultados melhores, isso pode acontecer com uma diferença grande.
Por outro lado, vimos nos testes da Seção 6.3 que não existe uma relação direta entre
obtenção de melhores resultados de classificação e decréscimo da função objetivo utilizada
pelo MPPS (e por ROD), o que significa que o fato de o nosso método não retornar sempre
os melhores resultados de generalização não é suficiente para concluir que ele seja pouco
efetivo como método de minimização. Nas ocasiões em que comparamos os valores da
função objetivo encontrados por MPPS e ROD (Seção 6.3) observamos que MPPS obteve
valores em média 28% menores que ROD.
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7 Considerações Finais
Vimos na Introdução que a consideração de várias possibilidades de solução do
modelo principal deste trabalho (3.16), por meio de métodos já existentes, conduziu-nos
à necessidade de desenvolver um método novo explorando as peculiaridades do modelo
em questão. Isso foi efetivamente feito, culminando no Algoritmo 9, que é nossa principal
contribuição. O principal que aprendemos sobre o modelo antes de chegar nesse algoritmo
foi que seria proveitoso executar-se a minimização considerando individualmente os ortantes
de Rn, a começar pelo fato de que o conjunto viável do problema devia estar centrado na
origem. Desse vislumbre à identificação de direções de descida favoráveis, circunscritas aos
mesmos ortantes (minimizações vertical e radial descritas nas Seções 5.3 e 5.4) foi apenas
um passo. Esses procedimentos, executados por ortantes, são realizados a fim de se obter
um ponto com valor da função objetivo bastante reduzido, o melhor ponto encontrado entre
todos os ortantes. A partir desse ponto, ainda é executado um procedimento de minimização
local, dessa vez considerando todo o conjunto viável. No Capítulo 6 (Testes computacionais),
constatamos que o método é satisfatório tanto em qualidade de generalização do resultado
como em valor reduzido da função objetivo.
Para trabalhos futuros, a forma de modelagem nova (3.8) que obtivemos para
VaR-SVM na Seção 3.1 motiva o estudo da minimização da função valor em risco VaR de
funções componentes lineares, começando por experimentar-se essa minimização através de
um procedimento (aplicável para a solução de (3.8)) baseado exclusivamente em avaliações
da função em ortantes, semelhante ao que é feito na fase inicial do Algoritmo 9. Esse
procedimento é possível porque (3.8) tem conjunto viável com w limitado e ele tem a
vantagem de permitir a experimentação de vários valores do parâmetro p, o que é relevante
para o modelo VaR-SVM. Com uma única ordenação dos valores atingidos pelas funções
componentes, é possível obter os valores de VaR para vários p’s.
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APÊNDICE A – Fundamentos de
otimização
O objetivo deste apêndice é apresentar as principais definições e resultados
que constituem a base para o restante deste trabalho. Para os resultados que não tiverem
apresentadas aqui as suas demonstrações, essas estão em [49].
A.1 Mínimos locais e globais
Definição 6. Sejam X  Rn, f : X ÝÑ R uma função e x P X.
(a) Dizemos que x é um ponto de mínimo global (minimizador global) de f em X se
fpxq ¥ fpxq, @x P X.
(b) Dizemos que x é um ponto de mínimo local de f em X se existe  ¡ 0 tal que x P X
e ||x x||    ùñ fpxq ¥ fpxq.
Teorema 9. Sejam X  Rn um conjunto aberto, f : X ÝÑ R uma função diferenciável
e x P X um ponto de mínimo local de f em X. Então, ∇fpxq  0.
A.2 Convexidade
Definição 7. Seja C  Rn. Dizemos que C é um conjunto convexo se, para todos
x, y P C, t P r0, 1s, tx  p1 tqy P C.
Definição 8. Sejam C  Rn um conjunto convexo e f : C ÝÑ R. Dizemos que f é uma
função convexa em C se, para todos x, y P C, t P r0, 1s, fptx p1tqyq ¤ tfpxq p1tqfpyq.
Se essa desigualdade valer estritamente, para todos x, y P C, x  y, t P p0, 1q, dizemos
que f é estritamente convexa em C. Dizemos que f é uma função côncava em C se f
for convexa em C.
Lema 5. (a) Sejam a P Rn, b P R; então a função afim fpxq  xa, xy   b é convexa.
(b) Se f1, . . . , fk são funções convexas e α1, . . . , αk ¥ 0, então a função
k¸
i1
αifi é convexa.
(c) Se fν , ν P A, em que A é um conjunto de índices, são funções convexas, então a
função fpxq  sup
νPA
fνpxq é convexa.
Teorema 10. Sejam C um conjunto convexo em Rn e f uma função diferenciável em Rn.
Então f é convexa em C se, e somente se,
fpyq ¥ fpxq   x∇fpxq, y  xy, @x, y P C. (A.1)
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O lema seguinte enuncia a convexidade do quadrado da norma Euclidiana, que
é parte da função objetivo da SVM, parte chamada termo de regularização.
Lema 6. A função fpxq  ||x||22 é convexa em Rn.
Teorema 11. Sejam C um conjunto convexo em Rn e f uma função diferenciável em Rn.
(a) (Condição necessária para um mínimo local) Se x P C é um mínimo local de f em
C, então
x∇fpxq, x xy ¥ 0, @x P C. (A.2)
(b) (Condição suficiente para um mínimo global) Se f é convexa e (A.2) é satisfeita, então
x é um mínimo global de f em C.
Corolário 3. Sejam U  Rn um aberto, C  U um conjunto convexo, f : U ÝÑ R uma
função diferenciável, convexa em C e x um ponto tal que ∇fpxq  0. Então, x é um
ponto de mínimo global de f.
A.3 Condições KKT
No restante desta seção, consideraremos o seguinte problema, que, dependendo
do contexto, pode ser de minimização local ou global:
min f0pxq sujeito a x P Ω : tx P Rn : hipxq  0, i P I; fipxq ¤ 0, i P Ju, (A.3)
em que f0, fi : Rn ÝÑ R pi P J  t1, . . . ,muq, hi : Rn ÝÑ R pi P I  t1, . . . , puq são
funções: f0, chamada função objetivo, e, as demais, funções determinando as restrições. Ω
é chamado de conjunto viável do Problema (A.3).
Dizemos que o Problema (A.3) é convexo se as funções f0, f1, . . . , fm são
convexas e as funções h1, . . . , hp são afins.
Para x P Ω, denotaremos por Apxq o conjunto das restrições de desigualdades
ativas, dado por
Apxq  ti P J : fipxq  0u.
O objetivo das próximas definições é fazer uma preparação para o Teorema
12 sobre as condições KKT (denominação relacionada aos seus descobridores, Karush,
Kuhn e Tucker), que são, sob certas hipóteses, condições necessárias de otimalidade, isto
é, condições que devem ser cumpridas por um ponto de mínimo local.
Definição 9. Seja K  Rn. Dizemos que K é um cone se, para todos x P K, t ¥ 0, temos
tx P K.
Definição 10. Seja K  Rn um cone. Então, o cone polar de K, denotado por K, é o
cone dado por:
K  tx P Rn : xx, yy ¤ 0, @y P Ku.
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Definição 11. Seja x P Ω. O cone viável linearizado de Ω em x, denotado por Dpxq, é
dado por:
Dpxq  td P Rn : x∇hipxq, dy  0, i P I; x∇fipxq, dy ¤ 0, i P Apxqu.
Definição 12. Sejam x P Ω e d P Rnzt0u. Dizemos que o vetor d é tangente a Ω em x se
existir uma sequência
 
xν
8
ν1  Ω tal que xν Ñ x e
xν  x
||xν  x|| Ñ
d
||d|| .
O conjunto de todos os vetores tangentes a Ω em x, juntamente com o vetor 0,
é denominado cone tangente a Ω em x, denotado por T pxq.
Teorema 12 (Condições KKT). Seja x P Ω um ponto de mínimo local do Problema
(A.3). Suponha que vale a condição T pxq  Dpxq. Então, existem ν1, . . . νp P R e
λ1, . . . , λm ¥ 0 tais que
∇f0pxq 
p¸
i1
νi∇hipxq  
m¸
i1
λi∇fipxq, (A.4)
λifipxq  0, i  1, . . . ,m. (A.5)
Qualquer condição sobre o Problema (A.3) que implique T pxq  Dpxq é
chamada de condição de qualificação das restrições. Em [49] é demonstrado que a seguinte
hipótese sobre o Problema (A.3) é uma condição de qualificação:
Definição 13. O Problema (A.3) cumpre a Condição de Slater se ele é convexo e existe
x˜ P Ω tal que fipx˜q   0, i  1, . . . ,m.
Teorema 13. A condição de Slater é uma condição de qualificação.
Temos também a condição de qualificação da independência linear (LICQ).
Definição 14. A condição da independência linear (LICQ) é satisfeita num ponto x se
os gradientes das restrições de igualdade e das restrições de desigualdades ativas em x são
linearmente independentes em x, isto é, o conjunto t∇hipxq, i P I; ∇fipxq, i P Apxqu
é linearmente independente.
Teorema 14. A condição da independência linear é uma condição de qualificação.
No caso em que o Problema (A.3) é convexo, as condições x P Ω, λ1, . . . , λm ¥
0 e mais (A.4) e (A.5) são suficientes para que x seja mínimo global.
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A.4 Dualidade
Nesta seção, veremos que podemos associar um problema de maximização a
(A.3) e provar que ambos estão relacionados por vários resultados.
Denote o valor ótimo do Problema (A.3) por p, que pode ser 8.
Definimos o Lagrangiano associado ao Problema (A.3) como sendo L : Rn 
Rm  Rp ÝÑ R dado por
Lpx, λ, νq  f0pxq  
m¸
i1
λifipxq  
p¸
i1
νihipxq.
Os λi, νi desempenham o papel de multiplicadores de Lagrange associados às restrições
fipxq ¤ 0, hipxq  0, respectivamente. Os vetores de multiplicadores de Lagrange λ e ν
são os argumentos da função dual (que será definida a seguir) e, por isso, são também
chamados de variáveis duais.
Definimos a função dual g : Rm  Rp ÝÑ RY t8u por
gpλ, νq  inf
xPRn
Lpx, λ, νq  inf
xPRn
f0pxq  
m¸
i1
λifipxq  
p¸
i1
νihipxq.
Como g é o ínfimo de funções afins indexadas por x P Rn, g é côncava.
Lema 7. Para λ ¥ 0 e qualquer ν, temos gpλ, νq ¤ p.
Prova: Para x˜ viável para o Problema (A.3), temos fipx˜q ¤ 0, hipx˜q  0, logo
Lpx˜, λ, νq  f0px˜q  
m¸
i1
λifipx˜q  
p¸
i1
νihipx˜q
¤ f0px˜q,
e portanto gpλ, νq  inf
xPRn
Lpx, λ, νq ¤ Lpx˜, λ, νq ¤ f0px˜q. Logo, da arbitrariedade de x˜
viável para o Problema (A.3), temos que gpλ, νq ¤ p. QED
O Lema 7 fornece cota inferior não trivial para o valor ótimo p somente quando pλ, νq
cumpre λ ¥ 0 e gpλ, νq ¡ 8. Nesse caso, dizemos que pλ, νq é um par dual viável.
Definimos o problema dual de Lagrange associado ao Problema (A.3) como
sendo
max gpλ, νq (A.6)
s.a λ ¥ 0.
Observe que, o valor ótimo de (A.6), que denotaremos d, é a melhor cota inferior para
p que pode ser obtida pelo Lema 7. Denotaremos por pλ, νq uma solução ótima para
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(A.6). O Problema (A.3), do qual (A.6) é o dual, passa a ser denominado problema primal.
O Problema dual (A.6) é convexo, pois gpλ, νq é côncava. Para um par dual viável pλ, νq,
pelo Lema 7, gpλ, νq ¤ p. Consequentemente, o valor ótimo do problema dual cumpre
d ¤ p.
Esse resultado é conhecido como Teorema da Dualidade Fraca.
A diferença p  d ¥ 0 é denominada folga de dualidade do Problema (A.3),
por representar a diferença entre o valor ótimo primal e a melhor cota inferior possível
para ele que pode ser obtida pelo dual.
Definição 15. Suponha que as funções fi : Rn ÝÑ R, i  0, . . . ,m, hi : Rn ÝÑ R, i 
1, . . . , p são deriváveis em relação a x. Chamamos Problema Dual (de Wolfe) [50], referente
a (A.3), ao problema
max Lpx, λ, νq (A.7)
s.a ∇xLpx, λ, νq  0,
λ ¥ 0.
Observe que o Dual de Wolfe está definido mesmo quando o Problema (A.3)
não é convexo. Mostraremos que, se o problema primal (A.3) é convexo e seu Dual de Wolfe
é viável, então esse dual é equivalente ao Dual de Lagrange. Com efeito, dado px, λ, νq
viável para o Dual de Wolfe, temos ∇xLpx, λ, νq  0. Então, como x ÞÝÑ Lpx, λ, νq
é uma função convexa, pelo Corolário 3, px, λ, νq é um ponto de mínimo global dessa
mesma função, e, então, Lpx, λ, νq  inf
xPRn
Lpx, λ, νq  gpλ, νq. Valendo isso para qualquer
px, λ, νq viável para o Dual de Wolfe, esse dual se escreve como
max gpλ, νq
s.a λ ¥ 0,
mostrando que o Dual de Wolfe é equivalente ao de Lagrange.
Como consequência do que acabamos de mostrar, tudo que for afirmado a
respeito do Dual de Lagrange também é válido para o Dual de Wolfe, se o problema primal
ao qual se refere for convexo e se o Dual de Wolfe for viável. Nas Seções 2.3 e 2.4, o dual
que obtivemos para os Problemas de Margens Rígidas (2.6) e de Margens Suaves (2.13) é
o Dual de Wolfe, visto que foram obtidos derivando o Lagrangiano em relação às variáveis
primais; porém, como (2.6) e (2.13) são convexos, é o mesmo que o Dual de Lagrange.
Daqui por diante, quando nos referirmos ao problema dual, será o de Lagrange.
Lema 8. Para x viável primal e pλ, νq viável dual, temos gpλ, νq ¤ f0pxq.
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Prova: Pelo Lema 7, gpλ, νq ¤ p ¤ f0pxq. QED
Pelo Lema 8, a diferença f0pxq  gpλ, νq é sempre não negativa. O próximo lema es-
tabelece que, quando a folga de dualidade é zero (situação em que dizemos que vale a
dualidade forte), x e pλ, νq são ótimos.
Lema 9. Se x é um ponto viável primal, pλ, νq viável dual e f0pxq  gpλ, νq, então
x e pλ, νq são ótimos.
Prova: Pelo Lema 8, gpλ, νq ¤ f0pxq, @x viável primal. Então, a hipótese
gpλ, νq  f0pxq implica x ótimo primal.
Pelo Lema 8, gpλ, νq ¤ f0pxq, @pλ, νq viável dual. Então, gpλ, νq  f0pxq
implica pλ, νq ótimo dual. QED
Proposição 10. Suponha que, no Problema (A.3), as funções envolvidas f0, f1, . . . , fm, h1,
. . . , hp são diferenciáveis. Sejam x e pλ, νq pontos ótimos primal e dual, respectivamente,
com folga de dualidade f0pxq  gpλ, νq  0. Então, valem as condições KKT:
hipxq  0, i  1, . . . , p,
fipxq ¤ 0, i  1, . . . ,m,
λi ¥ 0, i  1, . . . ,m,
∇f0pxq 
p¸
i1
νi ∇hipxq  
m¸
i1
λi∇fipxq, (A.8)
λi fipxq  0, i  1, . . . ,m. (A.9)
Prova: Baseados nas hipóteses, podemos escrever:
f0pxq  gpλ, νq
 inf
x

f0pxq  
p¸
i1
νi hipxq  
m¸
i1
λi fipxq

¤ f0pxq  
p¸
i1
νi hipxq  
m¸
i1
λi fipxq
¤ f0pxq.
Portanto, as desigualdades acima valem como igualdades, e temos que x minimiza
Lpx, λ, νq. Logo, pelo Teorema 9, ∇xLpx, λ, νq  0, de onde se obtém (A.8).
Do fato de a segunda desigualdade acima valer como igualdade, temos que
m¸
i1
λi fipxq  0,
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em que cada termo λi fipxq é não positivo, de onde se obtém (A.9), denominadas condições
de complementaridade. QED
Proposição 11. Suponha que, no Problema (A.3), as funções envolvidas são diferenciáveis
e que o problema é convexo. Se x˜, λ˜ e ν˜ são pontos quaisquer que cumprem KKT:
hipx˜q  0, i  1, . . . , p, (A.10)
fipx˜q ¤ 0, i  1, . . . ,m, (A.11)
λ˜i ¥ 0, i  1, . . . ,m,
∇f0px˜q 
p¸
i1
ν˜i∇hipx˜q  
m¸
i1
λ˜i∇fipx˜q,
λ˜ifipx˜q  0, i  1, . . . ,m,
então x˜ e pλ˜, ν˜q são ótimos primal e dual, respectivamente, com folga de dualidade zero.
Prova: As condições (A.10) e (A.11) estabelecem que x˜ é viável primal. Como
λ˜j ¥ 0, Lpx, λ˜, ν˜q é convexo como função de x. A penúltima condição KKT significa que
∇xLpx˜, λ˜, ν˜q  0, portanto, pelo Corolário 3, x˜ minimiza Lpx, λ˜, ν˜q, ou seja,
gpλ˜, ν˜q  Lpx˜, λ˜, ν˜q
 f0px˜q  
p¸
i1
ν˜ihipx˜q  
m¸
i1
λ˜ifipx˜q
 f0px˜q.
Concluímos, pelo Lema 9, que x˜ e pλ˜, ν˜q são ótimos, com folga de dualidade zero. QED
Observação (Importante para as Seções 2.3 e 2.4): Vimos que a condição de
Slater é uma condição de qualificação. Suponha que o Problema (A.3) a cumpra e que x é
uma solução ótima. Então, pelo Teorema 12, existe pλ, νq tal que x, pλ, νq cumprem KKT.
Pela Proposição 11, x e pλ, νq são ótimos, com folga de dualidade zero. Logo p  d.
Para qualquer outro par pλ, νq dual ótimo, pela Proposição 10, x e pλ, νq cumprem
KKT.
A.5 Sensibilidade
Esta seção contém um teorema sobre condições suficientes para mínimo local
[51] e um lema sobre sensibilidade [52]. Ambos resultados referem-se ao seguinte problema
de minimização com parâmetro y P Rl :
min
x
f0px, yq sujeito a fipxq ¤ 0, i  1, . . . , p, hipxq  0, i  1, . . . , q. P pyq
O próximo teorema apresenta as condições de segunda ordem suficientes para um mínimo
local estrito do Problema P pyq.
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Teorema 15. Sejam y0 P Rl, x P Rn. Se as funções definindo P(y0) são de classe
C2, então x é um ponto de mínimo local estrito do Problema P(y0) (ou seja, em uma
vizinhança de x, não existe nenhum ponto viável x  x com fpx, y0q ¤ fpx, y0qq se as
seguintes condições são satisfeitas:
(a) Existem multiplicadores de Lagrange λ P Rp, ν P Rq tais que as condições KKT
valem:
fipxq ¤ 0, i  1, . . . , p,
hipxq  0, i  1, . . . , q,
λi fipxq  0, i  1, . . . , p,
λi ¥ 0, i  1, . . . , p,
∇xLpx, λ, νq  ∇xf0px, y0q  
p¸
i1
λi∇fipxq  
q¸
i1
νi ∇hipxq  0,
(b) zt∇2xxLpx, λ, νqz ¡ 0 para todo z  0 tal que
∇fipxqtz ¤ 0 se fipxq  0,
∇fipxqtz  0 se λi ¡ 0,
∇hipxqtz  0, i  1, . . . , q.
Essas condições em z  0 são equivalentes a ∇xf0px, y0qtz  0, ∇fipxqtz ¤ 0, se fipxq 
0, e ∇hipxqtz  0, i  1, . . . , q.
Obs.: Observe que a condição (b) é satisfeita automaticamente se ∇2xxf0px, y0q
é definida positiva e as funções fi, hi são lineares (conjunto viável poliédrico). Uma função
f : Rn ÝÑ R tal que ∇2xxfpxq é definida positiva, @x P Rn, é estritamente convexa [53].
Lema 10. Sejam y0 P Rl, x P Rn. Suponha que as seguintes condições são satisfeitas
pelo Problema Ppyq:
(a) As funções definindo Ppyq são de classe C2.
(b) As condições de segunda ordem suficientes para mínimo local do Problema Ppy0q são
satisfeitas por x, com multiplicadores de Lagrange λ e ν.
(c) t∇fipxq : i  1, . . . , p, fipxq  0u Y t∇hipxq : i  1, . . . , qu é linearmente indepen-
dente.
(d) λi ¡ 0 se fipxq  0 (complementaridade estrita).
Então, para y numa vizinhança de y0, existe uma função xˆpyq única, de classe C1, tal que
xˆpyq é o mínimo local de Ppyq e xˆpy0q  x.
