Based on a classical convex hull algorithm called Gift-Wrapping, the purpose of the paper is to provide a new algorithm for computing the vertices of a polytope called preimage -roughly the set of naive digital planes containing a finite subset S of Z 3 . The vertices of the upper hemisphere, the ones of the lower hemisphere and at last the equatorial vertices are computed independently. The principle of the algorithm is based on duality and especially on the fact that the vertices of the preimage correspond to faces of the input set S or of its chords set S S ∪ {(0, 0, 1)}. It allows to go from one vertex to another by gift-wrapping until the whole region of interest has been explored.
Introduction
Digital straightness is an important concept in Digital Geometry. In dimension two, for nearly half a century many digital straight line characterizations have been proposed with interactions with many fields such as arithmetic or theory of words (refer to [1] for a survey on digital straight line). A convenient framework is to consider the set of Euclidean straight lines whose digitization contain the input set of pixels. Based on a classical linear parametrization of digital straight lines y = αx + β, such a set of straight lines, so-called preimage, can be simply defined and corresponds to a convex polygon in the (α, β)−parameter space [2] [3] [4] . An important result is that such a preimage has got an arithmetical structure that limits to four the number of its vertices. This result is useful for a better understanding of this simple digital object and thus to design efficient digital straight line recognition algorithms.
In dimension 3, several definitions of digital planes exist (see [5] for a survey) and several variants of the preimage can be obtained too [6] [7] [8] . The preimage becomes however more complex than a single polytope with a constant number of vertices and several questions about its arithmetical structure are open. If we consider for instance Vittone's work on digital plane preimages [7] , the definition is based on the Euclidean plane parametrization αx + βy + z = γ, which are similar to the definition that we consider here, even if the preimage can be represented as a convex polyhedron in the (α, β, γ)-parameter space, we have difficulties to clearly understand its arithmetical structure and to define tight bounds on the number of its vertices according to the size of the input voxel set [9, 10] . Beside these definitions of digital planes and digital plane preimages, several studies have recently investigated a wider class of digital planes, so called thick digital planes [11] . A thick digital plane of thickness δ = 1 exactly corresponds to a classical digital plane.
In this paper, we first formally define the preimage of thick digital planes we consider and focus on a geometrical interpretation of preimage vertices and facets in order to design an efficient preimage computation algorithm. The proposed algorithm is based on the computation of a surface of the convex hull of S and of the chords set S S ∪ {(0, 0, 1)} (as already used in [12] for recognition). Even if the presented work focuses on the classical digital plane case, we also show that its generalization to thick digital plane is straightforward. For the reader of [13] , this extension to thick digital planes is one of the points which has been added in this paper, with a more complete presentation of the properties of the preimage and new experiments.
The first sections are dedicated to the preliminaries and to the analysis of the preimage geometry. Then Section 4 details the proposed algorithm. Finally, Section 5 presents experiments.
Preimage Definition

Digital Planes and Slices
Naive digital planes have been introduced in the beginning of the nineties by J.P Reveilles [14, 15] (we just recall the notation for the definition that for any vector x ∈ R d , its uniform norm is ||x|| ∞ = max{|x i |/1 ≤ i ≤ d}):
Definition 1 A naive digital plane is a subset of Z 3 characterized by a double inequality h ≤ ax+by+cz < h+||(a, b, c)|| ∞ where the normal vector (a, b, c) ∈ R 3 is different from (0, 0, 0) and where h ∈ R.
These objects are a three-dimensional generalization of naive digital lines. They share with the 2D case some interesting topological properties that can be found in [5] . We can also recall that the 3D notion enters in the general framework of naive digital hyperplanes of Z n which has been also investigated since several years [15, 10] . We can notice that much of the tools or properties used in 3D can be generalized in nD whereas there is a larger gap between the dimensions 2 and 3. For a survey about digital plane characterization and alternative definitions, see for instance [5] .
Thick digital planes can be defined as follows [11] :
Definition 2 A thick digital plane is a subset of Z 3 characterized by a double inequality h ≤ ax + by + cz < h + δ||(a, b, c)|| ∞ where the normal vector (a, b, c) ∈ R 3 is different from (0, 0, 0) and where h ∈ R and δ ∈ R + .
Note that δ = 1 makes both definitions 1 and 2 equivalent.
By looking at definition 1 or 2, it appears that there exist three classes of planes according to the value of ||(a, b, c)|| ∞ : the uniform norm to the normal vector (a, b, c) can be equal to |a|, |b| or |c| and we can go from one class to another by a single rotation of the coordinates. It allows to focus our attention on one of these three cases: we choose the one where ||(a, b, c)|| ∞ = |c| and it leads to introduce the notion of δz-slices namely the set of integer points between two parallel planes at distance δ according to the direction z.
Definition 3 A δz-slice is a subset of Z 3 characterized by a double inequality h ≤ ax + by + cz < h + δ|c| where c is in R , a, b, h ∈ R and δ ∈ R + (Fig 1) .
This definition leads of course to introduce equivalent notions for the two other directions: subsets of Z 3 characterized by h ≤ ax + by + cz < h + δ|a| are δx-slices while the ones defined by h ≤ ax + by + cz < h + δ|b| are δy-slices. It is clear with these notions that a thick digital plane characterized by h ≤ ax + by + cz < h + δ||(a, b, c)|| ∞ is either a δx-slice, a δy-slice or a δz-slice.
Conversely, if |c| is greater than |a| and |b|, the δz-slice of double-inequality h ≤ ax + by + cz < h + δ|c| is a digital plane and otherwise (if |c| < |a| or |c| < |b|), it is a subset of the digital plane h ≤ ax+by +cz < h+δ||(a, b, c)|| ∞ . It means obviously that the recognition of digital planes of thickness δ as well as generalized preimage computation can be decomposed into δx-slices, δy-slices and δz-slices recognition. Hence, when considering a set of voxels S, three recognition algorithms are performed according to the δx-, δy-and δz-slice representations. If S is a piece of δ thick plane, then at least one recognition succeeds. With the remark that the three problems only differ by a rotation of the coordinates, we can focus our attention on the problem of recognition of δz-slices.
Slice Recognition Problems
Digital Plane Recognition problems can be reduced to Slice Recognition: Problem 4 Input: a finite subset S ⊂ Z 3 and a thickness δ
• P-Exi: Does there exist a δz-slice containing S?
• P-One: Provide a δz-slice containing S • P-All: Provide a description of all δz-slices containing S
Another problem related to P-Exi is to find the minimal boundary δ inf of the set of δ such that S is a δz-slice. Thus there exists a δz-slice containing S if and only if δ inf ≤ δ. Computing δ inf is the task of the algorithm given in [12] .
As δz-slices are described by the n double-inequalities h ≤ ax i + by i + cz i < h + δ|c| for the points (x i , y i , z i ) belonging to the input subset S, the question is to find a, b, c and h. These inequations are almost linear. The only nonlinear terms come from the absolute value |c| but we can rather easily reduce the problem to the case c = 1 δ by using the finiteness of S (we could also make the choice to reduce it to the case c = 1).
Indeed, since δ is given, we first notice that the set of possible (a, b, c, h) ∈ R 4 is a positive cone since for any solution (a, b, c, h) of inequalities and any positive real λ ∈ R + , the point (λa, λb, λc, λh) is also a solution because all the inequalities h ≤ ax + by + cz and ax + by + cz < h + δ|c| (with a given (x, y, z)) are homogeneous. Hence, instead of computing the whole cone of solutions, it is more convenient to reduce its computation to a section. As c is assumed different from 0, we can consider its sections by the hyperplanes c = . It is clear that the whole set of solutions is characterized by its two sections.
We also notice that the solutions (a, b, c, h) for a direction (a, b, c) and the solutions (−a, −b, −c, h) for direction (−a, −b, −c) are closely related. By denoting respectively h min and h max the minimum and maximum of the finite set of values {ax i + by i + cz i /(x i , y i , z i ) ∈ S} (S is finite), the set S belongs to the δz-slice h ≤ ax + by + cz < h + δ|c| iff h ∈]h max − δ|c|, h min ] while it belongs to the z-slice h ≤ −ax − by − cz < h + δ|c| with a symmetric normal (−a, −b, −c) iff h ∈] − h min − δ|c|, −h max ]. It means that one interval can be easily obtained from the other. Thus we can reduce the computations of possible parameters h to vectors (a, b, c) with a positive c (and then with c = 1 δ ).
The Preimage Polytope
According to previous remarks, problems P-Exi, P-One and P-All can all be reduced to the case c = . It allows to reduce the problems to a system of linear inequalities h ≤ ax i + by i + 1 δ z i < h + 1 for (x i , y i , z i ) ∈ S. Hence classical Linear Programming algorithms such for instance simplex method or interior points can be used for solving the problems P-Exi and P-One but we can notice that usually, they do not provide the whole set of solutions [16] . Thus the problem P-All does not enter in their framework of application.
The set of solutions of problem P-All is usually described by the term preimage [7, 17, 9] . Now that we have reduced it to the case c = , we choose to call δz-preimage the set of the solutions of the linear system of inequalities.
Definition 5
The δz-preimage of a finite set S is the 3-dimensional set of values (a, b, h) ∈ R 3 satisfying for any point
We can as well define the δx-preimage and δy-preimage. As we are clearly focused on the computation of the δz-preimage, it will be more convenient for the notations to delete the δz and call it simply preimage (the word preimage means from now δz-preimage).
The preimage is a convex set defined by inequalities, one for each point of S, namely the intersection of finitely many open and closed half-spaces. The fact that some inequalities are open, others are closed leads to a question: what happens if for a general polyhedron, we decide to use a single kind of inequalities, for instance by relaxing the strict inequalities in large ones? Does it change the structure of the solutions ? In fact, only three cases are possible:
i the initial polyhedron is empty (the initial system of linear inequalities is not feasible) and its relaxation has still no solution, ii the initial polyhedron is empty and the relaxation of the strict inequalities introduces solutions (satisfying at least one of the equalities which have been relaxed), iii the initial polyhedron is not empty and its relaxation adds only boundaries but the vertices and the faces of the polyhedron are clearly not modified.
Note that in the framework of the preimage, we can always start the computation with an algorithm solving P-Exi . If the preimage polyhedron is empty (case i-ii), it closes the computation and otherwise (case iii), we can be interested in the structure of the preimage -its vertices, edges and faces. It means that we really investigate the structure of the preimage only if it is not empty. We can also notice that even if we have computed the relaxed polyhedron in case ii, we can check a-posteriori that we are in case ii simply by deciding if its interior is empty or not. It follows that, under the assumption that the preimage is not empty, we can replace the strict inequalities ax i + by i + 1 δ z i < h + 1 by large ones ax i + by i + 1 δ z i ≤ h + 1 without changing its structure of vertices, edges and faces. For the purpose of computing the vertices and faces of the preimage, it allows to work simply with the closed polyhedron defined in the space (a, b, h) by large inequalities h ≤ ax i + by i + 1 δ
We introduce now the two hemispheres of the polyhedron preimage of S according to the direction h (Fig 2) : the upper hemisphere denoted preimage + (S) is made of the faces directed upwards while the lower hemisphere preimage − (S) is made of the faces directed downwards. These two surfaces meet in a curve that we call the equator of the preimage and denote preimage 0 (S). Such a decomposition of the preimage has already been investigated in discrete geometry [9, 8] . The decomposition relies on computational geometry tool to compute the feasible region of a set of linear constraints [18] .
In the next sections, for the sake of simplicity, we focus on the classical digital plane recognition problem (i.e. δ = 1). In Section 4.7, we consider the general thick case. The two hemispheres and the equator of the preimage of S: the boundary of preimage(S) can be decomposed in its upper bound preimage + (S), its lower bound preimage − (S) and its equator preimage 0 (S) (the points that vertical projection are on the boundary of the vertical projection of preimage(S) (according to h)) .
Preimage Geometry
We assume first that the preimage is not empty (otherwise its structure is trivial) and precise what happens if the points of S belong the an Euclidean plane with normal vector (u; v; 0) (u, v ∈ R and there exists k ∈ R such that for any point (x i ; y i ; z i ) ∈ S, ux i +vy i = k ). In this degenerated case the preimage is not compact, it is a cylinder of direction (u; v; k) which is determined by its section according to the vertical plane of equation −va + ub = 0. This relation between a and b allows to reduce the dimension of the problem and hence to compute it as a two-dimensional preimage.
We can assume now that the input set S does not belong to a vertical plane (and that the preimage is not empty): it provides a compact preimage and a closed equator. It follows that the preimage is a polytope which can be described by providing either its vertices or its faces. This structure is related by duality to the geometry of the convex hull of S. This structural analysis was initiated in [9] in which a similar result to Prop. 7 is given. Note also that similar results to Prop. 7 can also be can also be found in the context of generalized preimages [8] .
The Caps of S
By duality, the structure of the preimage of S is related to the vertices, edges and faces of the convex hull of S but we will see in the following that the whole convex hull of S is not necessary to obtain its preimage. The preimage is controlled by two caps on both sides of the convex hull of S according to direction z.
Definition 6
The upper (resp. lower) cap of S is the set of points (x i , y i , z i ) of the upper (resp. lower) boundary of the convex hull of S for which there exist (a, b, h) ∈ R 3 with h + 1 = ax i + by i + z i (resp. h = ax i + by i + z i ) and h ≤ ax + by + z ≤ h + 1 for all points (x, y, z) of S (see Fig 4) . The upper cap of S is denoted cap + (S) while the lower cap is denoted cap − (S).
By definition, the points of the upper cap cap + (S) are the points which can be upper supports of 1z-slices containing S and the points of the lower cap are the points which are lower supports of 1z-slices containing S (Fig 3) . In dimension 3, a cap can be reduced to one point, to one or several edges or to a set of facets (Fig 4) . If the preimage is not empty, the two caps have both at least one point. 
The faces of the two hemispheres
As the closure of the preimage is the polyhedron defined by linear inequalities h ≤ ax i + by i + z i ≤ h + 1, it appears directly that the faces of the upper hemisphere preimage + (S) are among the inequalities directed downwards (h ≤ ...) namely among h ≤ ax i + by i + z i for points (x i , y i , z i ) belonging to S. In the same way, the faces of the lower hemisphere preimage − (S) of the preimage of S are among the inequalities ax i + by i + z i ≤ h + 1 which are directed upwards (h ≥ ...). The question is to know which points of S define the faces of preimage + (S) and which ones define the faces of preimage − (S).
Proposition 7
The points (x i , y i , z i ) and (x j , y j , z j ) providing the upper faces h ≤ ax i + by i + z i and lower faces ax j + by j + z j ≤ h + 1 of the polyhedron preimage of S are respectively vertices of the lower and upper caps of S.
Proposition 7 does not mean that all vertices of the caps correspond to faces of the preimage. Let (a , b , h ) be the center of a face h ≤ ax i + by i + z i of the upper hemisphere of the preimage, the point (x i , y i , z i ) is unique in S to satisfy h = a x i + b y i + z i (h < a x i + b i + z i ≤ h + 1 for all other points of S). Hence, (x i , y i , z i ) is in the lower cap but it means more: a point (x i , y i , z i ) without any (a , b , h ) satisfying h = a x i + b y i + z i and h < a x i + b i + z i ≤ h + 1 for all other points of S can not provide a face of the preimage. This argument provides a characterization of the vertices of the convex hull providing the faces of the preimage. It is not difficult to check that all the vertices which are in the interior of the caps satisfy it whereas all the vertices of their boundaries do not necessarily satisfy it if there are parallel faces ax + by + z = h and ax + by + cz = h + 1 supporting the convex hull of S.
3.3 The Vertices of preimage + (S) and preimage − (S)
Let us consider now a vertex (a , b , h ) of the upper hemisphere preimage + (S). The vertex (a , b , h ) satisfies the inequalities h ≤ a x + b y + z (and even h ≤ a x + b y + z ≤ h + 1) for any point (x, y, z) ∈ S and at least three independent inequalities are equalities. It follows that there exist three affinely independent points (x i , y i , z i ), (x j , y j , z j ) and (x k , y k , z k ) in S such that we have exactly h = a x i +b y i +z i , h = a x j +b y j +z j and h = a x k +b y k +z k . It means that h = a x+b y +z is the affine plane of a facet of the lower boundary of the convex hull of S. It follows also from double inequality h ≤ a x+b y+z ≤ h +1 that these three points are on the lower cap cap − (S). Conversely, let us take a facet h = a x + b y + z of the lower cap of S, we can first notice that (a , b , h ) is necessarily in the preimage of S: by definition, it satisfies for any (x, y, z) ∈ S: h ≤ a x + b y + z ≤ h + 1. There exist three affinely independent points (x i , y i , z i ), (x j , y j , z j ) and (x k , y k , z k ) on this facet. They satisfy h = a x i +b y i +z i , h = a x j +b y j +z j and h = a x k +b y k +z k . All the points (a, b, h) of the preimage satisfy h ≤ ax i + by i + z i , h ≤ ax j + by j + z j and h ≤ ax k +by k +z k . In the parameter space (a, b, h), these three conditions define a cone of vertex (a , b , h ) containing the preimage and directed downwards. As (a , b , h ) is at least in preimage of S, it is a vertex of the upper hemisphere preimage + (S) of the preimage. It provides next proposition:
Proposition 8 Let S be a finite subset of Z 3 which is not contained by any vertical plane. A point (a, b, h) is a vertex of preimage + (S) if and only if the affine plane ax + by + z = h supports a facet of the lower cap cap − (S) of S.
An equivalent proposition can be given for the vertices of preimage − (S): a point (a, b, h) is a vertex of preimage − (S) if and only if the affine plane ax + by + z = h + 1 contains a facet of the upper cap cap + (S). It means that the facets of the two caps of S are one to one with the vertices of the two hemispheres preimage − (S) (preimage + (S)). Authors of [9] notice that the caps usually contain exactly one facet with the consequence that there is one non-equatorial vertex in preimage − (S) and another one in preimage + (S). They prove that this case occurs necessarily under some assumptions on the input sets (large enough to contain "leaning points"). 
The Vertices of preimage 0 (S) : Chords and Visibility Cone
The situation on the equator of the preimage is different because a vertex (a , b , h ) of the equator is either the intersection of two faces h ≤ ax i + by i + z i of preimage + (S) and one face ax j + by j + z j ≤ h + 1 of preimage − (S), or the intersection of one face h ≤ ax i + by i + z i of preimage + (S) and two faces ax j + by j + z j ≤ h + 1 of preimage − (S). We can compute them by using an object that we call the chord set.
Definition 9
The chord set of S that we denote S S is the set of the differences {x − x /x ∈ S, x ∈ S}.
The interest of the chord set comes from next lemma.
Lemma 10 Given (a, b), there exists h ∈ R such that the finite set S belongs to the z-slice h ≤ ax + by + z ≤ h + 1 if and only if there exists h ∈ R with h ≤ 1 such that the plane ax + by + z = h separates (0, 0, 1) from the chord set of S (equality is permitted).
PROOF.
Let [h min , h max ] be the range of the values ax i +by i +z i for (x i , y i , z i ) in S. The first proposition means exactly that h max − h min ≤ 1 while the second one means that for any pair of indices i and j, the difference between ax i + by i + z i and ax j + by j + z j is ≤ 1. By taking the index i providing h min and the index j providing the value h max , the equivalence is easy to obtain.2 Lemma 10 means more generally that the chord set of S contains all the information necessary to compute the projection of the preimage of S on the plane of coordinates a and b: a point (a, b) is in the projection of the preimage of S if and only if there exists a plane of normal direction (a, b, 1) separating the chord set S S from (0, 0, 1). This last proposition makes the link between the projection of the preimage (according to direction h) and the set of planes separating S S from the point (0, 0, 1). Thus it can be useful to recall that the set of directions of the planes separating a set S from a point P can be given by the cone of visibility of S from P . More precisely, the directions (a, b, c) of the planes separating S from P are convex combinations of the normal directions of the faces of the visibility cone (see Fig 6) . In the present framework lemma 10 means that the directions (a, b, 1) of the preimage of S (or namely the projection of the preimage on the plane (a, b)) are convex combinations of the directions (a, b, 1) of the faces of the cone of visibility of S S from (0, 0, 1). It means that the cone of visibility of S S from (0, 0, 1) provides directly the vertices of the projection of the preimage on the plane (a, b): a face of the cone of visibility with equation ax + by + z = 1 provides the vertex (a, b) of the projection of the preimage of S on the plane (a, b) (see Fig 7) . In order to obtain the vertices of the equator preimage 0 (S), it just remains to compute the point (a, b) (vertex of the projection of the preimage) by computing the unique value h such that h ≤ ax i + by i + z i ≤ h + 1 for any (x i , y i , z i ) ∈ S (Fig 7) . Thus we obtain easily the vertices of the equator preimage 0 (S) of the preimage of S. 
Algorithm
The task of the paper is to provide an efficient algorithm to solve problem PAll. We recall that problems P-Exi and P-One are already solved efficiently (quasi-linear time) by linear programming or other algorithms derived from Computational Geometry [12, 19] . Problem P-All consists in computing the whole polyhedron of solutions. This polyhedron can be described either by its faces, or by its vertices. According to proposition 7, its faces correspond to vertices of the caps but we now focus on the computation of the vertices of the preimage. We have decomposed them in three sets, the vertices of the upper hemisphere, the ones of the lower hemisphere and at last the ones of the equator. Proposition 8 gives an easy way to compute the vertices of the two hemispheres: as they correspond to the facets of the caps, we just have to compute these two parts of the convex hull of S. It can be done by giftwrapping. For the computation of the vertices of the equator, the vertices are given by the cone of visibility of S S from point (0, 0, 1) namely by the facets of the convex hull of S S ∪ {(0, 0, 1}.
Sketch of the Algorithm
Hence the algorithm for computing the vertices of the preimage uses three independent functions:
• a function upperVertices computes the vertices of preimage + (S) (according to proposition 8, they correspond to the faces of the lower cap of S);
• a second function lowerVertices computes the vertices of preimage − (S) by using their correspondence with the vertices to the upper cap of S;
• a third function equatorVertices is in charge of the computation of the vertices of the equator by using the cone of visibility of S S from (0, 0, 1).
Instead of working with the real cone, we compute the facets of the convex hull of (S S) ∪ {(0, 0, 1)} containing vertex (0, 0, 1).
The common point of each function is to explore a set of facets, the facets of the upper and lower caps for functions upperVertices or lowerVertices and the facets of the convex hull of (S S) ∪ {(0, 0, 1)} containing (0, 0, 1) for equatorVertices. This exploration can be done according to a gift-wrapping principle [18, 20] : starting from a facet F of the convex hull, we compute the neighboring facet F according to a given edge e of F (thus F and F share e).
Initialization
We start the computation with any algorithm solving P-One. If there exists no solution, the preimage is empty and we stop. Otherwise, the algorithm provides a double inequality h ≤ ax + by + z < h + 1 satisfied by all points (x, y, z) of S. Normal direction (a, b, 1) provides three initial points:
(1) we compute the point (x i , y i , z i ) ∈ S realizing the minimum of ax + by + z in S. We have ax i + by i + z i = h i . It is straightforward that all points (x, y, z) of S satisfy h i ≤ ax + by + z ≤ h i + 1. This proves that (x i , y i , z i ) is in the lower cap; (2) we compute the point (x j , y j , z j ) ∈ S realizing the maximum of ax+by+z in S. We have ax j +by j +z j = h j . As previously, (x j , y j , z j ) is in the upper cap because all points of S satisfy h j − 1 ≤ ax + by + z < h j ; (3) the point (x j − x i , y j − y i , z j − z i ) is a vertex of the convex hull of S S.
It belongs to the plane ax + by + z = h j − h i above S S and cutting the vertical axis between 0 and (0, 0, 1).
From a Starting Point to a Starting Facet
We have a starting point and we explore the facets that contain it until finding a satisfying one.
(1) We explore the facets of the convex hull of S with vertex (x i , y i , z i ). We can do it by turning around (x i , y i , z i ) by gift-wrapping until finding a facet in the lower cap of S. It is also possible that no facet adjacent with (x i , y i , z i ) belongs to the lower cap: it simply means that preimage + (S) has no vertex and closes this computation. (2) We explore the facets of the convex hull of S with vertex (x j , y j , z j ) by gift-wrapping. If we do not find any facet of the upper cap of S, it ends the computation (preimage − (S) has no vertex).
(3) We search a facet of the convex hull of (S S) ∪ {(0, 0, 1)} having (0, 0, 1) as vertex but at this point, we have only a vertex (x j − x i , y j − y i , z j − z i ) of the convex hull of S S (Fig 8) . We can decompose the convex hull of S S between the facets which are destroyed when we add (0, 0, 1) to S S (region A) and the ones which are preserved (region B) (see Fig 8) . By construction, the point (x j −x i , y j −y i , z j −z i ) is in region A or at least on its boundary. The challenge is to go from this point in region A in the direction of region B until finding the boundary. Therefore, we compute a first facet containing the vertex (x j − x i , y j − y i , z j − z i ) and compute a chain of facets until an edge of the boundary (the choice of the edge that we share is made in order to advance in a given direction so that the vertical projection of the chain of facets -a chain of triangles-covers a fixed line : this trick avoids loops). We go from a facet to next one by gift-wrapping. Although the number of points in S S is the square of the cardinality of S, this computation can be done in O(card(S)) time (see next Sect. 4.4). We end this computation with an edge of the boundary of region A: it remains only to add the vertex (0, 0, 1) to have a facet of the convex hull of (S S) ∪ {(0, 0, 1)} (Fig 10) . Fig. 8 . Region A is made of the facets of the convex hull of S S which disappear when we add the point (0, 0, 1). The remaining facets are in region B. The equator of the preimage is given by the visibility cone of S S from (0, 0, 1). The facets of this cone are bounding the two regions. We can go from region A to region B by using a gift-wrapping process following a given direction, as drawn for instance in Fig 10. 
Gift-wrapping on the Chord Set S S
Gift-wrapping on a set of cardinality n takes O(n) time for each new facet. Given a face F of the convex hull of S and one of its edges e, we find the other facet sharing e by projecting the points of S in a plane according to direction e. To determine the new vertex to associate with e, we search the point providing the maximum angle with the projection of F . Thus the time necessary for this computation is linear in n (find the maximum of n angles through the sign of determinants).
For the computation of the vertices of the equator, we use a gift-wrapping procedure working on the chord set S S whose cardinality can be quadratic in the number n = |S| of points of S. For thousands of points, such a procedure could take a long time. We can however improve the search of the new vertex by reducing the number of angles that should be compared. As drawn in Fig 9, an edge issued from a vertex u − v in the convex hull of S S is necessarily equivalent with an edge issued from u or from v. It allows to work directly on S: we compute the point of S that angle with u or v is maximal. It reduces the number of angles to compare from O(n 2 ) to O(2n) = O(n) with the consequence that gift-wrapping on the chord set remains linear in the cardinality of S. Fig. 9 . If we search the edges issued from a vertex v − u of the convex hull of the chord set S S (S is here in 2D), we can obtain them directly from the edges issued from u and v in the convex hull of S. It allows to reduce their computation from a set with only n points (S) instead of a set with n 2 points (S − S).
Last step: From a Facet to the others
We explore the whole upper and lower caps from an initial facet by GiftWrapping. The principle is just to stop the exploration in a direction as soon as next facet does not satisfy the condition that holds in the considered cap. Each lower facet h = a x+b y+z or upper facet a x+b y+z = h +1 computed this way provides a vertex (a, b, h) of preimage + (S) or preimage − (S). We have however to take care that they are not on the equator by satisfying that there does not exist two points (x i , y i , z i ) and (x j , y j , z j ) of S with a (
In the case of the equator, we start from a facet of the convex hull of (S S) ∪ {(0, 0, 1)} containing (0, 0, 1) and we just have to turn around (0, 0, 1) to obtain the whole cone of visibility of S S from (0, 0, 1) (Fig 10) . The faces a x + b y + z = 1 of this cone provide the values (a , b ) of the vertices of the equator. It remains to compute h as the minimum of a x + b y + z for (x, y, z) in S (Fig 7) . 
Complexity Analysis
The advantage of Gift-Wrapping algorithms is that they are output-sensitive. The complexity of the computation of each new facet is linear [18] . It provides a theoretical complexity in O(nH) where n is the cardinality of the set S and H the number of vertices of the preimage.
To have theoretical bounds on the number H according to n, we can refer to [10] considering the specific case of naive digital plane segments (DPS) instead of digital hyperplane segments. The main result can be summarized as follows according to the shape of the DPS base (contained in a N × N window):
• if S is a DPS whose base is a rectangle with α = max{|a|, |b|, |c|}, then
• if S is a DPS whose base is a digital convex connected set of pixels, then
with c a constant quantity.
Thick Digital Plane Preimage Computation Algorithm
Let us reconsider the recognition of δ thick digital planes. In this case, all results concerning the preimage geometry remain exact. Indeed proofs can be derived considering inequalities h ≤ ax + by + z δ ≤ h + 1 instead of h ≤ ax + by + z ≤ h + 1.
Another informal argument can be stated as follows: since the preimage geometry is deduced from the convex hull faces and vertices, the transformation (x, y, z) → (x, y, z δ ) preserves the combinatorial properties of the convex hull (adjacency relationships between vertices, edges and facets).
In conclusion, the proposed algorithm can be used to recognize thick digital plane with the same complexity.
Experiments and Discussions
In this part, we provide experiments about the behavior of our algorithm with respect to the number n of voxels in the set S. We have used the DPS random generator of the TC18 challenge, already experimented in [10] . More precisely, we use the following general framework to generate valid digital plane segments:
(1) first, we construct DPS base in an N × N -grid; (2) Use a uniform normal vector generator to obtain the DPS parameters; (3) Raise the base along the z axis using the parameters obtained in stage 2.
To generate the base, we consider two main classes of DPS. The first one is a rectangular base class in which the lengths are given by independent random generators. DPS from the second class have digitally convex bases. In the latter case we generate a random set of cocircular Euclidean points that belong to the square [−1, 1] × [−1, 1]. Then the convex hull of this set is computed and digitized at a given grid resolution in order to obtain digitally convex bases with round shapes. We choose this point distribution since it seems to be close to the worst-case regarding the convex hull size. Figure 11 illustrates both DPS classes.
We have generated around 7600 tests with various base sizes N . The number of voxels in the generated DPS was contained in the interval [0, 100000]. Figure 12 presents the time analysis of the proposed algorithm. On a desktop computer (Intel Xeon QuadCore, 4Go RAM), less than 1 second is required to compute the whole preimage of a DPS with 100000 grid points. First of all, we can notice that the overall behavior is nearly linear. As a consequence, experiments (as also illustrated in [10] ) show that the theoretical bounds provided in section 4.6 are not tight. Figure 13 represents the preimage size according to the number of grid points for both DPS classes. To be more precise on the preimage geometry, over 7600 tests, only few preimages contain more than 1 vertex in preimage + (S) or preimage − (S). Almost all vertices are on the equator and hence obtained during the computation of preimage 0 (S) on the chords.
Finally, we have considered preimage computation algorithms that have been discussed in the literature and whose software is publicly available. We have consider Sivignon's implementation of Vittone's algorithm [7, 17] and a direct implementation using classical Linear Programming software [21] . Results are presented in Table 1 , note the the qhull column will be discussed later. Table 1 Comparison between the proposed algorithm and classical recognition techniques (times are given in seconds).
Let us know discuss about a comparison between these results and the efficiency of a classical convex hull technique based on QuickHull [22] . First of all, we remind that the proposed technique and the algorithm in [22] do not extract the same object: the proposed method computes the DPS preimage of an input set S whereas the convex hull returns the smallest convex polyhedron containing S. In an asymptotic computational cost point of view, both algorithms are designed in a similar output sensitive way. However, as experimented and discussed in [10] , the convex hull size is greater than the preimage size. Table 1 illustrates that heuristic optimizations considered in the QuickHull implementation make this algorithm faster than the gift-wrapping method. Hence, an optimization of our technique can be sketched as follows: first com-pute the convex hull of S in order to remove interior points which are unnecessary for the gift-wrapping technique, then apply our method to extract the preimage facets and vertices.
To evaluate the efficiency of this pruning strategy, let us consider the following quantities:
• the ratio α between the time of computation T CH of the convex hull and the time of computation T preimage of our direct preimage algorithm, • the ratio β of the number of vertices of the convex hull divided by the number of points of the initial set S.
Since the proposed algorithm is output sensitive (Sect. 4.6), the overall computational time with pruning strategy would be (α + β) · T preimage . Obviously, the pruning would make sense only if α + β < 1. In our first experiments and for the last row of Table 1 , we observe that α = 0.125 and β = 0.002. Note also that a more complete evaluation of the β parameter can be derived from experiments in [10] .
In this point, even if the convex hull pruning computes an intermediate object larger than the preimage itself, this strategy may improve considerably the overall efficiency of the algorithm. However, evaluations should be addressed with at first step, the optimization of our gift-wrapping method code.
Conclusion
In this article, we have precisely studied the preimage set of digital planar sets. We have decomposed the vertices of the preimage into three sets and we have presented algorithms to compute them. We have provided an implementation of this algorithm as well as experiments showing that our new method is fast in comparison with other available algorithm. The implementation will be shortly available on the TC18 pages (http://www.cb.uu.se/∼tc18/ ).
If the thickness δ is fixed, we have shown that the proposed algorithm can be adapted to compute the δ−preimage of a set of grid points. In applications, we would like the δ parameter to depend on the input set. Similarly to the point discussed in Section 2.2 about the problem P-Exi with δ inf , an interesting future work could be to investigate an algorithm that computes the thickness δ such that the δ−preimage is not empty (which means δ > δ inf ). A solution could be to apply first the algorithm in [12] to obtain the δ inf and to apply a variant of our algorithm to increase gradually the number of vertices of the preimage until a threshold.
Finally, as discussed in Section 5, a deep evaluation of the convex hull pruning strategy should be addressed.
