Abstract: The problem of localizing or tracking a number of targets using a network of bearing-only sensors is considered. To solve such a high-level problem, each sensor report must be successfully recorded in a common spatial reference frame and the position of the sensors must be determined. In practice, however, the reports from individual sensors are characterized by both random (called noise) and systematic errors (called biases). Typical bias errors are axis misalignments (due to azimuth and elevation biases) and range offset errors. Conditions under which the systematic errors can be removed given noisy measurements are examined in this work. In addition, certain conditions are identified which lend themselves naturally to the design of algorithms for network registration, localization and subsequently target localization. These conditions are feasible from a computational complexity point of view. This work provides a comprehensive solution to the problem of sensor network-based target localization with bearing measurements as very little a prior information is assumed known and, if certain sensing conditions are met, efficient algorithms are provided.
INTRODUCTION
The problem of localizing or tracking a number of targets using a network of bearing-only sensors is considered. The fusion of multiple sensor measurements requires that each sensor report can be successfully transformed into a common spatial reference frame; e.g. see Bishop et al. (2010) . Moreover, the position of each sensor in this common frame must be known. In practice, however, the reports from individual sensors are characterized by both random (called noise) and systematic errors (called biases). Typical bias errors are axis misalignments (due to azimuth and elevation biases) and range offset errors. The spatial alignment of multiple sensors, called sensor registration, is the process of removing these systematic errors since, if not corrected, they lead to a degradation in estimation performance. This paper takes a novel approach to solving both the network and subsequently target localization problems in a comprehensive way. In particular, we assume initially that neither the sensor positions, nor their relative axis orientations are known. We consider bearing-only sensors that can measure the bearing in their local coordinate frame to a number of targets that are within their individual sensing range. The sensors can also measure the bearing to a number of other sensors within the same sensing range. By exploiting graph theory and the idea of cyclicly constrained optimization (see Piovan et al. (2008) ; Shames et al. (2009) ; Shames and Bishop (2010) ) we examine the conditions under which we can efficiently correct for both the random and systematic errors in the bearing measurements, then localize the network of sensors and localize the targets. The idea of efficiently solving the considered problem is one of the key themes of this work and is nontrivial given the This paper is part 1 in a 2 part series. Part 2 deals with rangeonly localization; see Shames and Bishop (2011) .
Relationship to Existing Work
A maximum likelihood algorithm is derived in Okello and Ristic (2003) that produces estimates of systematic linear biases in a standard batch-type estimation problem. One of the bias terms here is the unknown sensor orientations, i.e. the unknown rotation offset of a sensor relative to some chosen global direction. This bias enters the problem in a linear way. However, we can form a number of fundamental constraints between these bias terms and between the bias terms and the unknown parameters to be estimated. We will exploit these constraints in a novel way to perform orientation registration.
In addition to the orientation biases, there are nonlinear bias terms in the problem formulation considered in this work. These bias terms come in the form of unknown sensor positions. As such, we also address the problem of bearing-only network localization (which can also be considered a type of sensor registration). Conditions on the network topology which ensure there exists a solution to this problem have been considered in the past; see Eren et al. (2003) ; Aspnes et al. (2006); Eren (2007) . However, the stated conditions, which are based on the idea of rigidity theory, are not easily translatable to algorithmic solutions. In this paper, we discuss some conditions on the network topology which provably ensure the network is bearingonly localizable and which lend themselves naturally to an algorithm for actually localizing the network. The algorithms for network localization introduced in this paper are not only easy to write down but are computationally efficient. In some cases, the complexity of such algorithms is linear in the number of sensors in the network. A similar idea on easily localizable networks has been considered in the literature but only for the case of range-based network localization; see Eren et al. (2003) ; Aspnes et al. (2006); Fang et al. (2009) . Therefore, we extend the literature in this field substantially.
Finally, the problem of target localization is also addressed. We model targets in this work as sensors that do not yield any measurements or assist in network localization. In this way, the target localization problem is absorbed into the orientation registration and subsequently network localization problem.
NETWORK AND TARGET NOTATION
Consider n s sensors in a set V = {1, 2, . . . , n s } and with positions in R 2 denoted by p i . Consider n t targets with positions in R 2 denoted by x i . The sensor i can measure the bearing (in their own coordinate frame) to a different sensor j iff p i − p j ≤ r for some r > 0. This relationship can be used to define a graph G c (V, E c ) where V is the set of sensors and E c is the set of communication links (i, j) where (i, j) exists iff p i −p j ≤ r.
Definition 1 (Formal Sensor Network). A sensor network F p is then formally defined by a graph G c (V, E c ) and a map p : V → R 2 which takes sensor i in V to its respective position
It is common to use the term network to refer to both G c (V, E c ) and F p when there is no chance of confusion.
Definition 2 (Sensor Neighbour Set of Target i).
A sensor j can sense the direction to a target i iff x i −p j ≤ r. Call the set of all sensors that satisfy this condition the sensor neighbour set of target i and denote it by V i So, a sensor j ∈ V i can sense the direction to a target i.
Definition 3 (Sensor Neighbour Set of Sensor i). A sensor j can sense the direction to sensor i iff p i − p j ≤ r. Call the set of all sensors that satisfy this condition the sensor neighbour set of sensor i and denote it by V i So, a sensor j ∈ V i can sense the direction to a sensor i.
Definition 4 (Target i Registration Graph). Term G
For practical purposes, the global direction is the the local coordinate direction of sensor 1 such that β 1 = 0 and β i is the rotation of the orientation of sensor i relative to sensor 1.
We assume that each sensor i can measure the bearing θ ij to some sensor j ∈ V i in their local coordinate system. In the coordinate system of sensor 1 we then have θ ij + β i . We also assume that each sensor i can measure the bearing φ ij to target j in their local coordinate system when i ∈ V j . In the coordinate system of sensor 1 we then have φ ij + β i .
NETWORK LOCALIZATION WITH BEARING-ONLY MEASUREMENTS
Suppose that the sensor positions are not known a priori but must be estimated. However, suppose that β i is known for all i.
Definition 6 (Bearing-Only Network Localization Problem).
The network localization problem involves determining p i , ∀i ∈ V, given the graph topology G c , the positions of some of the sensors p j , j ∈ V and the set of bearings θ ij and relative sensor orientations β i . The network is said to be localizable if p i , ∀i ∈ V can be determined uniquely given the positions of some of the sensors p j , j ∈ V and the set of bearings θ ij and relative sensor orientations β i .
Assumption 2. The sensors are in general position such that the localizability of a network can be characterized by the topology of G c .
We make the following assumption in this section only.
Assumption 3. The relative biases obey
Thus, the conditions stated in this section concerning the network localization problem are based only on the relative bearing information between sensor neighbours. Later, we show that given the same exact information, the relative biases can be computed in a novel way. Moreover, we provide a constraintbased optimization algorithm that allows one to solve both problems when the bearing information is noisy.
This paper is concerned with easy bearing-only localization and network properties that ensure this is achievable. Alternative studies on bearing-only localizability exist in Eren et al. (2003) ; Eren (2007) and are based on the idea of graph rigidity.
Easily Localizable Networks
Firstly, we will consider a special form of a graph known as a bilateration graph.
Definition 7 (Bilateration Graph). A graph G(V, E) is called a bilateration graph if the vertices can be ordered as (1, . . . , |V|) such that (1, 2) ∈ E and at least (i, j) ∈ E and (i, k) ∈ E for each i ∈ {3, . . . , |V|} and at least two j, k ∈ {1, . . . , i − 1}.
The ordering of the vertices in a bilateration graph is called the bilaterative ordering. For an arbitrary fixed graph, known to be a bilateration graph, the seeds 1 and 2 may not be unique nor the ordering. Bilateration graphs can be built from simply connected graphs by adding edges between each vertex i and the neighbour nodes of j ∈ V i . Lemma 1. Suppose that the positions of two sensors i and j in V are known absolutely in R 2 or in R 3 . Suppose further that G c is a bilateration graph with seeds i and j. Then the network is absolutely, bearing-only, localizable in R 2 or R 3 .
An algorithm for localizing a bilateration network with two seeds with known positions is given by Algorithm 1. Such an algorithm is also constructive proof of the preceding lemma. The ordering is assumed not to be known a priori and is built sequentially by the algorithm.
Algorithm 1 Localize a Bilateration Network with Two Seeds with Known
Positions 1: sensors 1 and 2 localize sensor 3 2: k = 4 3: for k ≤ ns do 4:
if sensors l and m have a common neighbour sensor not in {1, . . . , k − 1} then 7: sensors l and m localize an arbitrary common neighbour sensor not in {1, . . . , k − 1} and call this sensor k 8:
goto line 12 9:
end if 10:
end for 11:
end for 12:
The algorithm works because two sensors, in general position, are always sufficient to localize a common neighbour sensor with bearing-only measurements. The theorem holds true even in R 3 . At best, the algorithm runs in linear time while the worst case run time is less than quadratic in the number of sensors.
The preceding theorem can be generalized when the it is not the seeds whose position is known and the sensors with known positions may not be adjacent or even two-hop neighbours.
Theorem 1. Suppose that the positions of two sensors i and j in V are known absolutely in R 2 . Suppose further that G c is a bilateration graph. Then the network is absolutely, bearingonly, localizable in R
2 .
An algorithm that can be used to localize a network under the adopted hypotheses is given by Algorithm 2. The seeds are not known in general and the ordering is assumed not to be known a priori and is actually built sequentially by the algorithm.
Algorithm 2 Localize a Bilateration Network with Two Sensors with
Known Positions 1: S = ∅ 2: pick two sensors a and b arbitrarily not in S and label them 1 and 2 3: S = S ∪ {a, b} 4: sensors 1 and 2 localize sensor 3 5: k = 4 6: for k ≤ ns do 7:
if sensors l and m have a common neighbour sensor not in {1, . . . , k − 1} then 10: sensors l and m localize an arbitrary common neighbour sensor not in {1, . . . , k − 1} and call this sensor k 11:
goto line 16 12: end if 13: end for 14:
end for 15:
goto line 2 {with a correct seed we won t get here} 16: k = k + 1 17: end for 18: scale and rotate the network using the distance p i −p j and the direction θ ij in the coordinate frame of sensor i
The algorithm requires one to search for the seeds. There are
2 n s (n s − 1) naive choices for the seeds. At best, the algorithm runs in linear time (and indeed apart from the scale and rotation step is equivalent to Algorithm 1 when the seeds are chosen correctly on the first iteration). At worst, the run time is less than cubic in the number of sensors. Note that the preceding theorem can be extended to R 3 under the assumption that the position of three sensors i, j and k are known absolutely. Corollary 1. If G c is an arbitrary graph containing a bilateration subgraph on the entire set of sensors, and two sensors i and j in V are known absolutely in R 2 , then the network is absolutely, bearing-only, localizable in R 2 .
Bilateration graphs have an important physical property that makes them attractive in practice.
Theorem 2. Consider a network F p defined by a map p : V → R 2 and a graph G(V, E). Suppose (i, j) ∈ E if and only if p i − p j ≤ r. If G is simply connected, then a doubling of r results in a new network and thus a new graph topology, denoted by G 2 , which has a bilateration graph as a subgraph.
Again, the preceding theorem holds also for networks in R 3 . We illustrate the idea of Theorem 2 in Figure 1 .
In particular, the preceding theorem implies that given a connected network in R 2 (or R 3 ) then it is sufficient to increase the sensing radius of each sensor by a factor of 2 in order to guarantee localizability. It may be the case in practice that the sensing radius need only be increased temporarily, while the network is localized, and then returned to normal.
A triangulation graph is a special kind of graph that has a bilateration graph as a subgraph.
Definition 8 (Planar Graph). A graph is planar if and only if it does not contain a subgraph that is homeomorphic to the complete graph on five vertices or the complete bipartite graph on six vertices.
Fary's theorem states that any planar graph may be represented as a planar straight line graph. However, this is only true if the map p : V → R 2 taking vertices in the graph to positions in the plane can be chosen freely.
Definition 9 (A Triangulation Graph). Consider a planar straight line graph in which the vertices are embedded as points in the Euclidean plane defined via a map p : V → R 2 . Given a p , then a triangulation graph is the resulting planar straight line graph to which no more edges may be added.
In general, a triangulation need not be maximally planar for a given p . A special case of a triangulation is the Delaunay triangulation which is a graph defined from a set of points in the plane by connecting two points with an edge whenever there exists a circle containing only those two points.
We note explicitly, for the reader's benefit, that a sensor network defined by a map p : V → R 2 and a graph G c (V, E c ) is said to be a triangulation network (or graph) if and only if there exists a p : V → R 2 that takes G c to a triangulation. That is, the actual embedding of G c (V, E c ) defined by F p need not be a triangulation but rather there must exist some p such that an embedding of G c (V, E c ) defined by F p is a triangulation.
Theorem 3. Suppose that the positions of two sensors i and j in V are known absolutely in R 2 . If, for some p : V → R 2 , the graph G c is a triangulation of V then the network is absolutely, bearing-only, localizable in R 2 .
Of course, since a triangulation contains a bilateration graph as a subgraph, this result has already been covered.
EXPLOITING NETWORK CYCLES IN NOISY ENVIRONMENTS
Often the bearing measurements are not known exactly but rather up some error. In some cases, it so happens that the topology of the network can reduce the effect of the errors when exploited in a suitable optimization algorithm.
If E is the edge set of a finite simple undirected graph, then the power set 2 E defines a vector space over the field of two elements with the symmetric difference taken as addition. The symmetric difference is the set-theoretic equivalent of modulo 2 addition and, for two sets A and B is defined by A B = {x : (x ∈ A) ⊕ (x ∈ B)} It is possible to find a basis for the cycle space and the fundamental cycles form such a basis.
Definition 10 (Fundamental Cycles; see Diestel (2005) ). Consider a graph G(V, E) with a spanning tree T G (V, E(T G )) ⊂ G. Then for every edge e ∈ E \ E(T G ) there is a unique cycle C in T G (V, E(T G ) ∪ e) and these cycles are called fundamental cycles of G with respect to T G .
There are f g = |E| − V + 1 independent cycles in a graph
be the set of fundamental cycles of G with respect to T G . Every cycle in G can be formed as the sum (symmetric difference) of the fundamental cycles.
Computing the Interior Angle at a Vertex in a Polygon
Computing the interior angle at any vertex in a triangle given the bearings to the neighbours of the vertex (measured in local coordinates) is trivial. As an example, assume that sensors i 1 , i 2 ∈ V i are adjacent to i in a triangular cycle. The interior angle subtended at vertex i is α i ≡ (θ i,i1 − θ i,i2 )(mod π).
Consider now a quadrilateral of points on the plane. Label the points V = {1, 2, 3, 4} and suppose an edge exists between i and i ± 1 taken modulo 4. Suppose, at a point i, the bearings θ i(i+1) and θ i(i−1) are known. Suppose also that the order (j, k, l) of points is known counting counter-clockwise from the local axis at point i. This ordering is a particular permutation of V/{i}. There are 3! = 6 such permutations and we denote the set of all permutations of V/{i} by P i .
Define an index I i (j, k, l) over a particular ordering (j, k, l) ∈ P i which is 1 if (j, k, l) agrees with the actual order or 0 otherwise. If all four sensors are in general position, i.e. no three sensors are collinear then I i is nonzero for a single, unique, ordering in P i . However, suppose i and j and k are collinear and θ ij = θ ik ∈ [0, π) and θ il ∈ [−π, 0). We assume that sensor i can detect such a colinearity. In this case both I i (j, k, l) and I i (k, j, l) are 1. See the [Left] image in Figure 2 . Fig. 2 . [Left] . In this case, both I i (j, k, l) and I i (k, j, l) are equal to 1 since the collinearity of i, j and k makes the ordering ambiguous. [Middle] . In this case all four sensors are collinear and as, in addition, the three sensors in V/{i} are on one side of sensor i the ordering of V/{i} over all permutations is ambiguous. Thus, I i = 1 for every ordering. [Right] . In this case, sensor l is unambiguously discernible in the ordering and only I i (j, k, l) and I i (k, j, l) are equal to 1. This case is equivalent to the case depicted in the [Left] figure from an ordering point of view. Let α i ∈ [0, 2π) denote the interior angle subtended at sensor i by the two sensors in V i . The interior angle of a non-selfintersecting polygon is the angle inside the polygon subtended at a vertex by two edges of the polygon meeting at that vertex. Let C i = 1 if i is on the boundary of the convex hull of V and C i = 0 otherwise. The interior α i is given by
where
Proposition 1. Agent i can compute C i given only θ ij , ∀j ∈ N i and the index I i over all permutations P i .
For polygonal arrangements of 5 or more points, e.g. sensors, on the plane, determining if a point is on the convex hull of the set of all vertices is complicated and requires more information than we assume here. Thus, we will not consider such cases and it turns out that such cases do not arise when the network topology is a bilateration, or a triangulation, graph.
Constraints on the Sensor-Target and Inter-Sensor Bearings
Now consider the graph G 
It always holds that one vertex in an arbitrary (basis) cycle
Suppose now that k and k are neighbours of a target i in C l (∆ i t ) for some l. Now suppose there exists a sequence of sensors k, l 1 , . . . , l n , k such that triangular cycles on {k, l 1 , i},
. Then, the following angles have been computed γ
). This constraint can be written, using only the first equation in (1), in terms of the particular θ kk and φ ki terms that make up the δ i lk and α i jk .
Constraints on the Inter-Sensor Bearings
We label the fundamental cycles of graph G c by
The sensor nodes,corresponding to the vertices of this cycle, construct a polygon with m = |E Gc j | sides in R 2 , and the sum of the interior angles of this polygon should be equal to (m − 2)π where m is the number of vertices in the cycle. Assume that sensors i 1 , i 2 ∈ V Gc j are adjacent to i in this cycle. The internal angle of the polygon corresponding to vertex i in this cycle is α ji . For the sum of all of the angles we have i∈V
Theorem 4. The problem of finding a set of independent polygonal angle constraints in an arbitrary graph G c is NPcomplete.
The preceding theorem illustrates the computational difficulty in finding constraints. This work aims to characterize conditions under which the considered problems are easy in some sense. Thus, we will return this problem of finding cycle constraints later.
We want to write α ji in terms of the bearings θ ii1 and θ ii2 . We know this is possible when the cycle length is at most m = 4 and given the ordering index I i and the two bearings θ ii1 and θ ii2 . In an easy scenario we can neglect I i also.
i.e. each fundamental cycle has exactly 3 vertices.
For triangulation networks we can constrain the individual θ ij values ∀i, j ∈ V i in a strict sense using only the first relationship of (1) and i∈V Gc j α ji = π for every triangular cycle j bounding a face of G c . This leads to a system of linear constraints on the θ ij terms for all i ∈ V and j ∈ V i . Importantly, the complexity in finding a set of independent polygonal angle constraints in a triangulation graph is practical.
Theorem 5. The problem of finding a set of independent polygonal angle constraints in an arbitrary triangulation graph G c is solvable in polynomial time in the number of vertices.
The Optimization Problem
If the values of θ ij and φ ij are exact then the constraints just discussed are satisfied automatically. However, typically both θ ij and φ ij are measured with some error. Therefore, we assume that θ ij = θ ij + n ij and φ ij = φ ij + e ij with n ij ∼ N (0, σ 2 ) and e ij ∼ N (0, σ 2 ).
The constraints outlined in the previous two subsections can be used to refine the values θ ij and φ ij . In particular, the constraints can be used to find values θ ij and φ ij that force the network to be consistent with the underlying geometry. We can force the bearings θ ij to intersect in a common location for all i such that p i − p j ≤ r. Similarly, we can force the φ ij to intersect in a common location for all i such that p i −x j ≤ r.
Arrange the bearings θ ij in lexicographical order with respect to the indices, i.e. θ ij comes before θ i ,j if and only if i < i or (i = i and j < j ). Arrange the bearings φ ij in a similar lexicographical order. Vectorize the sets by stacking the ordering of θ ij on top of the ordering of φ ij . Call the vector y.
We can write the constraints outlined in the previous two subsections in terms of θ ij and φ ij . That is the α ji terms are written in terms of θ i,i1 and θ i,i2 for those i 1 , i 2 ∈ V i which are adjacent to i in C j (G c ). Similarly, the δ i jk terms are written in terms of θ kk and φ ki where k is a sensor neighbor of k in
and thus in terms of the θ kk and φ ki terms where k and k are the two sensors in the cycle C j (S i t ). Now the constraints can be used to refine the θ ij and φ ij terms via the following optimization problem
where y is the estimated vector of θ ij and φ ij terms arranged using the same ordering as in y. From Proposition 3, the first constraint can be simplified to i∈V
The proposed optimization problem is a linear least-squares problem with linear constraints and thus can be solved using standard methods. This is also in line with our theme of easily computable. The intuition behind the optimization protocol is illustrated in Figure 3 . Fig. 3 . [Left] The original bearing measurements between three sensors and a single target are shown to be inconsistent with the underlying geometric cycle constraints.
[Right] After the optimization protocol, the estimated inter-sensor and sensor-target bearings should be consistent with the cycle constraints imposed by the geometry. Essentially, we force φ iT to intersect in a common location for all the sensors i and we force θ ij to intersect at a common location for sensor j for all i. Figure 3 illustrates the conceptual goal of the optimization algorithm which is simply to force the network to live consistently in the sense that the bearings pointing to each sensor or target must intersect in a common location. The constraintbased algorithm forces this requirement to be obeyed whenever a sufficient number of constraints exists.
Following the Optimization Problem
In order to combine (or fuse) measurements such as φ ij from multiple sensors into a consistent target location we require knowledge of the relative frame orientations β i .
Theorem 6. For all i ∈ V, the bias β i can be computed given only θ ij for all (i, j) ∈ E c whenever G c is connected.
We now outline how the φ ji terms can be used to estimate a consistent location for all the targets. The solution is simple since the φ ji for all j ∈ V i will now, in general, intersect at a unique location as a result of enforcing the constraints on φ ji .
Assumption 4. The sensor positions p i are known for all i.
The following equation is straightforward to derive for target i (x i (1)−p j (1)) sin( φ ji + β i )−(x i (2)−p j (2)) cos( φ ji + β i ) = 0 in terms of the true bearings φ ij and where p i (2) is the second component of p i etc. Denoting an estimate of x by x we get the following system of equations ( x i (1)−p j (1)) sin( φ ji + β i )−( x i (2)−p j (2)) cos( φ ji + β i ) = 0 for all targets i and for all sensors j ∈ V i . Note that if constraints exist on all the φ ji then for all j ∈ V i the bearings φ ji will intersect at a single unique point. The target location can be estimated by finding a solution to
which is the unique intersection of the φ ji when it exists. Here,
and ψ ji = [sin( φ ji + β i ) − cos( φ ji + β i )]. A closed form solution does exist and is given by x = (A A) −1 A b (6) Note that by using (5) we are simply finding the unique intersection of the φ ji . Importantly, we are not using this apparent optimization problem to refine the estimate of the target location or the bearings φ ji . Our refinement of the bearings φ ji (and consequently the estimate x i ) was done previously using the constrained optimization protocol. Here, the solution (6) is exact and the set of underlying equations (5) are all consistent. This solution (5) is merely a convenient way to find the unique intersection of multiple lines of bearing.
CONCLUSION
The problem of localizing a number of targets using a sensor network of bearing-only sensors is considered. Conditions under which the systematic errors in the sensor reports can be removed given noisy measurements are examined. Also, certain conditions are identified which lend themselves naturally to the design of algorithms for network registration, localization and subsequently target localization. These conditions are feasible from a computational viewpoint. This work provides a comprehensive solution to the problem of sensor network-based target localization with bearings as little prior information is assumed known and efficient algorithms are provided.
