ABSTRACT There has been a rapid increase in dietary ailments during the last few decades, caused by unhealthy food routine. Mobile-based dietary assessment systems that can record real-time images of the meal and analyze it for nutritional content can be very handy and improve the dietary habits and, therefore, result in a healthy life. This paper proposes a novel system to automatically estimate food attributes such as ingredients and nutritional value by classifying the input image of food. Our method employs different deep learning models for accurate food identification. In addition to image analysis, attributes and ingredients are estimated by extracting semantically related words from a huge corpus of text, collected over the Internet. We performed experiments with a dataset comprising 100 classes, averaging 1000 images for each class to acquire top 1 classification rate of up to 85%. An extension of a benchmark dataset Food-101 is also created to include sub-continental foods. Results show that our proposed system is equally efficient on the basic Food-101 dataset and its extension for sub-continental foods. The proposed system is implemented as a mobile app that has its application in the healthcare sector.
I. INTRODUCTION
High Calorie food intake can be harmful and result in obesity, which is a preventable medical condition that causes abnormal accumulation of fat in the body. It can result in numerous diseases such as obesity, diabetes, cholesterol, heart attacks, blood pressure, breast, colon and prostate cancers [1] and other diet-related ailments. In order to deal with such problems, people are inclined towards making a difference in their diet plans by paying more attention to what type of food they are consuming. Diet management is a key concern amongst individuals belonging to different age groups. However, one major challenge in diet management is to maintain a balance between what one eats and how one monitors his/her food consumption. The immense increase in ailments such as high cholesterol, blood pressure, strokes etc. demand for nutritional and diet management for which people resort to expensive nutrition therapies. It is a known fact that energy balance plays a pivotal role in maintaining a healthy weight and lifestyle. If people become more aware about their food intake and its nutritional value, then the diseases mentioned above and allergies can be reduced. This work aims to develop a mobile application that can record real time images of meal and analyze it for nutritional content, so that people can improve their dietary habits and lead a healthy life.
Most of the existing systems, often implemented as smart phone applications (e.g. MyFitnessPal [2] , SHealth [3] ) help users to keep track of their food intake. These systems assist users in achieving dietary goals such as weight gain/loss, allergy management or maintaining a healthy diet. However, they require users to manually input the food details along with the portion sizes. This can be very tedious and time consuming, resulting in users to refraining from using these applications for long periods of time. Furthermore, naive users rely on self reports of calorie intakes which often are misleading. Similarly, [4] relies on expert nutritionists to analyze images everyday. There are approaches that use mobile phone cameras to automatically recognize the food [5] - [12] . However, the task of food attributes measurement is not carried out. In other methods [13] - [15] , recognition of food is followed by food volume estimation [11] and then calorie computation. However, the volume measurement procedure is very tedious and prone to errors. Secondly, such algorithms are applied to simple food items. Crowd sourcing is also employed for the nutritional analysis of food items [16] which makes the algorithm costly and inhibits it from widespread application in daily life.
The proposed system aims to be a step towards creating awareness based on health and fitness concerns so that people can eat and live in a better way. The proposed method helps in determining the nutritional content of food automatically by making it feasible for a person to learn about what food might contain and how healthy it might be. The inherent theme is to automatically detect food items from an image of a platter and then estimate the respective food attributes such as the percentage of calcium, iron etc. along with the ingredients present in the food. Our system provides nutrition facts similar to packaged food items. The proposed system has its application in health-care industries and hospitals. Knowing about the nutritional value will further provide motivation for patients to refrain from food that can be detrimental to their health.
In visual object recognition tasks, Convolutional Neural Networks (CNN) [17] , [18] have found great success and therefore CNNs are also employed for recognizing food items present in an image [9] , [10] , [12] . In this work, we employ CNNs to acquire top 1 recognition accuracy rates of 85%. Another challenge is in the accurate computation of ingredients and nutritional value of the food [19] . Our goal is to minimize the user input and automate this task as much as possible. We employ deep neural networks for estimating the ingredients and the attributes of the food. Our focus not only revolves around attributes like protein, calcium or vitamins etc. but also includes ingredients present in the food items. Our system automatically estimates food attributes, food ingredients and nutritional content.
An output of the proposed system is implemented as a mobile app ''Rate Your Plate'', where the mobile phone takes an image of food, recognizes it and displays the ingredients and attributes automatically. Figure 1 shows food attributes automatically estimated by the proposed algorithm.
The proposed system consists of two components. The first component uses CNNs to recognize the food item in an image (Section III-B). The second component estimates food attributes using text retrieval from internet archives as well as scrapping of data from nutritional and recipe websites for ingredients and nutrient counts. This data is trained on a two layer neural network, from which we can compute probabilities of existing ingredients in a particular food item. Each food item typically has a standard serving size against which calories and nutritional content can be calculated. The system uses deep learning algorithms, a server with a trained model to recognize food images and estimate its attributes along with ingredients, and a conventional mobile application. The classifier requires a large dataset containing multiple images against every category of food item for training purposes. This required assistance from publicly available datasets such as Food-101 dataset [7] and Image-net. We augmented the Food-101 with subcontinental cuisine since we did not find any dataset that included subcontinental dishes.
The major contributions of the presented work are listed below.
• A food recognition engine that is trained using Convolutional Neural Networks.
• An extension of the Food-101 dataset that covers the subcontinental cuisine, involving well-defined training and validation classes.
• A real time food attribute estimation using vector space embedding [20] . This module is trained on data scrapped from internet archives of various nutritional and recipe websites.
The rest of the paper is organized as follows: In Section II, we give an overview of the related work. The details of our methodology are presented in Section III, and results from our experimentation are illustrated in Section IV. Section V concludes the paper.
II. RELATED WORK
Mobile devices are evolving rapidly. Every season, new generation of mobile devices are release that are more capable and computationally powerful than the previous generation. Along with the rapid growth of wireless internet technologies that promise high data rate and massive device connectivity, mobile multimedia services and applications can transform the healthcare sector. Numerous studies have been conducted to study the impact of mobile applications in healthcare processes [21] - [23] . Similarly, the use of social media for health-related purposes has also been research upon [24] , [25] . Personal health apps are also driving a mobile revolution in health care. In this section, we briefly review the different methods for measuring food intake.
Methods for measuring food intake range from manual dietary assessments [2] , [3] , [26] to automatic sensing methods. In this section, we briefly review the automatic imaging based methods. Pouladzadeh et al. [13] proposed a system that involves capturing an image of the food and processing it through predefined steps, which follow a pipe line architecture. These steps include food image segmentation and food portion recognition. Calorie measurement is done using nutritional fact tables. The system often fails to detect various food portions in mixed food; it also fails to segment them properly. The area measurement technique proposed is based on a depth estimation technique. However, their system uses a dataset that is too simplistic, consisting of food items placed on white plates with smooth texture. Chen et al. [27] use a depth camera such as Kinect to estimate the volume of food for calorie measurement. However, dependency of their system on Kinect makes the algorithm unsuitable for normal use. Model-based measurement of food portion size is proposed in [28] . The method consists of three stages i.e. base plane localization, food segmentation and volume estimation. A 2D-3D model to image registration scheme is used for volume estimation. The algorithm does not perform accurately in cases of shadows, reflection, complex food, ingredients and motion blurring. Similarly, Fang et al. [29] use special fiducial markers placed in the scenes to estimate the food portion size. Im2calorie [30] estimates food categories, ingredients and volume of individual dishes and calories. However, the calorie annotated dataset used is not sufficient [31] . The main approach for calorie estimation in the above mentioned methods is to start off by recognizing the food category, followed by food portion size estimation and finally calorie estimation using standard nutritional fact tables.
There are other approaches that directly estimate the calories from food images [31] , [32] . Ege and Yanai [31] directly estimate food calories from photos of food by simultaneously learning about food categories, ingredients and cooking directions. They argue that simultaneous learning of categories, ingredients and calories will boost performance as there exists a correlation between them.
Various approaches have also been proposed for food recognition only. Ahmed and Ozeki [8] propose two methods to recognize food. These methods include Speeded up Robust Features (SURF) and Spatial Pyramid Matching (SPM). The former method (SURF) requires a dictionary of code words, and histograms are generated against those code words using a linear kernel classification scheme. The latter (SPM) accounts for spatial information by dividing and subdividing the given image into increasingly smaller sub regions and computing histograms in each. Kawano and Yanai [6] propose a real time mobile food recognition system, which continuously acquires frames of the image from the camera device. The user draws boxes around the food items on the screen and food recognition is carried out within the boxes. The graph cut based segmentation algorithm GrabCut is used for accurate food segmentation. Recognitions is performed using the linear kernel SVM (support vector machine). Camera position and viewing direction need to be maintained to obtain more reliable SVM classifications. Convolutional neural network have also been employed for the recognition task [30] , [31] , [33] - [35] and as a result the recognition accuracy has improved significantly.
Availability of large a dataset is crucial for machine learning based food recognition algorithms. Food-101 [7] is a large publicly available dataset of food images. It contains 101 classes of food items with 1000 images for each class. Similarly, UEC Food 100 [36] contains 100 categories of food images. VIREO Food-172 [37] contains 110,241 food images from 172 categories. Each food image is manually annotated with 300 ingredients. Calorie annotated datasets include [31] and [38] . There is no publicly available dataset that contains subcontinental dishes. Therefore we created a new dataset containing both subcontinental and other common cuisines. VOLUME 7, 2019 For food attribute estimation, we take a completely different approach and use vector space representation of words from a large dataset using Word2Vec. To get accurate and relevant results from vector space embeddings of words, we collected a large amount of text data from the internet, mostly from food and nutritional and recipe web sites. Semantically related words such as milk and yogurt will appear adjacent in the vector space embedding as compared to milk and apple. The idea is to use distance measure in the vector space to compute food attributes.
III. METHODOLOGY
This section describes the modules comprising the proposed system. The proposed system consists of two major modules:
Recognizing food items from images
Estimating food attributes of the recognized food item using textual corpus
The dataset used in this research is also described here.
A. DATASET
Our goal is to make a dataset that contains common food items, augmented with subcontinental dishes. We started by experimenting on the publicly available dataset of food images, i.e. Food-101 [7] . It contains 101 classes of food items with 1000 images for each class. Food-101 is designed specifically for multi-class classification. There are other datasets as well that have been used for food recognition previously; one such dataset is Food-5k. Food-5k contains 5000 images, out of which 2500 are of food and 2500 of non-food. However, this dataset can be used only for binary classification to discriminate food items from non-food items and therefore, is not suitable for our task. Moreover, Food-101 does not include food items or classes from the subcontinental cuisine which makes a large portion of the food that people intake in the subcontinental region. Some subcontinental dishes exhibit low inter-class variation and are very similar to each other, so collecting high quality data for accurate classification of different categories is a big challenge. The results returned by Google search engine against textual search queries for food images are quite relevant with very low noise content. Based on such results from Google search engine, our new dataset is created by querying Google against each label of our dataset. The newly formed dataset has classes from Food-101, that are common and eaten everywhere. Thus, the final dataset contains all the food items from Food-101 dataset and 100 additional subcontinental food classes. The dataset is split into training and validation images. Each class contains around 800 training images and 200 validation images.
B. FOOD RECOGNITION
Food Recognition deals with recognition of food item when given an image. Owing to the great success of CNNs, we experimented with top performing pre-trained models to train our dataset using transfer learning. Based on their performance in other domains, we selected several pre-trained CNN models such as VGG-16, VGG-19 [18] , Inceptionv3 [39] , Inception-v4 [40] and ResNet [41] . These models are pre-trained on the Imagenet dataset. Transfer learning is used to train these models on our dataset. The last fully connected layer is removed and appended with dropout, ReLU activations and softmax layers. Fine tuning the model on our dataset took about 15 hours on a single Titan X GPU with 12GB of memory. Models based on Inception-v3 and Inceptionv4 gave better performances and were used as the recognition engine in the rest of the paper.
1) FINE TUNING
After initial filtering, we selected Inception-v3 and Inceptionv4 as the appropriate model based on their performance on our dataset and proceeded on improving the validation accuracy of the model on our dataset. For this, we employed various techniques. First, intensive data augmentation is performed so that the model is robust to affine variations as much as possible and the images are efficiently trained. In every epoch, various transformations, with random parameters specified by parametric range, are applied on each image of the dataset to produce copies that are transformed from the original image. These include translations, rotations, shearing, zooming and flipping. The optimized results are obtained by setting parameters for data augmentation as mentioned in Table 1 . Images are also re-scaled, considering the large values of RGB coefficients for the model to process. Re-scaling involved multiplication of the RGB value by 1/255 factor, so target values are normalized and lie between 0 and 1. This makes the image robust to variations in illumination and makes processing data faster.
Other steps for improving the accuracy include batch normalization and regularization, to tackle over-fitting, and multi-crop evaluation. In multi-crop evaluation, at the time of testing an image, multiple crops of an image are taken from different regions of the image and each crop is tested individually. The most frequently occurring class in the list of resulting predicted labels is considered. In this work, four crops are obtained by equally dividing the image into four squares and a center crop is also taken. The image is then flipped and the same process is applied. So in total, we get 10 crops for each image. Moreover, learning rates and decay values are also optimized to get more accurate results. Early stopping saves time as it stops training if the model does not show improvement in the validation accuracy for a set amount of continuous epochs. The last two convolution blocks of the Inception model are also made trainable, along with the final fully connected layer, so that more high level features specific to our dataset are learned.
C. ATTRIBUTE ESTIMATION
The next task after food recognition is to compute the food attributes including the ingredients and their nutritional value. As mentioned in Section II, there are generally two approaches used. In the first approach, the food portion size is estimated and then standard nutritional tables are used to compute the attributes [13] , [27] , [30] . In the second approach, the food attributes are learned directly from the image [31] , [32] . We take a completely different approach and use vector space representation of words from a large dataset [20] . To get accurate and relevant results from vector space embeddings of words, we proceeded to collect a large amount of text data from the internet, mostly from food and nutrition sites. The collected data is then trained using Word2Vec [20] , which produces word embeddings. Syntactically and semantically similar words are adjacent or have smaller distance in the vector space as compared to words that are not similar. The motive is to find food attributes by measuring the distance between the food item and the ingredients in the learned vector space. Small distance between the food item and an attribute means they occur closely in the original text and the probability of that attribute appearing in the food item is high. The overall flow is illustrated in Figure 3 . 
1) TEXT DATA RETRIEVAL AND PRE-PROCESSING
There are two sources from which text data is obtained for this task. First is Common-Crawl, which is an archive hosted on an Amazon S3 bucket. It is an open repository of web crawl data, which contains data of thousands of web pages, easily accessible through an index and API. From this repository, we collect thousands of web pages of different recipe and nutrition websites. This constituted the main chunk of our text data. The second source is Google Search. To collect data from Google Search results, the web crawler Scrappy is used. We search against each food category, food attribute and ingredient on Google and from the resulting pages, Scrapy is used to retrieve raw text data from the first 500 pages for each search query. The text collected from Google search VOLUME 7, 2019 is more relevant as it return pages corresponding to precise labels while the text from Common-Crawl is more generic.
The raw text data obtained from Google and Common Crawl is in HTML format. It is preprocessed to remove HTML tags, CSS, JavaScript code and comments. Such metadata is removed from the text and tokenized to get individual words. This makes the data usable and individual words can be processed. For semantic-based text processing, the data must be free of auxiliary and irrelevant words such as 'this', 'are', 'an' etc. These words have the highest occurrence probabilities and therefore need to be removed from the text data so that they do not provide hindrance in the learning of relevant data. Such stopwords are removed. Furthermore, text can exist in different forms like past tense, future tense, plural etc. This distributes the probabilities of semantically same words into different forms. To solve this issue, the text is lemmatized. Lemmatization is the mapping of a word to its corresponding root word in the dictionary. For example, words like 'eating' and 'tomatoes' are lemmatized to 'eat' and 'tomato'. The word corpus thus obtained is then used for training purposes.
2) TRAINING AND VECTOR EMBEDDINGS
Word2Vec implements deep learning techniques to efficiently compute vector representation of words in a multidimensional space. Each word in the text corpus is considered as an input to the log-linear classifier which learns words that appear within a certain range of the input, considering the fact that words that occur further away from the input might have low probability of being semantically similar. It is based on two architectures, Continuous Bag of Words (CBOW) and Skip-Gram Model (SGM) for computing vector representations from the corpora. We have used the CBOW approach in our work. The embedded vector space allows the proposed method to determine semantic relationships, using a cosine distance metric between word vectors. We have used the Google implementation of Word2Vec in our work. The training of Word2Vec has multiple options such as the type of architecture to use, the dimensionality of vector space, size of window in which to learn occurrence of words, the training algorithm such as softmax or negative sampling, threshold for down-sampling etc. After experimenting with different configurations, the most relevant results are achieved using the values described in Table 2 . Word2Vec takes the whole text corpus as an input, creates a vocabulary of words used in that text, learns the distances between those words and returns a binary file containing learned vector embeddings. 
3) ATTRIBUTE EXTRACTION
To measure the probability of occurrence of a food attribute in the food item, we compute the distance between the food attribute and the food label in the vector space learned using Word2Vec. A user can be interested in ingredients, nutrition values or characteristics based on the application area. A static list of these attributes is created. We tried to encompass all possible and relevant attributes that can occur in a food item in the lists. After recognizing the food item, the predicted food label along with the food attributes are presented to the Word2Vec, which computes the cosine distance of the vector space representations of the predicted label and the food attributes. The Similarity function of the Word2Vec module returns the probability of one word occurring within the window size of another word based on cosine distance. After finding out the similarity of each attribute with the predicted label, we get its approximate probability of occurring besides the predicted label in the text, i.e. its probability of existing in the food item. Ingredients, nutrition and characteristics occur in text at different scales. Ingredients have the highest frequency, so they are the most accurate as their sample size is large. Nutrition values are a little sparse in the text while characteristics occur very infrequently, so these are less accurate. The probabilities of each of these categories are normalized by dividing the probabilities of each category with the highest probability of that category. This localization gives us a more accurate representation.
IV. RESULTS AND DISCUSSIONS

A. FOOD RECOGNITION
As mentioned in Section III-B, CNN models based on Inception-v3 and Inception-v4 are selected as they perform better than the other models tested. These models are fine tuned on our dataset, as well as for Food-101, for comparison. Recognition accuracy results on our dataset and the Food-101 dataset are shown in table 3. The dataset consists of 200 food categories including subcontinental food classes. The model is trained on 68705 training images and evaluated on the 5284 validation images, disregarding data augmentation. Table 3 reports Top-1, Top-3 and Top-5 accuracies as well as single crop and multiple crop accuracies. Top-k accuracy means that top k predicted labels contain the true class. Multiple crop means that the multiple crops of the image are presented to the recognition model for prediction.
The model is trained for 40 epochs, after which there is no further improvement observed in accuracy as can be seen from Figure 4 . Table 3 shows the accuracy of our system on the Food-101 Dataset. Food-101 consists of 101 food classes, that are most popular on the food sharing website, Foodspotting. The models are trained on the 90900 training images, and evaluated on the 10100 validation images, again without data augmentation. The model accuracy leveled out after 40 epoch as can be seen in Figure 4 . Figures 5 and 6 show that the accuracies of the model based on Inception-v3 and Inception-v4 are higher on our dataset than Food-101. This resulted from rigorous filtering based on detailed statistics, selection of high quality images and intense data augmentation so that the model generalizes better on the dataset. Figure 7 depicts histograms of individual class accuracies for Inception-v4 and Inception-v3. These histogram plots are for the classification accuracies and their corresponding frequencies. The x axis represents the accuracy bins whereas the y axis shows the frequency of occurrence. The graphs show a comparison of accuracies achieved after training on the Inception v3 and v4 models. The shifting of peaks towards the right means more classes exhibit high accuracy in Inception-v4 than in Inception-v3. Inception v4 being more extensive gave much better accuracy of 85%. In addition to that the Food-101 dataset was also trained on Inception v4 to see how its dataset quality differs from our dataset. According to the results, our dataset gave an accuracy of 85% in comparison to Food-101 which gave 78% accuracy. Class wise accuracy using inception-v4 model is shown in Figure 8 . Some of the classes in our data set look very similar to each other, due to which these classes did not exhibit good accuracy. For example, the algorithm was able to rightly classify meatball only 69% of the times, because the meatball looked very similar to shami kabab, pakora and guava.
B. ANALYSIS OF ATTRIBUTE ESTIMATION
Estimated probabilities of attributes in a food item can only be analyzed on an individual basis and cannot be compared with a standard. Each food item has its specific attributes.
We gather text data from two sources, Common-Crawl and Google Search. For comparison, we learn two vector spaces. The first is learned only from the text collected from Google Search; the second is learned from Google Search as well as the Common-Crawl archive. In vector space, the keywords that appear closer occur more closely in the text. Sometimes, other food items of the same cuisine appear beside a food item in the text, so they tend to be close in the vector space. Similarly, when the vector space surrounding an ingredient is computed, other ingredients which are present in the dish appear closer. The proposed method for estimating attributes achieved encouraging results and will be further improved in future work.
V. CONCLUSIONS
This paper presents a system that exploits the extensive use of mobile devices to provide health information about the food we eat. The mobile-based app takes the image of the meal and presents approximate ingredients and nutritional values in food. A dataset is created that consists of common and subcontinental food items. We employ a fine tuned Inception model to recognize food items and propose a method to estimate attributes of the recognized food item. The results are improved via data augmentation, multicrop evaluation, regularization and other similar techniques. 85% accuracy is achieved on our dataset. Our proposed method for estimating attributes also achieved encouraging results. Future endeavors in this domain can include the practical application of this work and more improvements in the android application with advanced features to make it a complete guide for everyday meals.
