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Abstract. The presented article is an attempt to evaluate the progress in the development of the mathematical 
simulation of the pressure-driven membrane processes. It was considered more than 170 articles devoted to the 
simulation of reverse osmosis, nanofiltration, ultrafiltration, and microfiltration and the others published between 2000 
and 2010 years. Besides the conventional approaches, which include the irreversible thermodynamics, diffusion and 
pore flow (and models which consider the membrane surface charge for nanofiltration process), the application of the 
methods the computational fluid dynamics, artificial neural networks, optimization, and economic analysis have been 
considered. The main trends in this field have been pointed out, and the areas of using approaches under consideration 
have been determined. The technological problems which have been solved using the mentioned approaches have also 
been considered. Although the question of the concentration polarization has not been considered separately, it was 
defined that, in many cases, the sufficiently accurate model cannot be designed without considering this phenomenon. 
The findings allow evaluating more thoroughly the development of the simulation of pressure-driven membrane 
processes. Moreover, the review allows choosing the strategy of the simulation of the considered processes. 
Keywords: membrane, simulation, model, reverse osmosis nanofiltration, ultrafiltration, microfiltration. 
 
1 Introduction 
The pressure-driven membrane processes, including 
reverse osmosis (RO), nanofiltration (NF), ultrafiltration 
(UF), and microfiltration (MF) are widely used in the 
chemical industry and the related industries such as the 
food and pharmaceutical processing, the utilities and the 
environment protection [1]. 
The development of these processes as industrial 
separation technics has been started in the 1960s, and 
during several decades they became widespread in the 
mentioned above industries. It was determined by the set 
of advantages of the pressure-driven membrane processes, 
primarily by the low energy consumption and by the high 
effectiveness of separation, the absence of the requirement 
of chemicals, and the simplicity of equipment design [1]. 
The mathematical simulation plays an essential role in 
the design and investigation of these processes. It allows 
reducing the number of experiments and hence reducing 
the financial costs and energy consumption. Since the 
1960s, it was proposed several ways in the simulation of 
pressure-driven membrane processes, but the unitary 
approach has not been developed. 
Moreover, some attempts to review these models have 
been made, for example, by Soltanieh and Gill [1], 
Williams [2], and Sobana and Panda [3]. But in mentioned 
works even in relatively new [3], the primary attention is 
dedicated to the conventional models developed in the 
1960s and 1970s, and modern approaches to the simulation 
of pressure-driven membrane processes are not regarded 
enough. Besides, these reviews have been dedicated only 
to reverse osmosis when the attention to the other 
processes has been lower. 
This work is an attempt to consider more novel 
approaches to simulation of pressure-driven membrane 
processes. Due to a large number of published materials 
since 2000, the scope of this amount of information is quite 
difficult, so it was decided to make a review for the first 
decade of the XXI century. The review of publication for 
10 years is an adequate task and provides an opportunity 
for carrying out of analogical reviews for further decades 
or lover periods. 
Therefore, the main aims of the estimation of the current 
review are the determination of the main trends in the 
development of the mathematical simulation of the 
pressure-driven membrane processes in the chosen period 
and the designation of the reasonable areas for application 
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of different approaches to simulation. The objectives 
include (i) the estimation of using of the conventional 
mathematical models of RO, NF, and UF; (ii) the review 
of the novel methods of simulation which were not wholly 
considered in previously published works; (iii) the 
determination of the practical problems which are most 
effectively solved with using of each approach to the 
simulation; (iv) the estimation of the perspectives of the 
development in the mathematical simulation of the 
pressure-driven membrane process. 
For these purposes, more than 170 articles that have 
been published in the leading topical journals, primarily in 
“Journal of Membrane Science” and “Desalination” from 
2000 to 2010, have been chosen for review. The 
distribution by the years represented in Fig. 1 shows that 
interest to the considered subject is maintained on almost 
the same level with the low trend to increase in later years. 
 
Figure 1 – The distribution of the chosen publications by years 
The review does not claim to comprehensiveness, but it 
allows monitoring the main trends in the pressure-driven 
membrane process simulations in the chosen period with 
sufficient coverage. 
2 General approaches 
The publications, chosen for analysis, are dedicated to 
the simulation of main pressure-driven membrane 
processes such as RO, NF, UF, and MF and some other 
processes, including the preparation of membranes. The 
distribution of publications among the processes is shown 
in Fig.2, considering that some particular articles have 
been devoted to the simulation of several processes. It 
should be noticed that researches dedicated to simulations 
of pressure-driven membrane processes in general (for 
example, based on irreversible thermodynamic or 
computational fluid dynamics), for convenience have been 
attributed to RO. 
In works [1–3], the conventional classification of 
models of pressure-driven membrane processes (primarily 
reverse osmosis) has been represented. It includes the 
models based on the irreversible thermodynamics (the 
membrane is considered as a “black box”), the models 
based on the diffusion (the active layer of membrane is 
considered as homogenous), and models based on the pore 
flow (the active layer is assumed to be micro- or 
macroporous). Also, in work [2], the models which 
consider the membrane surface membrane charge have 
been considered for the simulation of the NF process. 
However, the use of computational fluid dynamics (CFD) 
and artificial neural networks (ANN) Have not been 
considered. It should be noticed that two last approaches 
began to develop in the 1990s due to progress in computer 
technologies and the appearance of specialized software. 
Moreover, the topic of process control and optimization 
has been represented only by Sobana and Panda [3], and 
economic topics have been considered only by Soltanieh 
and Gill [1]. 
In the current review, the simulation of each pressure-
driven membrane process has been considered separately, 
and within each section, the ways of simulation of process 
under consideration have been analyzed. 
 
 
Figure 2 – The representation of models of pressure-driven 
membrane processes in chosen articles 
The topics of concentration polarization and membrane 
fouling have been considered only in a case when they 
were a supplement of the membrane separation model. 
These phenomena themselves are reasonable for a 
particular review. 
3 Reverse osmosis 
3.1 Classification of reverse osmosis models 
The models of the RO process, in general, can be 
classified in the same way as the pressure-driven 
membrane processes as a whole. The distribution of the 
models in the chosen publications by corresponding 
classes is shown in Fig. 3. 
It should be noticed that significant numbers of models 
are based on irreversible thermodynamics and 
computational fluid dynamics. Also, many papers are 
dedicated to problems of process control and optimization. 
On the other hand, the pore flow-based models are 
considered in a much smaller number of works, if the CFD 
approach would not consider. 
3.2 Irreversible thermodynamics models 
It was mentioned by Williams [2], that irreversible 
thermodynamics models were one of the earlies RO 
models, and they considered membrane as a “black box”. 
In particular, the Kedem–Katchalsky model is one of them. 
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Figure 2 – The number of RO models in chosen articles  
by classes: 1 – irreversible thermodynamics based models;  
2 – diffusion-based models; 3 – pore flow-based models;  
4 – CFD based models; 5 – ANN-based models; 6 – process 
control and optimization; 7 – economic analyses;  
8 – other models 
This model assumes that the membrane is in conditions 
close to equilibrium [2], and the solvent (water) flux can 
be described by the phenomenological equation in a form 
[4]: 
 −= ppw LpLJ  (1) 
where Δp is the applied pressure; Δπ is the osmotic 
pressure difference; Lp and σ are the phenomenological 
constants. 
The solute (salt) flux, according to this model, can be 
described by equation [4]:  
 ( ) wms JcJ −+= 1  (2) 
where cm is the average solute concentration in the 
membrane; ω is the phenomenological constant.  
The determination of phenomenological constants is the 
main problem in using of this model. Moreover, this 
constant are functions of concentration [2, 3]. Some 
analytical research with this model, including the studies 
with the aim to determine relationships for calculation of 
these parameters, were carried out by Jarzynska M. [4], 
Koter [5], and Kargol [6, 7]. 
For estimation of RO selectivity in this model, the value 
of the rejection rate of solute is used [3]: 
 
f
c
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R −= 1  (3) 
where cp is the permeate concentration; cf is the feed 
concentration. 
The expression for the calculation of this value can be 
obtained using equation (1) and equation (2) [2]: 
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The phenomenological constant ω in equation (4) is 
expressed by relationship [2]: 
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The Kedem-Katchalsky model in years under 
consideration was used for simulation of the hydrated 
particles transport through the membrane [8], the 
development of the system approach to simulations of 
mass transfer through the membrane considering both 
convection and diffusion [9], the optimization of the 
seawater desalination in the tubular membrane [10], and 
for considering the influence of boundary layers on RO 
process [6]. However, the application of this model was 
limited, which is in agreement with Williams’ 
conclusion [2]. 
The Spiegler–Kedem model was the most crucial 
development of the Kedem–Katchalsky model. According 
to this approach, the solvent and solute fluxes are 
described by equations [11]: 
 
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

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dx
d
dx
dp
pJ hw  (6) 
 ( ) mwss cJ
dx
dC
pJ −+−= 1  (7) 
where ph is the specific hydraulic permeability 
coefficient; ps is the local solute permeability coefficient. 
The application of these coefficients, according to Hyung 
and Kim [11] allows avoiding the dependence of the 
phenomenological constant values from concentrations. 
The rejection rate, in this case, can be obtained from 
equation (6) and (7) in a form [11]: 
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where Ps is the overall permeability constant; k is the 
mass transfer coefficient. The Ps value can be defined as 
follows [11]: 
 xpP ss = /  (9) 
where Δx is the membrane skin layer thickness. 
The mass transfer coefficient values are defined from 
the objective laws of mass transport in membrane modules, 
usually from dimensionless equations [1]. 
The advantages of the Spiegler–Kedem model caused 
its more comprehensive application than the Kedem-
Katchalsky model. In the first decade of the XXI century, 
the modifications of this model were designed for different 
kinds of membrane modules, including spiral-wound [12], 
tubular [13], and hollow-fiber [14, 15]. The modifications 
are also carried out for the cases of separation of specific 
solutions, for example, boron removal [11, 16], 
separations of sodium sulfate and sodium chloride [17], 
ammonium fumarate [18], brackish water desalination [9] 
and wastewater treatments from palm oil productions [19]. 
The application of the Spiegler-Kedem model was 
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especially useful in conjunction with the models of 
concentration polarization. 
Despite that, the irreversible thermodynamics models 
do not consider the membrane structure [2], in they involve 
the relatively simple equations for the RO process 
describing. Also, sophisticated solving methods are not 
necessary. These reasons determined the quite extensive 
usage of mentioned models in the early XXI century. 
3.3 Diffusion based models 
The models of this class are based on the assumption 
that the membrane skin layer is non-porous. Therefore, the 
mass transfer is governed by diffusion [21]. In this case, 
Fick’s law is the basis of the mathematical description of 
processes [22]: 
 
dx
dC
DJ iii −=  (10) 
where Ji is the flux of i-component through the 
membrane; Di is the diffusivity coefficient of i-component; 
Ci is the concentration of i-component; x is the direction of 
mass flux through the membrane.  
The solution-diffusion model has been the most widely 
used in this class. The primary assumption of it is 
following [1, 2, 21, 22]: (i) membrane includes a 
homogenous non-porous skin layer; (ii) both solute and 
solvent can dissolve in the membrane material, and both of 
them can diffuse through the membrane; (iii) the diffusion 
of solute and solvent is independent of each other since 
each of components is passed due to its gradient of 
chemical potential; (iv) the gradients of chemical potential 
are determined by pressure and concentration difference 
across the membrane. In this case, the separation of 
solution would be occurring due to the difference in 
diffusion rates of components. 
By the integration and transformations of the equation 
(10), the solvent flux can be represented in a form [21]: 
 ( )−

= p
TR
VCD
J wwww
··
··
 (11) 
where Dw is the diffusivity coefficient of the solvent 
(water) in membrane material; Cw is the solvent 
concentration in membrane material; Vw is the partial 
molar volume of solvent; R is the ideal gas constant; T is 
the absolute temperature; δ is the membrane thickness.  
To simplify the equation (11), it can be suggested the 
designation in a form [21]: 
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Then the equation (11) can be rewritten [21]: 
 ( )−= pAJw ·  (13) 
For the case of solute, the integration of equation (10) 
gives the result [22]: 
 ( ) ( )pfpfsss CCBCC
KD
J −=−

= ·
·
 (14) 
where Ds is the solute diffusivity coefficient in 
membrane material; Ks is the partition coefficient; Cf is the 
solute concentration in feed solution; Cp is the solute 
concentration in permeate. 
Correspondingly, the rejection rate defined by the 
simultaneous solution of equation (13) and equation (14) 
can be represented in a form [2]: 
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The quite extensive use of the solution-diffusion model, 
as I a case of irreversible thermodynamics models, is 
linked with its simplicity [22]. In the period under 
consideration, this model was applied to the description of 
the RO process for both water solutions [23-25] and 
organic systems [21, 22]. Also, it has been used for the 
development of hybrid models [26] and the theoretical 
analysis of the mass transfer through the membrane [27]. 
Furthermore, the modifications of the solution-diffusion 
model were proposed. They consider the concentration 
polarization [24], the sorption equilibrium between 
membrane material and organic matter [22], and nonlinear 
relationships among the mass transfer coefficient and the 
operation parameters of the process [26, 27]. 
Except discussed above solution-diffusion model, 
among solution based RO models Soltanieh and Gill [1] 
and Williams [2] also emphasized the solution-diffusion-
imperfection model and the extended solution-diffusion 
model. These models were absent in the publication 
chosen for review, so for completeness, the characteristics 
of these models are considered based on the earlier 
reviews. 
The solution-diffusion-imperfection model considers 
the pore flow as an addiction to the diffusion of 
components of the solution as a transport mechanism. This 
accepts that the small imperfections or defects (pores) can 
exist on the membrane surface, through which the mass 
transport can take place [1, 2]. In this case, the solvent and 
solute flaxes can be described by equations in a form [1, 
2]:  
 ( ) pKJpKpKN ww +=+−= ··· 221  (16) 
 ( ) pKJpKccKN spfs +=+−= ·· 223  (17) 
where K1 is the water permeability coefficient; K2 is the 
coupling coefficient, which describes pore flow; K3 is the 
solute permeability coefficient.  
According to this model, the rejection rate can be 
expressed in a form [1, 2]: 
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According to Williams [2], despite that the solution-
diffusion-imperfection model shows good agreement with 
experimental data, it has two key disadvantages. It 
includes three parameters, so it is necessary to use the 
nonlinear regression for defining the system 
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characteristics. Moreover, the parameters which describe 
the membrane system usually are the functions of 
concentrations and pressure. 
The extended-solution-diffusion model was proposed 
for describing of organic solutions separation by reverse 
osmosis. In this case, it is necessary to consider the 
influence of pressure on the chemical potential of the 
solvent, which does not consider in the solution-diffusion 
model [2]. Then the solute flux can be represented in a 
form [2]: 
 ( ) pLccKDJ sppfsmsms +−

= ·
·
 (19) 
where Lsp is the parameter that is responsible for the 
solute transport due to pressure difference across the 
membrane. 
The rejection rate is determined from equation [2]: 
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Despite that this model can adequately describe the 
separation of phenols by cellulose acetate membranes, it 
did not find the full application [2]. 
The general disadvantage of discussed in this section 
models is the overestimation of the water flux values 
during the separation of the dilute organic solutions. 
3.4 Pore flow-based models 
Unlike the diffusion-based models, the models of this 
class consider the skin layer as microporous. In this case, 
the mass transfer occurs by both diffusion and convection 
[1, 2]. 
The preferential sorption-capillary flow model is the 
most widely used in this class [1, 2, 28]. It is also known 
as the Kimura–Sourirajan model [23, 30]. According to it, 
the skin layer has specific chemical properties such as the 
preferential sorption of solvent and preferential repulsion 
of solutes. As a result, on the membrane surface and inside 
the pores, the layer of almost pure solvent is formed. The 
transport of solutions is occurred due to passing the solvent 
molecules from this layer through the pores under applied 
pressure [1, 2]. 
According to the model under consideration, the solvent 
flux can be expressed in a form [1, 2, 28–30]: 
 ( ) ( )( )( )pfw xxpAN −−=  (21) 
where A the is pure solvent permeability constant. The 
values of osmotic pressures in feed solution and permeate 
in this case are represented as functions of concentrations, 
which usually expressed in molar fractions [1]. 
The solute flux can be described by the equation [1, 2, 
28–30]: 
 ( )pf
Dsp
s xx
cKD
N −

=  (22) 
where KD is the distribution coefficient of solute in 
membrane pores. 
In this case, the rejection rate cam defined from 
relationship [1, 2, 28–30]: 
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 (23) 
In the period under consideration, the preferential 
sorption-capillary flow model was used for the analysis of 
organic components (benzene and toluene) with 
modification to consider the membrane-solute interaction 
[28] and determinations of the objective laws of mass 
transfer in such systems [30], and also for the case of 
seawater desalination with regarding of concentration 
polarization [29]. In should be noticed that Kumano and 
al. [28] used the cylindrical coordinate system for the 
process analysis in hollow-fiber modules. 
The surface force-pore flow model is another model of 
this class. According to it, the differential equation for 
velocity profiles inside the pore α(ρ) can be obtained by 
balancing the applied forces in the axial direction of the 
pore (z-axis). This equation considers the net force 
resulting from the pressure difference, the viscous stress 
with the application of Newtonian law of viscosity, and net 
force determined by frictions between solute and pore 
walls. As a result, this equation can be written in the form 
[17]: 
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The parameters β1, ΔP, ΔΠ, b, Φ, and ρ according to 
Jain and Gupta [17] are expressed through the properties 
of the solution (viscosity, diffusivity coefficient an 
osmotic pressure), the operation parameters of the process 
(applied pressure), and the membrane properties (skin 
layer thickness, pore radius). Initial and boundary 
conditions must supplement the equation (24). The 
solution of this mathematical model is related to the 
application of known methods of differential equation 
solution. The obtained velocity profile allows defining the 
solute and solvent fluxes in a single pore [17]: 
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where XAB is the ratio of the product of a gas constant 
and solution temperature to solute diffusivity in solution; 
C is the molar concentration of the solution. 
The overall fluxes through the membrane are conjunct 
with fluxes in a single pore by the value of membrane 
porosity [17]. 
The solute concentration in permeate cam be calculated 
using the relationship [17]: 
 F6 CHEMICAL ENGINEERING: Processes in Machines and Devices 
 
 
ws
s
fp
JJ
J
cc
+
=  (27) 
The surface force-pore flow model is a development of 
the finely-porous model. The finely-porous model porous 
model considers the changes in parameters only in the 
axial direction (arose skin layer) when the surface force-
pore flow model considers the changes of parameters in 
both axial and radial directions [2]. 
Since in articles, the chosen for review the finely-
porous model is not represented, the general information 
about this model is given according to the data in earlier 
reviews [1, 2]. In conditions of assumptions of this 
approach, the overall volumetric flux can be described by 
Poiseuille law [1], so: 
 
dz
dpr
u
p


−=
8
·
2
 (28) 
where u is the local center of mass velocity of the fluid 
in pores; ε is the fractional open area; μ is the viscosity of 
the fluid in pores. 
As in the previous model, the equation (28) must be 
supplemented by initial and boundary conditions, and its 
solution allows defining the value of the fluid velocity in 
the pore, which is the basis for defining the solute flux and 
the rejection rate. 
The hypothesis about the pore structure of the 
membrane skin layer also has been used during the 
analysis of mass transfer in the membrane channel under 
turbulent conditions [31]. 
Despite that, the pore models in many cases show a 
good agreement with experimental results and give a clear 
understanding of the processes in the porous membrane 
skin layer, in the period under consideration they have 
been mentioned in the limited number of publications. The 
probable of this is that most models involve the derivation 
of differential equations systems. In the XXI century, it is 
advisable to use computers for derivations of such 
problems. For such requirements, the set of program 
products has been developed. In many cases, they include 
the methods of computational fluid dynamics (CDF). The 
applications of this approach are described in the next 
section. 
3.5 Computational fluid dynamics based models 
In the analysis of process during reverse osmosis, it is 
necessary to consider the hydrodynamic conditions, which 
influence directly on both separations processes (e.g. 
including the mass transfer intensity and the impact of 
concentration polarization) and the energy consumption on 
the transportation of feed solution.  
The fluid flow is described mathematically by the 
Navier-Stokes equation coupled with the continuity 
equation, which can be written in short form as 
follows [32]: 
 upuu
t
u 2
Re
1
· +−=+


 (29) 
 0· =u  (30) 
where u is the velocity of the fluid flow; p is the pressure 
of the fluid; Re is the Reynolds number. 
In case of consideration of mass transfer, it is necessary 
to consider the mass conversation equations which can be 
written in a form [33]: 
 ( ) 0·div =+

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u
t
 (31) 
where ρ –is the density (mass concentration) of solute. 
The differential equations (29)–(31) supplemented with 
boundary conditions allow defining the functions which 
describe the velocity and concentration fields in the 
channels of membrane modules. However, the analytical 
solution is possible only for the narrow range of relatively 
simple problems because of the complexity of the 
mentioned equations. Therefore, for practical purposes, 
the numerical methods which allow defining the values of 
mentioned parameters in nodal points have to be used. 
Such methods are called the computational fluid dynamics 
(CFD), which is currently are a useful tool for the 
considered problem solving [33]. At present, the CFD 
algorithms are realized by using computers, including 
special developed commercial available software. The 
relative novelty of this method should be considered in 
more detail. 
The most used for RO simulation software include 
FLUENT [32, 34–39] and ANSYS, notably the CFX 
algorithm [40–45]. Furthermore, for this kind of modeling, 
the supercomputers [46] and other algorithms [47] have 
been used. 
One of the main applications of CFD methods in the 
analysis of membrane processes performance, in particular 
RO, is the determination of the influence of spacer on the 
operation parameters, including flow regimes, pressure 
drops and intensity of concentration polarization. The 
main parameters of the spacer which were under 
investigation in considered researches are dimensions and 
form of the filaments and the method of its position in the 
membrane channel. 
Indeed, Ahmad and Lau [34] investigated the influence 
of the cross-section shape of the filament and defined that 
the cylindrical shape provides the concentration factor 
than in the case of rectangular shape. This means that the 
cylindrical shape is a more rational one. Shakaib and al. 
[38] and Schwinge and al. [44] studied the impact of the 
cylindrical filament on the hydrodynamic resistance, and 
it was defined that the filament thickness has more 
significant influence in comparison with the distance 
between filaments. In particular, it was shown by Shakaib 
and al. [38] that increasing the diameter of filament in 1.5 
times leads to increasing of the pressure drop in the 
membrane channel 3 times. 
The filament disposal has estimated the influence of 
spacer position in membrane channels by channel width 
and by the angles, which characterized the spacer position 
relatively to mean flow direction (Fig. 4). 
It was defined by Shakaib and al. [38] and Ma and 
Song [46] that the zigzag shape in the most rational way of 
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spacer filament position by the channel width since in that 
case the highest intensity of mass transfer is provided.  
Several approaches were used for estimation of the 
impact of spacer position relatively to flow direction. In 
most cases, for this purpose, the characteristic angles are 
used (Fig. 4): the angle between the spacer filaments φ; the 
attack angle χ; and the cell slope angle ψ (since in various 
authors the designation of this angles is different, even the 
same symbol can be used for the same angle, in present 
work the particular designation is used). It should be 
noticed that the results of different authors about the 
optimal values of these parameters are varied. For most 
commercial available membrane modules φ = 90° [41], so 
in some researches, only this value was considered. For 
example, it was pointed out by Fimbres-Weihs and Wiley 
[41] that for the case of χ = 45°, the better results were 
obtained in comparison with the case of χ = 90°. However, 
Shakaib and al. [38] reported that the best effect was 
achieved when χ = 60°. Lau and al. [36] and Li and al. [42] 
studied the influence of angle φ, and in the first case, the 
optimal results were obtained in form φ = 120° and ψ = 30° 
[36], and in the second case optimal values were φ = 130° 
and χ = 30° [42]. The possible reason for this discrepancy 
is that in each research, the discrete set of considered 
angles values. 
 
Figure 4 – The geometrical characteristic which describes the 
position relatively to flow direction 
The other important advantage of CFD methods is flow 
visualization, which allows defining the critical 
parameters of the flow in channels with spacers. An 
experimental determination of these values is 
overstructured. In particular, in many works the critical 
values of the Reynolds number were determined and for 
different configuration of spacer the different results were 
obtained, including Rekr = 60 [32], Rekr = 200 and 
Rekr = 300 [34], Rekr = 75 and Rekr = 200 [38], Rekr = 
75 and Rekr = 200 [44]. These discrepancies give evidence 
of the more complex character on hydrodynamical 
conditions in membrane channels in comparison with 
hollow channels. 
The clear understanding of the hydrodynamical 
conditions the membrane channels allows clarifying the 
relationships for the evaluations of mass transfer intensity 
[35, 41] and concentration polarization [40, 45]. 
Moreover, Ranade and Kumar [39] carried out the 
comparison of the linear and nonlinear (spiral) 
configuration of the channels, and it was defined that the 
difference is negligible. Such results show that the analysis 
of the processes in spiral wound membrane modules with 
the assumption about its notional unrolling in a plate is 
justified. 
The researches dedicated to using CFD-simulation for 
the analysis of the membrane process were reviewed by 
Ghidossi and al. [33]. 
3.6 Artificial neural networks based models 
Except for CFD methods, using artificial neural 
networks (ANN) is the relatively new approach for 
simulations of membrane processes that had been used 
previously for analysis of economic systems [48, 49]. 
As was pointed out by Zhao and al. [26], ANN can 
predict any continuous relationships between input and 
target information. Similar to linear and nonlinear 
regressions, ANN develops a transforming element that 
allows predicting the values of the target variable for the 
given set of values of input variables. The physical and 
chemical relationships could or could not be considered 
directly it the neural network. Furthermore, the ANN can 
be applied for the phenomenological analysis of the 
measured data without the necessity mass transfer 
mechanism consideration [48] and unlike the deterministic 
models with are based on the physical phenomena, in ANN 
the additive model is used which allows relatively simple 
solving of the models of the complex systems without an 
assumption about ideal conditions [49]. 
In the period under consideration, the ANN has been 
applied for the analysis of RO water desalination 
effectivity [49, 50] and the economic analysis [48]. 
Moreover, Zhao and al. [26] carried out the comparison of 
the predictions of ANN with ones of the solution-diffusion 
model and pointed out that ANN predicts the permeate 
concentration more accurately. However, for the RO 
analysis, the application of ANN was limited. 
3.7 Process control and optimization 
The critical application of RO simulations is an 
automated process control and optimization. In this case, 
the mathematical models can be used for conventional [13, 
51, 52] as well as for intellectual [53] control systems. 
The optimization problem consists of the determination 
of the most advantageous values of operating parameters 
for process performance. During the formulation of this 
problem, the foremost step is the determination of the 
optimal criterion. In RO optimization for this purpose, the 
different parameters were accepted including the minimal 
energy consumption [25, 54, 55], the minimal cost of 
treated water [55-61], the maximal permeate productivity 
[49], the maximal rejection rate [10], and the minimal 
water losses during the cleaning [62]. The algorithms 
which were applied for the determination of the optimum 
values include the Levenberg–Marquardt method [19], the 
Newton-Gauss method [19], the response curves methods 
[63], the gradient methods [64], and also ANN [49]. 
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It should be noticed that for process control and 
optimization, both approaches can be applied with include 
the models based on physical phenomena [10, 25, 51, 62, 
65] and the regression models. Moreover, for this purpose, 
it is possible to use the simple linear and quadratic 
regressions [66] as well as the more accurate methods of 
the design of experiments and the factorial experiment [64, 
67]. 
3.8 Economic analysis 
It should be particularly noted that the methods of 
mathematical modeling of RO allow also carrying out the 
economic evaluation of the process. First of all, it refers to 
the seawater desalination process [56, 60]. Moreover, 
during the RO optimization in most cases, the choice of 
optimum was carried out with regarding economic 
parameters [54–57, 60–61], in particular the clean water 
price and energy consumption. The estimation of 
economic parameters of the process also was carried out 
without the optimization procedure [68], including the 
application of econophysics and econometrics [48], 
thermo-economic analysis [69], and stochastic modeling 
[70]. 
3.9 Other approaches to simulation of reverse 
osmosis 
In particular cases, the other approaches for RO 
simulation can be used, including the semi-empirical 
model [71] and scale-up models [72]. There are some 
particular cases when these methods are reasonable, 
especially during consideration of nonconventional 
systems, for example, in case of using renewable energy 
sources (the energy of the ocean waves to generate the 
applied pressure) [73]. Also, the nonconventional 
approaches were used for the analysis of concentration 
polarization [74] and membrane regeneration [75], but this 
question should be considered apart. 
4 Nanofiltration 
4.1 Classification of nanofiltration models 
Since the NF process is the most similar to RO, the 
classification of the mathematical models of this process is 
analogical to the described above the general 
classification. However, it was pointed out by Williams [2] 
that the characteristic feature of the NF membrane is the 
presence of the surface charge. Therefore, this fact allows 
considering the specific models based on the Donnan 
theory, the extended Nernst-Plank equation, and the 
Maxwell-Stephan equations were developed. Also, the 
CFD, ANN, and optimization approaches were used for 
simulation of the NF process. The distribution of the 
chosen articles by classes is shown in Fig. 5. 
4.2 Irreversible thermodynamics models 
As in a case of RO, the Kedem-Katchalsky and 
Spiegler-Kedem models are applied for the simulation of 
NF process; moreover, as it was shown by Ahmad [76], 
this approaches can be used for both cases namely the 
transport of the neutral components through uncharged 
membranes and the transport of the ions through the 
membrane with fixed surface charge. 
 
Figure 5 – The number of NF models in the chosen articles by 
classes: 1 – irreversible thermodynamics models; 2 – diffusion-
based models, 3 – pore models; 4 – Donnan equilibrium 
models; 5 – extended Nernst-Plank equations based models;  
6 – Maxwell-Stephan equations based models; 7 – CFD models; 
8 – ANN models; 9 –optimization and economic analysis;  
10 – other models 
Furthermore, for describing NF, the same equations as 
for RO can be used. In particular, according to the Kedem-
Katchalsky model the equation (1), equation (2), and 
equation (4) are applied, and according to the Spiegler-
Kedem – the equation (6) and equation (8). 
In the period under consideration, the Kedem-
Katchalsky model was used for describing the periodic NF 
process [77] and amino acids separation [78]. At the same 
time, the Spiegler-Kedem model found a more 
comprehensive range of application, which includes the 
separation of the salt [79, 80] and organic components 
solutions [81], metabolism products of the 
microorganisms [18] multicomponent solutions [81], and 
brackish water desalination [9]. Also, this model appeared 
to be useful for the determinations of the characteristics of 
new membranes [82, 83]. 
In the set of researches, it was carried out the 
comparison of the results of the simulation using the 
irreversible thermodynamics with results obtained with 
other models, including the extender Nernst-Plank [76, 77, 
81–83], solution-diffusion model [83] and artificial neural 
networks [79]. In that cases, it was pointed out that the 
Kedem-Katchalsky and Spiegler-Kedem models are more 
simple and required less of information [81], and the 
comparison with the experimental data shows that 
difference is 8–13 % [18, 79]. 
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However, in some cases, when the relationships 
between the coefficients in the mentioned above, equations 
with concentration are not clearly expressed, during the 
simulation, the adjustment factors had to be used [20]. 
4.3 Diffusion based models 
Despite that, the NF membranes have a skin layer with 
a porous structure; the diffusion-based models described 
in section 3.3 has also been used in some researches for the 
NF process analysis. As in the case of irreversible 
thermodynamics, the equations for RO and NF are the 
same, namely equation (11)–(15) for the solution-diffusion 
model and equation (16)–(18) for the solution-diffusion-
imperfection model. 
In the considered period, the solution-diffusion model 
was used mainly for the system containing the organic 
components, including polar (methanol, ethanol, 
isopropanol) and nonpolar (pentane, hexane, octane) 
solvents [21] and mixtures of alkanes, alcohols, and 
ketones [84]. The other applications include influent 
treatment, in particular X-rays indicators [85] and tannery 
[86] and water treatment [26]. Also, this model was useful 
for the determination of membrane structure and its 
characteristics [83] and optimization [87]. 
The solution-diffusion-imperfection model was also 
used for the description of the NF separation of organic 
compounds (alcohols) [88]. 
The comparison of the solution-diffusion model with 
other models, in particular the Spiegler–Kedem model 
[83], extended the Nernst-Plank equation [83], Maxwell-
Stephan equations [84] and artificial neural networks [26], 
shows that other models are more suitable for the NF 
process description. For example, Zhao and al. [26] 
pointed out that the predictions of permeate concentration 
with the solution-diffusion model are inaccurate, and 
Dijkstra and al. [84] emphasized that the Maxwell-Stephan 
equations are a more realistic description of the process. 
Likely, it was a reason for the narrow range of the 
applications of this approach. However, in some cases, a 
good agreement with experimental data (difference in the 
range of 10–15 %) was observed [86]. The higher accuracy 
of the diffusion-based models can be archived by 
considering the concentration polarization [85, 86]. 
4.4 Pore flow-based models 
As in a case of reverse osmosis, for the NF process 
simulation, the models described in section 3.4 were used 
in a limited range. In most cases, the transport of organic 
compounds, which is less influenced by the surface charge 
of the NF membranes. For example, Verliefde and al. [89] 
modified the solution for the description of the separation 
of the pesticides and pharmaceutical pharmaceuticals and 
Mattaraj, and al. [90] did the same for multicomponent 
mixtures containing the natural organic compounds. It 
should be noticed that Mattaraj and al. [90] considered the 
irreversible fouling formation; therefore, the stage of 
filtration through the cake layer was introduced into the 
model. The separation of ions was considered by Chaabane 
and al. [91], and the comparison of some algorithms 
(TREMBLAY, VERNIORY, NAKAO) was compared. 
Also, the comparison of the results of simulations with 
experimental data was carried out by Verliefde and al. 
[89], and the pore flow-based models were compared with 
other models by Dijkstra and al. [84]. 
4.5 Donnan Equilibrium 
Considering that most of the NF membrane has a 
negative surface charge, the equilibrium between the 
membrane and the solution appears when the membrane is 
in contact with the electrolyte solution. According to 
Williams [2], if it was assumed that the electrolyte in 
solution dissociates following the equation: 
 
−+ += nmmn NMNM  (32) 
then the dynamic equilibrium between the negatively 
charged membrane and the salt solution is established. In 
this case, the distribution coefficient can be represented in 
a form [2]: 
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where Cim is the ions concentration in a membrane; CFi 
is the ions concentration in feed solution; C*m is the 
membrane charge capacity; γ is the activity coefficient of 
the ions in solution; γm – is the activity coefficient of the 
ions in the membrane 
Based on Donnan equilibrium, the steric exclusion 
model was developed according to that the partitioning 
between the membrane and the bulk of solution can be 
represented in a form [92]: 
 





−=










D
i
ii
ii
RT
Fz
C
c
exp
0
 (34) 
where γi is the activity coefficient of the ions in the 
membrane; γ0i is the activity coefficients in the bulk of the 
solution; Ci the concentration of the ions in the solution; Φ 
is the steric partitioning; zi is the ion valence; F is the 
Faraday constant; R is the gas constant; T is the absolute 
temperature; ΔΨD is the electric potentials difference.  
From the Donnan equilibrium, the rejection rate of each 
solute can be obtained according to Szymczyk et al. [93] 
can be expressed in a form:  
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where ( )−0ic  is the ions concentration on the entrance 
of the pore; ( )+xci  is the ions concentration on the output 
of the pore.  
It should be noticed that Szymczyk and al. [93] wrote 
down the equilibrium on the entrance and output of the 
pores, and the equation (35) was modified with 
considering the solvation energy. Moreover, in many 
cases, the Donnan steric exclusion model was 
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supplemented by considering the dielectric exclusion [94–
97]. 
Considering the assumption of the Donnan steric 
exclusion model, it was logical to applicate it for the 
electrolyte separation simulation [92–98], but this 
approach was also used for NF of organic compounds [99]. 
The Donnan equilibrium allows predicting the selectivity 
with high accuracy but does not show anything about the 
flux. Therefore, for the prediction of the flux through the 
charged membranes in most cases, it is used the extended 
Nernst-Plank equation, which is discussed in more detail 
below. For this reason, the Donnan steric exclusion model 
is often supplemented by the model based on this equation 
[92, 94, 98]. 
4.6 Extended Nernst–Plank equation 
Hilal and al. [100] noticed in comprehensive review 
work that most NF models are based on the extended 
Nernst-Plank equation. This statement is in agreement 
with the data shown in Fig. 5. 
According to Bowen and al. [101], the extended 
Nernst–Plank equation describes the transport of ions in 
the membrane pores by relationship as follows:  
 VcK
dx
d
F
RT
Dcz
dx
dc
Dj ici
piiii
pii ,
,
, +

−−=  (36) 
where piD ,  is the diffusivity coefficient of the solute in 
pores; iz  is the valence of the ion; ic  is the concentration 
inside the membrane; R is the gas constant; T is the 
absolute temperature; F the Faraday constant; ciK ,  is the 
hindrance factor for convection of ion; V is the solvent 
velocity. 
Also, Bowen and al. [101] pointed out that 
electroneutrality in the bulk of the solution and into the 
membrane can be written in a form: 
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where Ci is the concentration in bulk. 
In equation (36), the first term describes the diffusion 
transport, the second one describes the transport by the 
electrostatic forces, and the third one describes the 
convective transport [2]. It should be noticed that 
Chaabane and al. [102] defined that, in the case of the NF 
od salt solutions, the dominant contribution to the flux 
belongs to convections. 
Under conditions of the electrical neutrality in pores and 
the absence of the current equation (36) can be solved 
relatively to gradient potential [101]: 
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Similarly, the gradient potential can be represented in a 
form [101]: 
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This approach allows solving the coupled equation 
using the numerical methods [101]. 
The selectivity of the process can be evaluated using the 
Donnan equilibrium described above. For the simplest 
case with include uncharged solutes, the simplified 
solution can be obtained [101]: 
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where i  is the steric partitioning coefficient; Pe’ is 
the modified Peclet number. 
In the period under consideration, the extended Nernst-
Plank equation was applied primarily for the describing of 
salt solutions separation [92, 102–106], in particular for 
the water softening [107, 108]. It was also used for the 
cases of the isolation of the pharmaceuticals [109], the 
products of the fermentation [101], and surfactants [110]. 
It was mentioned above that the Spiegler–Kedem and 
solution-diffusion models were used for the determination 
of the membrane characteristics. The extended Nernst-
Plank equation was also applied for these purposes in a 
case of charged membranes [82, 83]. Furthermore, the 
Teorell–Meyer Sievers method was used for the 
determination of the effective charge density. 
In some researches for more accurate describing on NF 
process, the considered equation was supplemented by 
considering the additional factors. They include the 
Donnan equilibrium [94, 98, 108, 109], the Born exclusion 
[109], the adsorption [110], the energy of solvation [108], 
and the concentration polarization [103]. 
The comparison of the models based on the extended 
Nernst-Plank equation with the other models [76, 81-83, 
94] shows that this model in mist suitable for the 
description of the electrolyte solutions separation, whereas 
Mandale and Jones [81] claimed that the Spiegler–Kedem 
model is more suitable for the describing if the NF of the 
organic compound solutions. Although Wendler and al. 
[110] pointed out that the extended Nernst–Plank equation 
was valid for the case of the sodium dodecyl sulfate 
solution separation, moreover, another disadvantage 
limitation of the considered in the current section approach 
is the inaccuracy of the assumption about the equality of 
the surface charge and the charge into the membrane [109]. 
In this case, the incorporation of the fitted parameter is 
recommended for compensation of this disagreement 
[109]. 
4.7 Maxwell–Stephan equations 
The use of the Maxwell-Stephan equations is another 
approach to the NF simulation, which considers the 
membrane charge. According to Noordman and 
Wesselingh [111], this transport equation can be 
characterized as a force balance on the individual 
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components of the mixture. In other words, the sum of the 
driving force on the particle i is equal to the frictions with 
all other particles j. 
The other assumption of these equations is that the 
friction force by any particle j on the particle i is 
proportional to the friction of j in the mixture, and also, 
this force is proportional to the difference in velocities 
between two particles. The simplest case is a liquid 
mixture since it can be considered as homogenous on a 
small scale (if the chosen elementary volumes are much 
bigger than the molecule dimensions) [111]. 
Under isothermal conditions, the Maxwell-Stephan 
equations can be written in a form [111]: 
 ( ) −=
j
jijiji uuxF ,  (42) 
where xj is the particle j concentration (molar fraction); 
ζi,j is the friction coefficient between particles i and j;  
ui and uj are the diffusive volumetric fluxes of the particle 
i and j correspondingly. 
The driving force is the gradient of the electrochemical 
potential of the i-th component of the mixture. In most 
cases, it can be represented as a sum of the gradients of the 
chemical potential, pressure, and electrical potential [111]: 
 −−−= FzPVF iiipi  (43) 
where ip  is the gradient of the chemical potential of 
the particle i in the membrane pores; Vi is the partial molar 
volume of the particle i; P  is the pressure gradient; zi is 
the valence of the ion; F is the Faraday constant;   is 
the electrical potential gradient. 
If the dimensions of all parameters are in the SI system, 
the driving force is expressed in Newtons per mole [111]. 
Under idealized conditions which include the 
consideration of the distribution of the small spherical 
particles in viscous liquids, the friction coefficient can be 
defined from Stokes law [111]: 
 iaji dL = 3,  (44) 
where LA is the Avogadro number; η –is the dynamic 
viscosity; di is the particle diameter. 
It should be noticed that in liquids, the friction 
coefficients for the two particles are equal [111]:  
 ijji ,, =  (45) 
Equation (45) is known as the Onsager reciprocal 
relation [111]. 
Considering (43), equation (42) also can be rewritten in 
specific parameters (in terms per mole of the mixture) 
[111]: 
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Moreover, the friction coefficient can be replaced by the 
Maxwell–Stefan diffusivity coefficients [111]: 
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To define the overall volumetric flux, the viscous flux 
of the mixture should be added to diffusion flux [111]: 
 fii vuw +=  (48) 
The Maxwell-Stephan equations, therefore, allow 
defining the velocity profile in the membrane pores and, 
consequently, the values of the fluxes. The effectivity of 
the separation, according to this approach, can be 
evaluated, for example, by using the viscous selectivity 
value. This parameter can be represented in a form [111]: 
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where φi, Ks, Kt the coefficients, which depend on the 
pore size of the membrane and the solute properties. 
The models based on the Maxwell-Stephan appeared to 
be suitable for the description of the transport of the 
organic compound, including organic solvents [84, 112] 
and also for the simulation of the separation of the 
multicomponent mixture [113]. For the case of the salt 
solution, this approach is suitable for the description of the 
transport through the ceramic membranes [114]. 
It should be noticed that the Spiegler–Kedem model and 
the extended Nernst-Plank equation can be considered as a 
particular case of the Maxwell-Stephan equations [111]. 
4.8 Computational fluid dynamics 
The extended Nernst–Plank equation allows adequately 
describing of the NF process, unlike the case of reverse 
osmosis, there is no entirely necessary to use the methods 
of computational fluid dynamics. However, some papers 
about this kind of NF simulation were published. Most of 
them were carried out by one research group, including 
Geraldes, Semiao, and de Pinho [115–117] without using 
commercially available software. The coupled equations 
(equation (29)–(31)) were solved using the finite volume 
method. In the mentioned set of researches, the primary 
attention was dedicated to the salt solution separation. 
They considered both diffusive and convective transport 
and also the transport of matter insight into the membrane 
and the solute-membrane interactions (the las factors were 
considered in boundary conditions of mass transfer). The 
investigations were carried out for the cell, which 
simulates the spiral wound module, and experiments 
verified the results. The same cell was considered by 
Koutsou and al. [35] using commercial software Fluent. It 
this work, the influence of spacers, hydrodynamic 
conditions, and solute properties was considered. 
Mentioned above factors were considered by spacer angles 
(Fig. 4), Reynolds number (Re), and Schmidt number (Sc). 
4.9 Artificial neural networks 
It was mentioned above that the application of the ANN 
is rational when the nature of the phenomena is not clearly 
understood. At the same time, during the simulation of the 
NF, the physical phenomena are reasonably 
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comprehensive, considered by the discussed above 
models. Therefore, in the considered period, the artificial 
neural network was not widely used. In some researches, 
this approach was applied to the simulation of the 
separation of multicomponent mixtures [118] and organic 
compounds [119], and of the water treatment [26, 79]. The 
separation of the multicomponent systems is the most 
suitable case of ANN application since, in that case, the 
process selectivity is characterized by nonlinear 
dependences on the concentration of components, applied 
pressure, and pH [118]. In such conditions, the simulation-
based on physical principles is complicated. Despite that 
ANN are more effective that the solution-diffusion model 
[26] and is in good agreement with experimental data (the 
difference was in the range of 5–8 %) [79], this approach 
was used in a limited range. 
4.10 Optimization and economic analysis 
As in a case of reverse osmosis, the determination of the 
optimal conditions for the process performance is a 
significant question for the practical application of the NF. 
For optimization of the NF process, the methods similar to 
ones described in section 3.7 were used. 
In most cases, the economic parameters have been 
accepted as optimal criteria, including the minimum 
capital and energy requirements [87, 120–122] and also the 
maximal annual profit [123]. The optimization procedure 
also was carried out to minimize the level of fouling (using 
the conception of the critical flux) [124] and to define the 
optimal characteristics of membranes, including porosity 
and surface charge [125]. It should be noticed that 
Yaroshchuk [125] claimed that the characteristics of the 
conventional NF membrane do not correspond to the 
optimal conditions. 
The optimization of the NF was carried out using the 
phenomenological equations [87], the extended Nernst-
Plank equations [101, 126], artificial neural networks 
[118], and also the factor experiment methods [67]. In 
general, the same approaches, as in the case of RO, were 
used. 
4.11 Other approaches to simulation of 
nanofiltration 
In some cases, the other approaches to the simulation of 
the NF process were used. First of all, this relates to the 
specific systems, such as diafiltration set-ups [127] and 
composite membranes with a catalyst layer [128], where 
the conventional models are not suitable. There are also 
cases when tits rational to use simplified [129, 130] and 
semi-empirical approaches [131–135], or otherwise when 
it is necessary to consider the imperfections [136, 137]. 
Moreover, since the NF membranes are electrically 
charged, the models for calculation of the surface charge 
were developed [138, 139]. 
5 Ultrafiltration 
5.1 Classification of ultrafiltration models 
The simulation of the UF process is based on the same 
approaches as reverse osmosis (Fig. 6). However, since UF 
membranes have pores up to 0.1 μm [140], the models 
based on the diffusion almost were not applied. Only Das 
and De [86], which considered the treatment of the effluent 
collected from a tannery by consistent NF and UF, used 
the solution-diffusion model for the description of both 
processes. 
The irreversible thermodynamics also used only in 
particular cases, for example, Wang and Rodgers [141] 
considered the model, based on the Kedem–Katchalsky 
approach, and Katsikaris and al. [140] took the Spiegler–
Kedem model as a basis. It should be noticed that in both 
cases, the separation of natural polymers, including 
proteins, and the models were supplemented by additional 
terms that consider the concentration polarization. 
 
Figure 6 – The number of NF models in the chosen articles by 
classes: 1 – models based on irreversible thermodynamics; 2 – 
models based on diffusion, 3 – models based on pore flow; 4 – 
models based on CFD; 5 – models based on ANN; 6 –
optimization; 7 – other models. 
Since the number of these models is small, it is not 
reasonable to make them a separate section. 
It also should be noticed that the relative number of 
models based on artificial neural networks for UF is more 
significant than for RO and NF. 
5.2 Pore flow-based models 
Unlike the RO model, in which both diffusive and 
convective mechanisms of transport are considered and the 
models themselves based on the force balance (in the case 
of NF, the electrostatic relationships are also considered), 
in the case of UF, the more straightforward approaches are 
used. They are based on the Darcy equation and the 
Hagen–Poiseuille equation. This is due to the more 
significant dimensions of pores in UF membranes. 
The Darcy equation can be written in a form [142]: 
 
( )+
=
cm
p
rR
P
V  (50) 
where Vp is the specific volumetric productivity by 
permeate; P is the transmembrane pressure; μ is the 
viscosity of liquid; Rm is the clean membrane resistance;  
rC is the specific cake resistance; Γ – specific cake deposit 
(cake mass per unit membrane shell surface area) [142]. 
It should be noticed that in equation (50), unlike 
conventional filtration, the cake resistance is not 
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determined using its thickness. For this purpose, the 
specific parameter Γ has been introduced. This 
characteristic can be defined from the mass conservation 
equation. For the case of the hollow-fiber membranes, it 
was represented by Polyakov[142] in a form: 
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where c is the solute concentration (for the case of 
microfiltration, this is the concentration of the suspended 
particles); t is the time; z is the coordinate normal to the 
length of the hollow fiber; w is the fluid velocity; s is the 
specific membrane surface. 
The joint solution of the equation (50) and equation (51) 
can be defined for the cases of constant pressure and 
constant permeate flux [142]. 
The Darcy equation appears to be useful for the 
development of artificial neural networks [143]. 
The Hagen–Poiseuille equation is a form of expression 
of the momentum balance for a case of the laminar flow in 
capillaries. In can be written for the tubular modules in a 
form [144]: 
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where Δp is the transmembrane pressure; μ is the 
viscosity of solution; Q is the volumetric flow rate; rm is 
the membrane channel radius; F is the correction factor. 
However, usually, the Hagen–Poiseuille equation 
requires the corrections, for example, considering the 
concentration polarization and resistances to mass transfer 
[144, 145]. It is rational to use the numeric methods, 
including the finite element method, for the solution of 
these models [146]. 
5.3 Computational fluid dynamics 
For the case of UF, the CFD methods were more 
frequently used than for NF. In this case, the same 
commercial software, such as ANSYS [45] and FLUENT 
[147-150], was applied. The Comsol [151] and the 
realization of computational algorithms without the 
commercial program products [152-154] were also used. 
The simulation using the CFD was mainly applied to the 
solving of the common problems of the UF, which are 
related to the concentration of macromolecular 
compounds, including proteins [151], bovine serum 
albumin [152, 154], and oil-water emulsions [153]. 
Among the nonconventional approaches, the researches, 
which deserves attention, include the gas injection in the 
stream of feed solution [149] and the detailed analysis of 
the vortex formation in membrane channels [147, 148]. 
The specifics of the UF process require paying more 
attention to the concentration polarization phenomena [45, 
151], the gel layer formation [154], and the adsorption of 
the feed solution components by the membrane material 
[154]. Also, the influence of the concentration on the 
values of the viscosity, osmotic pressure, and diffusivity 
are more significant in comparison with other processes 
[45, 152]. Therefore, as it was pointed out by Wiley and 
Fletcher [45], the excessive simplification of the 
dependencies of these values on concentration leads to the 
misleading obtained in simulation. 
5.4 Artificial neural networks 
The wide range of use of ANN for the simulation of the 
UF process is likely explained by the more significant 
influence of concentration polarization and the more 
significant tendency to the fouling formation in 
comparison with RO and NF. To confirm this assumption 
that the questions of concertation polarization and fouling 
are involved in most models of this class [143, 155–158]. 
The ANNs were also a useful tool for describing the UF 
realization in the pulsation mode [155, 159]. 
This approach to simulation was used for the 
application of UF in the drinking water production from 
surface waters [143, 156], the concentrating of bovine 
serum albumin [155, 159], and the separation of milk [157, 
158]. Artificial neural networks were designed based on 
both only experimental data [156, 157, 159] and 
theoretical understanding [143, 155]. It was pointed out by 
Curcio et al. [159] that the results of simulation by ANN 
were in good agreement with the experimental data, and 
differences were less than 5 %. 
5.5 Optimization 
The number of articles dedicated to the optimization of 
the UF is somewhat less in comparison with the described 
above processes. The probable reason for this is a more 
significant influence of concentration polarisation, which 
was mentioned in sections 5.3 and 5.4. In these conditions, 
the optimization problem becomes more complicated. 
Such parameters as the minimal membrane surface area 
[160], the maximal profit [123], and minimal cost of the 
membrane (by the determination of the optimal duration of 
the operation time of membrane) [161] were chosen as 
optimal criteria. The optimization procedure was also 
carried out for the cleaning cycles [162] and the membrane 
manufacturing [163] (the optimization was aimed at the 
determination of the conditions, which provide the 
integrity of the skin layer). The optimization was carried 
out for the case of wastewater treatment [123, 162] and the 
concentration of the dairy products [160]. 
5.6 Other approaches to simulation of 
ultrafiltration 
It was pointed out by Paris and al. [164] that 
conventional models, in particular, the gel layer model or 
osmotic pressure model give the results, which are not in 
agreement with the experimental data. Therefore, in this 
work, the new model was developed. It can be considered 
as close to the CFD approach. Similar models based on the 
mass and momentum balances were developed by Sarkar 
and al. [165] and Yeh and Chen [166]. Moreover, the 
models based on dimensionless equations for 
determination of mass transfer coefficient [167] and 
chemical kinetics [168] were used. In most cases, such 
models were applied to the unique systems, including the 
stirring cells [165], the presence of the wired-rod insight 
the membrane channel [166], and the hybrid process, 
which includes the chelating and ultrafiltration [168]. 
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As in most considered above cases, during the 
simulation of the UF, the unconventional models consider 
the concentration polarization and fouling [164, 166, 167], 
in particular the influence of the properties of the 
contaminants (including the rheological properties) on the 
transport intensity [169]. 
6 Microfiltration and other processes 
The MF process is close to UF by its physical essence, 
therefore for the simulation of both processes the similar 
approaches are applied, including Darcy and Hagen–
Poiseuille equations [170] and the CFD methods [171]. 
The UF and MF are similar by being influenced by the 
concentration polarization, which is considered in both 
mentioned researches. 
It should be noticed that MF and sometimes UF is often 
used in the membrane bioreactors, which are used for the 
biological wastewater treatment [172]. The membrane 
bioreactors are the membrane units (usually hollow-fiber 
ones), immersed in the vessel, in which the wastewater and 
active sludge are supplied [172]. The simulation of the 
membrane processes in that systems can be carried out 
using the conventional for the MF methods, including the 
Darcy equation [170, 172] and Hagen–Poiseuille equation 
[170], and also with using of the optimization methods 
[173]. 
The forward osmosis also belongs to the pressure-
driven membrane processes. For the description of this 
process, the osmotic pressure model is the most often used. 
According to it, the permeate flux can be represented in a 
form [174]: 
 ( )wfwdw AJ ,. −=  (53) 
where A is the penetration constant for the clean water; 
𝜋𝑑.𝑤 − 𝜋𝑓,𝑤 is the effective osmotic pressure difference. 
This model also should be supplemented by terms, 
considering the concentration polarization. Moreover, 
both types of concentration polarization, namely diluted 
(at the permeate side) and concentrated (at the feed side), 
should be considered [174]. Additionally, it should be 
noticed that in some works, the models of the membrane 
manufacturing processes [163, 175, 176] and the 
estimation of its properties [177, 178] were developed. 
7 Conclusions 
In the present article, the published researches dedicated 
to the mathematical modeling of the pressure-driven 
membrane processes for the period 2000–2010 was 
reviewed and analyzed. The key positions are following: 
(i) except the conventional approaches (including 
irreversible thermodynamics, diffusion, and fore flow) the 
novel methods found full application including primarily 
CFD methods and also the artificial neural networks and 
optimization methods; (ii) the irreversible 
thermodynamics and the diffusion approaches was still 
used to a limited extend for the analysis of RO and NF 
processes in cases when there was not necessary for high 
accuracy of predicting, and also for the characterization of 
the novel membranes. This is due to the relative simplicity 
of such models; (iii) in the earlier reviews [1, 2] it was 
pointed out that preferential sorption-capillary flow model 
was the most widely used model of RO process, but in the 
period under consideration, it was used by a relatively low 
number of the researches. Instead, the CFD method was 
used on larger scales. Considering the development of the 
computer technologies, it is reasonable to assume that this 
is the most perspective way in the simulation of all 
pressure-driven membrane processes; (iv) the extended 
Nernst-Plank equation is the most effective way for the 
simulation of NF. It describes the all physical phenomena 
involved, which take place in this process, with reasonable 
completeness; (v) the Darcy and Hagen–Poiseuille 
equations are the most suitable approach for the simulation 
of UF and MF; (vi) despite that the artificial neural 
networks can be more accurate in predictions than 
physically based models, its application was limited, and 
the most reasonable cases for using this approach are 
processes with significant influence of the concentration 
polarization and fouling formation; (vii) the optimization 
of the pressure-driven membrane processes in most cases 
was based on the optimal economic criteria, including the 
minimal energy consumption for the process performance; 
(viii) in most cases for the destination the comprehension 
of the mathematical description of the process, the 
transport models should be supplemented by terms with 
considers the concentration polarization. 
This conclusion allows for estimating the development 
of the simulation of pressure-driven membrane processes 
more thoroughly. Moreover, even at this stage, the current 
review allows choosing the most suitable strategy for the 
simulation of pressure-driven membrane processes. 
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