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Abstract—Multimodal learning aims to discover the relationship between multiple modalities. It has become an important research
topic due to extensive multimodal applications such as cross-modal retrieval. This paper attempts to address the modality
heterogeneity problem based on Gaussian process latent variable models (GPLVMs) to represent multimodal data in a common space.
Previous multimodal GPLVM extensions generally adopt individual learning schemes on latent representations and kernel
hyperparameters, which ignore their intrinsic relationship. To exploit strong complementarity among different modalities and GPLVM
components, we develop a novel learning scheme called Harmonization, where latent model parameters are jointly learned from each
other. Beyond the correlation fitting or intra-modal structure preservation paradigms widely used in existing studies, the harmonization
is derived in a model-driven manner to encourage the agreement between modality-specific GP kernels and the similarity of latent
representations. We present a range of multimodal learning models by incorporating the harmonization mechanism into several
representative GPLVM-based approaches. Experimental results on four benchmark datasets show that the proposed models
outperform the strong baselines for cross-modal retrieval tasks, and that the harmonized multimodal learning method is superior in
discovering semantically consistent latent representation.
Index Terms—Multimodal learning, Gaussian process, latent variable modeling, cross-modal retrieval.
F
1 INTRODUCTION
MULTIMODAL learning aims to discover the relation-ship between data of multiple modalities such as
images, texts, graphics and audios [1], [2], [3]. It has been
extensively studied in recent years owning to the demands
evoked by a wide range of applications, e.g., audio-visual
speech recognition [4], image captioning [5], [6] and cross-
modal retrieval [7], [8], [9]. In this work, we focus on
cross-modal retrieval task, which aims to retrieve semantic
relevant data objects from one modality in response to a
query from another modality. Users can retrieve images
that are matched to the content of a text, or search relevant
textual descriptions of an interesting picture.
The heterogeneity of different modalities makes multi-
modal learning a challenging problem. Instances across
different modalities cannot be compared directly since they
are represented in different feature spaces. To solve this
problem, latent variable modeling techniques are often
employed to represent multimodal data in a latent space
that captures the correlation information shared by all the
modalities. As shown in Fig. 1, data of different modalities
(e.g., image and text) are represented as feature vectors
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Like most of the UK, the Manchester area mobilised extensively during World War II. For 
example, casting and machining expertise at Beyer, Peacock and Company's locomotive works 
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The Bobcat is an exceptionally adaptable animal. It prefers 
woodlands—deciduous, coniferous, or mixed—but unlike the 
other ''Lynx'' species it does not depend exclusively on the 
deep forest. It ranges from the humid swamps of Florida to 
desert lands of Texas or rugged mountain areas. It will make 
its home near agricultural areas, if rocky ledges, swamps, or 
forested tracts are present…
The rocks underlying the Black Moshannon Creek 
drainage basin are primarily shale, sandstone, and 
coal. (No ISBN) Three major rock formations are 
present in Black Moshannon State Park, all from the 
Carboniferous period. These sedimentary rocks 
formed in or near shallow seas roughly 300 to 350 
million years ago. 
Kane was born in Mallow, County Cork in Ireland, the fifth 
child of the eight children of Michael Kane and Frances Loach. 
His father, a soldier from Preston, Lancashire, England, 
served in the Royal Horse Artillery until his discharge in 1801. 
The family then settled in Ireland. Sometime between 1819 
and 1822, they emigrated to Upper Canada and settled in 
York, which would later, in March 1834, become Toronto. 
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Fig. 1. Overview of latent variable modeling for multimodal data (left)
and an example of cross-modal retrieval (right). In the common space,
the solid square indicates the image modality and the hollow square
indicates the text modality.
through feature extraction, and then the features are em-
bedded into a common latent space X through modality-
specific mapping functions. At last, latent representations
can be used to measure cross-modal similarity and enable
cross-modal retrieval via similarity ranking.
As a probabilistic non-linear non-parametric latent
variable method, Gaussian process latent variable model
(GPLVM) [10] relies on mappings that constitute samples
from Gaussian process (GP) determined by its covariance
or kernel function. Being extended to multimodal learning
setting [11], the non-parametric nature of modality-specific
GPs allows for more flexibility than parametric mappings in
learning the low dimensional embedding for heterogeneous
data. Following the correlation observation fitting principle,
existing studies on GPLVM extensions focus on the design
of the latent space structure, but let hyperparameters of
the mapping function be learned independently without
any informative prior. Such schemes are less adaptive to
the multimodal information complementarity, and the inde-
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2pendently learned GP functions are faced with risk to be
mutually incompatible on real-world problems.
In fact, as a key component of GPLVM, the GP ker-
nels, parameterized by the latent representation and the
hyperparameters, are recognized as a means of pattern
discovery for data extrapolation [12], [13]. Gaussian pro-
cess mappings with more expressive kernels lead to more
explicit representations for heterogeneous data modalities.
The GP kernel can also be seen as a special kind of metric
constructed on the latent representation. Similar as the latent
space, the kernel hyperparameters are also regularized with
some individual priors in fully Bayesian GPLVM [14], [15].
Despite of more smoothness endowed by the priors, the
GP kernels are learned towards maximal modality-specific
data likelihoods without any explicit structural or semantic
guidance. This may lead to limited expressiveness on GP
functions, and constrain the multimodal data extrapolation
quality in generative learning process. Besides, the topology
or semantic information in observation space is only trans-
ferred directly onto the latent space [16], [17] for multimodal
complementarity sharing [4], [18]. On account of the lack of
sufficient information sharing among the observation, latent
and functional spaces of multimodal GPLVM, it may lead
to insufficient multimodal information sharing when the
structure or semantic guidance tends to be sparse.
Based on the non-parametric multimodal GPLVM, we
aim to pave a new way of multimodal information sharing
among different GPLVM components beyond the correla-
tion observation fitting paradigm. Specifically, we study
a joint learning scheme for latent model parameters in a
way that exploits the complementary information across
multiple modalities and multiple GPLVM components. A
harmonized learning strategy is proposed for multimodal
GPLVMs to obtain a more expressive latent space shared
by multimodal data. In this paper, harmonized learning or
harmonization is a learning mechanism which can enforce the
structural agreement between different parameter spaces.
We define a harmonization loss function on GP kernels
and the similarity matrix of latent points, and formulate a
joint model-driven prior to learn the latent positions of ob-
served data and the modality-specific kernel hyperparam-
eters. Minimizing the harmonization function encourages
the structural agreement between similarity in the observed
data space, functional space and latent space, and leads to
better structural and semantic consistency on the learned
subspace.
In the context of multimodal GPLVMs, we propose three
harmonized formulations, i.e., the F-norm, the l2,1-norm and
the trace-based harmonization, to provide a full general-
ization on the harmonization prior with different statistical
interpretations. Accordingly, the harmonization constraint
is combined with existing multimodal GPLVM learner. Har-
monized Multimodal GPLVM (hmGPLVM) is the standard
multimodal GPLVM [11] with the harmonization prior. Har-
monized Similarity GPLVM (hm-SimGP) enforces harmo-
nized learning on the similarity-based GPLVM [19] to ensure
consistency between different similarity structures. Harmo-
nized m-RSimGP (hm-RSimGP) combines the harmonization
prior with the inter-modal similarity/dissimilarity prior in
the supervised m-RSimGP model [19] to better preserve
semantic correlation between data in the latent space. The
proposed harmonized multimodal GPLVM methods show
remarkable multimodal representation learning ability and
state-of-the-art performance over existing competitors.
The main contributions of this work are as follows.
• We propose multimodal harmonized learning which
exploits the complementary information across mul-
tiple modalities. Beyond data level fitting mecha-
nism, the Harmonization enforces a functional level
information sharing and alignment among modality-
specific transformations via latent representations.
• The harmonization, expressed by joint model priors
with different divergence measurements on kernel/
similarity matrices, enforces mutual influence be-
tween the GP covariance and the similarity in latent
space, thus the structural and semantic consistency
on the latent data points can be enhanced more
comprehensively with good theoretic guarantee.
• We extend several multimodal GPLVMs to harmo-
nized versions, and show that harmonization works
well with other learning mechanisms to produce a
better joint representation for multimodal data.
This paper is an extension of our previous conference
paper [20]. Besides the F-norm harmonized multimodal
GPLVM proposed in [20], we extend the harmonization
function to more general formulations with theoretic guar-
antees towards a wider range of applications. Also we apply
the harmonization with a range of multimodal GPLVM vari-
ants, e.g., the m-RSimGP model [19]. For large scale learning,
we leverage GPflow [21], a Gaussian process library that
uses tensorflow for faster/bigger computation. For cross-
modal retrieval tasks, we compare the latent representations
learned by our harmonized models to strong competitors.
On four widely used benchmark datasets, i.e., PASCAL,
Wiki, TVGraz and MSCOCO, experimental results in terms
of mAP score and precision-recall curve demonstrate that
the proposed method outperforms the state-of-the-art mul-
timodal learning methods.
2 RELATED WORK
The work of learning latent representations from multi-
modal data consists of both deterministic (e.g., CCA) and
probabilistic (e.g., GPLVM) methods.
Deterministic methods have been popular in multi-
modal learning field, and many different kinds of methods
have been proposed to learn consistent latent representa-
tions. Canonical correlation analysis (CCA) [22], [23] is one
of the most representative methods, which uses linear pro-
jections to learn latent representations of different modalities
that maximize their correlation. Due to its effectiveness in
latent variable modeling, CCA has also been widely used
in recent works such as [7], [24], [25]. However, linear
CCA-based methods are prone to producing trivial solu-
tions because of the correlation noise among multimodal
data [26]. Non-linear latent variable models are proposed,
among which kernel-based methods [23], [27], [28] have
been applied in many multimodal scenarios. Recently deep
learning methods [2], [29], [30], [31] have drawn consider-
able attention due to their promising representation learning
ability. For example, deep extensions of CCA [1], [32] are
3proposed which learn stacked non-linear mappings of two
data modalities. Besides these aforementioned methods,
there are many other ways to deal with multimodal learning
problem, such as partial least squares (PLS) methods [33],
[34], hashing methods [35], [36], [37], metric learning meth-
ods [38], [39], [40], dictionary learning methods [41], [42],
and so on. These aforementioned approaches just project
heterogeneous data into a latent manifold with specific
structure, while they lack a general intrinsic interpretation
on the modeling mechanism for relations between data
modalities.
Probabilistic models are used to construct common
representations for different modalities via latent random
variables. For example, multimodal topic models [43], [44]
learn topics as the shared latent variables to represent the
underlying correlations in multimodal data. Deep Boltz-
mann machines [45] are used to learn multimodal represen-
tations where each successive layer is expected to represent
the data at a higher level of abstraction. GPLVM-based
approaches [12], [46] relate data from different modalities
in a shared latent space through the use of GP mappings.
To enhance the robustness of the latent representation, ad-
ditive priors [16], [19] or regularization techniques [12], [46]
are used in the GPLVMs to preserve intra-modal topology
and inter-modal semantic correlation. Recently deep GP
extensions [47], [48] are also proposed by stacking GPLVM
modules as building blocks. Considering the nice properties
of GPLVM as discussed in the subsequent sections, we
conduct study on such probabilistic non-linear and non-
parametric multimodal latent space learning model.
3 BACKGROUND
This section reviews GPLVM for multimodal learning and
its widely used regularization techniques.
3.1 Multimodal GPLVMs
Different data modalities are assumed to be aligned in
a latent shared manifold for the techniques based on
multimodal Gaussian process latent variable model (m-
GPLVM) [11], [12], [46]. Without loss of generality, we
consider two data modalities Y 1 = [y11 , . . . , y
1
N ]
ᵀ ∈ RN×d1
and Y 2 = [y21 , . . . , y
2
N ]
ᵀ ∈ RN×d2 . As shown in Fig. 2(a),
the aim of standard multimodal GPLVM is to learn a single
latent variable X ∈ RN×q (where q  min (d1, d2)), which
is used to explain the implicit alignment between each pair
of instances from Y 1 and Y 2.
It is assumed that two data modalities for multimodal
GPLVMs are independently generated from the same latent
variable X via two sets of GP mappings. We can obtain the
latent variable X by learning the joint distribution over both
data modalities, i.e., p
(
Y 1, Y 2 |X ). With appropriate factor-
izations, the joint marginal likelihood of the full generative
model can be written in closed form as
p
(
Y 1, Y 2 |X, θ ) = p (Y 1 ∣∣X, θ1 ) p (Y 2 ∣∣X, θ2 )
=
∫
p
(
Y 1
∣∣F 1 ) p (F 1 ∣∣X, θ1 ) dF 1
·
∫
p
(
Y 2
∣∣F 2 ) p (F 2 ∣∣X, θ2 ) dF 2,
(1)
where F 1 and F 2 are GP mapping functions defined by sep-
arate kernel or covariance functions with hyperparameters
X
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Fig. 2. (a) Multimodal GPLVM (mGPLVM): Independent priors are im-
posed over the latent model parameters (X, θ1, θ2). (b) Harmonized
multimodal GPLVM (hmGPLVM): A joint prior in factored form is imposed
over the parameters, which is used to harmonize the learning of X and
kernel hyperparameters θ1 and θ2.
θ = {θ1, θ2}. For multimodal GPLVMs, the inputs to the GP
covariance functions, i.e., X , are latent representations. In
this paper, we treat both X and θ as latent model parame-
ters. Let c ∈ {1, 2} denote the reference to data modalities
in subsequent sections.
As a typical way to train multimodal GPLVMs, maxi-
mum a posteriori (MAP) has been applied to learn the latent
inputs X and the kernel hyperparameters θ. Traditionally,
separate prior distributions, i.e., p (X), p
(
θ1
)
and p
(
θ2
)
,
are imposed on the parameters. Thus, the parameters of the
standard mGPLVM are learned together by minimizing the
following negative log-posterior,
L =
∑
c
Lc − log p (θc)− log p (X) , (2)
where Lc is the corresponding negative log-likelihood of
p (Y c |X, θc ), c ∈ {1, 2}, and can be computed according to
Lc = dc
2
ln |Kc(X, θc)|+ 1
2
tr
(
(Kc(X, θ
c))−1Y c(Y c)ᵀ
)
, (3)
whereKc(X, θc) = kc(X,X) is the covariance matrix defined
by a kernel function kc with hyperparameters θc. For nota-
tional simplicity, we use Kc to denote Kc(X, θc).
The standard mGPLVM is incapable of preserving the
topological structure of high dimensional multimodal data
in the function embedding process. To maximize the consis-
tency to the modality-specific topologies, similarity GPLVM
(m-SimGP) [19] is proposed for multimodal learning, which
assumes that the intra-modal similarities are generated from
a shared latent space through multimodal GP mappings.
For simplicity, Gaussian kernel is used in [19] to compute
intra-modal similarities S1 ∈ RN×N and S2 ∈ RN×N ,
i.e., S1(y1i , y
1
j ) = exp
(
−‖y1i − y1j ‖2/2γ1
)
, S2(y2i , y
2
j ) =
exp
(
−‖y2i − y2j ‖2/2γ2
)
, where γ1, γ2 > 0.
Similar to multimodal GPLVM, the joint marginal likeli-
hood of m-SimGP over X and θ is given by,
p
(
S1, S2 |X, θ ) = p (S1 ∣∣X, θ1 ) p (S2 ∣∣X, θ2 ) , (4)
p(Sc |X, θc ) = 1Ac exp
(
−1
2
tr
(
K−1c S
c(Sc)
ᵀ))
, (5)
where Ac =
√
(2pi)
N2 |Kc|N , c ∈ {1, 2}. Likewise, the point
estimation over the latent representation X and the kernel
hyperparameters θ can be learned by optimizing an MAP
objective function with priors.
43.2 Regularized learning for GPLVM
To enhance model flexibility in dealing with real-world
problems, regularized GPLVMs have been proposed, which
provide smoother estimation of the latent model pa-
rameters. Typically, regularization in Bayesian GPLVM is
achieved by specifying a prior over X and θ, and then
averaging over the posterior.
Current GPLVM approaches generally treat latent vari-
able X and kernel hyperparameters θ independently, com-
bined with individual priors. For example, the kernel hyper-
parameters are assigned with a prior distribution p (θ) for
GP regression in [15]. A prior p (X) is added to the latent
space for GPLVM , which can be instantiated as back con-
straint [49], [50], class prior [51], locally linear embedding
prior [52], discriminative shared-space prior [16], distance-
preserved constraint [17], etc.
In the m-RSimGP work [19], cross-modal semantic con-
straints are imposed over the latent representation X , and
the constraints are derived from the following problem:
min
X
∑
(oi,oj)∈S
‖xi − xj‖2
s.t. ‖xi − xj‖2 > 1,∀ (oi, oj) ∈ D ,
(6)
where xi is the representation of the data point oi ={
y1i , y
2
i
}
in the latent space. S = {(oi, oj)} denotes the set
of object pairs with similar semantics, and D = {(oi, oj)}
denotes the set of object pairs with dissimilar semantics. We
can derive the learning objective of m-RSimGP by incor-
porating Eq. (6) into the likelihood maximization model in
m-SimGP.
Without exception, all the above-mentioned regulariza-
tion techniques are either imposed on X independently, or
derived from the observation space to the latent space X .
4 HARMONIZED MULTIMODAL LEARNING
Beyond existing individual learning for the latent repre-
sentations X and the kernel hyperparameters θ in multi-
modal GPLVM, we propose a joint learning strategy which
can guarantee a more structural consistent solution by en-
couraging sufficient information sharing among different
GPLVM components.
As shown in Fig. 2(b), we assume that the joint prior
distribution p
(
θ1, θ2, X
)
factorizes as a product of factors
p (θc, X),
p
(
θ1, θ2, X
)
=
1
Z
p
(
θ1, X
)
p
(
θ2, X
)
, (7)
where Z is a normalization constant to guarantee that
the joint distribution p
(
θ1, θ2, X
)
is properly normalized.
The joint learning of the shared latent representation and
kernel hyperparameter is accomplished by minimizing the
negative log-posterior,
argmin
X,θ
∑
c
Lc − log p
(
θ1, θ2, X
)
= argmin
X,θ
∑
c
Lc − log p (θc, X).
(8)
In this paper, we call the factorable joint prior p
(
θ1, θ2, X
)
as the harmonization prior over latent model parameters.
Different from Eq. (2) where the three kinds of latent model
parameters are assumed to be mutually independent, direct
connections are built amongX and θc by the factor p (θc, X)
of the harmonization prior. Next, we define the factors
using different types of harmonization constraints over the
modality-specific kernels and the similarity matrix in the
latent space.
4.1 The general formulation of harmonization
Multimodal learning aims to reduce the divergence between
similarity in the observed space and the latent space. In the
context of GPLVM, the similarity structure among observed
data can be characterized by the GP covariance kernel. Ac-
cordingly, we propose to encourage the agreement between
the modality-specific kernels and the similarity of latent
positions for multimodal data structure preservation. This
results in the following harmonization constraints:
Hc(Kc, Sx) ≤ ρc, c ∈ {1, 2}, (9)
where Hc(·, ·) is called the harmonization function. The co-
variance matrices K1 and K2 are determined by the shared
latent inputs and their respective kernel hyperparameters
θ1 and θ2. Since we have little prior knowledge on selecting
the optimal similarity formulation for the harmonization
function, we adopt the widely used similarity measure
from exponential family to define Sx ∈ RN×N , which is
computed on pairwise distance between latent positions, i.e.,
Sx(xi, xj) = exp
(−d2(xi, xj)/2γx), where γx > 0. Param-
eters ρ1, ρ2 > 0 control the divergence between modality-
specific GP kernels and the similarity of shared latent points.
The proposed constraints in Eq. (9) make the modality-
specific kernels harmonize with the similarity in the shared
latent space, and thus enforce the agreement between GP
kernels (K1 and K2) for different modalities. Therefore, it
can preserve the inter-modal consistency among the simi-
larity structures in the observed data space.
We formulate the harmonization constraint as a factor
over the kernel hyperparameter θc and the latent represen-
tation X , written as
p (θc, X) = exp
(
− 1
σ2c
Hc (Kc, Sx)
)
, (10)
where σ2c is a global scaling of the factor p(θ
c, X). By
combining the harmonization prior in Eq. (7) and the multi-
modal likelihoods, latent model parameters can be obtained
by minimizing the following problem:∑
c
L (F c,D) + µcHc (Kc, Sx) , (11)
where µc = 1σ2c controls the tradeoff between data fitting
and the penalty on the similarity divergence. The penalty
term is minimized to enforce the constraint in Eq. (9) to
be satisfied. L (F c,D) is the negative log-likelihood of the
respective data modality. In particular, L (F c,D) is given
by Eq. (3) in the standard mGPLVM. From the probabilistic
view point, the GP mappings F 1 and F 2 are no longer
conditionally independent given the latent inputs X . Con-
sequently, data from different modalities are more closely
related in the harmonized multimodal learning framework.
It can be noted that we give a general formulation of
the objective function in Eq. (11), where c does not have
to be limited to {1, 2}. Therefore, based on computational
resources available for processing, we can easily extend the
proposed approach to more than two modalities by adding
5new negative log-likelihoods and new harmonization regu-
larizers among Sx and Kc, c > 2.
4.2 Examples of the harmonization function
In the GPLVM framework, the optimization of latent rep-
resentations and hyperparameters is a challenging problem.
Based on this, choosing a well-behaved harmonization func-
tion does not make the optimization problem more difficult.
Here we provide a brief discussion on the choice of the
harmonization function Hc. For the gradient optimization
method, any convex and sub-differentiable function can be
used to define harmonization functions Hc.
This work presents two kinds of convex harmonization
functions, one is distance-based and the other is ratio-based.
The distance-based harmonization function is defined on
the difference between the kernel matrix and the latent
similarity matrix, i.e., Kc − Sx. In this case, two popular
matrix norms, the Frobenius norm (F-norm) ‖ · ‖F and the
l2,1-norm ‖ · ‖2,1 are applied.
• The F-norm harmonization function:
Hc(Kc, Sx) = ‖Kc − Sx‖2F , (12)
where the F-norm ‖·‖F is the element-wise Euclidean
norm on the matrix Kc − Sx. The F-norm harmo-
nization constraint ensures that the solution to the
kernels Kc should be in the vicinity of Sx measured
by the Frobenius norm. Besides, the kernels can also
be seen as noisy observations of Sx.
• The l2,1-norm harmonization function:
Hc(Kc, Sx) = ‖Kc − Sx‖2,1 , (13)
where the l2,1-norm ‖ · ‖2,1 is the sum of the Eu-
clidean norms of the columns of the matrix Kc − Sx.
Compared to F-norm, the l2,1-norm, as a loss/error
function, is more robust to outliers or large variations
distributed in the input data.
The ratio-based harmonization function is defined on
the “division” between the kernel matrix and the latent
similarity matrix, i.e., Kc−1Sx. The trace function tr(·) is
chosen to operate on the ratio of the two matrices.
• The trace harmonization function:
Hc(Kc, Sx) = 1
2
tr
(
Kc
−1Sx
)
, (14)
where the trace function tr(·) returns the sum
of diagonal entries of the square matrix Kc
−1Sx.
From an information theoretic perspective, the
trace harmonization function is related to the KL-
divergence between Gaussian distributionsN (0,Kc)
and N (0, Sx), and the trace constraint forces the two
distributions to be close.
With a sub-differentiable convex harmonization func-
tion, the factor part in the above problem (11) can be solved
using convex optimization algorithms. We will show by ex-
periments that each of the three harmonization formulations
shows distinguished model learning behaviors on different
datasets. In practice, the harmonization function can also be
designed for specific application needs. It is important to
clarify that there still are some types of sub-differentiable
and convex functions which can turn the joint harmoniza-
tion prior into a trivial prior. For example, if the harmoniza-
tion function is a constant function, i.e., Hc(·, ·) = const,
there is no informative prior over the parameters of the
model. If the output of the harmonization function can be
formulated as a function of the latent representation or the
hyperparameters, i.e., Hc(·, ·) = f(X) or Hc(·, ·) = g(θc),
the harmonization prior becomes an exclusive prior over
X or θc, and the model in Eq. (11) equals to the standard
multimodal GPLVM.
5 MULTIMODAL GPLVMS WITH HARMONIZATION
We discuss a range of specific formulations of the prob-
lem (11) with the proposed harmonization constraints. To
be specific, we consider three representative multimodal
extensions of the GPLVM, i.e., mGPLVM [11], m-SimGP [19],
and m-RSimGP [19], where the first is constructed on the
original high dimensional representations and the latter
two are constructed on the similarities in the observation
space. We formulate the harmonization constraints as pri-
ors over latent model parameters and incorporate them
into the three multimodal GPLVM extensions respectively.
We obtain three kinds of harmonized multimodal GPLVM
methods, i.e., hmGPLVM, hm-SimGP, and hm-RSimGP, as
shown in Fig. 3.
5.1 Harmonized multimodal GPLVM (hmGPLVM)
As described in Section 3.1, the mGPLVM algorithm gen-
eralizes GPLVM to the multimodal case by assuming that
the heterogeneous observed data Y 1 and Y 2 are generated
from a shared latent space X . For harmonized multimodal
GPLVM, the latent representation X is learned by minimiz-
ing the negative log-posterior L given by Eq. (8), where the
joint prior over X and θ is derived from the minimization of
the harmonization function Hc in (9). Specifically, we regu-
larize the latent model parameters of the previous mGPLVM
with the harmonization prior, and derive the harmonized
multimodal GPLVM (hmGPLVM):
argmin
X,θ
∑
c
Lc+µcHc(Kc, Sx), (15)
where c ∈ {1, 2}. The negative log-likelihood function Lc is
computed according to Eq. (3). µc is the tradeoff parameter.
The harmonization regularizer Hc provides an informative
kernel-based way to align both K1 and K2 with Sx, and
thus ensures consistency of the correlation structure among
multimodal data.
5.2 Harmonized similarity GPLVM (hm-SimGP)
The similarity-based GPLVM extension m-SimGP is pro-
posed in [19] which assumes that the latent space shared
by heterogeneous data modalities is learned from the intra-
modal similarities through GP functions. Similar as hmG-
PLVM, we remove the square l2-norm imposed on X from
the original m-SimGP [19], and incorporate the constraint in
Eq. (9) to define the harmonization prior over both the latent
and the kernel hyperparameter spaces:
argmin
X,θ
∑
c
Lsc+µcHc(Kc, Sx), (16)
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Fig. 3. The proposed multimodal GPLVMs with harmonization.
where c ∈ {1, 2}. The negative log-likelihood Lsc can be
computed from Eq. (5). µ1 and µ2 are tradeoff parameters.
The proposed hm-SimGP models the interaction among
similarity structures in three different manifolds, i.e., the
latent similarity Sx in the shared subspace, the intra-modal
similarity Sc in the observed data space, and the covariance
Kc for the GP mapping functions. With the harmonization
learning mechanism, the divergence between these similari-
ties is encouraged to be small, and thus a more structural
consistent representation can be learned for multimodal
data.
5.3 Harmonized m-RSimGP (hm-RSimGP)
Compared to the previous m-SimGP model, the m-RSimGP
algorithm [19] incorporates an additional regularizer in
Eq. (6) with semantic information of multimodal data. The
inter-modal semantic relation is used as a smooth prior
over the latent positions to maximize cross-modal semantic
consistency. In this work, we further add a harmonization
regularizer as in Eq. (11) into the m-RSimGP, and obtain a
new model hm-RSimGP as follows:
argmin
X,θ
∑
c
Lsc+µcHc(Kc, Sx)
+ λ1
∑
(oi,oj)∈S
‖xi − xj‖2
+ λ2
∑
(oi,oj)∈D
max
(
0, 1− ‖xi − xj‖2
)
,
(17)
where Lsc, c ∈ {1, 2}, is the negative log-likelihood of hm-
RSimGP, which is also derived from Eq. (5), similar as hm-
SimGP. As stated in [19], [53], the similarity prior in the
third term is used to make sure that semantically similar
observations are close to each other in the latent space, by
minimizing the distance between their latent space posi-
tions. The dissimilarity prior in the fourth term is used to
make sure that semantically dissimilar observations are far
from each other in the latent space, by keeping their latent
space positions separated by a margin of 1. The tradeoff
parameters µ1 and µ2 are used to control the influence of
the harmonization terms. λ1 and λ2 are used to control the
influence of cross-modal semantic constraints.
5.4 Optimization and inference
It is obvious that there are no closed-form solutions for
the above objective functions, since the corresponding har-
monized multimodal GPLVMs involve highly non-linear
functions on the parameters θ and X . In this work, convex
subdifferentiable functions are chosen to define the regular-
ization term Hc(Kc, Sx) over the latent model parameters.
Besides, the log-likelihood functions, e.g., Lc in Eq. (15), are
differentiable on condition that the gradients of GP kernel
functions can be derived with respect to the latent model pa-
rameters. Therefore, we turn to a gradient-based optimizer
such as scaled conjugate gradients (SCG) [54] to learn low
dimensional representations for multimodal data. For all
the above problems, we leverage sparsification technique
and GPflow library [21] for fast/big computation. As in
fast GPLVM [10], sparsification is performed by repeatedly
selecting an active subset from all data objects to optimize
the active points. Specifically, for the harmonization regu-
larization terms, we also employ the optimization scheme
based on active matrix selection strategy for the kernel or
similarity matrices to reduce the gradient computation com-
plexity. As a consequence, the model training is performed
in the selected active set (with M  N number of active
points). The dominant complexity is O(NM2) for learning
and inference.
Existing works provide different ways to reconstruct
a given test data in the latent space, such as kernel re-
gression based back-constraint [16] and autoencoder back-
projection [50] using a GP prior. Different from these meth-
ods based on back-mappings from the observation space
to the latent space, we adopt a simple and straightforward
MAP inference procedure for our models only through the
GP mappings learned on the training multimodal data.
To be specific, given a test image y1t , its corresponding
latent representation xt can be obtained by maximizing the
posterior probability p(xt|y1t ).
With the obtained latent representations, we can per-
form multimodal learning tasks to discover non-linear cor-
relations among multimodal observations. Specifically, for
image-to-text cross-modal retrieval task, we retrieve from
a text database for a given image query, by ranking the
retrieved text data objects according to the distance among
their positions in the common latent space.
6 EXPERIMENTS
In this section, we evaluate the proposed multimodal har-
monization learning methods on four datasets for the task
of cross-modal retrieval. Our matlab code is available at
https://github.com/songguoli87/HMGP.
6.1 Datasets
PASCAL [55] contains a total of 1000 images collected from
20 categories of PASCAL 2008. Each image is annotated with
5 caption sentences by Amazon Mechanical Turk. We use
7a random 70/30 split of the dataset for training/testing.
Images and associated sentences are represented in the
same way as [56]1. For each image, the SIFT feature is first
extracted, and then the bag-of-visual-words (BoVW) model
is used to obtain a 1024-dim feature representation. For each
text, the latent Dirichlet allocation (LDA) model is used to
obtain a 100-dim feature representation.
Wikipedia2 [24] consists of 2,866 image-text pairs col-
lected from Wikipedia articles. All the pairs are from 10
semantic categories, and each pair is categorized as one of
them. We adopt the publicly available 128-dim BoVW image
feature based on the SIFT descriptor and 10-dim LDA text
feature. We randomly select 2,173 pairs for training and use
the remaining 693 pairs for testing.
TVGraz [57] has totally 2,058 image-text pairs, which are
collected from webpages retrieved by Google image search
with keywords of the 10 categories from the Caltech-256
dataset. We still use the same feature representation as in
[56]1. Each image is represented by a 1024-dim BoVW vector
based on the SIFT feature, and each text is represented by
a 100-dim LDA feature vector. 1,558 document pairs are
randomly chosen to produce a training set, and the rest pairs
are used for testing.
MSCOCO3 [58] contains 82,783 images with 80 labels.
Each image is also annotated by 5 independent sentences
via Amazon Mechanical Turk. After removing images with-
out labels, we randomly select 10,000 image-text pairs for
testing, and the remaining 72,081 pairs are used for training.
For image representation, we adopt 1,001-dim CNN feature
extracted from logits layer in Inception-v4 [59]. For repre-
senting text instances, we use 1,000-dim BoW vector with
the TF-IDF weighting scheme.
For the first three datasets, each image-text pair is an-
notated by a single class label. For MSCOCO, each pair is
associated to multiple class labels. In the following exper-
iments, we compare our proposed methods with various
state-of-the-art approaches to verify the effectiveness.
6.2 Experimental setting
In the experiments, we have used all three different harmo-
nization constraints defined in section 4.2 with the proposed
harmonized GP models. As shown in Table 1, in total there
are nine resulting models, i.e., hmGPLVM (F), hmGPLVM
(l2,1), hmGPLVM (tr), hm-SimGP (F), hm-SimGP (l2,1), hm-
SimGP (tr), hm-RSimGP (F), hm-RSimGP (l2,1), and hm-
RSimGP (tr), where “F”, “l2,1” and “tr” denote the F-norm
constraint, the l2,1-norm constraint, and the trace constraint,
respectively. Our methods work for any differentiable kernel
functions. For simplicity, a radial basis function (RBF) kernel
perturbed by a bias term and an additive white noise is used
to define the non-linear covariance matrices K1 and K2. For
the similarity Sx, we use Euclidean distance to compute it,
and set γx to be 1.
For mGPLVM and m-SimGP, their log-likelihood func-
tions are penalized by a simple Gaussian prior over the
latent space X , i.e., p (X) =
∏N
n=1N (xn |0, I ). For the
baseline m-RSimGP, inter-modal relations (i.e., semantic
1. http://www.svcl.ucsd.edu/∼josecp/files/ris cvpr12.zip.
2. http://www.svcl.ucsd.edu/projects/crossmodal/.
3. http://cocodataset.org/.
TABLE 1
Cross-modal retrieval comparison in terms of mAP on PASCAL dataset.
Methods I→T T→I Average
JFSSL 0.2263 0.1857 0.2060
LGCFL 0.2570 0.2379 0.2475
RL-PLS 0.2140 0.1659 0.1900
CCQ 0.1663 0.3625 0.2644
MLBE 0.2543 0.2215 0.2379
DCCAE 0.1988 0.1670 0.1829
DS-GPLVM 0.2079 0.1797 0.1938
m-DSimGP 0.2903 0.2848 0.2876
mGPLVM 0.1507 0.1318 0.1413
hmGPLVM (F) 0.1755 0.1471 0.1613
hmGPLVM (l2,1) 0.1846 0.1503 0.1675
hmGPLVM (tr) 0.1950 0.1514 0.1732
m-SimGP 0.2860 0.2818 0.2839
hm-SimGP (F) 0.2993 0.3074 0.3034
hm-SimGP (l2,1) 0.3168 0.3202 0.3185
hm-SimGP (tr) 0.3279 0.3283 0.3281
m-RSimGP 0.3301 0.3275 0.3288
hm-RSimGP (F) 0.3538 0.3514 0.3526
hm-RSimGP (l2,1) 0.3626 0.3594 0.3610
hm-RSimGP (tr) 0.3823 0.3837 0.3830
similarity and dissimilarity) are imposed as a smooth prior
over the latent space X . There is no informative prior over
the kernel hyperparameters θ for all these baselines. In
our experiments, we set the number of inducing points
M to be 100. On the Wiki dataset, hmGPLVM(tr) takes
291.68s for model learning on an ordinary desktop PC, hm-
SimGP(tr) takes 558.41s, and hm-RSimGP(tr) takes 950.70s,
while mGPLVM takes 235.61s, m-SimGP takes 500.36s, and
m-RSimGP takes 932.85s.
In all experiments, we use the optimal settings of the
parameters tuned by a parameter validation process. The
tradeoff parameters µ1 and µ2 are assigned with the same
value, indicating equal importance of different data modal-
ities. For each dataset, we employ CCA [23] to initialize
the shared space with the nearly optimal latent feature
dimension.
6.3 Perfomance on Cross-Modal Retrieval
We evaluate the performance of our methods for two
cross-modal retrieval tasks: (1) I→T: image query vs. text
database; and (2) T→I: text query vs. image database. The
experimental results indicate that the proposed harmoniza-
tion prior performs very well in enhancing the consistency
of cross-modal representations learned by the resulting GP
models.
The performance of cross-modal retrieval is measured
with mean average precision (mAP) [60], i.e., the mean
of the average precision of all the queries. AP of a
set of R retrieved data can be calculated by AP =
1
T
∑R
r=1 p(r) · rel(r), where T is the number of relevant
items in the retrieved set, p(r) is the precision of the top r
retrieved items. If the r-th retrieved result has the same label
or shares at least one label with the query, rel(r) is set to be
1, otherwise 0. In this paper, we present the results of mAP
score on all retrieved data. The larger the mAP, the better the
performance. Besides the mAP, we also use precision-recall
curve [7] for comprehensive evaluation.
8TABLE 2
Cross-modal retrieval comparison in terms of mAP on Wiki and TVGraz
datasets.
Methods
Wiki TVGraz
I→T T→I Average I→T T→I Average
JFSSL 0.3063 0.2275 0.2669 0.4076 0.4202 0.4139
LGCFL 0.2736 0.2241 0.2489 0.4366 0.4140 0.4253
RL-PLS 0.3087 0.2435 0.2761 0.5737 0.5478 0.5608
CCQ 0.2470 0.3944 0.3207 0.3773 0.5100 0.4436
MLBE 0.3787 0.4109 0.3948 0.3468 0.3849 0.3659
DCCAE 0.2542 0.1916 0.2229 0.3879 0.3736 0.3808
DS-GPLVM 0.2822 0.2147 0.2485 0.4817 0.4554 0.4686
m-DSimGP 0.4470 0.4242 0.4356 0.4659 0.4667 0.4663
mGPLVM 0.2054 0.1628 0.1841 0.2645 0.2784 0.2715
hmGPLVM (F) 0.2392 0.1826 0.2109 0.3572 0.3227 0.3400
hmGPLVM (l2,1) 0.2449 0.1804 0.2127 0.3688 0.3330 0.3509
hmGPLVM (tr) 0.2546 0.1911 0.2229 0.3702 0.3387 0.3545
m-SimGP 0.4336 0.4188 0.4262 0.4467 0.4453 0.4460
hm-SimGP (F) 0.4557 0.4391 0.4474 0.4647 0.4633 0.4640
hm-SimGP (l2,1) 0.4738 0.4494 0.4616 0.4680 0.4650 0.4665
hm-SimGP (tr) 0.4594 0.4582 0.4588 0.4767 0.4727 0.4747
m-RSimGP 0.4697 0.4418 0.4558 0.5102 0.5079 0.5091
hm-RSimGP (F) 0.4861 0.4791 0.4826 0.5435 0.5351 0.5393
hm-RSimGP (l2,1) 0.4837 0.4870 0.4854 0.5531 0.5499 0.5515
hm-RSimGP (tr) 0.5108 0.5095 0.5102 0.5484 0.5628 0.5556
6.3.1 Compared methods
The proposed models are compared with their respec-
tive baselines, i.e., mGPLVM [11], m-SimGP [19] and m-
RSimGP [19]. Besides, we also compare with a number
of state-of-the-art multimodal learning methods. JFSSL [8]
is a linear subspace learning method which imposes the
l2,1-norm penalties on the projection matrices. LGCFL [61]
and RL-PLS [34] are supervised cross-modal matching ap-
proaches which utilize labels to learn consistent feature
representations from heterogeneous modalities. CCQ [36]
and MLBE [35] are parametric methods for discrete latent
representation learning. CCQ employs a direct encoding
for multimodal input by correlation-maximal mappings,
and MLBE builds a probabilistic model to learn binary
latent factors from intra-modal and inter-modal similarities.
DCCAE [29] is a deep extension of the popular CCA for
deep multimodal representation learning. DS-GPLVM [16]
and m-DSimGP [17] are two non-parametric probabilistic
GPLVM-based models with different priors over the latent
space. DS-GPLVM defines a discriminative shared-space
prior using the data labels, and m-DSimGP defines a prior
over the global similarity structure between latent points.
6.3.2 Experimental results
Table 1 shows the mAP scores of our proposed methods and
the compared methods on the PASCAL dataset. It clearly
shows that the harmonization mechanism is well adapted to
multimodal Gaussian process learning framework. Specifi-
cally, each of the three harmonization constraints shows a
great boost over the previous GPLVM methods, i.e., mG-
PLVM, m-SimGP and m-RSimGP. From Table 1, we can
draw the following observations:
1) All the variants of hmGPLVM with different con-
straints achieve significant improvements over the
baseline mGPLVM for both forms of cross-modal
retrieval tasks. In particular, the average retrieval
performance achieved by hmGPLVM with the F-
norm constraint outperforms mGPLVM by 14.2%
higher mAP, and the best performance achieved by
hmGPLVM with the trace constraint outperforms
mGPLVM by 22.6% higher mAP score.
2) The proposed parameter harmonization prior con-
tributes to the performance improvement of the
original m-SimGP. For all the cross-modal re-
trieval tasks, the three hm-SimGP variants pro-
duce higher mAP scores than m-SimGP, and with
the trace constraint, hm-SimGP outperforms the
other two distance-based harmonization variants.
Besides, the resulting methods significantly outper-
form the state-of-the-art methods, e.g., the linear
JFSSL, the supervised LGCFL, the discrete CCQ,
the probabilistic MLBE, the non-linear DCCAE,
and also outperform two non-parametric compared
methods, i.e., DS-GPLVM with a discriminative
shared-space prior and m-DSimGP with a global
structure consistent prior.
3) The proposed three variants of hm-RSimGP outper-
form the baseline m-RSimGP which is learned by
adding a cross-modal semantic prior over the latent
space to m-SimGP. And still hm-RSimGP with the
trace constraint gains the best mAP scores for both
forms of the cross-modal retrieval tasks. Therefore,
our proposed harmonization prior can be combined
with a different kind of prior over the latent space.
The experimental results on the Wiki dataset and the
TVGraz dataset are shown in Table 2. We can see that
the proposed models with any of the three harmonization
constraints can consistently gain higher mAP scores over
the respective GPLVM baselines. For most of the retrieval
tasks on Wiki and TVGraz, the trace constraint still makes
the harmonization models achieve better performance com-
pared to the other two constraints. On the Wiki dataset,
TABLE 3
Cross-modal retrieval comparison in terms of mAP on MSCOCO
dataset.
Methods I→T T→I Average
CCA 0.5801 0.5784 0.5793
FSH 0.6262 0.6259 0.6261
3V-CCA 0.6248 0.6196 0.6222
ml-CCA 0.6288 0.6336 0.6312
DCCAE 0.6206 0.6233 0.6220
mGPLVM 0.5637 0.5624 0.5631
hmGPLVM (F) 0.6071 0.6315 0.6193
hmGPLVM (l2,1) 0.6086 0.6372 0.6229
hmGPLVM (tr) 0.6179 0.6364 0.6272
m-SimGP 0.6074 0.6169 0.6122
hm-SimGP (F) 0.6150 0.6383 0.6267
hm-SimGP (l2,1) 0.6199 0.6433 0.6316
hm-SimGP (tr) 0.6208 0.6461 0.6335
m-RSimGP 0.6485 0.6624 0.6555
hm-RSimGP (F) 0.6506 0.6848 0.6677
hm-RSimGP (l2,1) 0.6503 0.6859 0.6681
hm-RSimGP (tr) 0.6519 0.6844 0.6682
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Fig. 4. The performance comparison of different methods for cross-modal retrieval based on precision-recall curve.
however, hm-SimGP with the l2,1-norm constraint achieves
higher average mAP scores than its counterparts. On the
TVGraz dataset, we find that RL-PLS can achieve the best
mAP performance by using real value class labels as an
assistant to less stylistic text modality. The harmonization
prior makes m-RSimGP with a simple binary class prior
achieve a comparable performance.
The MSCOCO dataset with multiple labels has recently
been used for cross-modal retrieval. We use it to compare
our methods with CCA [23], FSH [62], 3V-CCA [63], ml-
CCA [64], and DCCAE [29] for both image-to-text (I→T)
and text-to-image (T→I) retrieval tasks. Table 3 shows the
mAP scores of these methods on MSCOCO. We observe that
the experimental results are similar to those on the previous
three datasets, and also show that our harmonization meth-
ods outperform their counterparts.
Fig. 4 shows the performance in terms of precision-recall
curve for cross-modal retrieval tasks. For clarity, we plot the
corresponding precision-recall curves of several representa-
tive methods, including our hmGPLVM (F), hmGPLVM (tr),
hm-RSimGP (F), and hm-RSimGP (tr). We observe that the
experimental results based on precision-recall curve are con-
sistent with the mAP results. Our models with the proposed
harmonization constraints outperform their baselines, and
the hm-RSimGP with the trace constraint achieves overall
the best results compared to other methods.
Some retrieval results on the Wiki dataset are shown in
Fig. 5. We take the proposed models with the trace harmo-
nization prior as an example. An image/text pair from the
“biology” category is used as the query. A retrieved result is
Query Retrieved results
mGPLVM m-SimGP
hmGPLVM hm-SimGP
mGPLVM m-SimGP
hmGPLVM hm-SimGP
The Emperor 
Penguin breeds
in the coldest 
environment of any 
bird species; air 
temperatures…
The first ocean 
sunfish to be held 
in an aquarium in 
the United States 
arrived at the 
Monterey Bay 
Aquarium…
“Myxobolus
cerebralis'' has a 
two-host life-cycle 
involving a 
salmonid fish 
and a tubificid
oligochaete…
The Emperor 
Penguin breeds 
in the coldest 
environment of any 
bird species; air 
temperatures...
The study of action 
potentials has 
required the 
development of new 
experimental 
methods…  
The Ruff is a 
migratory species, 
breeding in wetlands 
in colder regions of 
northern Eurasia, and 
spends the northern 
winter...
The Turkey 
Vulture species 
receives special legal 
protections under 
the Migratory Bird 
Treaty Act of 1918 … 
The unity of … 
organisms from 
fertilized egg to 
adult began to be 
unraveled … first in 
fruit flies…
Specimens of 
''Archaeopteryx
'' were most notable 
for … flight 
feathers. They 
were markedly 
asymmetrical … in 
modern birds…
Like most seabirds, 
the majority of 
procellariids
breed once a year. … 
many individuals of 
the larger species, 
such as the White-
headed Petrel… 
As is the case with 
most dinosaurs, 
the skeleton of 
''Parasauroloph
us'' is incompletely 
known…
Although smaller 
than 
''Tyrannosaurus
'', ''Tarbosaurus'' 
was one of the 
largest 
tyrannosaurids
Like most seabirds, the 
majority of procellariids
breed once a year. 
There are exceptions; 
many individuals of the 
larger species, such as 
the White-headed 
Petrel, will skip a 
breeding season after 
successfully fledging a 
chick… 
Fig. 5. Examples of cross-modal retrieval on Wiki dataset for the proposed models with the trace harmonization. The top three retrieved results
are presented. We highlight the relevant keywords in the retrieved texts for comparison. Red rectangle indicates a false positive example, and blue
rectangle indicates the ground truth instance.
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Fig. 6. Variants of hmGPLVM and hm-SimGP: average mAP score of two cross-modal retrieval tasks as a function of the harmonization parameters
(µ = µ1 = µ2) for PASCAL, Wiki, TVGraz, and MSCOCO datasets respectively.
considered correct if it belongs to the same category as the
given query [24]. Through a comprehensive comparison, we
can see that our harmonized multimodal GPLVMs achieve
better cross-modal retrieval performance than the original
models without harmonization prior.
We can conclude from the experiments on the four
datasets that the proposed harmonization mechanism has
strong generalization ability in modeling a joint prior
over the latent model parameters for different multimodal
GPLVMs. And varied harmonization functions can be ca-
pable of playing an active role in capturing the correla-
tion structure of multimodal data. Taken together, for mul-
timodal GPLVM learning, the ratio-based harmonization
function, i.e., the trace function in Eq. (14), performs slightly
better than the distance-based harmonization functions, i.e.,
the F-norm function in Eq. (12) and the l2,1-norm function
in Eq. (13).
6.4 Parameter sensitivity analysis
In the proposed models, the harmonization parameters µ1
and µ2 can control the consistency between the GP kernels
and the similarity matrix in the latent space, and they are
assigned with the same value, i.e., µ1 = µ2 = µ, indicating
equal importance of different modalities. In this experiment,
we perform sensitivity analysis to understand how these
parameters influence the cross-modal retrieval performance
for different harmonized GP models, including F-norm, l2,1-
norm, and trace variants. Fig. 6 shows the curves of average
mAP scores of two cross-modal retrieval tasks with different
settings on the parameter µ.
From the subfigures in Fig. 6, we see that generally the
average mAP performance is improved first as the value of
µ increases, but degrades quickly as µ further is increased
above a certain point. Specifically, the F-norm harmonized
models achieve the best mAP score around 1 for most of
cases. For the l2,1-norm based models, the mAP perfor-
mance decreases as µ increases to 10−1 on all four datasets.
The models with the trace constraint perform better when
the value of µ is limited to [10−1, 101]. Fig. 6 also shows that
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Fig. 7. Variants of hm-RSimGP: average mAP score of two cross-modal
retrieval tasks as a function of parameters µ and λ for the PASCAL
dataset, where µ = µ1 = µ2, λ = λ1 = λ2.
a large µ tends to make the harmonization models perform
worse than the baseline models (as shown in the dashed
lines). We attribute this phenomenon to the fact that a very
large value of µ will increase the risk of co-adaptation and
cause the model to get stuck in a local optima.
For hm-RSimGP in Eq. (17) with different harmonization
constraints, we also conduct sensitivity analysis on the
trade-off parameters, including µ1 and µ2 for the harmo-
nization terms and λ1 and λ2 for the cross-modal semantic
terms. As above, µ1 and µ2 are assigned with the same
value, i.e., µ1 = µ2 = µ. Further, λ1 and λ2 are also assigned
with the same value, i.e., λ1 = λ2 = λ, indicating that
both similar and dissimilar semantic relation are used in the
hm-RSimGP model. In this experiment, we perform cross-
modal retrieval on the PASCAL dataset, and the average
mAP results with different settings on the parameters µ and
λ are shown in Fig. 7. We can see that our hm-RSimGP with
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Fig. 8. Visualization of the discovered latent representations for the
proposed models with the trace harmonization prior on the TVGraz
dataset (Better viewed in color PDF).
any one of the three harmonization constraints can achieve
relatively better performance as long as the value of µ or
λ is not too large. Taking the hm-RSimGP model with the
F-norm constraint as an example, the mAP performance
is much better when the values of µ and λ are limited to
[0.001, 0.1] and [0.1, 10] respectively. In particular, for all the
given λs, the performance is significantly reduced when µ is
set to a larger value than 10. It again shows that a very large
value of the tradeoff parameter µ will lead to the degra-
dation on the cross-modal correlation learning ability of
the harmonization models. On the whole, a harmonization
prior with an appropriate parameter setting can improve the
cross-modal retrieval performance of the m-RSimGP model
with the semantic prior on the latent points.
6.5 Analysis on the latent space
Here we take the proposed models with the trace harmo-
nization prior for example, and evaluate the discovered
latent space of multimodal data.
6.5.1 Visualization of the latent space
We perform a visualization experiment on the TVGraz
dataset with 10 categories, where the t-SNE algorithm [65]
is used to project the 10-dimensional latent representations
into a 2-dimensional space. Fig. 8 shows that our har-
monized approaches perform much better in producing a
low dimensional representation compared to the GP base-
lines. Specifically, the latent representations discovered by
the standard mGPLVM provide little information on the
category structure of the data objects, whereas the latent
representations discovered by the proposed hmGPLVM (tr)
exhibit a clearer grouping structure for the data from the
same category. Therefore, our harmonized GPLVMs can
discover more discriminative latent representations for mul-
timodal data.
6.5.2 Dimensionality of the latent space
Taking hmGPLVM with the trace constraint as an exam-
ple, we evaluate how the dimension of the latent man-
ifold affects the performance for cross-modal correlation
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Fig. 9. The mAP retrieval performance of hmGPLVM (tr) as a function
of the dimensionality of the shared latent space.
learning. Fig. 9 shows that there is an optimal setting of
the latent dimension on different datasets for cross-modal
retrieval. For example, the performance of 8-dimensional
latent space achieves the best on PASCAL dataset. Lower
dimensional manifolds perform worse due to lack of flex-
ibility in modeling the content divergence and correlation
information between modalities. However, the performance
may also decrease when the number of latent dimension is
large, because additional correlation information may not
be provided with extra dimensions. Similar phenomenon
can also be observed for other extensions of harmonized
GPLVM models. Compared to existing subspace learning
approaches [29], [64] that usually fix the dimensionality of
the common space to be 10 as reported in their papers,
we obtain a lower dimensional embedding to summarize
the high dimensional data, which also shows the remark-
able representation learning ability of our non-linear non-
parametric model. Thus we can improve the efficiency of
our model with latent embeddings of lower dimensionality.
In our experiments, for all the proposed models, the dimen-
sionality of the latent space is selected within [7, 10].
6.6 Analysis of the harmonization mechanism
In order to guarantee that the divergence between similarity
structures in observed data space and the shared latent
space to be small, we propose the harmonization constraints
in Eq. (9) to preserve the structure consistency among GP
kernels (K1,K2) and the latent similarity (Sx). Specifically,
with the distance-based harmonization constraint, the min-
imization of the loss function forces them to be element-
wise close to each other; with the ratio-based harmoniza-
tion constraint, the minimization of the loss forces the
“distributions” of different similarities to be close to each
other. Thus, the structure consistency is achieved by a grad-
ual “resonance” between the similarities during the model
learning process. This experiment provides qualitative and
quantitative comparisons between two sets of multimodal
GP models on the PASCAL dataset.
Fig. 10 shows the absolute element-wise difference be-
tween modality-specific GP kernels and the similarity ma-
trix in the latent space. It is clear that the divergence
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Fig. 10. Visualization of the absolute element-wise difference between modality-specific GP kernels and the similarity matrix in the latent space on
PASCAL (Better viewed in color PDF).
TABLE 4
The Riemannian distance between modality-specific GP kernels and
the similarity matrix of the latent representations on PASCAL.
Method d (K1, Sx) d (K2, Sx) Total
mGPLVM 66.9311 49.2587 116.1898
hmGPLVM (F) 19.9302 14.3379 34.2681
hmGPLVM (l2,1) 21.7559 15.2247 36.9806
hmGPLVM (tr) 19.2857 19.4534 38.7391
m-SimGP 66.6635 65.592 132.2555
hm-SimGP (F 19.4452 22.0663 41.5115
hm-SimGP (l2,1) 20.6055 20.9638 41.5693
hm-SimGP (tr) 13.7584 17.2906 31.049
between the two components of the proposed harmonized
models is much smaller than those of the previous models.
However, we also observe that the F-norm constraint makes
the divergence even smaller than the l2,1-norm constraint
and the ratio-based trace constraint for both hmGPLVM
and hm-SimGP. It indicates that the element-wise closeness
between similarities is not the only favorable condition for
the complex multimodal correlation learning problem.
Table 4 provides quantitative results of the divergence
between two similarity matrices measured by the Rieman-
nian distance [66], which is defined by using the sum of
the squared logarithms of the eigenvalues, i.e., d (Kc, Sx) =√
N∑
i=1
ln2λi (Kc, Sx). This distance metric can be used for
evaluating positive definite covariance matrices. We can see
that for hmGPLVM the F-norm constraint achieves a smaller
distance than the other two constraints, while for the simi-
larity based model hm-SimGP the trace constraint achieves
the smallest Riemannian distance between different covari-
ance matrices. Still the quantitative results demonstrate that
the distance between GP kernels and the latent similarity is
reduced in our models with the harmonization mechanism.
7 CONCLUSION
We have presented a novel scheme for multimodal learn-
ing which enforces information sharing among different
GPLVM components and across data modalities. We de-
velop a harmonized learning method which is performed
by imposing a joint prior on GP kernel parameters and
the latent representations. By incorporating the joint prior
into a variety of multimodal GPLVMs, we propose several
harmonized extensions for multimodal correlation learning,
i.e., hmGPLVM, hm-SimGP and hm-RSimGP. Compared to
13
previous approaches, our method allows the intra-modal
structure information to be transferred on the latent model
parameter space. In return, the acquired latent representa-
tion is endowed with more ability to preserve the modality-
specific topologies. Furthermore, the additional information
transfer between kernel hyperparameters can help to avoid
inappropriate solutions caused by noise and correlation
sparsity in observed data, and thus can produce more
semantically consistent latent representations.
Currently, the harmonization mechanism is built on
GPLVM-based models. In future work, we intend to intro-
duce it into other kernel-based approaches for multimodal
learning to make one data modality to influence the training
of another. Also we plan to investigate more complicated
and flexible harmonization functions to adapt to the com-
plex content of multimodal data. Further, we will apply the
proposed method to more complicated multimodal correla-
tion learning tasks, e.g., image-text matching [67]. We will
study an extension of our method to be able to deal with
missing data, since real-world multimodal data usually are
unpaired or incomplete.
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