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INTRODUCTION. 
Le but de ce travail est de demontrer des resultats de regularit pour les 
solutions faibles de certaines in&pztions variationelles assocites a des opera- 
teurs differentiels paraboliques 
Lu = $ - -f DjBj(x, t, u, Vu) + B,(x, t, u, Vu) 
j=l 
definis dans un cylindre fl = s2 x IO, T[ oh .Q est un ouvert borne de RN. 
On considere des solutions appartenantes a CO([O, T]; L2(i2)) n L2(0, T; V), 
avec I’ = Hl.a(Q), et on demontre que sous certaines conditions de regularit 
] u jljs E Lm(O, T; L2(12)) n L2(0, T; V) oh 0 ~10, l[ est une constante (cf. 
theoreme 2.1). En particulier u E L**r(A) pour les couples (Q, r) verifiant 
N 1 
29+r=l9; 
(cf. corollaire 2.2).l 
On generalise ainsi des resultats de regularitt obtenus pour les solutions 
du probleme de Cauchy-Dirichlet pour des operateurs paraboliques lineaires 
decrits par 0. A. Ladyienskaja, V. A. Solonnikov et N. N. Ural’ceva dans [4] 
(cf. [4, chapitre III, theoreme 9.1 et son corollaire]). En particulier dans [4] 
les solutions doivent &tre bornees dans la front&e laterale du cylindre ./I, 
propriM qu’on ne peut pas exiger dans notre cas. 
Pour demontrer le theoreme 2.1 ils nous seront utiles des techniques de 
0. A. Ladyienskaja et N. N. Ural’ceva (cf. [4, chapitre III, section 91) et de 
H. BeirPo da Veiga et J. P. Dias (cf. [3]). 
* Travail execute pendant que l’auteur etait professeur visiteur chez la “Scuola 
Normale Superiore di Pisa,” invite par le “Consiglio Nazionale delle Ricerche.” 
r On a annonce dans [2] des resultats du type de ceux don& dans le corollaire 2.2; 
en effet on peut les obtenir avec les techniques employees dans [2] mais on n’obtient 
pas le theoreme 2.1. 
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On Cnonce les resultats pour une classe de convexes qui contient en parti- 
culier le convexe 
K, = {v E V: v > 0 sur asZ> (0.1) 
ce qui correspond au probleme (cf. J. L. Lions et G. Stampacchia [6], J. L. 
Lions [5], etc.) Lu = 0 sur A, u = u,, (don&) pour t = 0, 
N 
u 3 0, 1 P&9 . nj 3 0, u f DiBj =O dans aQ x IO, T[, 
j=l j=l 
avec nj composantes de la normale exterieure; 
11 y a d’autres problemes d’interet qui verifient les conditions impodes. Par 
exemple, et en se bornant au cas des equations, on a le probleme de Cauchy- 
Neumann Lu = 0 dans A, u = u,, pour t = 0, 
g (D,BJ nj = 0 
i=l 
dans aQ x IO, T[, 
et le probleme me1C Lu = 0 dans A, u = u0 pour t = 0, 
f (DjBj) nj = 0 dans T’r X IO, T[, 
j=l 
Finalement on remarque que les resultats de regularit demontres au n. 2 
sont independents du n. 1. 
Dans le n. 1 on introduit la nomenclature et on etudie le probleme de 
l’existence de solutions avec des methodes du type de celles d&rites par 
Lions dans [5] oh on renvoie aussi le lecteur. 
Le theoreme d’existence donne dans [3] n’est pas suffisant dans notre cas 
car la condition (0.14) de [3] est trop forte par rapport aux conditions du 
theoreme de regularite. On affaiblira alors l’hypothbe (0.14)2 soit dans le 
theoreme III soit dans le theoreme 3.1 (nomenclature de [3]) en obtenant ainsi 
les theoremes 1.2 et 1.4 respectivement. Les demonstrations de ces deux 
theoremes restent analogues a celles de [3] et on les Ccrira partiellement par 
commodite du lecteur. 
Finalement on remarque que les resultats de regularite dCcrits dans le n. 2 
restent valables pour des solutions plus faibles, a savoir, pour les fonctions u 
qui verifient (1.23) &rite seulement pour t, = 0, tr = T. Mais pour eviter 
des calculs supplementaires, et aussi puisque on a un theoreme d’existence 
dans la forme plus forte, on se borne aux solutions de (1.23). 
a On fait aussi d’autres changements moins importants. 
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1. Soit Q un ouvert borne de RN de frontier-e I’, &ant r lipschitzienne et 
s2 localement situ& d’un seul cot& de r. Nous representons la mesure de 
l’ensemble mesurable A C RN par / A 1 , le point generique de RN par 
x = (Xl ,..., xN) et nous posons / x / = (xl2 + ... + xN2)ij2. I&ant donne 
T > 0 on pose 
4 = Q x IO, t[, A,,tl = Q x It, t1[, A =fl*. 
On introduit les espaces 
v = Hq2), Y =L2(0, T; V), Lps” = Ls(O, T; Lp(Q)) 
avec 
1 <P,s < +a, (I: = L2*m(sZ) n V. 
On indique par commodite j/ / Vu 1 11 avec j/ Vu /I et on d&nit 
I 24 Ii, = sup ess II u IIL + !I Vu IIL, . 
1O.d 
(1.1) 
Finalement on pose 
W = (u E V-z u’ EL~(O, T; V’)} E Y’, 
“w; = {u E Y-: u’ E L2(0, T; L2(Q))} = fF2(A), 
W2 = {u E V’-: u’ E L2(0, T; H-1,2(SZ)}, 
oh u’ = dujdt est la derivee au sens des distributions vectorielles. Tous les 
espaces introduits sont munis de leurs normes naturelles. 
On supposera par commoditi: N > 2 les cas N = 1 et N = 2 s’etudiant 
d’une facon analogue. 
11 est bien connu que 
[ 
2N 
qE 2,2*=N-2 1 , r E i?, al (1.3) 
et en plus 
oh a: E [0, l] verifie 
(1.4’) 
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On a aussi le resultat suivant: 
PROPOSITION 1.1. Si 
(1.5) 
alors l’immersion de WZ duns LqJ(A) est compacte. 
Dt!monstration. On voit aisement qu’ils existent q0 et r0 tels que 
qo El% 2*L YOEIZ 4 4 G 40 9 y <ro 9 
$+$=$ 
En appliquant le theorbme 2b de J. P. Aubin [l] avec m = 1,j = 0, W = Ws, 
PO = PI = 2, A, = V, A, = H-1*2(Q), P = r, , B = L@(Q) on obtient que 
l’immersion de W2 dans L@.70-‘(/1) est compacte (6 > 0). En prenant 
E=rO- r on obtient la these car q < q. . 
On se donne aussi des fonctions reelles B,(x, t, y, x), k = 0, I,..., IV, defi- 
nies dans fl x R x RN mesurables en (x, t) pour tout (y, z) E [w x RN et 
continues en (y, z) pour presque tout (x, t) E (1. On suppose aussi qu’il 
existe une constante positive z et des fonctions non negatives d, m, g, e, h 
mesurables dans fl telles que pour tout (y, x) E R x RN et pour presque 
tout (x, t) E fl on a 
I Bob t, Y, 41 < 4x, 4 I x I + m(x, t) I Y I f g(x, 4, 
I 4(x, t, Y, x)I < g I x I + e(x, t) I y I + h(x, t), j = I,..., iv, 
d E LN*“(A), m E~“~.~~(fl), g E ~2N/(N+2),2(4 
Oh 
et 
Oh 
e2 E Lp*“(A), h E L2*2(d) 
z++, s E]l, co]. 
U-6) 
(1.7) 
(1.7’) 
(14 
(1.8’) 
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On peut definir pour presque tous les t E IO, T[ la fonction 
a(t; u, v) = 2 j Bj(x, t, u, VU) Dp dx + s, B&x, t, u, Vu) v dx, 
$4 fJ 
vu. v E v. (1.9) 
D’apres (1.6), (1.7), (1.7’), (1.8), (1.8’) ‘1 i s’ensuit que (pour presque tous 
les t E]O, T[) Bj(x, t, 24, Vu) EL2(Q) et B,(x, t, u, Vu) EJC.(~*)‘(Q) pour tout 
u E V et par consequent on peut definir A(t): V -+ v’ par 
(4) u, v) = a@; u, 4, Vu, v E V. (1.10) 
Introduisons maintenant un operateur A: & + Y”’ de la facon suivante: 
pour chacun u E & on pose 
[Au, VI = 1’ (4) u(t), v(t)) & QvEV-. (1.11) 
0 
oti [a, *] est la dualite entre les espaces Y’ et Y”. 
DSnissons maintenant r. et q. par 
1 1 1 
-=---> 2 
$+$=T; on a 
r0 SO 
To E P, (4. (1.12) 
0 
Posons par definition 01’ = CY/(CY - 1) et a = 2~4’ si 01 E [l, co] ; on a 
g++=T et SE [2, co[. (1.13) 
D’apres (1.6), (1.7), (1.8), (1.12) et (1.13) il s’ensuit 
’ 
ISS 
Bo(x, t, *, Vu) v dx dt j < W + II u lloo,~o + II vu 112.2) II 7.J ll2’,2 
0 R 
et 
’ ISS 0 S-J Bi(x, t, u, Vu> Djv dx dt j < g(l + II u Ilj.~ + II Vu 112.2) II Vv 112.2 
et par consequent on a pour tout u E 8 
< q1 + II u II&S + II u Ilao.r, + II vu ll2,2) II v IIY 
< q1 + II u II&> II v IIY 9 QvEV-; 
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Alors (1.11) d&nit en effet un operateur A: d -+ V’ et en outre 
II Au lb < VU + II u Ili,~ + II u IloO,r,, + II Vull,,,) 
G w + II u iI&> VUE8. 
(1.14) 
On supposera aussi valable la condition suivante 
Si u, , u E fl-, , u, -+ u dans Wa faible et 
lim sup (A(t) u,(t), un(t) - u(t)) dt < 0 
alors 
Ici 
lim inf 
f t1 (A(t) u&h u,(t) - W> dt to 
3 s :’ (A(t) u(t), u(t) - $0) dt, vv E w. 
0 < t, < t, < T. 
(1.15) 
Pour une condition suffisante pour avoir (1.15) cf. le thtoreme 1.4. 
Soit finalement K un convexe ferme non vide de V tel qu’il existe un 
operateur (operateur de penalisation; cf. [5]) /k V -+ V’, borne, hemi- 
continu3 et monotone tel que 
lx = (?I E v: B(v) = O}, (1.16) 
II Bv IIV’ <w + II ‘u IIV), VW E v, (1.17) 
(Bv w) = a vv E v, VW E H;*2(q. (1.18) 
Si on considere le convexe K, defini dans (0.1) on peut prendre fl donne par 
(,%I, w) = - sr,-, dr, Vv, w E v, 
oti V- = -min(u, 0). 
Soit X le convexe ferme non vide de V 
X = (ZJ E V: v(t) E K p.p. dans]O, T[} 
3 i.e. @(u + tw), m) est une fonction continue de t E iJ$ pour tous U, v, w E ‘CT. 
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et posons pour chaque v E V 
@4 w = &J(t)), t E IO, T[. 
On a 
p: Yf -+ Y-l, II bv llv G w + II fJ Ilv>, Vv E v, 
p est borne, hemi-continu, monotone et 
X=={VEv-$v=O}. 
Finalement soit u,, E K tel que 
[A% v - %I 
II v llv- 
--++a si II VllY-+ CQ 
avec 
veW et v(0) = 240 
ou plus generalement el qu’il existe us > 0 tel que 
[Av + +pv, v - uo] 
!I v IIY ++a 
Sl 
II v Ilw. - +=G VEW, v(0) = ug . 
On a indique par u,, la fonction us(t) = u,, , Vt ~10, T[. 
(1.19) 
(1.20) 
(1.21) 
(1.22) 
(1.22’) 
Remarquons que si (1.22’) est verifite alors elle est encore verifiee pour 
chaque E tel que 0 < E < c0 car 
[pv, v - uo] = [pv - puBu, ) v - uo] > 0. 
On a le 
THBORBME 1.2. Supposons verifi~es Zes hypothkses (1.6), (1.7), (1.7’), 
(1.8), (l.S’), (1.15) et (1.22’). Alors il existe u tel que 
u E CO([O, T];L2(!2)) n x, u(0) = 240 E K, 
j-F (v’(t), v(t) - u(t)> dt + Jt; (A(t) u(t), v(t) - 44) dt (1.23) 
3 9 II v(tJ - ~WIL - ik II VP,) - 4w2 7 VvEWnX, 
pour chaque couple to , t, verifiant 0 < to < t, < T. 
Dimonstration. Soit u E W. D’apres (1.4) et (1.13) il s’ensuit 
II I.4 II*,; < II u Ilf*,2 II24 II;;: < g II 24 II> (II * Ily + II u’ IlpP 
avec (1.24) 
a = $ E IO, l] 
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car v GLa*,a(A) et W C; b. De m&me en utilisant (1.12) on obtient 
D’apres (1.14), (1.24) et (1.25) il vient 
!I Au Ilv, < %‘(l + II u lly + II u ll>il u’ II:: + 11 uli”$ll u’ il’% 
et en utilisant 1’inCgalitC de Young4 il s’ensuit que pour chaque 0 E IO, l[ il 
existe g(0) tel que 
Posons pour chaque E, 0 < E < E,, , 
B,v = 4~ + uo> + ;%v + uo), VVEri?, (1.27) 
et soit A,,: ~9 -+ ,9’-’ don& par A,(v) = A(v + q,), Vv E 6. Voyons que 
%,UEW, u, + u dans q faible 
et 
lim sup[A,u, , u, - uo] < 0 
* lim inf[A,u, , u, - v] > [A,,u, u - v], VVEW. 
(1.28) 
En effet d’apres (1.2) et (1.15) avec t, = 0, t, = T il s’ensuit que A verifie 
(1.28). Alors en supposant vCri!iCes les hypotheses de (1.28) on a 
lim inf[A(u, + uo), u, + u. - VI > [A(u + uo), u, + u. - VI, VVEW, 
car 
0 2 lim sup[A(u, + uo), (un + uo) - (u + uo)l et u,+~o-+u+uo 
dans W faible; et en posant v + u. Q la place de v on a la these. 
Soit PO(~) = P(u + uo). On a d’apres (1.21) 
PO: 9’- + ?‘-’ est monotone, hemi-continu et borne. 
En particulier PO est pseudo-monotone.5 
(1.29) 
* ab < (l/m)Pam -I- (m - l/m)e-““~(m-l) bmlcrnel), a, b > 0, E > 0, m > 1. 
6 cf. J. L. Lions [5, page 1791. 
409/4Sh-6 
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Voyons maintenant que 
%,UE~, U,-+U dans W faible 
et 
lim sup[B,u, , u, - u] f 0 
* lim inf[B,u, , $a--]>[&4u---1, VVEW. 
(1.30) 
La demonstration suit celle donnee dans J. L. Lions [5, page 1891 et on la 
presente par commodite du lecteur: On a B, = A, + e-l/$. Supposons veri- 
frees les hypotheses de (1.30). On a 
[A 0% 3 %a - 4 
= [Bcu, , 24, - u] - E-l@!oU, - pou, 24, - u] - E-qoU, u, - u] 
< Pcun 3 u, - u] - cypou ,24, - u] (1.31) 
et par consequent 
lim sup[A,u, , u, - u] < 0. (1.32) 
Alors d’aprb (1.28) on a pour chaque v E W 
lim inf[A,u, , u, - v] > [A,u, u - v] (1.33) 
et en utilisant (1.32) et (1.33) avec o = u il s’ensuit lim[A,-,u, , u, - u] = 0 
et d’aprb la premiere identite de (1.31) et l’hypothese (1.30) on obtient 
lim sup&u, , u, - u] < 0. Puisque PO est pseudo-monotone il vient 
lim infpou, , u, - v] > GB,u, u - v], VVEVr)YY-. (1.34) 
D’apres (1.33) et (1.34) il s’ensuit la these de (1.30). 
Posons 
D(L) = {v E w: v(0) = O}, L = dldt. 
Alors l’operateur B, verifie les conditions du theorime 1.2 du chapitre 3 de 
[5, page 3191. En effet (1.30) * (1.36) de [5], et d’aprb (1.26) et (1.20) on a 
li(4 + ~-%) u IIP < W1 + II u Ilr) + 0 II U’ 11~~ , VUEW, 
c’est & dire la condition (1.37) de [5] est valable. Finalement (1.22’) entraine 
la condition (1.18) de [5]. Alors il existe v, tel que 
vEl + A(vc + ~0) + ++L + uo) = 0, 
(1.35) 
v,(O) = 0, V,EW, 
SUR QUELQUES INhQUATIONS PARABOLIQUES 333 
qui est la (2.12’) de [3]; et on termine la demonstration comme dans [3] en 
remarquant que pour obtenir la (2.16) de [3] on utilise 
a la place de [Aus , U, - u,,] < 0. On peut utiliser B la place de la (2.26) de [3] 
u, 4 u dans L2n2(A) fort (1.36) 
(consequence de la proposition 1.1) qui est suffisante pour obtenir la (2.29) 
de [3]. 
Maintenant on decrira une condition suffisante pour avoir (1.15). ConsidC- 
rons les hypotheses suivantes 
x z z* 3 f [&(x, t, y, z) - Bj(X, t, y, z*)] (Tzj - xi*) > 0 i=l 
pour tout y E R est pour presque tous les (x, t) EA, 
(1.37) 
pour presque tous les (x, t) E A on a 
siIz]++coetsi]y]restebornC, 
(1.38) 
et changeons tres leghement les conditions (1.7’) et (1.8’) en supposant que 
$+$=I, so E [Z ml, 
0 
et 
Supposons finalement que 
(1.39) 
(1.40) 
avec 
d2 EPyA), m E L."ass2(A), g E JC~~'~~(A), (1.41) 
$+$<1, $+$<I, &.$<l.$ 33 El19 001. 
1 2 3 
(1.41’) 
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On a le 
LEMME 1.3. Les immersions de W2 dans L”sf(A), LB~*s~(A), L”z*;z(A) et 
LP”*‘3’(A) sont compactes. 
Dt!monstration. En effet ces couples d’exposants sont dans les conditions 
de la proposition 1.1. Remarquons que d’apres (1.41’) on a p,’ < 2*. 
Considerons maintenant la condition suivante: 
Soient u, , u E &, u, --t u dans V faible, u, + u dans 
Alors si 
lim sup 
s 
t1 (A(t) un(t), un(t) - u(t)) dt < 0 
to 
on a 
lim inf 
s t1 (4) u,(t), u,(t) - v(t)) dt to 
Z s t:’ (A(t) u(t), u(t) - v(t)> dt, 
VVEV. 
(1.43) 
On a le resultat suivant 
TH~OR~ME 1.4. Supposons vt%ji~es Zes conditions (1.6), (1.7), (1.39), (1.8), 
(1.40), (1.41), (1.41’) et Zes conditions (1.37), (1.38). Alors (1.43) est valable et 
en particulier (1.15) est valable. 
La demonstration du theoreme 1.4 est identique a celle du theoreme 3.1 
de [3] oti on renvoit le lecteur. On veut seulement remarquer les points oh 
les hypotheses faites sont utilisees. 
Sans perte de gCnCralitt on se borne au cas t, = 0, t, = T. Posons pour 
UE&,V,WEv-, 
L%(u, 4,wl = f’s, 6(x, 4 u, Vv) W dx dt, 
[A&), WI = s, &,(x, t u, Vu) w dx dt, 
A(% v) = A,(% fJ> + A,(u). 
On a A(u) = A(u, U) oti A: d -+ V’ est l’operateur introduit dans (1.11). 
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LEMME 1.6. Supposons v.&$ikes Zes conditions (1.6), (1.7), (1.39), (IA), 
(1.40), (1.37) et (1.38); supposons en outre que 
%I > *E 8, 
dans LseF(A) et 
[A,(% ,%J - A,(% 9 4, % - 4 -+ 0. 
Alors 
dans L(2*)‘,2(A) faible. 
LEMME 1.7. Supposons v&riJit!es (1.6), (1.8), (1.40). Si u,+u dans 
Lfi*‘(A) alors 
B&c, t, 24, , Vv) -+ Bj(X, t, 24, Vv) 
dans L2s2(A) pour chaque v E TJ+‘- (1 < j < N). 
LEMME 1.8. Sous les hypoth&es du lemme 1.6 on a pour chaque v E Y 
4~ > v) + A(u, v) dans V’faibZe. 
LEMME 1.9. Supposons v&@es les hypothkes du lemme 1.7 et (1.41) et 
supposons en outre que u, , u E G, u,+ u dans V faible et dans Lfil*Fl(A), 
L”z*~$A) et LQ”a’(A). Alors si 
avec v E V”, on a 
4% > v) ---f # dans V’faible 
[A@, 9 v), unl -+ W, 4 
D’apres les lemmes 1.6, 1.7, 1.8 et 1.9 on demontre que (1.43) est valable 
de la m&me facon qu’on demontre dans [3] le theoreme 3.1 d’aprb les 
lemmes 3.1, 3.2, 3.3 et 3.4. Finalement (1.43) entrame (1.15) d’apres le 
lemme 1.3 et l’immersion WS GLgo-‘o(A). 
2. On supposera dans ce numero que les fonctions B,(x, t, y, z), 
h = 0, l,..., N, verifient (1.6) et aussi 
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avec a constante positive et b, f fonctions non nCgatives.6 On suppose aussi 
we 
e2 E LyA) 
N 1 
avec G+y=l, h EL2+4), 
a2 E L"1Jl(A), m e L"2*S2(A), 6 EL**yA), 
avec 
g+;=1> Si# 00, pour i= 1,2,4, 
2 
g E LDsyA) avec $+$=i+eT, 
f E L~qA) avec &+$=l+eT (2.3) 
5 
avec 
eqo, 1~. 
On impose encore les conditions 
On d&nit encore a(t; U, w) comme dans (1.9) et l’opkrateur A(t): V-t V’ 
comme dans (1.10); remarquer a ce propos que d’aprb (2.4) on a p, > (2*)‘, 
&ant don& une fonction w et une constante M on pose, si M > 0. 
! M # M.w = w 0 
et on pose, si M < 0, 
-M 
# h4.w = 
I 
--w 
0 
En outre 
si M < w, 
si O<w<M, (2.5) 
si w < 0, 
si w<M, 
si M<w<O, 
si 0 < w. 
(2.5’) 
(2/f&2 
rliu*w = dw,tc - (2.6) 
En g&&xl on posera par commodith $ et 77 8 la place respectivement de 
4 M.W et 7)M.w. 
@ Remarquons que (2.1) entra*me (1.38). 
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Soit od un convexe ferme non vide de V tel que 
pour chaque M reel dans un voisinage de +CO il existe 
x>o tel que w-Ahr,E#, VWEK, (2.7) 
pour chaque M reel dans un voisinage de -cc il existe 
h>O tel que w-A7jEl-q VWEK. 
(2.7’) 
Par exemple si on consider-e le convexe dtfini dans (0.1) on a (2.7) avec 
h(M) = M-(2/e)+2 (pour chaque M > 0) et on a (2.7’) avec 
X(M) = (-M)-W’+2 
(pour chaque M < 0). 
THBOGME 2.1. Supposons vhiji~es Zes hypothises (1.6), (2.1), (2.2), (2.3), 
(2.4), (2.7) et (2.7’) et soit u me solution de (1.23)‘. Alon si 1 u,, [1/s ELM on a 
1 24 [l/e E 8. (2.9) 
COROLLAIRE 2.2. Sous les hypothises du th6orkme 2.1 on a 
24 ELqJ(fl) pour tout couple (q, r) v@iant 
$++$ 
(2.10) 
Avant de demontrer le theoreme 2.1 nous introduisons quelques definitions 
et nous ferons quelques remarques qui nous seront utiles. Soit to E [0, T[ 
tel que 
1 u(t,, x)llieEL2(Q) (2.11) 
et definissons en outre un operateur A: d + 8’ par 
[Au, 4 = It; (4~) U(T), $4) d7, vu, v E b, (2.12) 
oh [e, *] represente ici la dualite entre 8’ et 8 et t ~]t~, T]. On a d’aprb 
(l.lO), (2.12), (1.6), (2.1), (2.2), (2.3) et (2.4) et en utilisant (1.2) et (1.3) 
I[& VII < joyjn (a I Vu I + e I u I + h) I Vv I dx dr 
+ j-oT/o (d I Vu I + m I u I + .d I v I dx dr 
< @II Vu l12.2 + II e l12p,2s + II 24 lli~f + II h l12.2> 
* II Vv 112.2 + II 412w1 II Vu 112.2 II v l/4.~I 
+ II m llDz.sB II 24 I/D~,.s, II v 11~~3~ + II g llp3,53 II v llD~.5* 
< 41 + II u Ils) II v II8 
';Avec WI B la place de W dam (1.23) car les fonctions test 2) seront toujours prises 
dam WI ‘n ~6. 
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car < est contenu avec immersion continue dans L”s$/l), L”l*‘Ql), Lfiz*“z(d) et 
Lpa*“3(A). Par consequence 
II Au 118’ G 41 + II u Ilo), VUE&. (2.13) 
Retournons maintenant aux definitions (2.5) et (2.6). Soit 
w E 7q = fP(A), 
M > 0 et posons pour le moment, par commodite d’ecriture, t = .++r . 
Alors p.p. dans fl 
1 
0 si M < w, 
Diy5 = Diw si O<w<M, (2.14) 
0 si w < 0, 
pour i = 1,2 ,..., N + 1, avec J/J = #M,W . Posons pour c E~[W 
/ 
Ma si M< 5, 
g&T = P si O<t<M, 
0 si t GO, 
g,(f) = max(5, Ml, 
‘do = &l(E) ‘43, 
Oh 
a+lt]l,oI[. 
(2.15) 
Les fonction g, , g, et g sont lipschitziennes dans iw et continuement dif- 
ferentiables dans [w - (M}. On voit aisement que ~(3, t) = g(w(x, t)) avec 
7) = 7M.w et par consequent 7 E “w; et D&x, xN+J = g’(w(x, xNcl)) 
* D,w(x, ++I) (1 < i < N + 1) avec, si 
Diw(x, xN) = 0, g’(w(x, ++d DP(x, ++I) = 0 
m&me si dans le point w(x, xN+r) 1 a one ion g n’est pas derivable; on f t 
posera alors par commodite g’(M) = 0. 
En faisant quelques calculs on arrive facilement B 
1 
Ma-ID .w 2 si M < w, 
D. = zrl a~“-1D.w si 
0 ’ si 
O<w<M, (2.16) 
w < 0. 
D’apres (2.16), (2.5) et (2.14) il decoule 
Dig = F-l Diw + (a - 1) QF D&, l<i<N+l, (2.17) 
pour chaque w E WI. 
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Ces resultats restent valables si la fonction w n’a pas toutes les derides 
premieres. En particulier si w EP(O, T; V) alors (2.14), (2.16) et (2.17) restent 
valables pour i = l,..., N. 
PR~LIMINAIRES POUR LA DEMONSTRATION DU THBOR~ME 2.1. Soient U, 
des fonctions definies par* 
(2.18) 
pour n = 1, 2,.... On a d’apres la theorie des semigroupes fortement continus 
(cf. [5, chapitre 2, Section 91) 
U,EWlfl&“, 
u, --+ u dans V et dans CO([O, T]; L2(Q)); en particulier 
u, + u dans 6 et par consequent u, + u dans Dr(A) 
avec 4, Y verifiant (1.3). 
(2.19) 
(2.20) 
Si on pose v = u, et to = 0, t, = T dans l’inequation (1.23) on obtient, 
en utilisant (2.20), 
(2.21) 
On fixe M > 0 et on pose par commodite 
4 = #MA > rl = 7lM.u 9 *?I = hf.u, 9 
rln = rl~,~, et II - II = II * l12.R * 
On a d’aprb (2.20) 
qn -+ 7 dans Y et dans CO([O, T]; L2(Q)) 
et en particulier dans 8, (2.22) 
car rl = g(u), s = g(fk). L a convergence dans C”( [0, T]; L2(sZ)) est Cvidente 
et en particulier celle dansP(0, T; L2(Q)). Si Dir), -+ Div dansL2(0, T; La(Q)) 
est fausse (pour un certain i, 1 < i < N) il existe une suite extraite Dir], 
qui reste au dehors d’un certain voisinage de Div; en outre d’aprb (2.20) on 
peut supposer que U, + u ponctuellement presque partout dans A. On a alors 
avec y = (x, t) E A 
Dirlv(~) - %(Y)I 
G I g’My))l * I DP~(Y) - Wr)l + I Wr)l . I d(uv(y)) - g’@(y))l . 
(2.23) 
s On suit pour le moment la mkthode employbe dans [3]. 
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Le premier terme du deuxieme membre de (2.23) converge vers 0 dans 
Ls(A). Le deuxieme terme converge aussi vers 0 comme consequence 
du theoreme de Lebesgue; en effet il est ponctuellement borne par 
c I WY)l EW4 t e en outre dans l’ensemble oh U(Y) = M on a D,u( y) = Or’ 
et dans l’ensemble oti u(y) # M on a 1 g’(uJy)) - g’(u(y))l + 0 car g’ est 
continue dans les points U(Y). 
Soit maintenant X le nombre positif associe par (2.7) a M. La fonction 
0, = u, - Xyn E WI n a?-. 
On a 
s t; (un’ + Au, u, - 4 dT 
= I &’ + A 
u,u-v,JdT+!;:(Au,u,-u)dT+ jt(un’,un-u)dT 
to 
+ jt: (un’ - vn’, u, - v,) dr + jt; (un’ - v,‘, u - u,) dT. (2.24) 
l?tudions separement les termes du deuxieme membre de (2.24). D’apres 
l’irkquation (1.23) on a 
s 
t (vu,’ + Au, u - v,) dr < 4 I/ u - v, II2 II” 
to 
=&jlu- %l + hn II2 1;. 
Par ailleurs (2.20) entraine 
IS 
’ (Au, u, - u) dT 1 < II Au llr II un - u lb--t 0 
to 
et (2.21) entraine 
I t (%I’, %a to 
- u) dr = - $ jt: 11 u,’ II2 dr + 0. 
On a encore 
I 
t (u,’ - vi, u, - v,) d7 = + Ij u, - v, II2 It 
to to 
= x2 t II rln II2 I:, * 
g Presque partout. 
(2.25) 
(2.26) 
(2.27) 
(2.28) 
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Voyons finalement que 
s 
t (11,’ - v,‘, u-u,Jd~+0; 
to 
on a d’aprb (2.17), (2.18) et (2.14) 
I 
t (Id,’ - v,‘, u - u,) dr 
to 
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(2.29) 
et d’aprks (2.21) il s’ensuit (2.29). 
En utilisant (2.24),..., (2.29) et au& (2.20), (2.22) on a 
1if.p ItI (u,' + Au, U, - v,) dT 
c’est 5 dire 
D’autre c&C on voit aisCment que (cf. [4, chapitre III, (9.511) 
s 
t 
t, (G’, T,> dT = 4 II wi~$?)-~ II2 I;, - 3 (1 - 0) II #tie II2 It - (2.31) 
to 
D’aprb (2.30) et (2.31) il s’ensuit 
lim sup 8 II WA n+m I 
w’)-’ II2 1:. - 4 (1 - 0) II 6,‘” II2 1:. + j-1 6% rl,) dr/ < 0. 
(2.32) 
Remarquons que 
wP+~ = (l/W ah) g2W et &‘” = n@d 
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avec g, et g, donnks par (2.15) cette fois avec 01 = l/0 E 11, co[; en particulier 
on a, en utilisant (2.20), 
u p/d-l+ ups)-1 et go+ $pJ 
12 It dans co@4 Tl; L2(Q)). 
(2.33) 
D’aprks (2.32), (2.33) et (2.22) il s’ensuit 
ce qui correspond B la formule (9.6) du chapitre III de [4]. Dorhavant la 
dkmonstration est analogue 2 celle donnCe dans [4] : On a d’aprb la dkfinition 
de $ 
I---B 
2 11 u(t) g(t)(l’@-ljl2 > y /I lj(tyJ 112, 
: II I U(toP II2 3 8 II Go) $4t0Y1’e)-1 112, 
B II WoY8 II2 b (fw II wo>l’e /I29 
et par conskquence 
& /I u(t) #(tpe)-l 112 - $11 u(t,) $b(tO)(l’e)-l II2 - 4 /I z&ye 112 + $11 $(toye 112 
+ w2> II wl’e II2 - uw II twoY’e /I2 
3 P/4 II u(t) w (l’f+l/12 - 4 11 U(t,)jl’e 112. (2.35) 
Mais puisque la somme des deux premiers termes dans le premier membre 
de (2.34) est Cgale au premier membre de (2.35) on obtient 
Voyons maintenant que 
gl Bj(x> 4u, Vu) Djrl 
3 ae 1 ~(~p/yj2 
- (2/e - 1) b(~4(1+-1)2 - (ye _ l)f 1 upl/e)-l pe)~ 
(2.36) 
(2.37) 
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En effet dans les points oh 0 < u < M on A d’aprb (2.16) et (2.1) 
f B, Dj7j = 5 (ye - 1) ?.PQ& DjU 
j=l j=l 
> (2/e - 1) zP’@-2 {a 1 vu 12 - 6 1 u 12 -f}. 
D’un autre c&G0 u,W~)-~ eL2(0, T; V) avec 
Di(u#W’-l) = [$~,f;:,’ Diu ;; ; 2 ; su” M ~ u, 
et par conskquent (oh 0 < u < M) 
u(2/8k2 1 vu 12 = +2/e)-2 [ vzc 12 = 02 / yu$we)-1)~2~ 
D’aprks (2.38), (2.40), 
u2u(2m-2 = (,p/e)-1)” et uww-2 = (upi/eb1)2(i-e) 
il s’ensuit (2.37). 
Dans les points oh u > M ou u < 0 on a d’aprks (2.16) et (2.1) 
gl Bj Dg = $I I,!I(~‘~‘-~B~ D,u
24 @‘-{a [ vu 12 - 6 1 u 12 -f>; 
d’aprb (2.39) il vient 
* web-2 1 vu 12 = 1 v(up/eb-i)12 
et en outre 
* (2/o)--2*2 = (up1/e)-1)2, pw-2 G 1 u+weki 12u-8) 
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(2.38) 
(2.39) 
(2.40) 
(2.41) 
(2.42) 
(2.43) 
car I # I < I 24 I . L es majorations (2.41), (2.42) et (2.43) entrainent (2.37). 
De m&me 
I B,(x, t, u, Vu) rl I ,< (d I Vu I + m I u I + g) I u I #(2’e)-2 
et on dkmontre, en considkrant sCparCment les deux cas 0 < u & M et 
u < 0 ou u > M, que 
I 4,(x, t, u, Vu) rl I 
d d 1 up/e)-1 1 1 v(2+we)--l)I + tt~(~p/e)-1)2 + g 1 2hp+-1 p-8. (2.44) 
lo On dbmontre (2.39) en remarquant que u#(l/e)-l = (l/M) gl(u) gz(u) avec g, et g, 
don&s par (2.15), 01 = l/0; et ZI EL$(O, T, V). 
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Posons par commoditk z, = u4 ‘l/0)-1. D’aprks (2.36), (2.37) et (2.44) on 
obtient en utilisant 
dlvl IVVI ~~lvvl~+$d2Ivl2 
et I’inCgalitC de Halder 
; II v(t)l12 + ae II vv ll;,24,t 
(2.45) 
+ II m II Bz,s2,At0,t II v Il;2*ja,“r,.t + II g l19Q.88.At0,t 11 v Il~~~(sz-s)/z,q(2-e)/2,~t~.: 
+ s II I ~(GJll’o 112* 
Remarquons maintenant que d’aprts (2.2), (2.3) et (2.4) les couples d’expo- 
sants (& , SO i = 1,2,4, (&(l - e), &(l - e)), (j& (2 - 0)/2, S, (2 - 8)/2) 
vkrifient la condition (1.3); en outre si un couple (n, Y) vkrifie (1.3) on al1 
II u II w,dto,, G B I u IAr(+ 
oh on peut supposer /3 indkpendant de t, et t (il dCpend de T). Alors d’aprb 
(2.45) &rite pour E = a0 on obtient 
+ II mll 1)21%.40,t I I v lot,.*, 
(2.46) 
11 C’est une conskquence de (1.4) &rite pour le cylindre AtO,, et de la majoration de 
Sobolev 
II 24 Ila*.n 6 4 u Il2.a f II vu Ila.d. 
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Prenons maintenant t, E ]to , T] et faisons t parcourir [to , t,]; on obtient 
d’aprts (2.46) 
v 1 v I;,,,, < deuxieme membre de (2.46) &rite avec tl a la place de t, 
oh v = (l/2) (e/2) min(1, u). En utilisant l’inegalite de Young il vient 
avec E > 0 arbitraire. On fixe E tel que 
(1 - 0) pl-4) + 1 _ + 
( 1 
E2/(2-e) = 2, 
4 
et on choisit t, de facon que 
II d2 II 91.s1.nto,t1 + II m 1L.%4& + (+ - 1) P” II 6 llP4*S&lt0,tI G ; 
ce qui est possible car st # co, i = 1, 2, 4. 11 s’ensuit 
+I; t0,tI < Cl Ilfll;:,, + 62 II i! Ili:s, + ii II I &v’e II2 
(2.47) 
(2.48) 
avec c, et c2 dependentes seulement de 6, /3 et v. 
Si M --+ + co alors v converge en croisant ponctuellement vers la fonction 
u[max(u, 0)] We)-l = max(u, O)1/e 
et puisque 
II v Ilt.2,nto,t1 < constante independente de M, 
il s’ensuit, d’apres le lemme de Fatou et le theoreme de Lebesgue, que 
z1-+ max(u, O)1/e dans L2(t, , t,; L2(Q)). Et en utilisant (2.48) on obtient 
max(u, O)lie EL2(t0 , t,; V) n Lw(tO , tl; L2(Q)). (2.49) 
Remarquons maintenant que la fonction -u(x, t) est solution de (1.23) 
avec us remplace par -uO , K et X remplaces respectivement par --H et 
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-X et l’operateur A(t) remplace par l’operateur J(t) relatif aux fonctions 
&(x, t,y, z) = --B,(x, t, -y, -z), k = 0, l,..., N. Et les fonctions Bk 
verifient encore les majorations (1.6), (2.1). E n outre (2.7’) est equivalent a la 
condition 
pour chaque M reel dans un voisinage de +co il existe 
h > 0 tel que w - /\q E - K, VW E - K, 
c’est a dire -K verifie (2.7). Alors si t, et t, verifient respectivement (2.11) 
et (2.47) on a, en utilisant (2.49) pour la fonction -u, 
Puisque 
I mW, 011 l/e EL2(to , t,; V) n La(to , tl;L2(Q)). 
1 u IlIe = max(u, O)lje + 1 min(zc, 0)j1/e 
on a finalement la 
PROPOSITION 2.3. Si t, vt%jie (2.11) et t, vbrife (2.47) alors 
1 24 p/e EP(t, , t,; V) n L=(to , t,; L2(Q)). (2.50) 
Dbmonstration du thkoorkme 2.1. Si la valeur t, = T verifie (2.47) le theo- 
r&me est demontre d’apres la proposition 2.3. Autrement on choisit t, E IO, T[ 
tel que (2.47) soit vCrifiC avec le signe “=” et avec t, = 0. D’aprb la pro- 
position 2.3 (2.50) est valable et par consequence t, verifie (2.11); on choisit 
alors t, ~]t~ , T] de facon que (2.47) soit verifiee dans le cylindre fl, t et 1’ 2 
(toujours d’aprb la proposition 2.3) on obtient 
c’est B dire, 
I u ps EL2(tl , t,; V) n Lm(t, , t,; L2(Q)), 
I u 1110 EL2(to , t,; V) n Lm(to , t,; P(L?)). 
Si t, < T on continue la demonstration de la meme facon jusqu’a arriver 
a une valeur t, = T; il reste a demontrer qu’on arrive toujours a la valeur T 
avec un nombre fini de cylindres (ltl,ti+l: soient n, , n2 et na le nombre 
(eventuellement infini) de cylindres (Iti,ti+l oh respectivement 
(2.51) 
(2.51’) 
(2.51”) 
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Dans chaque cylindre (sauf Cventuellement le dernier s’il existe un dernier) 
on a par construction 
et par conskquent le nombre total TZ de cylindres vkrifie n < n, + n2 + n3 + 1. 
Or 
oh la somme s’Ctend aux cylindres oh (2.51) est vCrifiCe. Alors 
En raisonnant de m&me avec n2 et ns on dkmontre que 
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