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Abstract
A stock price process model
reflecting dynamics of traders’
behaviors
Wonse Kim
Department of Mathematical Sciences
The Graduate School
Seoul National University
In this paper, we propose a new stock price process model that reflects the
dynamics of traders’ behaviors. Our model has two implications: First, in the
both seller group and the buyer group, the stock price moves in favor of the
minority group, not the majority group, and the smaller the minority group
is, the larger the change in the price. Second, in both the seller group and
the buyer group, traders follow (herd to) the behavior of the minority, and
the smaller the minority group is, the larger the herding. Then, exploiting our
proprietary data set, we show that our model explains the market well. We also
use our model to show that we can predict stock prices via a machine-learning
technique that we develop.
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A geometric Brownian motion (GBM),









is a stochastic process that satisfies a stochastic differential equation (SDE),
dSt = µStdt+ σStdWt. (1.0.2)
GBM, one of the most popular stock price process models, is widely used
in mathematical finance, particularly in the celebrated Black-Scholes Option
Pricing model, to model stock price processes. GBM is a simple stock price
process model, as it involves only two simple parameters (µ: drift parameter,
σ: volatility parameter) to describe stock price processes, and it does not re-
flect the dynamics of traders’ behaviors.
However, recent empirical studies show that heterogeneous groups of in-
vestors in the market affect stock price processes in different ways: Using Fin-
land stock market transaction data, Stoffman (2014) [34] shows that, in trades
between institutions and households, stock prices move in the direction that
benefits institutions, regardless of whether institutions buy from households
or sell to them.
1
CHAPTER 1. INTRODUCTION
Our prior studies also address the effect of traders’ dynamics on stock
prices. Using data from the Korea stock market and methods similar to those
of Stoffman (2014) [34], Chay and Kim (2017) [10] investigate how stock
prices move contemporaneously with trading activities among three types of
investors: households, institutions, and foreigners. They show that, whereas
prices consistently move in the direction of institutional trading in trades be-
tween individuals and institutions, prices consistently move in the direction
of foreign investors at a daily horizon, no matter who is on the opposite side
of their trades. Chay and Kim (2017) [10]’s results suggest that, at least in
the short term, institutions predict stock prices better than individuals do,
and foreign investors have an advantage in forecasting stock prices than either
individuals or institutions. Chay and Kim (2017) [10] also perform the same
type of analyses over a weekly horizon and show that, as in the case of their
daily horizon analysis, weekly prices move to benefit institutions and foreigners
when they trade with individuals. However, while Chay and Kim (2017) [10]
find no significant relationship between weekly stock returns and the trading
when domestic institutions trade with foreigners, they use an analysis based on
the volume-weighted average price to present significant evidence that foreign-
ers secure positive weekly returns when they trade with domestic institutions.
The result of weekly analysis of Chay and Kim (2017) [10] is summarized in
Figure 1.1, and Figure 1.2.
Using the same data that Chay and Kim (2017) [10] use, Chay, Kim, and
Lee (2017) [11] use the measure developed by Lakonishok, Shleifer, and Vishny
(1992) [27]) to measure the effect of the three types of investors’ herding on the
intraday volatilities of stock price processes, which is measured by the realized
variance. They show that herding by individual investors increases intraday
stock volatility, while herding by foreign institutional investors decreases in-
traday stock volatility. Domestic institutions’ herding does not appear to affect
intraday stock volatility. Chay, Kim, and Lee (2017) [11]’s empirical results,
combined with information theory, suggest that, whereas individual investors







formed traders in the market.
These lines of empirical studies suggest the needs for a new stock price
process model that reflects the effects of the dynamics of traders’ behaviors. In
this paper, we suggest a stock price processes model in which stock price pro-
cesses are affected by the dynamics of traders’ behaviors. Then, by exploiting
our proprietary data set, we show that our model reflects the financial market
well. Finally, we show that, based on our model, we can predict stock returns
by using a machine-learning technique that we develop.
4
Chapter 2
The stock price process model
reflecting the dynamics of
traders’ behavior
In this chapter, we first introduce the two motivations of our new stock price
processes model. We then describe the model in the form of SDE and present
the closed-form solutions under some linearity assumptions.
2.1 Motivations
2.1.1 Motivation based on Information theory
The first approach to motivate our new stock price processes model, is based
on information theory. As Black (1985) [4] states that ‘Noise trading is trading
on noise as if it were information’, most traders trade stocks since they re-
gard themselves as informed traders based on their own information, whether
their information is valuable or not. The value of the information (or whether
the information is really information or not) becomes known by following a
stock’s price movement. Under this setting of information theory, we make the
following argument.
5
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Motivation 1. (A motivation based on information theory)
The value of the information a trader group (a seller group or a buyer
group) can be measured ex ante by the ratio between the sizes of the two groups.
This argument can be supported by information theory using the Bayesian
Nash equilibrium, which is based primarily on Kyle (1985) [26]. Kyle (1985)
[26]’s dynamic model first shows that a single informed investor can exploit
his or her monopoly power. Kyle (1985) [26] then expands the single auction
model to a sequential auction model and a continuous auction model and shows
that, under the some linearity conditions, the sequential auction model and the
continuous auction model have unique equilibria. It is during the process of
reaching the unique equilibrium that the informed trader can make a profit.
We briefly introduce the models of Kyle (1985) [26]. In his equilibrium
model, he make following assumptions.
1. Three kinds of traders in market: a single risk neutral insider, random
noise traders, competitive risk neutral market makers,
2. The informed trader is assumed to maximize expected profits,
3. the noise traders summit their order randomly,
4. Market makers determine market prices equal to the expectation of the
liquidation value of the commodity,
Under these conditions first, Kyle (1985) [26], investigate a single auction
model. Kyle (1985) [26]’s single auction model involves 5 kinds of random
variables,
1. ν̃: the ex post liquidation value of the risky asset, ν̃ ∼ N(p0,Σ0, ),
2. µ̃: the quantity traded by by noise traders, µ̃ ∼ N(0, σ2µ),
3. χ̃: the quantity traded by the insider,
4. p̃: the market price,
5. π̃: the profit of the insider, π̃ = (ν̃ − p̃)χ̃,
6
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and, 2 kinds of measurable functions
1. X : the trading strategy of informed traders, χ̃ = X(ν̃),
2. P : pricing rule of market makers, p̃ = P (χ̃+ µ̃).




E[π̃(X,P )|ν̃ = ν]
subject to p̃(X,P ) = E[ν̃|χ̃+ ν̃].
(2.1.1)
Kyle (1985) [26] shows that there exists the unique equilibrium (that is,
there exists the unique solution of the optimization problem (2.1.1)) under the
linearity assumptions on the trading strategy of informed traders, X, pricing
rule of market makers, P .
Theorem 2.1.1. (Kyle 1985) There exists the unique equilibrium in which
X and P are linear functions. Defining constants β and λ by β := (σ2µ/Σ0)
1/2
and λ := 2(σ2µ/Σ0)
−1/2, the equilibrium P and X are given by
X(ν̃) = β(ν − p0) , P (χ̃+ ν̃) = p0 + λ(χ̃+ ν̃).
Proof. Suppose that for constants α, β, γ, λ, linear functions P and X are given
by
P (y) = γ + λy, X(ν) = α + βν
Since P is linear, profits can be written
E{[ν̃ − P (x+ µ̃)]x|ν̃ = ν] = (ν − µ− λx)x.
Maximizing the quadratic objective function(w.r.t x) yields
1/β = 2λ, α = −µβ (2.1.2)
Since X and P are linear, the market efficiency condition is
µ+ λy = E{ν̃|α + βν̃ + µ̃ = y}. (2.1.3)
7
CHAPTER 2. THE STOCK PRICE PROCESS MODEL REFLECTING
THE DYNAMICS OF TRADERS’ BEHAVIOR




, µ = p0 − λ(α + βp0). (2.1.4)
By (2) , (4) subject to the second order condition λ > 0 we can get the
results.






1/2. Kyle (1985) [26] then, expands his single auction model to sequen-
tial and continuous auction model. Kyle (1985) [26] shows that under the some
linearity conditions, the sequential auction and continuous auction model have
the unique equilibrium and during the procedures of reaching the unique equi-
librium, the informed trader can make his or her profits.
Since Kyle (1985) [26], several theoretical and experimental studies ex-
pand on Kyle (1985) [26] to overcome the restrictiveness of the model’s sin-
gle informed investor assumption (Admati and Pfleiderer (1988) [1], Holden
and Subrahmanyam (1992, 1994) [22],[23], and Foster and Viswanathan (1993,
1996) [15],[16]). In particular, whereas Kyle (1985) [26]’ model shows that
an informed investor trades in a gradual manner when there is only one in-
formed investor in the market, Holden and Subrahmanyam (1992) [22] show
that informed investors trade aggressively when the market has more than
one informed investor, that is, when there is competition among informed in-
vestors. Holden and Subrahmanyam (1992) [22] show that, as the number of
informed traders in the market increases, so does the informational efficiency
of the price, as measured by the conditional variance of the equilibrium market
price in each trading period. (See Figure 2.1, which is reproduced from Holden
and Subrahmanyam (1992) [22]). That is, the more informed are the investors
in the market, the more quickly the price reflects the information.
Schnitzlein (2002) [33]’s and Bossaerts, Frydman, and Ledyard (2014) [5]’s
experimental studies show a positive correlation between the number of in-
formed investors and the speed of the price adjustment process. In particular,
8
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Figure 2.1
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Bossaerts et al. (2014) [5], in their experimental study show that the theoretical
results of Holden and Subrahmanyam (1992) [22], which are described in Figure
2.1, also hold in their artificial market. Bossaerts et al. (2014) [5]’s empirical
results are summarized in Figure 2.2, which is reproduced from Bossaerts et
al. (2014) [5].
Figure 2.2: Average volatility (measured as transaction price range) per sub-
period of 30s, stratified by number of insiders (0, 2, 6, 10, and 15, out of 20
participants).
10
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.
From these studies on information theory, we can deduce that the more
the number of traders in the market who have similar information, the higher
the probability that the information is already fully or mostly reflected in the
market price and the less valuable the information. Therefore, if we assume
that investors in the same position (sell or buy) have similar information, it is
likely that, the smaller the investor group, the more valuable its information,
supporting motivation.
2.1.2 Motivation based on empirical studies of traders’
trading skills
The second motivation of our model is based on the many empirical studies of
traders’ trading skills. While these studies’ results often differ, most of them
share the conclusion that there is only a small subset of skilled investors who
can beat the market
First, in many empirical studies about skill of fund managers, although
there is some controversy about fund managers’ market-timing ability, many
empirical studies on the skills of fund managers agree that only a small subset
of fund managers have sufficient stock-picking ability to ensure superior per-
formance. Second, there is rising interest in the field of investment behavior
and the performance of individual traders, which Campell (2006) [9]) defines
as “household finance,” and many of the empirical studies about individual
traders’ trading skills agree that only a small subset of individual investors
are particularly skilled. From these empirical studies, we can conclude that
scarcity of skill is a necessary condition for a trading skill to work well in the
market, as we often witness in the financial market when a trading strategy
works well when it is first introduced and is used by only a small number of
traders but is no longer effective when it becomes widely known. A typical
example of this phenomenon is high-frequency trading (HFT). According to
Clive Cookson (2013) [12], as the HFT strategies became more widely used,
making a profit using the strategy became more difficult. According to an es-
11
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timate from Frederi Viens of Purdue University, profit from HFT in the US
declined from an estimated peak of $5bn in 2009 to about $1.25bn in 2012.
Given the importance of the scarcity of trading skill, then if investors in the
same position (sell or buy) have similar trading skills (or equivalently, stand
on their position based on similar trading skills), it is likely that, the smaller
an investor group, the more likely that its trading skills will make the right
decision. From this point of view, another motivation of our model is as follows.
Motivation 2. (A motivation based on on trading skills of trader.)
The probability that a trading group (a seller or buyer group) will make the
right decision based on its trading skills can be measured ex ante by the ratio
between the sizes of the two groups.
2.2 The model description
Based on motivations 1 and 2, we first define our key variable, the sell-buy
ratio(SBR). Then we use the variable to develop two hypotheses that describe
the relationship between the stock price process and the dynamics of traders’
behaviors.
Definition 2.2.1. Let Si,t(Bi,t) be the number of net sellers (buyers) of a






and the natural logarithm of the SBRi,t is denoted by Ni,t = log(SBRi,t).
2.2.1 SDE form
Utilizing the definition above, we formulate our stock price process model
reflecting the dynamics of traders via SDE.
Hypothesis 1.
dSt = (µ+ f(Nt))Stdt+ σ1StdW1 (2.2.2)
12
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where, f is a real-valued function satisfying following three properties.
1. the function f pass through the origin.
2. the function f is symmetric about the origin.
3. the function f is increasing.
The stock price process model given in the Hypothesis 1. reflects our two
motivations in section 2.1:the Hypothesis 1 says that,
Implication 1. among the seller group and the buyer group,
(i) the stock price moves to the direction in favor of minority group, not
majority group, and
(ii) the smaller the minor group is, the larger the change of prices is.
Hypothesis 2.
dNt = g(Nt)dt+ σ2dW2 (2.2.3)
where, g is a real-valued function satisfying following three properties.
1. the function g pass through the origin.
2. the function g is symmetric about the origin.
3. the function g is decreasing.
The Hypothesis 2 says that, in the process of the stock price moving to
the direction in favor of minority group, at the same time, the value of SBRt
changes to the direction of ’1’, in which the number of net sellers and net
buyers are equal. That is, the Hypothesis 2 implies that
Implication 2. among the seller group and the buyer group,
(i) traders follow (herd to) the behavior of the minority, and
(ii) the smaller the minor group is, the larger the herding occurs.
13
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The Hypothesis 2 can be explained by two kinds of point of views, first,
by the view of information of a trader group, second, by view of trading skills
of trader group. First, information cascading can explain the Hypothesis 2. At
the early stage of positive (negative) information generation, it is likely that
only the small number of investor can know the information. Therefore, SBR
is lager (smaller) than 1 because only the small informed investors bet on the
buy (sell) position. However, as time goes by, the information cascade over
the market so that more investors become informed. Therefore, more informed
investors bet on the buy (sell) position which make SBR smaller (larger).
Second, skilled traders are highly likely to be not followers but leaders to a
price movement in a market because only by a preemptive action (buy/sell),
they can make them to beat the market. Therefore, after only a small number
of skilled traders bet on buy (sell) position in a market which means SBR is
larger (smaller) than 1, many other followers are likely to come to the market
with same position with the skilled traders. The new participation of followers
to the skilled trader in the market makes SBR smaller (larger) than its previous
value.
2.2.2 Closed-form solution of the SDE (linear assump-
tion)
Our SDE models have closed-solutions if we assume the linearity in both
functions, f and g. Under the linearity assumption, we can reformulate the
Hypothesis1, and the Hypothesis 2 as follows.
Hypothesis 3. (Hypothesis 1 with linearity assumption)
dSt = (µ+ aNt)Stdt+ σ1StdW1, (2.2.4)
where a > 0.
Hypothesis 4. (Hypothesis 2 with linearity assumption)
dNt = −bNtdt+ σ2dW21, (2.2.5)
14
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where b > 0.
Under these linearity assumptions, we can deduce the closed-forms of two
SDE’s, (2.2.4) and (2.2.5).


































Theorem 2.2.3. The process















solves the SDE (2.2.4)
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Proof. If we divide both sides of (2.2.4) by S, we can get
dS
S
















where the first equality holds by Ito’s Lemma, and the second equality holds
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{∫ t
0









By substituting the Ns in (2.2.17) with (2.2.6), we can get



















In this chapter, to verify the validity of our model, we perform several empirical
tests. To this end, we first describe our proprietary data set. we then, report
our empirical results.
3.1 Data description
Our proprietary data is composed of the intraday transaction data for all stock
(2,131 stocks) listed on the KRX from February 1, 2008 through 30, December
2009 (479 trading days). It includes 822,933 observations (day and stock) from
2,131 stocks . The transaction data include many information about every or-
der and trade occurred in KRX during the periods. The information not only
contains the price and quantity of stocks sold or bought, and trade time in
milliseconds, but also contains symbols that makes it possible to identify an
account for each trade uniquely. With aid of these symbols, we could calibrate
the number of sellers and buyers for each observation so that calculate our
main measure, sell-buy ratio(SBR).
Panel A of table 1 shows the descriptive statistics of SBR for our sam-
ple. 1 The mean of SBR is smaller than 1, 0.94, which is statistically different
1To remove observation having extremely large SBR, we winsorize sample at 0.1 % and
17
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from 1. 2 It can mean that there are relatively more number of buyers than
the number of sellers on average during the sample period. Although mean
of SBR can present useful information about our sample, mean of SBR can
produce biased result: since SBR is defined on positive domain, and has a
shape of right skewness, the distribution of SBR is not symmetric relative to
1. But, as stated above, 1 is critical value so that whether SBR is larger or
smaller than SBR is of great interest. Therefore, in order the mean to have
a useful information about our sample, it is more desirable to transform the
sample to have a symmetric form relative to some number. The one of simplest
way of performing this task is just to take natural logarithm for SBR which
can make SBR symmetric relative to 0. The mean of SBR taken by natural
logarithm is -0.19 and t-value is -344.17. Since 0 of SBR taken by natural log-
arithm corresponds to 1 of SBR, it implies that information and trading skill
of seller group is slightly scarcer than that of buyer group on average during
the sample periods, which is consistent result with implication of average SBR.
Panel B of Table 1 shows the sample composition ratio. 32.78 % of total
sample have SBR larger than 1, 65.16% of total sample have SBR smaller than
1, and 2.06 % of total sample have SBR equal to 1. Therefore, there are much
more sample with SBR smaller than 1 (sample in which seller group have
scarcer information and trading skills than buyer group) than sample with
SBR larger than 1 (sample in which buyer group have scarcer information and
trading skills than seller group). It consistents with the implications of average
SBR and average SBR taken by SBR.
Table 2 shows the descriptive statistics of daily returns for all sample stock
of our study. The mean of daily returns is positive 0.03 % with t-statistics 7.06,
which implies that the positiveness is statistically meaningful.
99.9%.
2t-statistics of one sample t test for new sample constructed by subtracting ‘1’ from
original sample is -105.74. It means that original sample is statistically different from 1 in
very strong degree.
18
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3.2 Empirical results
To test Hypothesis 1, we first investigate the relationship between the SBR of
stocks on a day and their next-day return. If Hypothesis 1 holds in the financial
market, there must be strong positive relationship between the SBR and the
next-day return. We then test Hypothesis 2 to determine whether it holds in
the financial market.
3.2.1 The dynamics of stock price processes
3.2.1.1 Cardinal property of SBR
In this section, we test empirically the first half of Hypothesi 1, the (i) of Im-
plication 1, which proposes that the stock price moves in favor of the minority
group, not the majority group. To investigate the (i) of Implication 1, we
investigate the relationship between the cardinal property of SBR and future
stock returns.
To this end, we first partition our sample into three groups on the basis
of 1 as the SBR of the previous day: a group whose previous day’s SBR is
larger than 1, a group whose previous day’s SBR is equal to 1, and a group
whose previous day’s SBR is less than 1. We then calibrate and average the
daily return for all samples in each group, as shown in Table 3. The average
daily return of the group whose previous day’s SBR is larger (smaller) than 1
is 0.21% (-0.06%), with a t-statistic of 26.11 (-9.73). Therefore, when there are
more sellers (buyers) than buyers (sellers) in a market, so the buyers’ (sellers’)
information and trading skills are scarcer than those of the seller (buyer) group,
the buyer (seller) group is likely to be the winner in their trades. The average
daily return of the group whose previous-day SBR equals 1 is 0.07%, with a
t-statistic of 2.43. This empirical result for this group shows that, although the
t-value of the group’s daily returns is sufficiently large and the positive mean
(0.07%) is statistically meaningful, it is small compared to those of the other
two groups. Moreover, the t-value of the average daily returns of the group
whose previous-day SBR is 1 is much smaller than that the full, as shown in
20
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Table 1. Therefore, the empirical results shown in Table 3 show that, whereas
the buyer (seller) group is likely to be the winner when there are more sellers
(buyers) than buyers (sellers) in a market, when there are similar numbers of
sellers and buyers in a market, the probability that the buyer group will be
the winner is slightly larger than the probability that the seller group will be
the winner. This empirical result supports the first part of Hypothesis 1, which
states that the stock price moves to favor the minority group, not the majority
group.
Table 3
3.2.1.2 Ordinal property of SBR
In this section, we test empirically the remaining half of Hypothesis 1, (ii)
of Implication 1 : the smaller the minority group, the larger the change in
prices. To investigate the (ii) of Implication 1, we investigate the relation
between ordinal property of SBR and future stock returns.
Table 4 shows the average daily returns and cumulative daily returns of
decile (value-weighted and equal-weighted) portfolios that are formed by sort-
ing our sample based on the SBR of the previous day. Panel A of table 4
shows the average daily returns of value-weighted decile portfolios. Decile 1
(minimum SBR) is the portfolio of stocks with the lowest SBR on the pre-
vious day, and decile 10 (maximum SBR) is the portfolio of stocks with the
highest SBR on the previous day. The difference in the value-weighted average
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returns between decile 1 and decile 10 is 0.49%, with a t-statistic of 7.46, a
difference that is economically and statistically significant at all conventional
levels. The relationship between the value-weighted average daily returns and
deciles suggests that a positive relationship between value-weighted average
daily returns and deciles, as the average daily returns of deciles 1-7 increase
from -0.10% to 0.08%. However, going from decile 7 to decile 10, the average
daily returns increase more dramatically, from 0.08% to 0.40%. Therefore, the
average daily returns have an increasing trend that is statistically significant,
as the standard errors show.
Panel A of Table 4 also shows that the standard errors of the decile port-
folios do not increase across deciles, as the standard error of decile 10 is the
smallest of all deciles, at 0.09%. Therefore, although the average daily return
of the decile 10 portfolio is the largest of the 10 deciles, the risk, measured
as variation in returns, of the decile 10 portfolio is the smallest. This result
suggests that the SBR is not a risk factor of stocks to be priced in a market
but a useful indicator that contains information about the stock’s future price
movements.
Panel A of Table 4 also shows the cumulative return of the value-weighted
decile portfolios and an increasing pattern in the cumulative daily returns
that is similar to that of the average daily returns, increasing from -44.43% to
505.33%. Moreover, the difference in the cumulative returns between the min-
imum SBR portfolio and the maximum SBR portfolio is 549.76%, suggesting
that, if we had formed a portfolio by shorting the decile 1 portfolio and longing
the decile 10 portfolio every day, we could have made a 549.76% return during
the sample periods, which is large if we consider that the length of the sample
period is only about two years. Therefore, we re confirm that the SBR is a use-
ful indicator that contains information about stocks’ future price movements.
Panel B of Table 4 shows a similar but weaker positive correlation between
average daily returns (cumulative returns) and the decile portfolios for equal-
weighted portfolios. The first colume of Panel B of Table 4 shows the average
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daily returns of the equal-weighted decile portfolios during the sample periods:
While the average daily returns of deciles 1-7 are similar, in the range of 0.05
to 0.16%, the decile 7-10 portfolios’ average daily returns increase from 0.16%
to 0.49%. The difference in the average daily return between the minimum
SBR portfolio and the maximum SBR portfolio is 0.44%, with a t-statistic of
11.60. The standard errors of the decile portfolios also have a minimum values
of 0.08% in the maximum SBR portfolio, which is the portfolio with the largest
average daily return.
Third column of Panel B of Table 4 presents the cumulative returns of the
decile portfolios. The cumulative returns of decile portfolios 1-5 have a zigzag
shape in the range of 16.38% to 66.25%. However, the cumulative returns of
the decile portfolios 5-10 increase from 66.25% to 865.78%. Moreover, the dif-
ference in the cumulative returns between the minimum SBR portfolio and the
maximum SBR portfolio is 849.39%, so we could have made a 849.39% return
during the sample periods if we had formed a portfolio by shorting portfolio 1
and longing portfolio 10 every day.
These portfolio analyses suggest two important results: First, the daily
return has a positive correlation with the SBR of the previous day. Second,
the although there is a positive correlation with the next day’s daily return, the
SBR is not a risk factor. These two empirical results strongly the remaining
half of Hypothesis 1, (ii) of Implication 1: that the smaller the minority
group is, the larger the change in prices.
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3.2.2 The dynamics of SBR
3.2.2.1 Cardinal analysis of the dynamics of traders
In this section, we test the first half of Hypothesis 2, (i) of Implication 2
empirically: traders follow (herd to) the behavior of the minority. To investigate
the (i) of Implication 2, we first define the change rate of traders.
Definition 3.2.1. (The change rate of traders) Let SBRit+1 be a sell-buy
ratio of a stock i in day t + 1, and BSRit+1 be a buy-sell ratio of a stock i in
day t+ 1,
the change rate of traders of a stock i at day t =
SBRit+1
SBRit
− 1, SBRit > 1,
BSRit+1
BSRit




− 1, SBRit = 1,
Therefore, the change rate of traders 3measures different quantity for three
groups.
1. A group with SBR larger than 1 (the number of sellers > the number of
buyers) : measures the change rate of ratio of buyers to sellers.
2. A group with SBR smaller than 1 (the number of sellers < the number
of buyers): measures the change rate of ratio of sellers to buyers.
3. A group with SBR equal to 1 (the number of sellers = the number of
buyers): measures the change rate of ratio of buyers to sellers.
Table 5 presents the average change rate of the traders for each of the three
groups. The average change rate of traders for the group whose SBR is larger
3The reason we do not simply use growth rate of SBR (=
SBRit+1
SBRit
− 1) for all the three
groups is that growth rate of SBR shows asymmetric behavior relative to 1. Therefore, it is
necessary to define different formulas for both a group with SBR larger than 1 and a group
with SBR smaller than 1 respectively to balance a scale of the measure.
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than 1 and the group whose SBR is less than 1 is negative (-0.22 and -0.06,
respectively), and the t-statistics are sufficiently large (-268.30, -81.96, respec-
tively). Therefore, when there are more sellers (buyers) than buyers (sellers) in
a market, more buyers (sellers) than sellers (buyers) than there were today are
likely to come to the market tomorrow. The SBR is likely to decrease (increase)
tomorrow if today’s SBR is larger (smaller) than 1. The average change rate
of traders in the group whose SBR is 1 is -0.16, and the t-statistic is -37.38.
Although the t-value of the SBR’s growth rate for this group is sufficiently
large (-37.38), the negative mean (-0.16) is statistically meaningful, as it is
small compared to those of the other groups (-268.30 for the group whose SBR
is larger than 1 and -81.96 for the group whose SBR is less than 1). These
empirical results support the first half of Hypothesis 2, (i) of Implication.
Table 5
3.2.2.2 Ordinal analysis of the dynamics of traders
In this section, we test the remaining half of Hypothesis 2 ((ii) of Implica-
tion 2) empirically: the smaller the minor group is, the larger the herding is.
To investigate the (ii) of Implication 2, we first develop a herding measure
appropriate for our analysis. The most popular herding measure is the herd-
ing measure defined by Lakonishok et al. (1992) [27] (LSV herding measure),
which quantifies how many fund managers buy or sell a stock compared to
its benchmark in a given quarter. For a stock i, the LSV herding measure is
defined in Definition 3.2.2
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∣∣∣− AF (i), (3.2.1)
where,
B(i): the number of fund managers (net buyers) who increase their holdings
of the stock in the quarter.
S(i): the number of fund managers (net sellers) who decrease their holdings in
the quarter.




AF (i):an adjustment factor that accounts for the null hypothesis in which
there is no herding behavior.
Therefore,(3.2.1) can be interpreted as an unsigned difference between the
ratio of a stock’s buyer,
B(i)
B(i) + S(i)
, and its cross-sectional benchmark, p(i).
Measuring the herding behavior using Lakonishok et al.’s (1992) [27] method
has some limitations in applying to our empirical study. Since it aggregates all
buyers and sellers without taking each account into consideration, we cannot
determine which traders move first and which move later. By exploiting our
unique account data, we can identify the accounts for all trades at day t, so we
can construct a herding measure that considers which investors lead and which
follow in their trading. That is, we can construct the measure to distinguish
new buyers from all buyers. To construct this measure, we adopt the notion of
the Markov transition matrix. In so doing, we first partition the investors that
traded stock i from day t stock market to day t+ 1—denoting these investors
as Investorst+1t —into three categories at both day t stock market and day
t+ 1, respectively, with 6 groups in total.
At day t, we partition Investorst+1t into categories St, Bt, and Nt, where
St: Investors who sell stock i in the stock market at day t.
Bt: Investors who buy stock i in the stock market at day t.
Nt: Investors who do nothing in the stock market at day t but sell or buy stock
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i at day t+ 1.
At day t+1, we also partition Investorst+1t into three categories, St+1, Bt+1, andNt+1,
where
St+1: Investors who sell stock i at day t+ 1.
Bt+1: Investors who buy stock i at day t+ 1.
Nt+1: Investors who do nothing at day t + 1. But sell or buy stock i in the
stock market at day t.
Based on these definitions, the following relationships hold.
Investorst+1t = St ∪Bt ∪Nt = St+1 ∪Bt+1 ∪Nt+1, (3.2.2)
St ∩Bt = ∅, Bt ∩Nt = ∅, St ∩Nt = ∅, (3.2.3)
St+1 ∩Bt+1 = ∅, Bt+1 ∩Nt+1 = ∅, St+1 ∩Nt+1 = ∅. (3.2.4)
Eq. (3.2.2), (3.2.2), and (3.2.2) state that Investorst+1t is partitioned into
St, Bt, and Nt and St+1, Bt+1, and Nt+1, respectively.
In the second step, two stochastic vectors V,W, and a Markov transition matrix








 a1,1 a1,2 a1,3a2,1 a2,2 a2,3
a3,1 a3,2 a3,3
 , (3.2.5)
where vi(i = 1, 2, 3), wi(i = 1, 2, 3), ai,j (i = 1, 2, 3, and j = 1, 2, 3) is defined
as follows.
v1: (the number of St) / (the number of Investors
t+1
t ),
v2: (the number of Bt) / (the number of Investors
t+1
t ),
v3: (the number of Nt) / (the number of Investors
t+1
t ),
w1: (the number of St+1) / (the number of Investors
t+1
t ),
w2: (the number of Bt+1) / (the number of Investors
t+1
t ),
w3: (the number of Nt+1) / (the number of Investors
t+1
t ),
a1,1: (the number of St+1 ∩ St) / (the number of St),
a1,2: (the number of St+1 ∩Bt) / (the number of Bt),
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a1,3: (the number of St+1 ∩Nt) / (the number of Nt),
a2,1: (the number of Bt+1 ∩ St) / (the number of St),
a2,2: (the number of Bt+1 ∩Bt) / (the number of Bt),
a2,3: (the number of Bt+1 ∩Nt) / (the number of Nt),
a3,1: (the number of Nt+1 ∩ St) / (the number of St),
a3,2: (the number of Nt+1 ∩Bt) / (the number of Bt),
a3,3: (the number of Nt+1 ∩Nt) / (the number of Nt).
In this setting, we can deduce an important relation between V,W,M by direct
calculation.
Proposition 3.2.3. For stochastic vectors V and W , and matrix M defined
in 3.2.5, the following equation holds.
W = MV. (3.2.6)
Proof. The result follows from the direct calculation.
Using the two vectors V and W and a Markov transition matrix M , we can
capture changes in investor trading behavior for stock i between day t stock
market and day t+ 1. The value of a2,3× v3 represents the ratio of new buyers
relative to Investorst+1t at day t+1. However, although a2,3×v3 quantifies the
ratio of new buyers, it is affected by the ratio of buyers in day t+1, w2, because
a2,3×v3 is one of the three components of w2(= a2,1×v1+a2, 2×v2+a2,3×v3).
Therefore, if the ratio of buyers in day t+ 1,w2, is large (small), then a2,3× v3
is likely to be large (small). Because of this effect, we must control the ratio of
buyers, w2, in a2,3 × v3 by constructing a Markov Transition Matrix herding
measure. On this setting, We define a new herding measure as follow.
Definition 3.2.4. (The Markov Transition Matrix herding measure)
For a stock i, the Markov Transition Matrix herding measure HMTM(i) at day





Table 6, which shows the results from the analysis of the average Markov
Transition Matrix herding measure, HMTM , for ten groups. Table 6 shows
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that the averages of HMTMalso show generally increasing trends along the
ten groups (except decile 1), in range of 69.80 percent to 72.69 percent, and
the increasing trend is statistically meaningful, as the standard errors of the
averages show. This empirical results strongly supports the remaining half of
Hypothesis 2, (ii) of Implication 2: the smaller the minor group is, the larger
the herding occurs.
Table 6
3.3 Robustness check:subperiod test
To test whether our results also hold for different sub-periods, we construct
eight sub-periods of approximately the same length. The first seven sub-periods
last three months, and the last sub-period lasts two months. Table 7 shows that
our main results are robust for all eight sub-periods: average stock return of
day t+ 1 is positively correlated with SBR in all eight sub-periods, suggesting
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that our stock price process model suggested in Hypothesis 1 explain real
financial market well.
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Return prediction via a machine
learning technique
Recently, there are many trials to predict stock returns via various machine
learning techniques. Enke, and Thawornwong (2005) [14] use neural network
models for level estimation and classification. They show that the trading
strategies given by the classification models generate higher risk-adjusted prof-
its than the buy-and-hold strategy, as well as those given by the level-estimation
based on forecasts of the neural network and linear regression models. Huang,
Nakamori, Wang (2005) [24] compare the prediction performance of Support
vector machine (SVM) with those of Linear Discriminant Analysis, Quadratic
Discriminant Analysis and Elman Backpropagation Neural Networks. They
show that SVM outperforms the other classification methods. Nguyen, Shirai,
and Velcin (2015) [28] suggest a model to predict stock return using the senti-
ment from social media. Their model shows the better accuracy performance
than the models using historical prices only. Patel et al. (2015) [31] compares
four prediction models, Artificial Neural Network (ANN), Support Vector Ma-
chine (SVM), random forest and naive-Bayes in predicting stock price returns.
they show that random forest outperforms other three prediction models on
overall performance.
Most of these line of studies utilize machine learning techniques to directly
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predict stock price return. In this paper, we have shown that the SBR (sell-buy
ratio) has the huge prediction power on stock returns. utilizing this fact, in
this chapter, we do not predict stock return directly, but by predicting SBR,
predict stock return indirectly.
4.1 Test data set description
We have acquired a proprietary dataset from KOSKOM to investigate trading
patterns of the investors during the most recent (three-year) period. Specif-
ically, our dataset contains details of all transactions occurred from June 1,
2013 through May 31 2016 (736 trading days). The transaction data include
the date and time of the transaction, a stock identifier, trader type (which clas-
sifies the seller or the buyer into three groups: domestic individuals, domestic
institutions, or foreign institutions.)
4.2 Data filteration
Our dataset provides precise information about the specific type of trader for
either side of any executed trade. For example, we can identify whether the
seller (or the buyer) is a domestic individual investor or a domestic institutional
investor or a foreign institutional investor. To predict SBR, we mainly utilize
these kinds of information. In order to fully exploit the information, we take
several filtrations. (the filtrations described in this section is same with our
prior study, Chay and Kim (2017) [10]) Our filters are based on two layers: the
first set of filters is implemented at the stock-day level, and the second set at
the stock level. Filters at the stock-day level are as follows. First, we exclude
any stock-day observation (on day t) that shows a market capitalization less
than 300 billion Korean Won (smaller than 300 million U.S. dollars) at the end
of day t−1. Second, we exclude any stock-day observation with the stock price
less than 5,000 Won (less than US $ 5) at the end of day t−1. Third, we exclude
any stock-day observation that records trading frequency less than 40 times
during day t. Fourth, we exclude any stock-day observation whose trading
35
CHAPTER 4. RETURN PREDICTION VIA A MACHINE LEARNING
TECHNIQUE
volume is less than 1,000 shares during day t. Next, we impose a stock-level
filter on the sample already screened by the above filters. We remove the stocks
that were traded for less than 400 trading days out of the entire 736 trading
days of our sample period. Our filtering process produced a sample of 357
distinct stocks with 238,462 stock-day observations. The number of stocks on
each trading day varies between 280 to 354. Table 8 reports summary statistics
for our final sample.
Table 8
4.3 Key predictors
4.3.1 Interaction between types
Our data provide the records that allow us to identify the exact investor type
(i.e., group) of both the buy-side and sell-side traders of a transaction. This fea-
ture of the data allows us to measure the volume of trading occurring between
and within investor groups. In Table 9, we quantify the average proportion of
trading by each investor group in each stock and also the trading interaction
among investor groups. Table 9, report the average proportion of trading vol-
ume by individuals (households), institutions, and foreigners. For each stock,
we first take the time-series average of daily relative trading volume by each in-
vestor group. Then, we calculate and report the cross-sectional averages across
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all stocks in the entire sample or in each size tertile. We observe two facts
from Table 9. First, across all stocks, individuals account for the largest pro-
portion of trading: individuals’ average trading volume explains 51.01% of all
trading, while institutions and foreigners engage in only 21.51% and 19.83%,
respectively. The remaining proportions of total trading are related to trades
executed by government, non-financial institutions, and foreign individuals.
Second, institutions and foreigners tend to focus more on trading large stocks
than small stocks. In the smallest tertile, institutions and foreigners are in-
volved in only 16.79% and 13.69% of trading, respectively, as compared to
62.62% represented by individuals. In contrast, individuals’ presence dimin-
ishes significantly in the largest tertile, accounting for only 36.76% of trading.
Instead, institutions and foreigners display much higher proportional trading
of 28.84% and 25.51%, respectively, comparable to individuals’ trading.
Table 10 reports interaction among three investor groups: individuals, in-
stitutions, and foreigners. It also reports within-group trading activities. Based
on the three investor groups, we form a 3x3 matrix and report proportional
trading in the lower triangle elements. Diagonal elements represent trading
within each group. Off-diagonal elements represent trading interaction between
two different investor types. We first calculate actual proportion of trading vol-
ume executed between and within investor groups on each day for each stock.
We then calculate the time series average for each stock. The figures reported
in Table 10 are the cross-sectional averages of the time-series averages across
stocks in each element of the matrices representing trading pairs within and
between investor groups, together with the corresponding standard errors. Fo-
cusing on the figures of the diagonal elements that represent trading within
each group, we find substantial amounts of trading between two individuals.
In the whole sample, 32.31% of trading occurred between individuals. In the
smallest tertile, we find nearly half of trading (45.03%) is accounted for by
trading between two individuals. By contrast, only 17.11% trading is made
between two individuals in the largest tertile, implying that institutional and
foreign investors are more active in this tertile.
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Based on the filtered sample, we define first kinds of key predictors as
follows.
Definition 4.3.1. [Interactions between types] Let H, I, F indicate the total
trading volume of stock i on day t by households (individuals), institutions,
and foreigners, respectively.
• [A,B]: the ratio of volume of trading between buyers of investor type
A and sellers of investor type B relative to the total trading volume of
stock i on day t;
• [Ã, B]: the ratio of volume of trading between buyers of investor type
A who initiate their trades and sellers of investor type B relative to the
total trading volume of stock i on day t;
• [A, B̃]: the ratio of volume of trading between buyers of investor type
A and sellers of investor type B who initiate their trades relative to the
total trading volume of stock i on day t;
The definition 4.3.1 induces 27 variables measuring interaction between
types:
Predictors 1. (Interaction variables)
1. [H,H], [H, I], [H,F ], [I,H], [I, I], [I, F ], [F,H], [F, I], [F, F ].
2. [H̃,H], [H̃, I], [H̃, F ], [Ĩ , H], [Ĩ , I], [Ĩ , F ], [F̃ , H], [F̃ , I], [F̃ , F ].
3. [H, H̃], [H, Ĩ], [H, F̃ ], [I, H̃], [I, Ĩ], [I, F̃ ], [F, H̃], [F, Ĩ], [F, F̃ ].
every predictor variables are calibrated in daily horizon.
4.3.2 LSV herding measure of each types
Although the original LSV herding measure, which is described in Definition
3.2.2, use account data of traders, in many cases, it is difficult or impossible
to access the account data of traders. Therefore, many researchers use the
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modified LSV herding measure which use the number of trades of traders for
proxy of the number of traders (Choe, Kho and Stulz (1999) [ ?]; Zhou and
Lai (2009) [ ?] ; Venezia et al. (2011) [36]; Hsieh (2013) [ ?]). The modified
LSV herding measure is defined as follows.
Definition 4.3.2. (LSV Herding measure:based on the number of trades of













Bi,t(A)(Si,t(A)): the number of buy (sell) trades executed by type A investors
for stock i on day t.
Ni,t(A)(= Bi,t(A) + Si,t(A)): the sum of buy and sell trades executed by type
A investors for stock i on day t.
Bt(A): the aggregate buy trades of type A investors across all stocks on day t.
Nt(A): the sum of aggregate buy and sell trades of type A investors across all
stocks on day t.







The second term in Equation (4.3.1), named as the adjustment factor in






















Although there is a simple approximation for Equation (4.3.1) (see Ap-
pendix A of Venezia et al. (2011) [36]), we employ the exact formula given
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by Equation (4.3.1) in calculating our herding measure. The herding measure,
Herdi,t(A), is designed to have a value of zero if there is no herding behavior
among type A investors in trading stock i on day t and have a larger pos-
itive value if there is a high degree of herding. For each stock, we calculate
daily herding measure for individual investors, institutional investors, and for-
eign investors separately according to Equation Equation (4.3.1). Descriptive
statistics for the time- series averages of daily herding measures are reported
in Table 11A. Panel A shows the herding measures for each investor group for
the full sample. The mean (median) herding measure is 11.43% (11.32%) for
individual investors, 18.79 % (18.15%) for institutional investors, and 17.43%
(17.59%) for foreigners. In Panel B and Panel C of Table 11, we show our
herding measures after sorting our sample stocks based on the market cap and
then assigning them into two groups of 200 stocks each: large and small stocks.
As the figures in Panels B and C indicate, individual investors herd more in
trading large stocks as compared to their trading in small stocks. In contrast,
domestic institutions and foreigners demonstrate much higher degrees of herd-
ing when they trade small stocks than when they trade large stocks. Overall
our findings suggest that, regardless of the investor type, investors in the same
type have strong tendency to trade in the same direction. Institutions and for-
eigners herd more than individuals. We find that domestic as well as foreign
institutions herd more when they trade small stocks than when they trade
large stocks. In contrast, individuals tend to herd less when they trade small
stocks. LSV herding measure induce 3 predictors.
Predictors 2. (Herding varables)
1. Hherd(i):
herding of households on stock i at day t.
2. Iherd(i):
herding of individuals on stock i at day t.
3. Fherd(i):
herding of foreigners on stock i at day t.
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Among several estimators designed to gauge intraday volatility, we employ
the most popular estimator, the realized variance as introduced in Andersen,
Bollerslev, Diebold, and Ebens (2001) [2]. To calculate the realized variance
for stock i on day t, we first calculate five-minute returns by taking the log
differences of prices observed at the end of each five-minute interval utilizing
our transaction tick data. The realized variance of stock i on day t, then, is
defined as the sum of the squared five-minute returns.
Predictors 3. (Volatility variable)
1. R.V (i):
a realized variance of a stock i at day t.
4.4.2 Predictors related to returns
In this section, we introduce predictors related to various notion of return. To







where Qi,t is the quantity that is traded by traders of at price Pi,t at day
t.
Predictors 4. (Return variables)
1. R(i):
the return of a stock i calibrated from closed price at day t− 1 to closed
price at day t.
2. VWAP2Close(i):
the return of a stock i calibrated from VWAP to closed price at day t.
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3. VWAP (Hbuy)2Close:
the return of a stock i calibrated from VWAP payed by households for
purchasing the stock i to closed price at day t.
4. VWAP (Ibuy)2Close:
the return of a stock i calibrated from VWAP payed by institutional for
purchasing the stock i to closed price at day t.
5. VWAP (Fbuy)2Close:
the return of a stock i calibrated from VWAP payed by foreigners for
purchasing the stock i to closed price at day t.
6. VWAP (Hsell)2Close:
the return of a stock i calibrated from VWAP received by households for
selling the stock i to closed price at day t.
7. VWAP (Isell)2Close:
the return of a stock i calibrated from VWAP received by institutional for
selling the stock i to closed price at day t.
8. VWAP (Fsell)2Close:
the return of a stock i calibrated from VWAP received by foreigners for
selling the stock i to closed price at day t.
4.4.3 Predictors related to prices
In this section, we introduce predictors related to various notion of price. Every
variable is calibrated in daily time horizon.
Predictors 5.
1. VWAP2close(i):
the ratio of the VWAP of a stock i with respect to the closed price of the
stock i at day t.
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2. VWAP (Hbuy)2VWAP (i):
the ratio of the VWAP payed by households for purchasing a stock i with
respect to the VWAP of the stock i at day t.
3. VWAP (Ibuy)2VWAP (i):
the ratio of the VWAP payed by institutions for purchasing a stock i with
respect to the VWAP of the stock i at day t.
4. VWAP (Fbuy)2VWAP (i):
the ratio of the VWAP payed by foreigners for purchasing a stock i with
respect to the VWAP of the stock i at day t.
5. VWAP (Hsell)2VWAP (i):
the ratio of the VWAP received by households for selling a stock i with
respect to the VWAP of the stock i at day t.
6. VWAP (Isell)2VWAP (i):
the ratio of the VWAP received by institutions for selling a stock i with
respect to the VWAP of the stock i at day t.
7. VWAP (Fsell)2VWAP (i):
the ratio of the VWAP received by foreigners for selling a stock i with
respect to the VWAP of the stock i at day t.
4.5 predictor model
To achieve outstanding performance by applying the deep learning algorithm
to high dimensional data sets, we need a very large data set so-called ’Big-
Data’(according to Goodfellow, Bengio, and Courville (2016) [18], for a super-
vised deep learning algorithm to produce similar or better performance than
human, a dataset must contain at least 10 million labeled examples). There-
fore, in case where our data set is not so much large, it is better to use shallow
learning than deep learning. Among the various shallow learning techniques,
in many case of high dimension data set, Random Forest produces the better
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performance than linear models such as Ridge Regression, Lasso Regression,
Elastic Net, etc.
One of the reasons that Random Forest produces the better performance
than linear models is originated from the characteristics of tree model. Tree
based non-linear models partition input space into several rectangles and assign
an out value for each rectangle. By this way, tree based models can produce
non-linear models which also include many types of linear models as their spe-
cial cases.
However, the biggest drawback of the tree-based models is that, since each
edge of the rectangles used in partitioning input space is parallel to an axis of
input space, they do not work well when the true model is a linear model with
a gradient vector not perpendicular to any axis in input space. This suitua-
tion is described in Figure 4.1. Figure 4.1 shows that, to approximate a true
separated line (red line), tree model have to split many times whereas linear
model approximate the true separated line at once.
Therefore, by applying tree-based model to residuals after first fitting (re-
moving) any linear part of true model, we can perform better than using tree-
based model alone. In this section, we first introduce the two shallow learning
techniques, Random Forest and Elastic Net, which are the main building blocks
of our predictor model. We then describe our new model.
4.5.1 Model description
4.5.1.1 Random forest
In this section, we briefly introduce random forest technique. Decision tree
which is the algorithm based for random forest consists of 4 steps.
1. Growing: Find an optimal spitting rule for each note and grow the tree.
Stop growing if stopping rule is satisfied.
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2. Pruning: Remove nodes which increase prediction error or which have
inappropriate inference rules. And also remove unnecessary (redundant)
nodes.
3. Validation: Validation using gain chart, risk chart, test sample error,
cross validation and etc. (to decide how much we prune the tree)
4. Interpretation and prediction: Interpret the constructed tree and predict
In Decision Tree model, to find an optimal splitting rules, uses an impurity
measure. Given a node, impurity measure of a input variable is a measure of
homogeneity of the target variable for the node. For example, in classification
problem, a node in which the ratio of group 0 and 1 is 50:51 has a lower purity
than a node in which the ratio of group 0 and 1 is 1:99.
Splitting Rule of Tree Model. For each node, Decision Tree selects a split
criterion which maximizes the sum of purities (minimize the sum of impurities)
of the two child nodes.
For a function φ : [0, 1] → [0,∞) to be used impurity function, it should
satisfy following conditions.
1. φ(0) = φ(1) = 0,
2. φ(1/2) = maximum,
3. φ(p) = φ(1− p),
4. φ is concave.
For any impurity function, φ : [0, 1]→ [0,∞), satisfying the above conditions,
following property holds.
Proposition 4.5.1. For given node t, let
∆i(t) = φ(pt)− (φ(ptR) + φ(ptL)),
where φ(pt) is an impurity of the parent node, φ(ptR) is an impurity of the
right node, and φ(ptL) is an impurity of the left node.
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Proof. See Proposition 4.4 in Breiman et al. (1984) [6].
Examples of impurity function are as follows.
• Classification model
– χ2 statistics.
– Gini index: φ(p) = p(1− p).
– Entropy index: φ(p) = p log p+ (1− p) log(1− p).
• Regression model
– F statistic of ANOVA.
– Decrement of variance.
Based on impurity measures defined above, growing step consists of 2 steps.
1. Choose the optimal split for each node: for a given nodes, find splits
minimizing the sum of impurities of child nodes. This maximizes the
difference between impurity of parent node and sum of impurity of child
nodes.
2. Choose the optimal node: find the split that not minimizes the sum
of impurities of the child nodes, but maximizes difference of impurity
between parent node and child nodes.
The most important feature of random forest is that the second step of the
growing step in decision tree is replaced to random selection: in random forest,
in growing step, an input variable is selected at random and a split position is
calculated optimally. Then, take bootstrap average to acquire the final predictor
model. one of the main advantage of random forest is that as Breiman (1999)
[8] notes, it is more robust to output noise than other algorithms: Figure 4.2 ,
which is reproduced from Breiman (1999) [8], shows that Adaboost deteriorates
substantially with 5% noise, while random forest generally show small changes.
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In this section, we briefly introduce Elastic Net. To this end, we first introduce
Ridge regression and Lasso regression.
The Ridge estimator was proposed by Hoerl and Kennard (1970) [21] to resolve
the problem of the least square estimator when p > n, where p : the number
parameters, n : the number of observations.


































where β = (β1, ..., βk).
s(or λ) controls the complexity of the model. If s = 0, the model only
includes the intercept term while the model becomes the full model when s =
∞. Ridge estimator is easily calibrated by Iterative Reweighted Least Square
(IRLS). One of the disadvantages of Ridge estimator is that the interpretation
of its’ result is not easy since all predictor variables are used. As a estimator
resolving this kinds of problem, Lasso estimator was proposed by Tibshirani
(1996) [35].































where β = (β1, ..., βk).
The only difference between Ridge estimator and Lasso estimator is the
penalty function. Whereas Ridge estimator uses L2 penalty function, Lasso
estimator uses the L2 penalty. One of the main advantage of Lasso estimator
over Ridge estimator is that it can do variable selection and shrinkage at the
same time: the predictor model of Lasso estimator is sparse as we can see in
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Figure 4.3, which is reproduced from Friedman, Hastie, Tibshirani (2001) [17]
.
Figure 4.3: coefficients of Least square estimator (LS), Best Subset selection
estimator, Ridge estimator, Lasso estimator.
Therefore, Lasso estimator presents easier interpretation on its’ result than
Ridge estimator do. The variable selection by Lasso estimator can be intu-
itively explained by the Figure 4.4. Since the feasible set induced by the con-
straint of Lasso estimator has corners, the loss function of Lasso estimator is1
usually minimized at one of these corners. Hence, the coefficient correspond-
ing to axis is shrunk to zero.
Since the property of sparse learning of Lasso, we have to optimize a non-
differentiable objective function. There are at least three kinds of approaches
to optimize Lasso estimator.
1. An approach based on the QP: calibration of Lasso estimator can be
interpreted as a quadratic programming (QP) problem with linear con-
straints. This kinds of approach was first done by Tibshirani (1996) [35].
Later, Osborne (2000a, 2000b), ([29] [30]), Efron et al. (2004)[13] and
Rosset and Zhu (2007) [32] developed the more efficient algorithms.
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Figure 4.4: contours of the loss and constraint function of Lasso (left), Ridge
(right) estimator.
2. An approach based on angle: LARS algorithm is presented by Efron et
al. (2004) [13].
3. An approach based on gradient descent: solution path algorithm via sub-
gradient is presented in Bühlmann, and van de Geer (2011) [8].
The statistical properties of Lasso estimator and Ridge estimator are as
follows:
1. While Ridge estimator is not persistent (Kim (2005) [25]), Lasso es-
timator is persistent (Greenshtein and Ritov (2004) [20]) in the sense
that
E(Y −X′β̂)2 − argmin
β∈Rpn
E(Y −X′β)2 → 0
as pn →∞.
2. Lasso estimator satisfies the minimax optimality in the sense
sup
β∗
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where γ̂ runs over all estimators (Bickel et al. (2009) [3]).
3. The selection consistency hardly holds for Lasso estimator. In practi-
cally, Lasso estimator usually selects more variables than necessary vari-
ables (Zou (2006) [37]).
Sparse estimators such as Lasso produce good performance only when the true
model we dealing with is sparse. However, when there are highly correlated pre-
dictor variables, in some case, the average of the predictor variables produces
better performance than selection of a predictor as the following example 4.5.4
shows.
Example 4.5.4.
• True model is given as follows.
Y = F + ε
where F ∼ N(0, 1), ε ∼ N(0, σ2), and F and ε are mutually indepen-
dent.
• A data set: (Y,X1, X2) where Xj = F + εj, εj ∼ N(0, 1), and F and εj




E(Y − β1X1 − β2X2)2 = (1/2, 1/2). (4.5.5)
Since highly correlated predictors are frequently occurred in high dimen-
sional problems, we need an estimator which can manipulate the sparsity of
the solution. The Elastic Net is a candidate for such kinds of estimators. The
main idea of the Elastic Net is to combine the Ridge and Lasso.
Definition 4.5.5. (Elastic Net estimators)









+ λ1||β||1 + λ2||β||22. (4.5.6)
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Practically, it is well known that in most case, Elastic Net produces the
best performance among the high dimensional linear shrinkage methods.
4.5.1.3 Our new model: two step learning (residual fitting)
We propose a regression model combining an advantage of high dimensional
linear model (Elastic Net), and an advantage of tree based model (Random
Forest), which is a high dimensional non linear model.
Proposed Model: two-step learning.
Given a N training data set Dtrain = {Yi, Xi}Ni=1, and M test data set
Dtest = {Yi, Xi}Mi=1.
• Training step
(Step1) Target fitting: fitting the linear part of true model, f̂linear.
Based on the training set Dtrain, estimate a linear predictor f̂linear
via a high dimensional linear model (in our study, we use Elastic
Net).
(Step2) Residual fitting: fitting the non linear part of true model, f̂linear.
Based on the residual set of the training set Dtest, Dresidual = {Yi −
f̂linear(Xi), Xi}Ni=1, estimate a non linear predictor f̂nonlinear via a
high dimensional non linear model (in our study, we use Random
Forest).
• Test step
For Xi ∈ Dtest, we predict Yi as Ŷ = f̂linear(Xi) + f̂nonlinear(Xi).
4.5.2 Empirical Result
Our proprietary data sets can be divided into two kinds as follows.
• Data set 1 :
Data set 1 is composed of the intraday transaction data for all stock
(2,131 stocks) listed on the KRX from February 1, 2008 through 30,
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December 2009 (479 trading days). The transaction data includes vari-
ous information for every trade of our sample stocks during the sample
period. For example, it contains the price and quantity of stocks sold
or bought, trade time in milliseconds, trader type (which classifies the
seller or the buyer into three groups: domestic individuals, domestic in-
stitutions, or foreign institutions.), and symbols that makes it possible
to identify an account of seller and buyer for each trade uniquely.
• Data set 2 :
Data set 2 contains details of all transactions occurred from June 1, 2013
through May 31 2016 (736 trading days). The transaction data include
several information for every trade of our sample stocks during the sample
period. For example, it contains the price and quantity of stocks sold or
bought, time of the transaction, a stock identifier, and trader type (which
classifies the seller or the buyer into three groups: domestic individuals,
domestic institutions, or foreign institutions.).
The biggest difference between Data set 1 and Data set 2 is that, whereas Data
set 1 contains the account information for each trade so that the information
makes it possible for us to calibrate sell-buy ratio, Data set 2 does not include
the account information. However, all predictor variables introduced in this
chapter, chapter 4, can be calculated for both of Data set 1 and Data set
2. Therefore, this section consists of 2 parts. First, exploiting the Data set
1, we show that our new model:two-step learning described in the previous
section has the best predictive power in forecasting sell-buy ratio. Second,
after training our new model:two-step learning using Data set 1, we use the
trained our new model:2-step learning in predicting stock return based on Data
set 2, a data set does not have the account information.
4.5.2.1 SBR prediction
In this section, to show the superior performance of our new model (two-step
learning) described in previous section, we compare performances of the three
machine learning techniques, Random Forest, Elastic Net, and our new model:
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two-step learning. Since only the Data set 1 contains the account information
of traders, we only use the Data set 1 in predicting SBR (we apply the same
kinds of filtrations in section 3.1 to the Data set 1 ). In predicting SBR, we do
not use values of SBR itself but reassign values as following 2 steps.
1. for each day t, we partition all sample stocks into deciles based on SBR.
2. for each dat t, for each stock i, we assign the number of decile the stock
i belonging to the stock i’s SBR.
Table 12 reports the average prediction errors of the three machine learn-
ing techniques and their standard errors. The standard errors are calculated
by Bootstrap method. The Table 12 shows that the average prediction error of
our new model: two-step learning is the smallest of the three models and the
result is statistically meaningful as the standard errors shows.
Table 12
4.5.2.2 Return prediction
The return prediction procedure consists of 2 steps as follows.
• Training step
1. Apply the same kinds of filtrations in section 3.1 to the Data set 1
as in the previous section.
2. Fit the our new model: two-step learning to predict SBR using the
all Data set 1.
59
CHAPTER 4. RETURN PREDICTION VIA A MACHINE LEARNING
TECHNIQUE
• Test step
1. Based on the Data set 2, for each day t of the sample period of
Data set 2, predict SBR for all sample stocks at day t using the
fitted model in training step.
2. Based on the predicted SBR, for each day of sample period of Data
set 2, construct a equal-weighted portfolio (SBR portfolio) of sample
stocks with SBR larger than 9.
Figure 4.5 shows cumulative returns of SBR Portfolio and Market Portfolio.
As the Figure 4.5 shows, SBR Portfolio shows the better performance than
Market Portfolio, which means the our new model: two-step learning based
on our stock price model has a predictive power in forecasting stock returns.
Therefore, this result re convinces us that the our stock price model explain
real market well.
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Motivated by our prior studies (Chay and Kim (2017) [10]; Chay, Kim, and
Lee (2017), [11]),which show the effect of investor dynamics on stock price pro-
cesses, we suggest a new stock price process model in SDE form, which uses the
SBR as the key variable. We then deduce closed-form solutions under the some
linearity conditions. Our new model can be explained by information theory
and empirical studies on traders’ trading skills. Our new model presents two
implications on how the market work.: First, in both the seller group and the
buyer group, the stock price moves in the direction of the minority group, not
the majority group, and the smaller the minority group, the larger the change
in prices. Second, in both the seller group and the buyer group, traders follow
(herd to) the behavior of the minority, and the smaller the minor group, the
larger the herd.
We exploit our proprietary data set to show that the stock price process
model we suggest explains the market well. The data set is composed of the
intraday transaction data for all 2,131 stocks that were listed on the KRX from
February 1, 2008, through 30, December 2009. The data contain symbols that
make it possible to identify an account for each unique trade in the empirical
test on our new stock price process model. The empirical result of the test
shows that our model reflects the mechanism of the market well.
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CHAPTER 5. CONCLUSION
We use our model to predict stock prices via a two-step machine-learning
technique (we invented) that combines a high-dimensional linear model (Elas-
tic Net) and a high-dimensional non-linear model (Random Forest. We first
show that the new machine-learning technique’s predictive power is superior to
machine-learning techniques that consist of one high-dimensional linear model
or one high-dimensional non-linear model. Then we then show that we can
predict stock returns by predicting the SBR using our new machine-learning




[1] Admati, A. R., and P. Pfleiderer (1988) A theory of intraday patterns:
Volume and price variability. Review of Financial Studies, 1, 3-40.
[2] Andersen, T. G., T. Bollerslev, F. Diebold, and H. Ebens (2001) The
distribution of stock return volatility. Journal of Financial Economics,
61, 43-76.
[3] Bickel, P., Y. Ritov, and A. Tsybakov (2008). Simultaneous analysis of
Lasso and Dantzig selector. The Annals of Statistics, 37, 1705-1732.
[4] Black, F. (1986) Noise Journal of Finance, 41, 529-543.
[5] Bossaerts P., C. Frydman, and J. Ledyard (2014) The speed of infor-
mation revelation and eventual price quality in markets with insiders:
comparing two theories, Review of Finance, 18, 1–22.
[6] Breiman, L., J.H. Friedman, R.A. Olshen, and C.I. Stone (1984) Clas-
sification and regression trees. Belmont, Calif.: Wadsworth.
[7] Breiman, L. (1999) Random forests––random features, Technical Re-
port 567, Department of Statistics, University of California, Berkley
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국문초록
본 논문은 투자자들의 행동 역학을 반영한 새로운 주식 가격 과정 모형을 제시
한다. 본 논문은 시장 작동 원리에 관한 두 가지 중요한 함의를 가진다. 첫째,
매도자 그룹과 매수자 그룹중 , 주식가격은 소수 그룹에 유리한 방향으로 움직
이며, 소수 그룹의 규모가 작으면 작을수록 가격변화의 윰직임은 커진다. 둘째,
매도자 그룹과 매수자 그룹 중, 투자자들은 소수그룹 포지션방향으로 움직이
며, 소수 그룹의 규모가 작으면 작을 수록 그러한 허딩(herding)의 규모는 더
커진다. 또한 우리는 우리가 가지고 있는 고유한 데이터를 사용하여 본 논문이
제시한 모델이 실제 시장을 잘 설명함을 보인다. 마지막으로, 본 논문이 제시
하는 모형을 바탕으로, 우리가 새롭게 개발한 기계학습 모형을 이용하여 주식
가격을 예측할 수 있음을 보인다.
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