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Let X be a spectrally positive Levy process. We observe that the factorization K, = K~ 0 K~ holds, where 
KIT K2, K3 are three Laplace exponents of subordinators naturally related to X. A Pitman’s type 
transformation for X yields a simple pathwise explanation for this factorization. Embedding properties 
for ladder point sets are deduced. 
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1. Introduction 
Let X = (X, : f 10) be a spectrally positive Levy process, that is X has independent 
homogeneous increments and no negative jumps. As usual, we assume that X is 
not monotone. The following results are well-known in fluctuation theory, see, e.g., 
Bingham 13, Sections 4 and 51. 
The characteristic exponent P(s) = log (E exp{ -sX,}, Re s 2 0, has the Levy- 
Khintchine representation 
ly(s)=as+$(~&~+ (Ed”“-l+sxl~,,,,)l;l(dx), 
I 
where 17 is a measure on (0, ~0) with j 1 A x217(dx) < ~0, a E [w and a, 3 0. Denote 
by z the largest real zero of !P, and recall that 
z>O e EX,>O @ limX,=+oo a.s. 
‘W 
The restriction V : [z, cc) -+ [0, 00) is a bijection whose inverse is denoted by @, and 
@ is the Laplace exponent of 7t = inf{s: -X, > t}, the first-passage-time process for 
-X. That is r is a subordinator with E exp(-sr,) = exp --t@(s). 
Correspondence to: Dr. J. Bertoin, Laboratoire de Probabilites, tour 56, Universite Pierre et Marie 
Curie, 4, Place Jussieu, 75252 Paris Cedex 05, France. 
0304.4149/92/$05.00 @ 1992-Elsevier Science Publishers B.V. All rights reserved 
308 J. Berroin / Factorizing Laplace exponents 
Besides @, one can obtain from p several Laplace exponents of subordinators 
naturally associated with X. Among the simplest are 
s 
Kl(S) =- 
TP(s+z) 
@(s)’ 
K*(S) = 
s+z ’ 
K3(S) = @(S) -Z. 
When z = 0, K3 = 0 is the Laplace exponent of the first-passage-time process T as 
mentioned above, and K~ and K* are related to the (ascending) ladder point process. 
More precisely, if X stands for the past-maximum process of X, and _Y? for the 
ladder time set (i.e., Z’ is the set of times at which X = X), then K, is the Laplace 
exponent of L-‘, the inverse local time on 2, and K* is the Laplace exponent of 
the subordinator S = X 0 L-‘, see [3, Proposition 91. Different probabilistic interpre- 
tations for K~, K~ and K, which hold even when z > 0 are given in Section 2 below. 
Observe now that 
K,=KzOKx. (1) 
Our first motivation for this note is to provide a pathwise explanation for this 
factorization. Making use of a Pitman’s type transformation which was introduced 
in [l], we construct from X three subordinators S, , S2 and S,, with respective 
Laplace exponents K, , K~ and K~, and such that S, = S, 0 S,. The loss of information 
due to the Pitman’s type transformation forces the independence of S2 and S3, 
which explains (1). 
This approach also yields interesting embedding properties for the ladder point 
set of X. Specifically, recall the above probabilistic interpretation for K~ and K~ 
when z = 0. In this case, (1) suggests informally that _Y should be included in a 
regenerative way in the ladder time set 2’ of X’, where X’ is some process distributed 
as -X. In Section 3, using once again the Pitman’s type transformation, we are able 
to construct explicitly X’, and obtain an embedding property for ladder point sets 
(and not just for ladder time sets). 
When z > 0, X drifts to +co (i.e., lim,,, X, = +OO a.s.), and the function V*(s) := 
q(s + z) is the characteristic exponent of a new spectrally positive Levy process 
X* (roughly speaking, X* is X conditioned to drift to -co, see [2] and [S]). Denote 
by Jll the last-exit ladder time set, i.e., _& is the set of times at which X coincides 
with its future-minimum (last-exit ladder point sets have been considered by Doney 
[4] for random walks). In this case, there are two processes X’ and X”, both 
distributed as -X*, such that 2~ 2’ and JII c_ 2” a.s. (2’ and Y’ are respectively 
the first-entrance ladder time sets of X’ and X”). 
Remark. When z > 0, there is another simple factorization of Laplace exponents: 
put~T(s)=S/(@(.s)-z),K;(~)= ~(s+z)/~andK$(.s)=@(~)-z.Then~T,~:and 
K: are Laplace exponents of subordinators, and Kf = Kq 0 KT. As a matter of fact, 
since p*(s) := F(s + z) is the characteristic exponent of a spectrally positive Levy 
process (see above), the factorization is just a particular case of (1). 
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2. A Pitman’s type transformation and the factorization 
Recall that X, = sup{X, : s G t} is the past-supremum process of X, denote by Xc 
its continuous part, and introduce the increasing process 
I 
x, =Xp+ c (x.~--xS~)l,,,>Z,_,. 
.i=, 
That is to say that X has the same continuous part as X, and that its jumps correspond 
to the part below the maximum in the jumps of X across its previous maximum 
(while the jumps of X correspond to the part above the maximum). Then (see [l, 
Theorem 2]), 
Y=2_tX-x (2) 
has the same law as -X conditioned to stay positive (the conditioning has to be 
taken in the sense of Doob’s h-transforms). When X is a Brownian motion, Y is 
a 3-dimensional Bessel process, and one can easily recover X from Y (indeed 
k = X = y, where II; = inf{ Y, : s 2 t} stands for the future-infimum of Y), see Pitman 
[7]. On the contrary, when X is not continuous, the jumps of X across its previous 
maximum are erased by the transformation X H X+X-X, and the a-algebra 
generated by Y is strictly included in the a-algebra generated by X. The loss of 
information is specified in Theorem l(i) below, but first we need to introduce some 
notation. 
Note first that the ladder time set Z= {t: X, =X,} is closed a.s., since X is 
right-continuous and has no negative jumps. Recall that 2 is a regenerative set, 
and that it possesses a local time process L, see Maisonneuve [6] (when the point 
0 is regular for itself w.r.t. the strong Markov process X -X, L is continuous and 
is a local time at 0 in the Markov sense, and otherwise L is pure jump). The inverse 
local time L-‘(t) = inf{s: L, > t} is a subordinator (L-l is even a compound Poisson 
process when 0 is irregular for itself), 2 is the closure of the range of L-l, and the 
normalisation for L is choosen such that the Laplace exponent of L-’ is K,, see [3, 
Proposition 91. 
Also introduce ot = sup{s: Y, > t}, the last-passage-time process for Y, and set 
s” = X 0 L-’ and s= X 0 L-’ (=X 0 L-‘). We are now able to make explicit the loss 
of information due to the Pitman’s type transformation (2), and to shed light on 
the probabilistic significance of the factorization (1). 
Theorem 1. (i) Theprocesses Yand (2, s) are independent, and X can be reconstructed 
from Y and (g, 3). 
(ii) The processes Lm’, 5, and CT are subordinators with respective Laplace exponents 
K, , K~ and K~. Moreover, u and g are independent, and one has L-’ = u 0 5. 
Proof. (i) The arguments for the independence of Y and (2, s) are implicit in [ 1, 
Section 41. First assume that 0 is irregular for itself, and denote by 0 = T, < T, < . . . 
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the successive ladder times. It is shown in the proof of Lemma 3 in [l] that Y is 
independent of the random walk ((2, X)T, : i E N). A fortiori, Y and (3, s) are 
independent. The general case follows by approximation: when 0 is regular for 
itself, one can construct a sequence (X”: n E IV) of spectrally positive Levy processes 
for which 0 is irregular for itself, and such that, with obvious notation, 
((X”, Xn, X”, L”): n E N) converges to (X, 2, X, L) uniformly on compacts intervals 
a.s. (note that Xc = $a$ and see [ 1, Section 41). Thus, (( Y”, 5”. s”): n E N) converges 
to (Y, $3) in the sense of the finite-dimensional distributions, in particular Y and 
(3, s) are independent. 
Since the jumps of X across its previous maximum can occur only at the end of 
intervals of excursion from 0 for X -X, one has as., Vt > 0, 
We deduce from (2) that Y’, = inf{ Y,: s 2 t}, the future-infimum process of Y, 
coincides with 2, whenever r E 2. Since 2 is precisely the support of the random 
measure dL, one has s”= X 0 L-’ = x0 L-l. Recall that (T is the right-continuous 
inverse of Y’, and that by (2), Y increases on 2. We deduce that 
L-‘-ooS (4) 
According to (3) and (4), X can be recovered from Y and (& 3). 
(ii) We know already that L -’ is a subordinator with Laplace exponent K, . One 
deduces from Rogers [8, Theorem 11, and excursion theory that (3, s”+ s) is a 
two-dimensional subordinator with killing rate l~,=,)(d~(s)/ds)l,,,, drift coefficient 
(M, (T:) and Levy measure l~Ocx<yj epzx dxZI(dy) (see, e.g., [l, Corollary 11). 
Integrating by parts in the Levy-Khintchine formula, we find that IE exp(-ss,) = 
exp --SKY (recall that V(z) = 0). Finally, [ 1, Corollary 21 states that g is a 
subordinator with Laplace exponent K~_ By (i), u and ,!? are independent. In 
particular, the factorization (1) agrees with the identity (4). 0 
We complete now the Proposition 9 of Bingham [3] by computing the Laplace 
exponent of the trivariate subordinator (L-l, $3): 
Corollary 2. For every s, , s2, sj > 0, 
loglEexp-{s,L~‘(l)+s,~(l)+s,S(l)}=- 
*(@(s,)+sZ)- P(sJ 
@(s,)-cs,-s, . 
Proof. Applying Theorem l(ii), one gets 
(Eexp-{s,L~‘(t)+s,S”(t)+s,S(t)} 
=IEexp-{(K3(S,)+s*)S(t)+S3S(t)} 
=exp -t@(Kj(S,)+S>, SJ. 
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By Bingham [3, Proposition 91, O(K~(S~), s3) = (sr - P(s~))/( @(s,) - s3), thus 
O( U, v) = ( p( u + z) - V( u))/( u + z - u). This establishes the Corollary (there is also 
an alternative proof which is based on the Theorem 1 of Rogers [8)). El 
3. Embedding properties for ladder point sets 
We turn now our attention to the embedding property of ladder time sets which is 
suggested by the factorization (1) (see the Introduction). More specifically by 
Theorem 1 (ii), 
{(L-r,&,: t~O}={(a,,x):x=~,,t~O} a.s., (5) 
and the closure of this set is {(t, 2,): t E Z’}. On the other hand, when z = 0, the 
Laplace exponent K~ of (+ coincides with the Laplace exponent @ of r, the first- 
hitting-time process of -X, thus 
{(a,,x): x20) 2 {(T,, t): ts0). (6) 
Moreover, since -X has no positive jumps, r is an inverse local time on the 
(regenerative) ladder time set of -X, and {(T,, -X(r,)): t20}={(7,, t): t30). The 
closure of this set is called the ladder point set of-X. Informally, (5) and (6) mean 
that the random set {(t, 2,): t E Z} is embedded ‘in law and in a regenerative way’ 
in the ladder point set of -X. A rigorous and stronger statement is given by: 
Theorem 3. Assume that z = 0. Then, there is a process X’ such that: 
(i) X’ has the same law as -X. 
(ii) {(t,_%,): tEZ}G{(t,X:): tE2?‘} a.s., where 2’ is the ladder time set of X’. 
(iii) Let (2,) stand for the natural$ltration of X. If T is a (&)-stopping time such 
that TE dip a.s., then (Xi: ts T) is &-measurable. Moreover (X:+,-X’,: t 20) is 
independent of ET and has the same law as X’. 
Proof. We will only prove the theorem when 0 is regular for itself, the proof for 
the opposite case being simpler. 
(i) Introduce X, = inf{X, : s i t}, the continuous past-infimum process of X. 
Remember that X -X is strong Markov, that 0 is regular for itself and recurrent 
w.r.t. X -X (since z = 0, X hits every x < 0 as.). All the excursions of X -X from 
0 exit 0 continuously (Rogers [8, Corollary I]), and return to 0 continuously (since 
X has no negative jumps). In particular, the ladder time set of -X is closed a.s. 
Recall from [l, Theorems 1 and 21, the identity in law between X -X and Y - y 
via time-reversal: for every x > 0, 
((X-X),: t<Tx) 2 ((Y- y)(v,_t)-: t<ax). (7) 
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Consequently, all the excursions of Y - y from 0 exit 0 and return to 0 continuously. 
Denote by X = {t: Y, = x,}, and for every f G JV”, by g(t) and d(t) the respective left 
and right extremities of the interval of excursion from 0 of Y - y straddling t. It 
follows from (7) and the property that -X is a local time on the (regenerative) 
ladder time set of -X, that y is a local time on the regenerative set JV. Let R be 
the process obtained by time-reversing each excursion of Y - r, i.e., R = 0 on X and 
By (7) and standard arguments of excursion theory, R has the same law as X -X. 
Since X is an additive functional of X -X, X can be recovered from X -X. Hence, 
there is a unique process X’ such that R = J?- X’, and X’ is distributed as -X. 
(ii) Clearly, X coincides with the ladder time set 9’ of X’. In particular, 9’ is 
closed, and by Theorem l(ii), 9~ 9’ (since 9 is the support of the measure dL). 
Finally, X’ being the local time on 9 = J, we deduce that X’, X’, Y and Y are 
equal on JV. Since Y coincides with 2 on .9, (ii) is proved. 
(iii) By construction, if T is a (E,)-stopping time, T E .2 a.s., then (Xi: TV T) is 
&measurable. Furthermore, Y being an additive functional of X, (( Y - y) ,+r : t 2 
0) is independent of & and has the same law as Y - r So (R7+,: t 2 0) is also 
independent of & and has the same law as R. Since X is an additive functional 
of X-X and TEL?, we deduce that (Xi+,- X’, : t z 0) is independent of Er and 
has the same law as X’. 0 
Remark. Note that the inclusion 9~ 9’ is strict except when X is a Brownian 
motion with diffusion coefficient $a;> 0. Indeed, if X’ is distributed as -X, and if 
9 = 9’ a.s., then the respective local times of the regenerative sets 5.!? and 9’ must 
be proportional, that is K1 = kK3, i.e., p(s) = ks’. 
When z > 0, K~(s) = Q(s) - z is the Laplace exponent of the first-hitting-time 
process of -X*, where X* is a spectrally positive Levy process with characteristic 
exponent W*(s) = ?(s + z) (see the Introduction). In this case, Theorem 3 still 
holds if (i) is replaced by: 
(i*) X’ has the same law as -X*. 
The proof follows from the same lines as in the proof of Theorem 3, except that 
the identity (7) is now 
((x*-x*),: t<73 2 ((Y- IJ)(_,)-: t<u,). (7”) 
See [l, Theorem; 2, Lemma 11. Moreover, one checks easily that the inclusion 
9~ 9’ is an equality ifI X is a Brownian motion (with diffusion coefficient $a:) 
with positive drift. 
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The assumption z > 0 being still in force, X drifts to +a. Consider the last-exit 
ladder time set & = {t: X, = X,}, where r( stands for the future-infimum process of 
X, and introduce the increasing process 
where Xc is the continuous part of X (by definition, y’(O) = 0). That is to say that 
5 has the same continuous part as, and that its jumps correspond to the part 
above the minimum in the jumps of X across its future-minimum (while the jumps 
of X correspond to the part below the minimum). The ‘inverse’ Pitman’s type 
theorem of [2] yields immediately the following analogue of Theorem 3 for the 
last-exit ladder time set of X. 
Proposition 4. Assume that z > 0. Then, there is a process X” such that: 
(i) X” has the same law as -X*. 
(ii) {(t,$(t-)-z(O)): tE&}E{(t,X”(t)): tE2”) as., where 2” is the (jirst- 
entrance) ladder time set of X”. 
Proof. According to [2, Theorem 41, the process X”= X+F -X -X(O) is dis- 
tributed as -X*. Furthermore, it is clear from the construction of X” that each 
last-exit-time of X is a first-entrance-time for X”, and that X”(t) G g(t) whenever 
t is larger than the (a.s. unique) instant when X attains its absolute minimum (i.e., 
t 2 inf(Ju)). Since for every t E Ju, _X(t-) = X( t-), and since X” does not jump at 
t, one has X”(t)=r(t-)-/Y(O). b 
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