




























































among	 blind	 source	 separation	 (BSS)	 techniques	 used	 to	 disentangle	 information	 linearly	 mixed	 into	3 
multiple	recorded	data	channels	so	as	to	prepare	multivariate	data	sets	for	more	general	data	mining,	in	4 
particular	for	electroencephalographic	(EEG)	data	(Makeig	et	al.,	1996;	Makeig	et	al.,	2002).	In	fact,	Local	5 




that	 can	 be	 used	 to	 assess	 individual	 EEG	 effective	 source	 dynamics	without	 prior	 need	 for	 an	 explicit	10 
electrical	forward	problem	head	model	(Makeig	et	al.,	2004;	Onton	et	al.,	2006).	Each	IC	is	represented	by	11 







data	 sampling	 (e.g.,	 when	 not	 enough	 data	 points	 are	 available	 to	 identify	 many	 independent	 source	19 
processes),	by	algorithmic	shortcomings	(e.g.,	convergence	issues,	response	to	local	minima,	etc.)	and	by	20 
inadequate	data	pre‐processing	(Artoni	et	al.,	2014;	Delorme	et	al.,	2007;	Jung	et	al.,	2000).	Several	classes	21 







resemble	 the	 projection	 of	 a	 single	 equivalent	 dipole	 located	 in	 the	 brain	 (or	 sometimes	 the	 summed	29 
projections	 of	 two	 equivalent	 dipoles,	 typically	 located	 near	 symmetrically	 with	 respect	 to	 the	30 
interhemispheric	 fissure).	 (Delorme	 et	 al.,	 2012)	 showed	 that	 the	 more	 mutual	 information	 between	1 




component	processes	are	present	 in	 the	resulting	 ICs.	Single	equivalent	dipole	models	have	scalp	maps	1 
mathematically	equivalent	to	scalp	projections	of	locally	coherent	(or	near‐coherent)	cortical	field	activity	2 
within	single	cortical	patches	whose	 local	 spatial	 coherence	also	makes	 them	relatively	strong	effective	3 
sources	of	scalp‐recorded	EEG	signal	(Acar	et	al.,	2016;	Scherg	and	Von	Cramon,	1986).	4 
Principal	 Component	 Analysis	 (PCA)	 has	 been	 widely	 used	 in	 various	 research	 fields	 (e.g.,	5 
electromyography,	EMG)	to	reduce	the	dimensionality	of	the	original	sensor	space	and	simplify	subsequent	6 
analyses.	By	means	of	an	orthogonal	rotation,	PCA	linearly	transforms	a	set	of	input	data	channels	into	an	7 
equal	 number	 of	 linearly‐uncorrelated	 variables	 (Principal	 Components,	 PCs)	 that	 each	 successively	8 
account	for	the	largest	possible	portion	of	remaining	data	variance	(Kambhatla	and	Leen,	1997).	PCA	has	9 
been	used	directly	as	a	BSS	method	or	as	a	preprocessing	step.	PCs	have	been	proposed	for	use	in	extracting	10 







al.,	 2006).	 PCA	has	 also	 been	used	 to	 discriminate	 normal	 and	 abnormal	 gait	 based	 on	 vertical	 ground	18 
reaction	 force	 time	series	(Muniz	and	Nadal,	2009)	and	to	set	apart	young	and	adult	stair	climbing	gait	19 
patterns	(Reid	et	al.,	2010)	or	age‐related	kinematic	gait	parameters	(Chester	and	Wrigley,	2008).		20 
In	these	and	other	applications,	PCA	is	used	to	reduce	the	dimension	of	the	data.	In	such	applications,	21 

















1996)	 and	 FastICA	 (Hyvärinen	 and	 Oja,	 2000),	 	 supported	 by	 open	 source	 EEG	 analysis	 environments	5 
(Delorme	and	Makeig,	2004;	Oostenveld	et	al.,	2011;	Tadel	et	al.,	2011).	6 






In	 a	 recent	 comparison	 of	 BSS	methods	 applied	 to	 EEG	 data,	 PCA	 itself	 proved	 to	 be	 the	 least	13 
successful	of	22	 linear	 ICA/BSS	algorithms	at	extracting	physiologically	plausible	components,	and	by	a	14 
considerable	 margin	 (Delorme	 et	 al.,	 2012).	 PCA	 also	 performed	 more	 poorly	 at	 extracting	 non‐brain	15 
(artifact)	sources	from	EEG	data	than	infomax	ICA	(Jung	et	al.,	1998).	This	is	predictable	from	the	objective	16 





If	 the	channel	data	at	hand	 in	 fact	does	represent	summed	mixtures	of	a	small	number	of	 large,	22 



















The	 analyses	 were	 performed	 on	 publicly	 available	 EEG	 data	 from	 fourteen	 subjects	 (see	7 
















2	 periocular	 electrodes,	 all	 referred	 to	 the	 right	mastoid)	 and	 analog	 pass	 band	 of	 0.01	 to	 100	Hz	 (SA	24 
Instrumentation,	San	Diego).		25 










observations	 of	 correlated	 variables	 into	 a	 set	 of	 linearly	 uncorrelated	 orthogonal	 variables	 (Principal	2 
Components,	PCs),	ordered	in	such	a	way	that	each	PC	has	the	largest	possible	variance	under	the	constraint	3 
of	being	orthogonal	to	all	preceding	components.	The	first	PC	is	not	directionally	constrained.	Both	the	time	4 
course	and	 the	 scalp	map	of	 smaller	PCs	are	orthogonal	 to	 the	 time	courses	and	maps	of	 all	other	PCs.		5 
Because	of	this,	the	scalp	maps	of	later	PCs	typically	resemble	checkerboard	patterns.	PCA	can	serve	both	6 
as	an	exploratory	analysis	tool	and	to	provide	a	simplified	visualization	and	interpretation	of	a	multivariate	7 
dataset.	 It	 has	been	proposed	 for	use	 to	decompose	EEG	and	ERP	data,	most	 often	 followed	by	 further	8 
(orthogonal	or	non‐orthogonal)	adjustment	(Dien	et	al.,	2007).		9 
Given	a	ሾ݊, ݐሿ	mean‐centered	dataset	ܺ	where	݊	is	the	number	of	channels	and	ݐ	the	number	of	time	10 
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For	 instance,	 dimensionality	 reduction	 by	 PCA	 has	 been	 widely	 adopted	 for	 the	 extraction	 of	 muscle	21 
synergies	 (modeled	 as	 PCs)	 from	 electromyography	 (EMG)	 using	 a	 threshold	 on	 cumulative	 retained	22 
variance	(RV),	 typically	ranging	from	75%	to	95%	of	the	original	(Davis	and	Vaughan,	1993;	Shiavi	and	23 
Griffin,	 1981).	 The	 assumption	 is	 that	 small	 random	 fluctuations	 (i.e.,	 noise)	 can	 be	 separated	 from	24 
(relatively	 large)	 processes	 of	 interest	 (i.e.,	 task‐related	 information),	 and	 removed	 from	 the	 data	 by	25 
discarding	 small	 PCs	 while	 retaining	 data	 variance	 to	 the	 given	 threshold	 value.	 PCA‐based	 variance	26 
reduction	 has	 also	 been	 used	 as	 a	 preprocessing	 step	 before	 applying	 other	 blind	 source	 separation	27 
algorithms,	e.g.,	Factor	Analysis,	Independent	component	Analysis	(ICA),	etc.	28 






including	 the	 two	available	 (vertical	 and	horizontal)	electro‐oculographic	channels,	 and	determined	 the	2 
minimum	number	of	PCs	that	jointly	accounted	for	least	85%,	95%,	99%	of	data	variance.	The	first	two	3 
thresholds	are	most	often	used	in	the	literature;	the	latter	we	included	to	test	whether	even	a	quite	small	4 
decrease	 in	 RV	 can	 produce	 a	 difference	 in	 the	 number	 of	 interpretable	 EEG	 independent	 components	5 
extracted	from	the	data.			6 
	 To	test	 for	differences	among	conditions,	we	first	performed	a	one‐sample	Kolmogorov	Smirnov	7 




How	 does	 PCA	 affect	 the	 capability	 of	 ICA	 to	 extract	 interpretable	 brain	 and	 non‐brain	12 
components?	Blind	source	separation	(BSS)	methods	such	as	PCA	and	Independent	Component	Analysis	13 
(ICA),	 extract	 an	ሾ݉	݊ሿ	“unmixing	 matrix”	W	where	݊ 	is	 the	 number	 of	 channels	 and	݉	the	 number	 of	14 
independent	components	(ICs)	retained	so	that	15 
 16 
ܵ ൌ ܹܺ	17 
	18 
where	X	is	the	original	ሾ݊, ݐሿ	dataset	and	S	has	dimensions	ሾ݉, ݐሿ.	The	݅௧௛	row	of	ܵ	represents	the	time	course	19 




differs	from	the	ICA	one,	as	in	PCA‐related	papers	the	data	X	has	dimensions	[ݐ, ݊ሿ,	ܵ௉஼஺	[ݐ,݉ሿ	and	 ௉ܹ஼஺	[n,	24 
m]	and	therefore		ܵ௉஼஺ ൌ ܺ ௉ܹ஼஺.	In	this	notation,	the	data	channels	are	represented	row‐wise	to	adhere	to	25 
ICA‐related	notation	and	to	enhance	the	readability	of	the	manuscript.	26 







scalp	maps,	while	 ICA	extracts	maximally	 temporally‐independent	 components	 (ICs)	with	unconstrained	1 
scalp	 maps.	 As	 linear	 decompositions,	 PCA	 and	 ICA	 can	 be	 used	 separately,	 or	 PCA	 can	 be	 used	 as	 a	2 
preprocessing	step	to	ICA	to	reduce	the	dimension	of	the	input	space	and	speed	ICA	convergence.	3 
	4 
ܵ௉஼஺ ൌ ௉ܹ஼஺ܺ	5 
ூܵ஼஺ ൌ ூܹ஼஺ܺ	6 
ூܵ஼஺௉஼஺ ൌ 	 ூܹ஼஺ܵ௉஼஺ ൌ ூܹ஼஺ ௉ܹ஼஺ܺ ൌ ூܹ஼஺௉஼஺ܺ	7 
	8 
Since	 the	 scalp	 maps	 of	 most	 effective	 brain	 source	 ICs	 strongly	 resemble	 the	 projection	 of	 a	 single	9 
equivalent	current	dipole	(Delorme	et	al.,	2012),			each	component		ܫܥ௡	may	be	associated	with	a	“dipolarity”	10 
value,	 	 defined	 as	 the	 percent	 of	 its	 scalp	map	 variance	 successfully	 explained	 by	 a	 best‐fitting	 single	11 












	 For	‘quasi‐dipolar’	components	with	݀݅݌ሺܫܥ௡ሻ ൐ 85%	and	especially	for	‘near‐dipolar’	components	22 
with	 ݀݅݌ሺܫܥ௡ሻ ൐ ~95% ,	 the	 position	 and	 orientation	 of	 their	 equivalent	 dipole	 is	 likely	 to	 mark	 the	23 
estimated	 location	 of	 the	 component	 source	 (with	 an	 accuracy	 depending	 on	 the	 quality	 of	 the	24 
decomposition	and	the	accuracy	of	the	forward‐problem	head	model	used	to	fit	the	dipole	model).	As	shown	25 
in	Figure	3	of	(Artoni	et	al.,	2014),	ICs	with	݀݅݌ሺܫܥ௡ሻ ൐ 85%	have	the	lower	likelihood	of	also	having	a	low	26 
quality	index	(meaning	they	have	stability	to	resampling).	In	other	words,	highly	dipolar	ICs	are	more	likely	27 
to	be	stable	 than	 low	dipolar	 ICs.	As	 in	(Delorme	et	al.,	2012)	 	and	(Artoni	et	al.,	2014),	here	we	define	28 











݀݅݌ሺܫܥ௡ሻ ൐ 85%)	into	non‐brain	(“artifact”)	and	“brain”	subsets,	depending	on	the	location	of	the	model	8 




How	 does	 PCA	 preprocessing	 affect	 IC	 dipolarity?	 After	 rejecting	 the	 null	 hypothesis	 of	 data	13 
Gaussianity	using	a	Kolmogorov	Smirnov	test	(significance	ߙ ൌ 0.05),	we	statistically	compared	the	number	14 









T	between	 conditions	 (PCA‐Only	 versus	PCA85ICA;	 PCA85ICA	 versus	PCA95ICA).	 	 This	 test	 enabled	us	 to	24 
determine	the	exact	dipolarity	threshold	above	which	the	comparisons	became	non‐significant,	that	is	the	25 
‘significant	dipolarity‐difference’	point	for	each	comparison	(Figure	3,	right	panel).		26 
	 We	then	estimated	the	probability	density	 function	(pdf)	 for	dipolarity	values	across	subjects	 in	27 
PCA‐Only,	PCA85ICA,	PCA95ICA,	PCA99ICA	and	ICA‐Only	conditions	using	kernel	density	estimation	(Bowman	28 
and	Azzalini,	 1997)	 	with	 a	 Gaussian	 kernel,	which	minimizes	 the	 (L2)	mean	 integrated	 squared	 error	29 
(Silverman,	1986).	We	then	estimated	the	median	and	skewness	of	the	distribution	(Figure	4).	30 
	31 










of	variance,	 that	explained	at	 least	85%,	95%,	or	99%	variance	of	 the	original	dataset.	Then	we	applied	7 
RELICA	using	Infomax	ICA	(Bell	and	Sejnowski,	1995)		in	a	‘beamICA’	implementation	(Kothe	and	Makeig,	8 
2013)	after	performing	50‐fold	trial‐by‐trial	bootstrapping	(Artoni	et	al.,	2012),	drawing	points	for	each	9 
trial	 surrogate	 at	 random	 from	 the	 relevant	 trial	with	 substitution.	 Infomax	 directly	minimizes	mutual	10 




the	stability	of	 individual	 ICs	 to	bootstrapping.	 In	RELICA,	 the	sets	of	 ICs	returned	 from	each	bootstrap	15 
decomposition	are	then	clustered	according	to	mutual	similarity,	σ,	defined	as	the	matrix	of	absolute	values	16 





	 We	 used	 Curvilinear	 Component	 Analysis	 (CCA),	 a	multidimensional	 scaling	method,	 to	 project	22 




ܳܫܿ ൌ 	100 ∗ ቌ 1|ܥ௠|ଶ ෍ ߪ௜௝௜,௝∈஼೘
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ቍ	27 
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ߪ௜௝	the	similarity	between	ICs	݅	and	݆,	and	|. |	indicates	the	cardinality.	The	more	compact	the	cluster,	 the	2 
higher	the	QIc.	A	perfectly	stable,	repeatable	component	has	a	QIc	of	100%	(Figure	5).	3 
	 As	with	dipolarity	values,	we	estimated	the	probability	density	function	(pdf)	for	QIc	values	over	all	4 
subjects	 in	 the	PCA‐Only,	PCA85ICA,	PCA95ICA,	PCA99ICA	and	 ICA‐Only	conditions	and	reported	both	 the	5 
median	and	skewness	for	each.	After	rejecting	the	null	hypothesis	of	data	Gaussianity	using	a	Kolmogorov	6 
Smirnov	 test	 (significance	 ߙ ൌ 0.05 ),	 we	 performed	 a	 non‐parametric	 one‐way	 analysis	 of	 variance	7 
(Kruskal‐Wallis‐Test)	on	the	QIc	followed	by	a	Tuckey‐Kramer	post‐hoc	comparison	to	highlight	significant	8 
difference	and	reported	the	ranks.	9 
How	 does	 PCA	 dimension	 reduction	 affect	 group‐level	 results?	 We	 tested	 the	 effects	 of	 PCA	10 
preprocessing	on	 the	 IC	clusters,	 in	particular	on	their	spectra	and	grand‐average	cluster	scalp	maps	at	11 
group	level.	We	examined	the	left	mu	(lµ)	and	frontal	midline	theta	(FMθ)	components	in	the	PCA85ICA,	12 
PCA95ICA,	 PCA99ICA	 and	 ICA‐Only	 conditions,	 as	 these	 ICs	 were	 of	 particular	 relevance	 to	 the	 brain	13 
dynamics	supporting	the	task	performed	by	the	subjects	in	the	study	(Onton	et	al.,	2005).	In	each	condition,	14 
ICs	for	each	subject	were	clustered	using	IC	distance	vectors	combining	differences	in	equivalent	dipole	15 







	 For	 each	 cluster	 (lµ	 and	 FMθ)	 and	 each	 condition,	 we	 then	 computed	 (i)	 the	 median	 absolute	23 
deviation	(MAD)	of	the	distribution	of	the	equivalent	dipole	positions	(σ୶, σ୷, σ୸)	and	(ii)	the	MAD	of	the	24 
PSD	(σ)	in	the	intervals	4	–	8	Hz	and	9	‐	11	Hz	respectively	for	FMθ	and	lµ.	Figures	7	and	8	also	report	(i)	25 
the	single	subject	scalp	topographies	pertaining	to	the	cluster;	(ii)	grand‐average	scalp	topography;	(iii)	26 
cluster	 source	 location	within	 a	 boundary	 element	model	 based	 on	 the	MNI	 brain	 template	 (Montreal	27 
Neurological	Institute);	(iv)	median	±	MAD	of	the	FMθ	and	lµ	cluster	PSDs	across	subjects	(0	–	40	Hz).		28 
 29 













Extraction	of	brain	and	non‐brain	 (artifact)	 components.	 Figure	 2	 shows,	 for	 a	 representative	10 
subject,	the	scalp	topographies	of	quasi‐dipolar	components	(dipolarity	>	85%),	those	extracted	directly	11 
with	PCA	(PCA‐only),	directly	by	ICA	(Infomax)	without	PCA,	or	by	ICA	after	retaining	the	minimum	number	12 
of	 PCs	 that	 explained	 85%	 (PCA85ICA),	 95%	 (PCA95ICA)	 and	 99%	 (PCA99ICA)	 of	 dataset	 variance	13 














of	 Figure	 3	 show	 the	 box	 plot	 of	 the	 across‐subjects	 median	 numbers	 of	 extracted	 quasi‐dipolar	28 
(݀݅݌ሺܫܥሻ>85%,	 top	 left	 panel	 A)	 and	 near‐dipolar	 (݀݅݌ሺܫܥሻ>95%,	 bottom	 left	 panel	 B)	 ICs.	 Statistical	29 










highlight	 a	 positive	 trend	 in	 the	 number	 of	 quasi‐dipolar	 components,	 including	 a	 change	 of	 slope	 in	7 
conditions	PCA95ICA	and	PCA99ICA,	as	successive	PCs	are	increasingly	smaller	themselves.		8 





































This	 was	 confirmed	 by	 assessing	 the	 QIc	 distributions	 across	 subjects	 (Figure	 6).	 The	 QIc	12 
distribution	for	ICA‐Only	is	centered	towards	higher	QIc	values	than	for	the	other	conditions	as	measured	13 
by	 the	 skewness	 (‐0.3,	 ‐0.8,	 ‐0.6,	 and	 ‐1.9	 for	PCA85ICA,	PCA95ICA,	PCA99ICA	and	 ICA‐Only	 respectively).	14 










at	 the	 group	 level	 plus	 grand‐average	 power	 spectral	 density	 for	 cluster	 fMθ.	While	 11	 of	 14	 subjects	25 
exhibited	a	clear	frontal	midline	theta	component	activation	in	the	ICA‐Only	condition	decompositions,	the	26 
number	of	fMθ	cluster	ICs	decreased	to	just	6	in	PCA99ICA,	to	5	in	PCA95ICA,	and	to	4	in	PCA85ICA.	This	27 
means	 that	 for	 5	 of	 the	 subjects	 (11‐6=5),	 fMθ	 ICs	 could	 be	 found	only	when	 the	 last	 1%	of	 explained	28 
variance	was	included	in	the	ICA	decomposition,	and	for	two	more	subjects	only	when	at	least	the	next	4%	29 











absolute	 deviation	 (MAD)	 in	 PCA99ICA	 ( ߪ௫ ൌ 4.5, ߪ௬ ൌ 15.1, ߪ௭ ൌ 20.1 ),	 PCA95ICA	 ( ߪ௫ ൌ 7.3, ߪ௬ ൌ8 
27.9, ߪ௭ ൌ 20.0 )	 and	 PCA85ICA	 (ߪ௫ ൌ 5.2, ߪ௬ ൌ 25.7, ߪ௭ ൌ 25.0 )	 than	 in	 the	 ICA‐Only	 condition	 ( ߪ௫ ൌ9 
2.6, ߪ௬ ൌ 10.5, ߪ௭ ൌ 8.3),	indicating	higher	scattering	of	equivalent	dipole	effective	source	locations	across	10 
subjects	when	PCA	dimension	reduction	was	used	(Figure	7,	3rd	column).	As	well,	the	θ	peak	in	the	cluster	11 
mean	PSD	(Figure	7,	4th	column)	is	sharper,	and	the	PSD	MAD	lower,	in	the	ICA‐Only	condition	(ߪ ൌ 0.7)	12 







lµ	cluster	equivalent	dipole	MAD	is	(ߪ௫ ൌ 5.7, ߪ௬ ൌ 11.0, ߪ௭ ൌ 7.6)	in	ICA‐Only,	(ߪ௫ ൌ 7.4, ߪ௬ ൌ 8.8, ߪ௭ ൌ 7.9)	20 
in	PCA99ICA,	and	(ߪ௫ ൌ 11.7, ߪ௬ ൌ 11.0, ߪ௭ ൌ 14.4)	in	PCA95ICA.	Regarding	the	PSD,	the	beta	band	peak	in	21 
the	 PSD	 (18‐24	Hz	 range)	 can	 only	 be	 seen	 clearly	 in	 results	 from	 ICA‐Only.	 The	MAD	of	 the	 PSD	 also	22 
increases	as	 ICA	is	applied	to	smaller	principal	subspaces	of	 the	data:	 	ߪ ൌ 1.7	for	 ICA‐Only;	 	ߪ ൌ 2.5	for	23 
PCA99ICA;	ߪ ൌ 2.6	for	PCA95ICA.	24 
	25 
FIGURE	8	ABOUT	HERE	26 










PCs	 were	 likely	 dominated	 by	 large	 ocular	 and	 other	 non‐brain	 artifacts,	 as	 there	 were	 no	 significant	7 









Figure	 4	 shows	 the	 pooled	 dipolarity	 distribution	 of	 ICs	 and	 PCs	 across	 the	 subjects.	 For	 PCs,	 this	17 
distribution	is	centered	on	low	values	(near	10%,	highly	incompatible	with	a	single	source	equivalent	dipole)	18 
and	 has	 high	 positive	 skewness	 (2.1).	 ICA,	 by	 maximizing	 signal	 independence	 and	 removing	 the	19 
orthogonality	 constraint	 on	 the	 component	 scalp	 maps,	 also	 produces	 many	 ICs	 with	 high	 scalp	 map	20 
dipolarity,	producing	a	dipolarity	distribution	with	high	median	(about	90%)	and	negative	skewness.		This	21 
result	 is	 in	accord	with	(Delorme	et	al.,	2012)	who	discovered	a	positive	 linear	correlation,	 for	some	18	22 
linear	decomposition	 approaches,	 between	 the	 amount	of	mutual	 information	 reduction	 (between	 time	23 
courses)	produced	in	linearly	transforming	the	data	from	a	scalp	channel	basis	to	a	component	basis,	and	24 
the	number	of	near‐dipolar	components	extracted.			25 
























(Figure	3).	Condition‐to‐condition	differences	 in	numbers	of	 returned	 ‘dipolar’	 components	 (Figure	3C)	16 
were	statistically	significant	for	all	but	the	strictest	dipolarity	thresholds	(reached	by	relatively	few	ICs	in	17 
any	condition).		18 
The	 paucity	 of	 near‐dipolar	 ICs	 likely	 in	 part	 arises	 from	disparities	 between	 the	 common	MNI	19 
template	electrical	head	model	used	here	to	compute	dipolarity	values	and	more	accurate	individualized	20 























































While	 PCA	 rank	 reduction	 might	 not	 degrade	 highly	 stereotyped	 components	 such	 as	 eye	 blinks,	 not	5 
removing	small	(high	spatial‐frequency)	PCs	from	the	data	allows	ICA	to	return	dipolar	IC	scalp	maps	whose	6 




stability	 to	 data	 resampling	 are	 both	 important	 to	 assessment	 of	within‐subject	 IC	 reliability.	While	 IC	11 
dipolarity	provides	 a	measure	 of	 physiological	 plausibility	 (Delorme	et	 al.,	 2012),	 IC	 stability	measures	12 
robustness	 to	 small	 changes	 in	 the	 data	 selected	 for	 decomposition	 (Artoni	 et	 al.,	 2014).	 Assessing	 IC	13 











high	QIc	 (skewness,	 ‐1.9;	median	QIc,	 90%,	 significantly	 higher	 [p<0.001]	 than	 for	 the	 three	 PCAICA	25 
conditions).	The	QIc	indirectly	indexes	the	variability	of	the	ICA	decomposition	by	measuring	the	dispersion	26 
of	an	IC	cluster	within	the	2‐D	CCA	measure	space	(Artoni	et	al.,	2014).	Sources	of	variability	in	the	ICA	27 
decomposition	are	noise,	 algorithm	convergence	 issues	 (e.g.,	 local	minima),	non‐stationary	artifacts	etc.	28 
Applying	 PCA	 dimension	 reduction	with	 a	 specific	 RV%	 threshold,	makes	 ICA	 operate	 on	 a	 somewhat	29 
different	data	sample	in	each	bootstrap	repetition,	thus	likely	introducing	a	further	source	of	variability	and	30 
further	decreasing	the	QIc.	31 









group	 representation	 is	 a	 distinct	 complication	 for	 performing	 group	 statistical	 comparisons	 on	 ICA‐6 







standard	errors,	ߪ௫, ߪ௬, ߪ௭.	While	 this	might	be	ascribed	 to	 the	 lack	of	 representation	of	 the	cluster	by	a	14 
sufficient	number	of	ICs	for	PCA85ICA,	the	higher	size	of	the	cluster	with	lower	RV%	seems	to	confirm	that	15 
ICs	are	not	as	well	localized	as	with,	e.g.,	ICA‐Only,	which	suggests	a	relation	between	the	total	number	of	16 
dipolar	and	reliable	 ICs	obtained	over	all	subjects	and	the	source	 localization	variability	 for	group‐level	17 
clusters.	Source	localization	variability	depends	on	many	factors,	e.g.,	inter‐subject	variability	arising	from	18 
different	cortical	convolutions	across	subjects,	unavailability	of	MRI	scans	and	electrode	co‐registration,	19 
source	 localization	algorithm	deficiencies,	etc.	However,	preliminary	rank	reduction	by	PCA	can	 further	20 
increase	source	position	variability	and	impair	the	possibility	to	draw	conclusions	at	group	level.		21 
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Figure 1: Mean explained variance (blue line) in relation to the number of largest principal components (PCs) retained, 
including (A) or not including (B) the bipolar vertical and horizontal electro-oculographic channels (EOGv and EOGh). 
Panel C shows the average number of PCs necessary to explain at least 85%, 95%, 99% of original dataset variance, 
including (green) or not including (blue) the EOG. 
 
 






Figure 2: For a representative subject, scalp maps of quasi-dipolar components (dipolarity above 85%) extracted by 
applying ICA (ICA-Only) or PCA (PCA-Only) directly to the data, or by performing ICA after reducing the original data 
rank by PCA so as to retain at least 85% (PCA85ICA, 4 ± 0.5 Median ± MAD PCs), 95% (PCA95ICA, 8 ± 2.5 PCs) and 99% 
(PCA99ICA, 21 ± 6 PCs) of data variance respectively. Components are sorted into identifiable non-brain Artifact and Brain 
ICs, separated by the vertical red dashed line. A dashed blue box highlights eye activity-related artifact ICs (vertical EOG 
and horizontal EOG ICs, respectively) in the PCA95ICA, PCA99ICA, and ICA-Only conditions. 
 






Figure 3: Panels A and B: box plots of median numbers of ICs (#ICs) with dipolarity values (A) above 85% (quasi-dipolar) and (B) 
95% (near-dipolar). Significance of differences between conditions was determined using Kruskal-Wallis plus Tuckey post hoc tests. 
Panel C: Estimated probabilities of significant condition differences in the number of quasi-dipolar components (RV > 85%) for the 
following comparisons: (i) PCA-Only versus PCA85ICA; (ii) PCA85ICA versus PCA95ICA; (iii) PCA95ICA versus PCA99ICA; (iv) 
PCA99ICA versus ICA-Only.  Each panel shows p-values for existence of significant differences between the number of quasi-dipolar 
components in the contrasted condition pair for each dipolarity threshold (x axis, RV > 80% to RV>99%). Dashed red lines show 
the dipolarity condition-difference significance threshold (red dashed line at p=0.05). Panel D: Numbers of dipolar ICs (y axis) 
available after PCA dimensionality reduction for two dipolarity thresholds (dipolarity > 85%, >95%) in decomposition conditions 
PCA85ICA (black dots), PCA95ICA (green dots), PCA99ICA (blue dots), and ICA-only (red dots). A dashed blue line connects the 
dots for each subject. A red dashed line plots the #ICs (the upper bound to the #dipolar ICs). 






Figure 4: Histograms of component dipolarities (across all 14 data sets) following preliminary PCA subspace restriction (to 
RV>85%, RV>95%, or RV>99%), without preliminary PCA (ICA-Only), or directly applying PCA (PCA-Only). The median 
of each distribution is indicated by a red vertical line (sk = skewness). Note the different y-axis scales. 
 






Figure 5: IC clusters extracted by RELICA bootstrap decompositions for one subject, either following reduction of data rank 
to a principal subspace (PCA85ICA, PCA95ICA and PCA99ICA) or (lower right) without PCA-based rank reduction.  Within 
each box, the ICs are clustered according to mutual similarity and cluster quality index (QIc) values are computed to measure 
their compactness. At far left and right, scalp maps of example components in clusters associated with left hand-area (8-12 Hz) 
mu rhythm activity, central posterior (8-12 Hz) alpha band activity, and eye blink artifact are shown and their QIc values are 
indicated. Note the stronger between-subject cluster definition and higher QIc values (reflecting more highly correlated time 
course) for the IC clusters without PCA processing (ICA-Only, lower right). 














Figure 6: Distribution of IC QIc values across the subjects for different levels of principal subspace data variance retained 
(PCA85ICA, PCA95ICA, PCA99ICA) and for ICA-Only (100%). The median of each distribution is indicated by a red vertical 
line (med = median; sk = skewness). Bottom panel: Significance of pairwise differences between conditions, determined using 
a Kruskal-Wallis test with Tuckey post hoc correction for multiple comparisons correction (*** = p<.001). 
 










Figure 7: The frontal midline theta (fMθ) cluster identified across subjects in each of the four decomposition conditions 
(PCA85ICA, PCA95ICA, PCA99ICA and ICA-Only) conditions. The picture shows the individual IC scalp maps (1st column), 
the cluster-mean maps (2nd column), IC equivalent dipole locations (3rd column – each dot represents one IC for one subject). 
The median absolute deviations (MAD; 	ߪ௫, ߪ௬, ߪ௭	in	mm) of the cluster IC equivalent dipole positions are given. The 4th column 
shows cluster median power spectral densities (PSDs, with ± MAD shaded). σθ, the MAD of the PSD in the (4-8 Hz) theta band 
is also indicated. 








Figure 8: Left mu clusters across all subjects for the PCA85ICA, PCA95ICA, PCA99ICA and ICA-Only decomposition pipelines. 
The picture shows the individual IC scalp maps (1st column), cluster mean scalp map (2nd column), IC equivalent dipole 
locations (3rd column – each dot represents an IC of one subject), and in the 4th column, the cluster median (± 9-11 Hz MAD) 
PSD. This is another example of the effects of PCA dimension reduction at the across-subjects cluster level (cf. Figure 7). 
 
