The hockey stick regression method is a convenient method to estimate safe doses, which is a kind of regression method using segmented lines. The method seems intuitively to be useful, but needs the assumption ofthe existence ofthe positive threshold value. The validity ofthe assumption is considered to be difficult to be shown.
Introduction
Many techniques and methods for estimation of safe doses have been proposed and discussed as a current topic of biostatistics. Estimation of safe doses concerning various chemical compounds is important, even though it is very difficult.
The hockey stick (HS) regression method is an interesting which was proposed by Hasselblat and others (1) to obtain maximum no-adverse-healtheffect concentration of photochemical oxidants. The HS regression method is a kind of regression method using segmented curves (2, 3) , and has attracted many researchers' attention.
In this paper we study properties of the HS regression method, especially validity of it. For this purpose, the HS model was compared with other regression models like the probit model and the log-log linear model. For the latter model, a risk level is used to define a safe dose. A risk level was used previously (4) and has been supported by subsequent researchers.
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causes no harmful effects, and therefore can not be used directly as a standard by the administration. It should be considered as a criterion for evaluation of safety.
The HS regression model and its method is reviewed. Data on which the current standard of S02 iS partly based are analyzed and discussed. A reanalysis of relationships between photochemical oxidant and eye discomfort is given. In these two examples the HS model and the probit model are compared. Some conclusions and suggestions are obtained, and two related topics are discussed.
Hockey Stick Regression Method
The HS regression function is defined as a doseresponse curve as follows. For some xo f(x)=fpo forx xo = 8 1 + 82x for x > xo (1) This means that for a suitable dose xo, f(x) remains constant for any x less than xo and increases linearly as x increases for any x more than xo. Generally the HS method is only a operational one to obtain a value as the safe dose. The method was studied previously (1) and used for getting relationships between daily maximum hourly oxidant levels and daily symptom rate reported by student nurses in Los Angeles (5), which will be discussed in detail below. The method is accepted by Japanese research workers, such as epidemiologists, who are interested in relationships between concentration of air pollutants and prevalence ratios from epidemiological surveys. These relationships are needed to obtain criteria on which air quality standards are based. Application to Chronic Bronchitis and SO2
One of the most important criteria, which the current air quality standard of sulfur dioxide (S02) in Japan is based on, comes from epidemiological surveys. The surveys were conducted in Cities of Osaka, Akoh, and Yokkaichi (6) . A prevalence ratio of positive simple chronic bronchitis for each area was obtained. Questionnaires were made according to them on respiratory symptoms given by British Medical Research Council (7). Thus chronic bronchitis is defined as persistent cough and phlegm.
The prevalence ratios were compared with average concentrations of S02 during the three years. These data are listed in Table 1 . We cannot obtain exact sample size in each area and regard it as 2000 when necessary.
The original analysis (6) is as follows. The areas where the surveys were conducted are divided into the former eight areas which are considered as nonpolluted areas and the latter nine polluted ones. Let yi denote prevalance ratios, and xi average concentrations OfS02. The following HS model is assumed: f3o is estimated by data from the nonpolluted areas, while /3, and A32 by data from the polluted areas.
Using the estimators 13o, 1, and ,32, the estimatorx £ (6) which is described in Figure 1 . From this x0 is estimated at 1.160.
However, in order to consider x0 as a safety concentration, lower confidence limits ofx0 are preferable to the above estimator. For various assurance levels lower confidence limits are given in Table 2 .
Though the above analysis is clear and simple, some conditions must be fulfilled. It is very difficult to consider the parameter x0 as a safety concentration, even if the HS regression model is close to a "true" model, because a "true" regression line, if it exists, must be smoothly increasing. (7) where (x) is the distribution function of the standard normal distribution. /0 means a spontaneous prevalence ratio. /30 is assumed to be positive, since chronic bronchitis is nonspecific. In fact, /30 is considered about 0.03 in Japan, as Table 1 (9) This definition is in line with Mantel and Bryan (4) and others, who presented methods for estimating safe doses against carcinogenicity from experimental data. They have been studied by many researchers, especially for these five years. The most difficult problem is that of extrapolation, but fortunately, this problem does not occur here.
An estimator x0 of the safe dose x0 is defined by a lower confidence limit with an assurance level 1 -a, that is, a lower confidence limit of LDp with an assurance level 1 -a, which can be obtained by a well-known technique in the probit analysis.
Under the probit model, the fitted curve is given by 0.0289 + '1 (-2.917 + 2.377 log x), (10) which is described in Figure 1 . The chi-square value of test for homogeneity is 4.761 with 14 degrees of freedom.
The proposed value x0 for different kinds of assurance levels are given in Table 3 . Here we choose 0.01, 0.005, 0.001, 0.0005, and 0.0001 as risk levels. A very small value like 10-8 was adopted as a risk level by Mantel and Bryan (4) to estimate the safe dose against carcinogenicity. But we do not choose such a small risk level, since chronic bronchitis is not a serious disease, but may be only a symptom. On the other hand, cancer is a fatal one. Tables 2 and 3 show that x0 obtained by the HS The probit model with a positive spontaneous ratio is also applicable to these data. Here we discuss mainly analysis of eye discomfort, and add that of chest discomfort. Eye discomfort is a typical symptom caused by photochemical oxidants. Daily maximum hourly oxidant levels given as intervals in Table 3 are read as midpoints of intervals.
We compare the two models mentioned above. Suppose Y(x) is a random variable which takes the 
These two are described in Figure 2 . As the figure shows, the probit model is fitted better. To apply the HS model to these data, we need to modify an assumption to the error term. Here the binomial distribution in Eq. (11) is replaced by a normal distribution. Let Y(x) be a random variable which represents incidence ratio of students with positive symptom on a day with maximum hourly oxidant level x. The distribution of Y(x) is given as follows 
Discussion
Some conclusions and suggestions can be given through the above applications and other experiences.
The HS method is of omnibus use. In fact, the model is often well fitted as the simple linear regression. The defect is lack of scientific and medical interpretations of x0. It is hoped that intersection of both lines means a safe dose. But for this purpose we need a certain physiological proof. That is, it is necessary to show existence of the positive threshold value. If otherwise, x0 does not necessarily have special meanings. Practically the model is often assumed only for convenience. It is usually convinced that the dose-response curve is smoothly increasing, even in the case that the HS model is assumed.
A model with a smoothly increasing regression curve can delete this serious problem, but brings another one. A curve regression model does not present a point which suggests a safe dose directly. Thus a risk level is introduced to define a safe dose. This definition is more natural than that by an intersection in the HS model.
The trouble is about how we choose a suitable family of regression curves. Fortunately, we have many conventional models of dose-response relationships, for example, the probit model, the logit model, and so on. Our two examples show the probit model is well fitted, even though the data are obtained not from experiments but from epidemiological surveys.
The polynomial regression models are frequently used, when the linear regression model is not well fitted, but they are not applicable to our problem. In fact, the regression model using the polynomial of order 3 is well fitted to both data, but the estimated regression curves are unacceptable.
Related Problems
There are many related problems to comparisons between the HS model and the probit model. In this section we are going to deal with two examples. This method is not seen in the literature by statisticians, but really often used. This simple method also should be used after careful considerations. We will give a practical example.
Inverse Estimation of Regression Analysis
A result of an experiment on residual antibiotics in growing chick's organ is presented in Table 6 (18).
The chicks were sacrificed after 4 weeks on diets containing various levels of kanamycin, and the kanamycin potency was determined by bioassay. We concentrate on figures in the blood. The threshold sensitivity is 0.1 ,ug potency/ml blood.
Our purpose is to obtain suitable estimator of safe levels. Now at first we ignore figures in the first column for simplicity which are below the threshold sensitivity. This does not change the following discussion. Let (x1, Yi), ..., (x20, Y2o) denote data in The definition means that it holds with probability 1 -a that the ratio of chicks in which the residue is higher than a threshold value r is less than p. The procedure to get x0 was obtained exactly by Takeuchi (9) . An approximate one was also given there. For the data in Table 6 , x' s are calculated with various kinds of three levels, which are listed in Table 7 . On the other hand, lower confidence limits of xo defined in Eq. (19) give fatal results.
Linear-Plateau Model
The linear-plateau model is analytically equivalent to the HS model. The regression function in the linear-plateau model is a reverse form of that in the HS model. That is, it is written by f (X) = 81 + 2X X C Xo = oo x > xo (22) The model was used in the field of agriculture to estimate the optimum fertilizer rate (10) and the optimum harvest time (11 Next, suppose that true regression curve f(x) is strictly increasing in x, for example f(x) = /1/(812 + exp{/-P3}) (24) and that predictor variables are suitably allocated. Even in this case the linear-plateau model can be well fitted and an estimator xk is obtained, though f(x) does not take the maximum value at x = xo.
These seem to correspond to the relationships between the HS model and the probit model. Thus we conjecture that another approach introducing risk levels are available. The alternative method must be more flexible and natural.
