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SUUNNITELMA HYPER-V HIGH 
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Tässä opinnäytetyössä tavoitteena on luoda suunnitelma Microsoftin Windows Server 2012 R2 
korkean saatavuuden Hyper-V-klusterin käyttöönotolle. Suunnitelma tehdään turkulaiselle 
Internet- ja konesalipalveluita tarjoavalle Euronic Oy:lle. Suunnitelman tavoite on kartoittaa 
teknisiä vaatimuksia klusterille. 
Teoriaosuudessa käydään läpi korkean saatavuuden palvelinklusterin määritelmää, 
palvelutasosopimuksia ja vikasietoisuutta. Windows Server 2012 R2 -käyttöjärjestelmän historiaa 
ja sen kahta, opinnäytetyön suhteen tärkeää, failover clustering- ja Hyper-V Server -roolia 
tarkasteltiin teoreettisella tasolla. 
Opinnäytetyössä suunnitellaan palvelinklusterin verkkoa ja tutustutaan yleiseen klusterin 
laitteistoinfrastruktuuriin. Verkotus, virtuaaliverkkojen luominen ja verkkokorttien ryhmittäminen 
ovat keskeisessä osassa suunnitelmassa. Lopuksi käydään läpi palvelinklusterin roolien ja 
ominaisuuksien asentamista.  
Työn tuloksena syntyy suunnitelma palvelinklusterin luomiselle, minkä pohjalta klusterin luominen 
tulevaisuudessa on nopeampaa ja helpompaa. 
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DEPLOYMENT PLAN FOR A HIGH AVAILABILITY 
HYPER-V SERVER 
The purpose of this thesis was to create a plan for deployment for a Microsoft High Availability 
Hyper-V Server cluster. The plan was created for a Turku-based company called Euronic Oy, 
which specializes in Internet hosting services. The aim for this plan is to create a technical 
requirements chart for thesis cluster.  
The theoretical part of thesis discusses the definitions of a high availability clustering, Service 
level agreements (SLA) and fault tolerance. The thesis also discusses two important roles for 
Windows Server 2012 R2 operating system, failover clustering and Hyper-V Server. 
In this thesis the network for the high availability cluster is planned and the general hardware 
infrastructure is being familiarized. Networking, creating virtual networks and teaming of network 
interface controllers are the fundamental part of this thesis. Finally, the thesis covers installing 
roles and features for this high availability cluster. 
The result of this project was a plan for creating a Windows Server 2012 R2 based High 
Availability Hyper-V Server cluster which makes deployment faster and easier in the future. 
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KÄYTETYT LYHENTEET 
AD DS Active Directory Domain Services. Windows-pohjainen 
toimialueen käyttäjätietokanta ja hakemistopalvelu, joka 
sisältää käyttäjät ja tietokoneet. 
AMD-V AMD:n laitteistoavusteinen virtualisointi. 
CAL Client Access License. Lisenssi, joka antaa oikeuden 
käyttäjille ja tietokoneille ottaa yhteyden palvelimeen tai 
ohjelmistoon.  
CSV Cluster Share Volume. Jaettu levy Failover klusterissa, jonne 
jokaisella nodella on kirjoitus- ja lukuoikeus. 
DEP Data Execution Prevention. Estää ohjelmakoodin 
suorittamisen muistialueilta, joita ei ole tarkoitettu ko. 
tarkoitukseen. 
DHCP Dynamic Host Configuration Protocol. Verkkoprotokolla, 
jonka avulla lähiverkkoon kytketyille laitteille annetaan IP-
osoite. 
DNS Domain Name System. Nimipalvelujärjestelmä, joka ohjaa 
verkkotunnukset esim. oikeaan IP-osoitteeseen. 
ESXi VMwaren kehittämä 1.tyypin hypervisori. 
Failover Clustering Windows-palvelimen ominaisuus, joka mahdollistaa 
vikasietoisten ja korkean saatavuuden palvelinklusterien 
rakentamisen. 
Fault tolerance Vikasietoisuus kuvaa laitteen tai järjestelmän kykyä toimia 
ilman keskeytyksiä esim. laiterikon vuoksi. 
guest machine Hypervisoriin asennetut virtuaalikoneet. 
HA High Availability. Tietojärjestelmien suunnittelussa käytettävä 
käytäntö, joka pyrkii siihen, että järjestelmä on aina, tai 
mahdollisimman paljon käyttäjän käytettävissä. 
host machine Fyysinen palvelin, johon hypervisori on asennettu. 
Hyper-V Microsoftin virtualisointiteknologia. 
Hypervisor Hypervisori on tietokoneohjelma tai tietokonelaitteisto, joka 
luo ja suorittaa virtuaalikoneita. 
Intel VT Intelin laitteistoavusteinen virtualisointi. 
iSCSI Internet Small Computer System Interface. IP-pohjainen 
protokolla, jota käytetään tiedonsiirtoon 
verkkotallennuksessa. 
Live Migration Prosessi, jossa siirretään virtuaalikone klusterin nodelta 
toiselle. Siirto tapahtuu ilman käyttökatkoksia asiakkaalle ja 
virtuaalikone on koko ajan käytettävissä. 
NIC Teaming Network Interface Card Teaming. Tekniikka, jossa 
verkkokortteja voi ryhmittää yhdeksi ryhmäksi 
vikasietoisuuden ja toimintavarmuuden lisäämiseksi. 
Node Korkean saatavuuden klusteriin liitetty fyysinen palvelin. 
SAN Storage Area Network. Arkkitehtuuri, jossa useita 
tiedostopalvelimia on yhdistetty yhteen arkkitehtuuriin. 
Kohdekoneessa näkyy silti vain paikallinen asema. 
SLA Service Level Agreement. Palvelutasosopimus, jossa 
määritetään palveluille tietyt vaatimustasot. 
VLAN Virtual Local Area Network. Tekniikalla voidaan jakaa 
fyysinen lähiverkko loogisiin osiin. 
WSUS Windows Server Update Services. Palvelinrooli, jolla 
pystytään jakamaan päivitykset palvelimille keskitetyksi ja 
hallitusti.  
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1 JOHDANTO 
Opinnäytetyön tavoitteena on luoda suunnitelma kahden palvelimen Windows Server 
2012 R2 -pohjainen korkean saatavuuden palvelinklusteri. Klusterin tarkoitus on olla 
virtualisointialusta Hyper-V-tekniikalle. Työ suoritetaan projektina turkulaiselle Internet- 
ja konesalipalveluita tarjoavalle Euronic Oy:lle. Projektin seuraavat osuudet tapahtuvat 
tulevaisuudessa ja tämä suunnitelma on pohjana korkean saatavuuden palvelinklusterin 
jatkokehitykselle ja rakentamiselle. 
Työssä käydään läpi korkean saatavuuden palvelinklusterin (Failover Clustering tai HA 
Cluster) teoriaa läpi. Työssä keskitytään mm. kokonaisinfrastruktuuriin, 
tallennusmenetelmiin, Windows Server 2012 R2 -palvelimen projektin kannalta 
tärkeimpiin rooleihin, ominaisuuksiin ja palvelinklusterin verkotuksen osa-alueisiin. 
Windows-palvelinten kysynnän vuoksi yrityksessä on tullut ajankohtaiseksi tehdä 
suunnitelma Windows Server -pohjaisen HA klusterin käyttöönotolle. Lisensoinnin vuoksi 
nykyinen VMwaren ESXi-pohjainen HA klusteri ei ole paras mahdollinen ratkaisu 
lisäkustannuksien vuoksi. 
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2 KORKEAN SAATAVUUDEN PALVELINKLUSTERI 
2.1 Määritelmä 
Korkean saatavuuden (High Availability) palvelinklusteri on lähestymistapa 
järjestelmätason suunnittelulle, jolla pyritään maksimoimaan palveluiden saatavuus 
loppukäyttäjille. Tavoitteena on minimoida palveluiden toimimattomuus. 
Palvelutasosopimuksilla (SLA) määritetään palveluiden vähimmäisaika 
toimimattomuudelle. [1] 
2.2 Palvelutasosopimukset 
Palvelutasot (Service Level Agreement) on standardoitu sopimus asiakkaan ja 
palveluntarjoajan välillä, missä määritellään palveluluille tietyt vaatimustasot. 
Palvelutasosopimuksia seurataan tietyillä mittareilla ja niiden rikkomisesta seuraa 
ennalta määritelty sanktio. Yleinen palvelutasosopimuksen mittari on järjestelmän 
uptime-aika, jolla tarkoitetaan sitä, kuinka paljon järjestelmä on ollut toiminnassa 
kalenterivuoden aikana. Taulukossa 1. on laskettu, kuinka paljon voi olla eri 
palvelutasosopimuksella järjestelmä saavuttamattomissa. [2] 
Taulukko 1. Yleisimmät palvelutasosopimuksien uptime-ajat. 
Saatavuus % Downtime / 
vuosi 
Downtime / 
kuukausi 
Downtime / 
viikko 
Downtime / 
päivä 
99 % 3,65 d 7,20 h 1,68 h 14,4 min 
99,5 % 1,83 d 3,60 h 50,4 min 7,2 min 
99,9 % 8,76 h 43,8 h  10,1 min 1,44 min 
99,99 % 52,56 min 4,38 min 1,01 min 8,66 s 
99,999 % 5,26 min 25,9 s 6,05 s 0,86 s 
2.3 Vikasietoisuus 
Vikasietoisuus (Fault tolerance) on terminä usein sekoitettu korkeaan saatavuuteen 
(High Availability). Vikasietoisuus kuvaa laitteen tai järjestelmän kykyä toimia ilman 
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keskeytyksiä esim. laiterikon vuoksi. High Availability kuvaa enemmän korkean 
saavutettavuuden vaatimusta tai odotusta, kun taas vikasietoisuus kuvaa suorituksen 
vaatimusta tai odotusta. Korkean saatavuuden järjestelmä sisältää ja koostuu useita 
vikasietoisista komponenteista ja alijärjestelmistä. [1] 
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3 WINDOWS SERVER 2012 R2 -KÄYTTÖJÄRJESTELMÄ 
Windows Server 2012 -käyttöjärjestelmä julkaistiin yleiseen jakoon asiakkaille 4.9.2012. 
Windows Server 2012 on Microsoftin kuudes julkaisu Windows Server -tuoteperheestä. 
Lokakuussa 2013 julkaistiin Windows Server 2012 -version seuraaja Windows Server 
2012 R2. Windows Server 2012 R2 -käyttöjärjestelmästä on 4 eri versiota: 
 Foundation 
 Essentials 
 Standard 
 Datacenter. 
Tässä työssä käsitellään vain versioita Datacenter ja Standard. Käytännön eroina 
kahdella versiolla ovat lisensoinnin hinta, jota käsitellään luvussa 6, ja virtualisoitavien 
koneiden lukumäärä. Standard-versiossa on rajoitteena maksimissaan kahden 
virtualisen tietokoneen määrä, kun Datacenter-versiossa on mahdollista virtualisoida 
rajattomasti tietokoneita. Tästä syystä Datacenter-versiot asennetaan fyysisille 
palvelimille. [3] 
Kaksi Windows palvelimen tärkeintä roolia korkean saatavuuden palvelinklusterin 
rakentamiseen on Failover Clustering- ja HyperV Server -roolit. Failover Clustering tuo 
vikasietoisuutta ja Hyper-V Server toimii hypervisorina eli mahdollistaa 
virtuaalitietokoneiden luomisen ja ajamisen palvelimelta. 
3.1 Failover Clustering -ominaisuus 
Failover Clustering -ominaisuus on yksittäisten palvelimien muodostama ryhmä, jossa 
palvelimet työskentelevät yhdessä parantaakseen palveluiden saatavuutta ja 
skaalautuvuutta. Klusterissa olevat palvelimet (nodet) on yhdistetty toisiinsa fyysisesti 
verkkokaapeleilla ja ohjelmistoilla. Yhden noden kaatuessa alkavat muut nodet tarjota 
kaatuneen noden palvelua, tätä palvelua kutsutaan failover-nimellä. [4]  
Yleisiä käyttökohteita Failover clustering -roolilla on mm. korkean saatavuuden 
tiedostopalvelin, Microsoft Exchange -sähköpostipalvelin, SQL-tietokantapalvelin ja 
Hyper-V-palvelin. 
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3.2 HyperV Server -rooli 
Hypervisor on tietokoneohjelma, firmware tai laitteisto, mikä luo ja suorittaa 
virtuaalikoneita. Tietokone, johon hypervisor on asennettu kutsutaan termillä host 
machine ja kaikkia virtuaalikoneita kutsutaan termillä guest machine. Hypervisor tarjoaa 
virtuaalikoneiden käyttöjärjestelmille virtuaalisen laitteiston ja hallinnoi virtuaalikoneiden 
suorittamista. Hypervisor voi myös tarjota suoran pääsyn fyysisiin laitteisiin. 
Virtuaalikoneet käyttävät virtualisoituja host machinen laitteistotason resursseja. [5] 
Hypervisoreita on luokiteltu kahteen luokkaan, type-1 ja type-2, kuten kuvassa 1 on 
esitetty. Type-1-luokan hypervisorit on suoraan käyttöjärjestelmätasolla. Yleisimmät 
hypervisorit, kuten Microsoftin Hyper-V, VMwaren ESXi ja Citrixin XenServer on type-1-
tyypin hypervisoreita. Type-2-tyypin hypervisoreita on normaalin käyttöjärjestelmän 
päälle asennettavat hypervisorit, kuten Oraclen VirtualBox ja VMwaren workstation ja 
VMware Player. [5] 
 
Kuva 1. Eri tyypin hypervisorit [6].  
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4 VERKKO JA INFRASTRUKTUURI 
Korkean saatavuuden palvelinklusterin verkkoratkaisussa käytetään hyväksi Euronic 
Oy:n olemassa olevaa lähiverkkoa. Ratkaisussa käytetään kahta Windows Server 2012 
R2 -käyttöjärjestelmää asennettuna graafisen käyttöliittymän kanssa tai Server 
Core -versiona fyysisille palvelimille. Nämä kaksi fyysistä palvelinta muodostaa kahden 
noden palvelinklusterin. Kuvassa 2 on suunniteltu lähiverkkoratkaisu. 
 
Kuva 2. Lähiverkko. 
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4.1 Verkkokorttien toiminta 
Palvelimiin tulee 6 kappaletta fyysisiä verkkokortteja. Tällä kokoonpanolla on mahdollista 
luoda useita virtuaalisia verkkokortteja, jotka voidaan ryhmittää Windows Serverissä 
yhteen tai useampaan ryhmään. Verkkokorttien ryhmittäminen (NIC Teaming) on tapa 
varmistaa verkkoliikenteen luotettavuus ja samalla tasapainottaa verkkokortin liikenteen 
määrää. [7] 
4.1.1 NIC Teaming 
Windows Server 2012 R2 -käyttöjärjestelmässä on kaksi mahdollista tapaa ryhmittää 
verkkokortit: 
 Switch-independent teaming 
 Switch dependent teaming. 
Switch-independent teaming -asetuksessa kytkimen ei ole pakko olla osana ryhmää. 
Tässä asetuksessa kytkin ei edes tiedä, että onko verkkokortti osana ryhmää. 
Verkkokortti voi olla kytkettynä useampaan kytkimeen samanaikaisesti. [8] 
Yhden palvelimien kuudesta virtuaalisesta verkkokortista viisi on aktiivisessa tilassa, 
standby-tilaan asetetaan yksi virtuaalinen verkkokortti. Aktiivisessa tilassa kaikki 
virtuaaliverkkokortit lähettävät ja vastaanottavat liikennettä. Standby-tilassa verkkokortti 
odottaa varalla mahdollisen aktiivisessa tilassa olevan verkkokortin kaatumista ja ottaa 
kaatuneen verkkokortin roolin. Tämä viansieto-ominaisuus on oletuksena käytössä, 
vaikka Standby-tilaan ei verkkokorttia määritetä. [8] 
Switch dependent teaming -asetuksessa vaaditaan, että kytkin on osa verkkokorttien 
ryhmää. Tässä asetuksessa vaatimuksena on kaikkien ryhmän jäsenten kytkeminen 
samaan kytkimeen. [8] 
Kuten kuvan 2 lähiverkkoratkaisussa näkyy, nodet ovat kytkettyinä kolmeen eri 
kytkimeen mahdollisimman suuren vikasietoisuuden ja erilaisten nopeuksien 
mahdollistamisen eri verkkokorteille. Näistä syistä Switch-independent teaming -asetus 
on ainoa mahdollinen valinta.  
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4.1.2 Hyper-V-roolin verkotus 
Virtuaaliverkkokorttien avulla pystymme luomaan useita verkkoja korkean saatavuuden 
palvelinrklusterin. Projektissa tämä tarkoittaa sitä, että voidaan eristää erityyppinen 
liikenne, esim. Internet-liikenne, tallennusmedian liikenne, live migraation ja CSV:n 
liikenne ja hallinnan liikenne. Taulukossa 2 on eritelty virtuaaliverkot ja niiden nopeudet 
kuvan 2 mukaisesti. 
Taulukko 2. Virtuaaliverkkojen jaottelu. 
Verkko Nopeus 
Internet 1 Gb/s 
iSCSI 10 Gb/s 
Live migraatio  10 Gb/s 
Hallinta.verkko 1 Gb/s 
CSV 10 Gb/s 
Standby  
 
Seuraavana on kerrottu lyhyt kuvaus kunkin virtuaaliverkon tarkoituksesta. Internet-
verkko sisältää Internet-liikenteen virtuaalikoneisiin, esim. asiakkaan yhteydet 
virtuaalikoneisiin ja virtuaalikoneiden liikenteen Internettiin. Tietoturvan vuoksi tämä 
liikenne on tärkeää eriyttää muista virtuaalilähiverkoista esim. VLANilla. 
Tallennusmedian liikenne suoritetaan iSCSI-verkossa. Jotta High Availability -periaate 
toimii käytännössä, pitää jokaisella nodella olla pääsy virtuaalikoneiden tilatietoihin ja 
virtuaalikiintolevyihin. Verkkokorttien ryhmittämistä ei voi käyttää iSCSI:n kanssa, sillä 
sitä ei ole tuettu iSCSI:ssa. Oletuksena iSCSI-liikenne ei ole salattua, mutta IPsec-
tekniikalla on mahdollista salata ko. verkkoliikenne. 
Live migraatio mahdollistaa virtuaalikoneen saumattoman siirtämisen nopeasti nodelta 
toiselle. Live migraation liikenne on tärkeää tietoturvan vuoksi eriyttää erillisellä verkolla 
tai VLANilla, sillä se kulkee salaamattomana verkossa.  
Hallinta-verkossa mahdollistetaan hallintaliikenne virtuaalikoneisiin ja samalla se 
mahdollistaa muiden lähiverkon palveluiden, kuten AD DS-, DNS- ja WSUS-palveluiden 
liikenteen. Hallinta-verkkoon pitää olla pääsy kaikkialta mistä klusteria halutaan hallita. 
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CSV eli Cluster Shared Volume. Failover klusteri monitoroi ja kommunikoi klusterin 
tilatietoja kaikkien klusteriin kuuluvien nodejen kesken. Kommunikointi on tilatietojen 
tarkistamista ja erillisen cluster heartbeatin tekemistä. Jos joku node ei vastaa, niin 
klusteri päättelee noden kaatuneen ja siirtää kaatuneen noden työt muille nodeille. 
Taulukossa 3 on suositetut asetukset eri verkoille. Jokaisen verkon liikenne kulkee 
omassa IP-aliverkossa. [9] 
Taulukko 3. Virtuaaliverkkojen asetukset. 
Verkko Suositetut asetukset 
Internet Eriytetty erillisellä VLANilla 
iSCSI Älä salli klusterin verkkoliikennettä tässä 
verkossa. 
Live migraatio Klusterin verkkoliikenne sallitaan tässä 
verkossa ja estetään asiakkaiden 
yhteydet tämän verkon kautta. 
Hallinta Sallitaan klusterin verkkoliikenne tässä 
verkossa ja sallitaan asiakkaiden 
yhteydet tämän verkon kautta.  
CSV Sallitaan klusterin verkkoliikenne tässä 
verkossa ja ei sallita asiakkaiden 
yhteyksiä tämän verkon kautta. 
4.2 VLAN 
VLAN eli virtuaalilähiverkko (virtual LAN) on tekniikka, jolla fyysinen tietoliikenneverkko 
voidaan jakaa loogisiin osiin OSI-mallin 2. tasolla. Kuvassa 3 on OSI-malli tasoineen. 
Suunnitelmassa virtuaalilähiverkkoa tullaan käyttämään vähintään yhdessä verkossa, 
kuten taulukossa 3 on kerrottu. Internet-verkko tarkoittaa pääasiassa asiakasliikennettä 
ja asiakkaiden virtuaalipalvelimien liikennettä julkiseen Internetiin. Tietoturvan vuoksi 
asiakkaiden liikenne on tärkeä eriyttää muusta klusterin verkoista. [10] 
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Kuva 3. OSI-malli [10].  
On hieman epäselvää, mikä on paras ratkaisu Hyper-V HA -klusterin verkotukseen. 
Microsoftin oma dokumentaatio ja materiaali suosittelevat hyvin vahvasti 
virtuaaliverkkojen luomista Hyper-V-palvelimen Virtual Switch -toiminnolla ja Microsoftin 
dokumentaatiossa vältetään virtuaalilähiverkkojen (VLAN) käyttämistä. Poikkeuksena on 
toki edellisessä kappaleessa mainittu Internet-verkko. Microsoftin ulkopuolella 
virtuaalilähiverkkoja tunnutaan suosittavan huomattavasti enemmän. 
Microsoftin Technetin dokumentaation mukaan virtuaalilähiverkoilla on seuraavat 
heikkoudet: 
 Suurentunut riski tahattomalle katkokselle hankalan uudelleenkonfiguroinnin 
vuoksi tuotantokäytössä oleville kytkimille 
 Rajoittunut skaalautuvuus, virtuaalilähiverkkojen maksimilukumäärä on 4 096 ja 
useimmissa kytkimissä maksimirajoitus on 1 000 
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 Rajoittunut yhdelle IP-aliverkolle, joka rajoitta nodejen lukumäärä yhdessä 
virtuaalilähiverkossa. Koko virtuaalilähiverkon pitää olla samassa aliverkossa. 
[11] 
4.3 Tallennusmedia 
Tallennusmediana on käytössä IBM Storwize V3700 -tallennusjärjestelmä. IBM Storwize 
on blokkitason datan tallennuspaikka. Projektissa liitetään klusterin molemmat nodet 
iSCSI-liitänällä kytkimeen, joka välittää liikenteen tallennusmedialle. Protokollana iSCSI-
liitäntä käyttää TCP/IP-protokollaa. IBM Storwize automaattisesti säätelee, dataa eri 
tasoilla sen mukaan kuinka usein tiettyä dataa käytetään. Usein käytetty data on 1. 
tasolla, josta sitä pystytään lukemaan nopeimmin. Tasoja on yhteensä kolme ja 
kolmannella tasolla on vähemmän käytettä dataa ja sieltä lukeminen on hitaampaa kuin 
1- ja 2-tasoilta. 
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5 KORKEAN SAATAVUUDEN HYPER-V-
PALVELINKLUSTERIN RAKENTAMINEN 
Hyper-V-palvelinklusterin rakentamisen kannalta on tärkeä suunnitella käytettävä 
domain. Tietoturvan vuoksi olisi houkuttelevaa rakentaa Hyper-V-klusteri ilman 
Microsoftin domain-ympäristöä, mutta se ei ole mahdollista. Failover klusterissa olevien 
palvelimien on pakko kuulua Microsoftin Active Directoryyn. Tämän takia hyvä 
lähestymistapa on perustaa uusi domain uudella forestilla, jotta käytössä olevaan 
päädomainympäristöön ei aiheudu ulkopuolisten asiakkaiden johdosta tietoturvariskejä. 
Windows Server 2012 R2 -käyttöjärjestelmä konfigurointi on myös mahdollista tehdä 
hyvin pitkälle PowerShell 3.0 -version työkalulla. Failover Clustering -ominaisuuden ja 
Hyper-V-Server-roolin asentamisesta esitetään myös PowerShell scriptit.  
5.1 Laitteistovaatimukset 
Windows Server 2012 R2 -käyttöjärjestelmä vaati 64-bittisen prosessorin. Hyper-V-rooli 
vaati laitteistoavusteisen virtualisoinnin (hardware-assisted virtualization). 
Laitteistoavusteinen virtualisointi on Intelin prosessoreissa Intel VT -nimellä (Intel 
Virtualization Technology) ja AMD:n prosessoreissa AMD-V-nimellä (AMD 
Virtualization). Laitteistotasolla Data Execution Prevention (DEP) -ominaisuus on oltava 
saatavilla ja ominaisuuden tulee olla aktivoituna. laitteistoavusteinen virtualisointi ja Intel 
XD bit- tai AMD NX bit -asetus kytketään päälle BIOSista (execute disable bit ja no 
execute bit). [12] 
Tallennusmedian liikenteessä käytössä on iSCSI, joten tallennusmedian liikenne käyttää 
omaa verkkokorttia, jossa ei ole yleistä verkkoliikennettä.  
5.2 Failover Cluster -roolin asennus 
Failover Cluster -rooli asennetaan Windows Serverin Add Roles and Features -valikon 
kautta (kuva 4).  
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Kuva 4. Add Roles and Features –valikko. 
Failover Clustering -ominaisuus on Windows Server 2012 R2 -käyttöjärjestelmässä 
ominaisuus, ei rooli. Kuvassa 5 valitaan vaihtoehdoksi Role-based or feature-based 
installation.  
 
Kuva 5. Role-based or feature-based -valinta. 
Kuvassa 6 valitaan Failover Clustering. 
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Kuva 6. Failover Clustering -ominaisuus. 
Asennuksen viimeinen vaihe on kuvassa 7 näkyvä asennettavien ominaisuuksien 
yhteenveto.  
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Kuva 7. Roolien varmistus asentamiseen. 
5.3 PowerShell-scriptit Failover Clusterin -ominaisuuden asentamiseen 
Seuraavilla PowerShell-skripteillä voi myös asentaa Failover Clustering -ominaisuuden. 
Install-WindowsFeature -Name Failover-Clustering –IncludeManagementTools 
Asennuksessa voi myös käyttää ComputerName-parametriä, jolloin Failover Clustering 
-ominaisuuden voi asentaa kirjautumatta palvelimelle. 
Install-WindowsFeature -Name Failover-Clustering –IncludeManagementTools –
ComputerName FOC01 
Asennuksen jälkeen asennuksen onnistumisen voi validoida esim. seuraavalla sivulla 
olevalla PowerShell-skriptillä. Kuvassa 8 näkyy onnistunut Failover Clustering -
ominaisuuden asennus. 
Get-WindowsFeature Failover* 
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Kuva 8. Failover Clustering -roolin asennuksen validointi. 
5.4 Failover Cluster -roolin konfigurointi 
Failover Clustering -ominaisuuden jälkeen rakennetaan projektiin kahden noden korkean 
saatavuuden Hyper-V-klusteri. Failover-klusterin luominen tapahtuu Failover Cluster 
Manager -ohjelman kautta (kuva 9). 
 
Kuva 9. Failover Cluster Manager. 
Create Cluster -painikkeesta luodaan klusteri. Ennen klusterin luomista jokainen 
klusteriin liitettävä node tulee validoida. Validoinnilla tarkistetaan, että palvelimet, verkko 
ja tallennusmedia läpäisevät Microsoftin teknisen validoinnin ja klusterin voi luoda. 
Microsoftin tukemat tekniikat tarkistetaan myös validoinnissa. Klusterille annetaan 
NetBIOS-nimi, ja tällä nimellä otetaan yhteys klusteriin ja hallinnoidaan sitä. Active 
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Directoryyn luodaan myös automaattisesti asennuksen yhteydessä tietokoneobjektit. 
Koska palvelimille ei anneta IP-osoitteita DHCP:n kautta, pitää palvelimelle määritellä 
staattiset IP-osoitteet klusterin luonnin yhteydessä. Kuvassa 10 aloitetaan validointi. [13]  
 
Kuva 10. Klusterin tekninen validointi. 
5.5 PowerShell-scriptit Failover klusterin luomiseen 
Klusterin voi luoda myös PowerShell-scriptillä. Alla oleva scripti luo FailoverCluster01-
nimisen klusterin, jossa on 2 nodea, Node1 ja Node2 ja määrittää klusterille staattisen 
IP-osoitteen. 
New-Cluster -Name FailoverCluster01 -Node FOC01,FOC02 –StaticAddress 
10.10.0.02 
5.6 Hyper-V Server -roolin asennus 
Hyper-V Server -rooli asennetaan myös Windows Serverin Add Roles and 
Features -valikon kautta (kuva 4). Hyper-V-roolin asentaminen on hyvin suoraviivaista ja 
noudattaa Failover Clustering -ominaisuuden asentamisessa totuttua kaavaa. 
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5.7 Hyper-V-roolin PowerShell Scriptit 
Alla olevalla PowerShell-scriptillä asennetaan Hyper-V-rooli. ComputerName-
parametrinä annetaan tietokoneen nimi. PowerShellillä asennettaessa Hyper-V-roolia 
management tools -hallintaohjelmaa ei asenneta oletuksena. Parametri 
IncludeManagementTools asentaa hallintaohjelman samalla ja Restart-parametri 
käynnistää palvelimen asennuksen valmistuttua. 
Install-WindowsFeature –Name Hyper-V -ComputerName FOC01 -In-
cludeManagementTools -Restart 
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6 LISENSOINTI 
Projektin yksi suurimpia aloitussyitä oli VMwaren vSpheren ja Windows Server 2012 R2 
-käyttöjärjestelmän lisensointien järkeistäminen. Mikäli nykyisellä laitekokoonpanolla ja 
VMwaren sekä Microsoftin lisensseillä tarjotaan Windows-virtuaalikoneita HA:na, niin 
Microsoftin ja VMwaren lisenssit kattavat hyvin paljon samoja asioita, jolloin maksetaan 
toisesta lisenssistä turhaan. Koska Hyper-V HA klusteri on Microsoft-pohjainen, niin 
vSpheren lisensointia ei tarvitse ottaa huomioon lainkaan. 
Windows Server lisensointiin on useita tapoja. Euronic Oy:llä on SPLA-sopimus (Service 
Provider Licence Agreement) Microsoftin kanssa ja lisensointi tapahtuu tämän ohjelman 
kautta. Windows Server 2012 R2 -käyttöjärjestelmässä on kaksi versiota, joita 
projektissa käytetään. Datacenter-versio asennetaan fyysisesti palvelimelle ja 
virtualisoiduissa tietokoneissa käytetään Standard-versiota. 
Datacenter- ja Standard-malleissa lisensointi tapahtuu fyysisten prosessorien 
lukumäärän ja CAL-lisenssien mukaan (Client Access Licences). Yksi lisenssi kattaa 
kaksi fyysistä prosessoria. Taulukossa 4 on havainnoitu lisensointia. [14] 
Taulukko 4. Datacenter- ja Standard-versioiden lisensointi. 
Lisenssiesimerkki Datacenter-lisenssien 
lukumäärä 
Standard-lisenssien 
lukumäärä 
1 prosessori, ei 
virtualisointia  
1 1 
4 pressoria, ei 
virtualisointia 
2 2 
2 prosessoria ja 3 
virtuaalikonetta 
1 2 
2 prosessoria ja 12 
virtuaalikonetta 
1 6 
 
Mikäli nykyisessä VMware-ympäristössä haluaisi isännöidä Windows-palvelimia korkean 
saatavuuden ympäristössä, tulisi lisensoida jokainen fyysinen palvelin Datacenter-
lisensillä, jolla on mahdollisuus isännöidä virtuaalikonetta, jossa on Windows 
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Server -käyttöjärjestelmä. Tämän lisäksi jokainen fyysinen palvelin olisi lisensoitu 
vSpheren lisenssillä. Kustannuksien säästö on sitä suurempi, mitä enemmän korkean 
saatavuuden klusterin nodeja on mahdollista isännöidä pelkällä Windows Server -
käyttöjärjestelmällä. 
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7 LOPUKSI 
Projektin määritettynä tavoitteena oli luoda suunnitelma, jonka pohjalta Hyper-V-
klusterin luomiseen käytettävä aika on pienempi ja tulevaisuudessa klusterin 
rakentamiselle on suunnitelma valmiina. Lopputuloksena syntyi suunnitelma korkean 
saatavuuden Hyper-V-klusterin rakentamiselle. Suunnitelma keskittyy erityisesti 
klusterin verkotukseen, virtuaaliverkkojen luomiseen ja verkkokorttien ryhmittämiseen.  
Projekti opetti hyvin paljon Windows Server 2012 R2 -käyttöjärjestelmän Failover 
Clustering -ominaisuudesta ja Hyper-V-Server-roolista. Virtuaaliverkkojen luomiselle ja 
eri verkkoliikenteen eriyttämiselle muusta liikenteestä sekä eri verkkoliikennetyyppien 
periaatteista opittiin myös hyvin paljon. 
Projektilla oli nopea aikataulu, joka antoi haasteensa projektin tiettyjen osa-alueiden 
syvälliselle tutkimiselle. Projekti saatiin kuitenkin kohtuullisen päätökseen ennen 
projektin lopetusta. Projektin aihe on hyvin mielenkiintoinen ja haastava. 
Jatkokehityksenä suunnitelmaa voi kehittää edelleen ja tulevaisuudessa näiden 
suunnitelmien pohjalta varsinainen korkean saatavuuden palvelinklusterin 
rakentamisprojekti on aiheellista. Suunnitelma antaa myös hyvät valmiudet lähteä 
rakentamaan privaatti- tai hybridipilveä. Koska pilvipalveluissa käytettävien 
teknologioiden määrä on laajempi, päätettiin ne karsia tästä suunnitelmasta pois. 
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