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We analytically show the percolation thresholds of the Fortuin-Kasteleyn cluster for the
Edwards-Anderson Ising model on random graphs with arbitrary degree distributions. The
results on the Nishimori line are shown. We obtain the results for the ±J model, the diluted
±J model, and the Gaussian model, by applying an extension of a criterion for the random
graphs with arbitrary degree distributions. The results for the infinite-range ±J model and
the Sherrington-Kirkpatrick model are also shown.
§1. Introduction
The study of complex networks has been carried out, and the study of spin
models on the complex networks is important.1) As an example of such a spin
model, we study in this article spin models on random graphs with arbitrary degree
distributions. The behavior of spins on a no growing network is investigated.
We investigate the Edwards-Anderson Ising model2) as an Ising spin-glass model.
The understanding of the Edwards-Anderson Ising model on random graphs and
on the Bethe lattice is still incomplete.1), 3), 4) In this article, the ±J model, the
diluted ±J model, and the Gaussian model for the Edwards-Anderson Ising model
are investigated. For those models, there is a special line, called the Nishimori line, on
the phase diagram for the exchange interactions and the temperature. The internal
energy, the upper bound of the specific heat, and so forth are exactly calculated
on the Nishimori line.5)–9) The location of the multicritical point for the Edwards-
Anderson Ising model on the square lattice is conjectured, and it is shown that the
conjectured value is in good agreement with other numerical estimates.10) In this
article, the results on the Nishimori line are shown.
There is a case where a percolation transition of networks occures. A network is
divided into many networks by deleting some of its nodes and/or links. We call this
percolation transition ‘the percolation transition of network’ in this article. There
is also a case where a percolation transition of clusters occurs. A cluster consists
of fictitious bonds. The bond is put between spins. One of the clusters becomes a
giant component when a cluster is percolated. We call this percolation transition
‘the percolation transition of clusters’, and discuss the percolation transition of a
cluster on a complex network.
In this article, the percolation transition of the Fortuin-Kasteleyn (FK) cluster is
investigated. The FK cluster has the FK representation.11), 12) In the ferromagnetic
Ising model, the percolation transition point agrees with the phase transition point.
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The agreement is described in Ref. 13). Powerful Monte Carlo methods using the
FK cluster have been proposed.14)–18) The Edwards-Anderson Ising model has a
conflict in the interactions: the percolation transition point disagrees with the phase
transition point. There are numerous approches for resolving the disagreement by
extending the FK representation.19) On the other hand, it was pointed out by de
Arcangelis et al. that the correct understanding of the percolation phenomenon of
the FK cluster in the Edwards-Anderson Ising model is important since a dynamical
transition occurs at a temperature very close to the percolation temperature, and
the dynamical transition and percolation transition are related to a transition for a
signal propagating between spins.20) The dynamical transition is characterized by a
parameter called the Hamming distance or damage.20) In this article, the percolation
threshold is analytically found.
The study of random graphs with arbitrary degree distributions has been carried
out.21) Our results are obtained by applying an extension of a criterion22)–24) for
random graphs with arbitrary degree distributions. The results for the infinite-range
±J model and the Sherrington-Kirkpatrick (SK) model25) are also shown.
This article is organized as follows. First in §2, a complex network model and
the Edwards-Anderson Ising model are described. Next in §3, the FK cluster is
explained. After elucidating a criterion for the percolation of a cluster in §4, we will
in §5 find the percolation thresholds for the ±J model and the diluted ±J model.
The result for the Gaussian model is shown in §6. The final section is devoted to a
summary.
§2. A complex network model and the Edwards-Anderson Ising model
A network consists of nodes and links. A link connects nodes. In this article,
as a complex network model, random graphs with arbitrary degree distributions are
investigated. The network has no correlation between nodes. The node degree, k, is
given with a distribution p(k). The links are randomly connected between nodes.
We define a variable b(i, j), where b(i, j) is one when nodes i and j are connected
by a link. b(i, j) is zero when nodes i and j are not connected by a link. The degree
k(i) of node i is given by
k(i) =
∑
j
b(i, j) . (2.1)
The coordination number (the average of the node degree for links), 〈k〉N , is given
by
〈k〉N = 1
N
N∑
i
k(i) , (2.2)
where 〈 〉N is the average over the entire network. N is the number of nodes. The
average of the square of the node degree for links, 〈k2〉N , is given by
〈k2〉N = 1
N
N∑
i
k2(i) . (2.3)
Percolation Thresholds of the Fortuin-Kasteleyn Cluster 3
0 1a
Chain modelInfinite−range model
Fig. 1. Relation between the aspect a and the model on the network.
We define
a =
2〈k〉N
〈k2〉N , (2
.4)
where a represents an aspect of the network.
Figure 1 shows the relation between the aspect a and the model on the network.
The network is almost a complete graph when a is close to zero, and the model on
the network is almost an infinite-range model. The model on the network is the
infinite-range model when 〈k〉N = N −1, 〈k2〉N = (N −1)2, and a = 2/(N −1). The
network consists of many cycle graphs when the coordination number 〈k〉N is two.
The model on the network consists of many chain models when 〈k〉N is two. In the
Erdo˝s-Re´nyi (ER) random graph model and in the Gilbert model, the distribution of
node degree is the Poisson distribution.1) The ER random graph model is a network
model wherein the network consists of a fixed number of nodes and a fixed number
of links, and the links are randomly connected between the nodes. The Gilbert
model is a network model wherein the link between nodes is connected with a given
probability. In the ER random graph model and in the Gilbert model, 〈k〉N = 1 and
〈k2〉N = 〈k〉N (〈k〉N + 1) = 2 when a is one.
The Hamiltonian for the Edwards-Anderson Ising model, H, is given by
H = −
∑
〈i,j〉
Ji,jSiSj , (2.5)
where 〈i, j〉 denotes nearest-neighbor pairs, Si denotes the state of the spin at node
i, and Si = ±1. Ji,j is the strength of the exchange interaction between spins. The
value of Ji,j is given by the distribution P (Ji,j). The ±J model, the diluted ±J
model, and the Gaussian model are given by specific P (Ji,j).
For the ±J model, the distribution P (±J)(Jij) is given by
P (±J)(Ji,j) = p δJi,j ,J + (1− p) δJi,j ,−J , (2.6)
where J > 0. p is the probability that the interaction is ferromagnetic (Ji,j = J).
1− p is the probability that the interaction is antiferromagnetic (Ji,j = −J).
For the diluted ±J model, the distribution P (D±J)(Ji,j) is given by
P (D±J)(Ji,j) = p δJi,j ,J + q δJi,j ,−J + r δJi,j ,0 , (2.7)
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where J > 0 and p + q + r = 1. p is the probability that the interaction is ferro-
magnetic (Ji,j = J). q is the probability that the interaction is antiferromagnetic
(Ji,j = −J). r is the probability that the interaction is diluted (Ji,j = 0). This
model is the ±J model when r = 0.
For the Gaussian model, the distribution P (Gaussian)(Ji,j) is given by
P (Gaussian)(Ji,j) =
1√
2piJ2
e−(Ji,j−J0)
2/2J2 . (2.8)
The average of Ji,j is given by [Ji,j]R = J0, where [ ]R is the random configuration
average. The variance of Ji,j is given by [J
2
i,j ]R − [Ji,j ]2R = J2.
To calculate thermodynamic quantities, a gauge transformation5)–9), 26) wherein
the transformation is performed by
Ji,j → Ji,jσiσj , Si → Siσi (2.9)
is used, where σi = ±1. It is known that the gauge transformation has no effect
on thermodynamic quantities.26) Following the gauge transformation, the H part
becomes H → H and the P (Ji,j) part becomes P (Ji,j)→ P (Ji,jσiσj).
§3. The Fortuin-Kasteleyn cluster
The bond for the FK cluster is put between spins with probability PFK(Si, Sj , Jij).
The value of PFK depends on the interaction between spins and the states of spins.
We call the bond the FK bond in this article. PFK(Si, Sj, Jij) is given by
20)
PFK(Si, Sj, Jij) = 1− e−βJijSiSj−β|Jij | , (3.1)
where β is the inverse temperature and β = 1/kBT . kB is the Boltzmann con-
stant and T is the temperature. By connecting the FK bonds, the FK clusters are
generated. By the gauge transformation, the PFK part becomes PFK → PFK.
Figure 2 shows a conceptual diagram of a network and an FK cluster. Three
nodes, six links, three spins, an FK bond, and an FK cluster are depicted. Spins are
aligned on each node. The percolation of the FK cluster is discussed in this article.
The thermodynamic quantity of the FK bond put between the spins on nodes i
and j, [〈bFK(i, j)〉T ]R, is given by
[〈bFK(i, j)〉T ]R = [〈PFK(Si, Sj , Ji,j)〉T ]R , (3.2)
where 〈 〉T is the thermal average. The thermodynamic quantity of the node degree
for FK bonds at node i, [〈kFK(i)〉T ]R, is given by
[〈kFK(i)〉T ]R =
[〈
∑
{j|b(i,j)=1}
PFK(Si, Sj, Ji,j)〉T ]R . (3.3)
The thermodynamic quantity of the square of the node degree for FK bonds at node
i, [〈k2FK(i)〉T ]R, is given by
[〈k2FK(i)〉T ]R =
Percolation Thresholds of the Fortuin-Kasteleyn Cluster 5
Link Node
SpinFK bondFK cluster
Fig. 2. Network and FK cluster. Three nodes, six links, three spins, an FK bond, and an FK
cluster are depicted. Spins are aligned on each node. The percolation of the FK cluster is
discussed in this article.
[〈
∑
{j|b(i,j)=1}
∑
{l|b(i,l)=1}
PFK(Si, Sj, Ji,j)
× PFK(Si, Sl, Ji,l)(1− δj,l)
+
∑
{j|b(i,j)=1}
PFK(Si, Sj , Ji,j)〉T ]R . (3.4)
The thermodynamic quantity of the node degree for FK bonds, [〈kFK〉T ]R, is given
by
[〈kFK〉T ]R = 1
N
N∑
i
[〈kFK(i)〉T ]R . (3.5)
The thermodynamic quantity of the square of the node degree for FK bonds, [〈k2FK〉T ]R,
is given by
[〈k2FK〉T ]R =
1
N
N∑
i
[〈k2FK(i)〉T ]R . (3.6)
§4. A criterion for percolation of clusters
The percolation of the random graphs with arbitrary degree distributions occurs
when22)–24)
〈k2〉N ≥ 2〈k〉N . (4.1)
Equation (4.1) is the inequality when the network is percolated. Equation (4.1) is
the equality when the network is at the percolation transition point. The criterion
(Eq. (4.1)) is true for a sufficiently large number of nodes. Equation (4.1) is derived
by Molly and Reed,22) Cohen et al.,23) and Newman et al.24)
From Eq. (4.1), the network is percolated when a < 1 and the network is at the
percolation transition point when a = 1. The network is unpercolated when a > 1.
Therefore, the percolation of clusters is investigated for 0 < a ≤ 1.
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When links and/or nodes are randomly diluted on the random graphs with
arbitrary degree distributions, the criterion (Eq. (4.1)) is applicable to the diluted
network.23) The percolation problem for the diluted network can be regarded as
the random-bond percolation problem. We define the bond states as the graph G.
We define the node degree for random bonds at node i as krandom bond(G, i). The
random bonds are randomly put on the links, and the links are randomly connected
between the nodes. The criterion of the percolation of clusters for the random-bond
percolation problem is given by
1
N
∑
i
k2random bond(G, i) ≥
2
N
∑
i
krandom bond(G, i) . (4.2)
In what follows, a criterion of the percolation of clusters for spin models is
conjectured on the basis of the above discussion.
We consider a case that the magnitude of a bond does not depend on the degree
k(i). The bond is a bond put between spins and includes the FK bond. We define
a variable for the inverse temperature as ρ(β). We set
0 < ρ(β) ≤ 1 . (4.3)
We consider a case that [〈bbond(i, j)〉T ]R, [〈kbond(i)〉T ]R, and [〈k2bond(i)〉T ]R are re-
spectively written as
[〈bbond(i, j)〉T ]R = ρ(β) , (4.4)
[〈kbond(i)〉T ]R = ρ(β) k(i) , (4.5)
[〈k2bond(i)〉T ]R = ρ2(β) k(i)[k(i) − 1]
+ ρ(β) k(i) . (4.6)
In this case, it is implied that the bias for k(i) does not appear in the statistical results
of the bonds. Therefore, we describe the case that [〈bbond(i, j)〉T ]R, [〈kbond(i)〉T ]R,
and [〈k2bond(i)〉T ]R are respectively written as Eqs. (4.4), (4.5), and (4.6) as the case
that the magnitude of the bond does not depend on k(i).
When the magnitude of the bond does not depend on k(i), as an extension of
Eq. (4.2), we conjecture
1
N
∑
i
k2bond({Sj}, {Jj,l}, G, i) ≥
2
N
∑
i
kbond({Sj}, {Jj,l}, G, i) . (4.7)
Since the magnitude of the bond does not depend on k(i), the bonds are randomly
put on links, and the links are randomly connected between nodes. {Sj} is a subset
of spin states. {Jj,l} is a subset of exchange interactions. kbond({Sj}, {Jj,l}, G, i)
is the node degree for bonds at node i in the graph G that is compatible with
{Sj} and {Jj,l}. Equation (4.2) is true for a sufficiently large number of nodes.
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Therefore, Eq. (4.7) may also be true for a sufficiently large number of nodes when
the magnitude of the bond does not depend on k(i). By using Eq. (4.7), we obtain
a conjectured criterion of the percolation of clusters for spin models as
[〈k2bond〉T ]R ≥ 2[〈kbond〉T ]R . (4.8)
Equation (4.8) is the inequality when the cluster is percolated. Equation (4.8) is the
equality when the cluster is at the percolation transition point. Equation (4.8) gives
the percolation threshold of the clusters.
§5. The ±J model and the diluted ±J model
By using Eq. (2.6), the distribution P (±J)(Ji,j) is written as
P (±J)(Ji,j) =
eβP Ji,j
2 cosh(βPJ)
, Ji,j = ±J , (5.1)
where βP is given by
5)–8)
βP =
1
2J
ln
p
1− p . (5
.2)
When the value of βP is consistent with the value of the inverse temperature β, the
line on the phase diagram obtained using Eq. (5.2) is called the Nishimori line. By
using the gauge transformation, the distribution P (±J)(Ji,j) part becomes
∏
〈i,j〉
P (±J)(Ji,j) =
eβP
∑
〈i,j〉 Ji,j
[2 cosh(βP J)]NB
→
∑
{σi}
eβP
∑
〈i,j〉 Ji,jσiσj
2N [2 cosh(βP J)]NB
, (5.3)
where NB is the number of nearest-neighbor pairs in the whole system.
By using Eqs. (2.9), (3.1), (3.2), and (5.3), when β = βP , the thermodynamic
quantity of the FK bond put between the spins on nodes i and j, [〈bFK(i, j)〉T ](±J)R ,
is obtained as
[〈bFK(i, j)〉T ](±J)R
=
∑
{Jl,m}
∏
〈l,m〉
P (±J)(Jl,m)
×
∑
{Sl}
PFK(Si, Sj, Ji,j) e
βP
∑
〈l,m〉 Jl,mSlSm∑
{Sl}
eβP
∑
〈l,m〉 Jl,mSlSm
=
1
2N [2 cosh(βP J)]NB
×
∑
{Jl,m}
∑
{Sl}
PFK(Si, Sj, Ji,j) e
βP
∑
〈l,m〉 Jl,mSlSm
= tanh(βP J) . (5.4)
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By using Eqs. (2.9), (3.1), (3.3), and (5.3), when β = βP , the thermodynamic
quantity of the node degree for FK bonds at node i, [〈kFK(i)〉T ](±J)R , is obtained as
[〈kFK(i)〉T ](±J)R = tanh(βPJ) k(i) . (5.5)
By using Eqs. (2.9), (3.1), (3.4), and (5.3), when β = βP , the thermodynamic
quantity of the square of the node degree for FK bonds at node i, [〈k2FK(i)〉T ](±J)R ,
is obtained as
[〈k2FK(i)〉T ](±J)R = tanh2(βP J) k(i)[k(i) − 1]
+ tanh(βPJ) k(i) . (5.6)
We set
ρ(±J)(βP ) = tanh(βP J) . (5.7)
Equations (5.4), (5.5), (5.6), and (5.7) are formulated as Eqs. (4.4), (4.5), and
(4.6). Therefore, the magnitude of the FK bond does not depend on k(i). By
using Eqs. (3.5), (3.6), (4.8), (5.5), and (5.6), we obtain
1− exp(−2βPJ) ≥ 2〈k〉N〈k2〉N . (5
.8)
Equation (5.8) is the inequality when the FK cluster is percolated. Equation (5.8)
is the equality when the FK cluster is at the percolation transition point.
From Eqs. (4.3) and (5.7), there is the percolation transition point for 0 < βP ≤
∞. From Eq. (5.8), there is the percolation transition point for 0 < a ≤ 1. By using
Eqs. (5.2) and (5.8), the probability p(±J) that the interaction is ferromagnetic is
obtained as
p(±J) =
1
2− a (5
.9)
at the percolation transition point. By using Eqs. (5.2) and (5.9), the percolation
transition temperature T
(±J)
P is obtained as
T
(±J)
P =
J
kB
2
ln 11−a
. (5.10)
Figure 3 shows the percolation threshold of the FK cluster for the ±J model.
Figure 3(a) shows the relation between the aspect a and the probability p(±J). Equa-
tion (5.9) is used for showing Fig. 3(a). Figure 3(b) shows the relation between the
aspect a and the percolation transition temperature T
(±J)
P . Equation (5
.10) is used
for showing Fig. 3(b). J/kB is set to 1.
For the ferromagnetic Ising model on the same network, the phase transition
temperature T
(Ferro)
C is
27), 28)
T
(Ferro)
C =
J
kB
2
ln 11−a
. (5.11)
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T
(±J)
P (Eq. (5
.10)) coincides with T
(Ferro)
C .
The complete graph is considered as a ∼ 0. We set 〈k〉N = N − 1, 〈k2〉N =
(N − 1)2, a = 2/(N − 1), and J → J/√N . From the settings, the model on the
network becomes the infinite-range ±J model. By using Eq. (5.9), the probability
p(IR±J) that the interaction is ferromagnetic is obtained as
p(IR±J) =
N − 1
2(N − 2) →
1
2
(5.12)
for a sufficiently large number of nodes at the percolation transition point. By using
Eq. (5.10), the percolation transition temperature T
(IR±J)
P is obtained as
T
(IR±J)
P =
J
kB
√
N
2
ln(1 + 2N−3)
→ J
kB
√
N (5.13)
for a sufficiently large number of nodes.
In Ref. 19), the percolation transition temperature of the FK cluster for the
infinite-range ±J model is derived by using the analytical solution of the SK model.
The percolation transition temperature of the FK cluster for the infinite-range ±J
model obtained in this article agrees with the result for a single-replica case in
Ref. 19). Therefore, we were able to confirm that our result is exact at this extremal
point.
We consider the case for a = 1. By using Eq. (5.9), we obtain p = 1. By using
Eq. (5.10), we obtain TP = 0. From Eq. (4.1), the network is at the percolation
transition point. From p = 1, the exchange interaction is only the ferromagnetic
interaction. From TP = 0, all the spins are parallel. From p = 1 and TP = 0, we
obtain PFK = 1 for all nearest-neighbor pairs. Therefore, the FK cluster and the
network are at the percolation transition point. We were able to confirm that our
result is exact at this extremal point.
By using Eq. (2.7), the distribution P (D±J)(Jij) for the diluted ±J model is
written as
P (D±J)(Ji,j) =
eβ
(2)
P
J2i,j+βPJij
eβ
(2)
P
J2+βP J + 1 + eβ
(2)
P
J2−βP J
, (5.14)
where β
(2)
P and βP are respectively
9)
β
(2)
P =
1
J2
ln
√
pq
r2
, βP =
1
J
ln
√
p
q
. (5.15)
This model becomes the ±J model when r = 0. In what follows, the result for r 6= 0
is only described since the result for the ±J model is described above. By using the
gauge transformation, the distribution P (D±J)(Ji,j) part becomes∏
〈i,j〉
P (D±J)(Ji,j)
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=
eβ
(2)
P
∑
〈i,j〉 J
2
i,j+βP
∑
〈i,j〉 Ji,j
(eβ
(2)
P
J2+βPJ + 1 + eβ
(2)
P
J2−βP J)NB
→
∑
{σi}
eβ
(2)
P
∑
〈i,j〉 J
2
i,j+βP
∑
〈i,j〉 Ji,jσiσj
2N (eβ
(2)
P
J2+βPJ + 1 + eβ
(2)
P
J2−βP J)NB
. (5.16)
By using Eqs. (2.9), (3.1), (3.2), and (5.16), when β = βP , the thermodynamic
quantity of the FK bond put between the spins on nodes i and j, [〈bFK(i, j)〉T ](D±J)R ,
is obtained as
[〈bFK(i, j)〉T ](D±J)R
=
∑
{Jl,m}
∏
〈l,m〉
P (D±J)(Jl,m)
×
∑
{Sl}
PFK(Si, Sj, Ji,j) e
βP
∑
〈l,m〉 Jl,mSlSm∑
{Sl}
eβP
∑
〈l,m〉 Jl,mSlSm
=
1
2N (eβ
(2)
P
J2+βP J + 1 + eβ
(2)
P
J2−βPJ)NB
×
∑
{Jl,m}
∑
{Sl}
PFK(Si, Sj , Jij)×
eβ
(2)
P
∑
〈lm〉 J
2
lm
+βP
∑
〈l,m〉 Jl,mSlSm
= (1− r) tanh(βPJ) . (5.17)
By using Eqs. (2.9), (3.1), (3.3), and (5.14), when β = βP , the thermodynamic
quantity of the node degree for FK bonds at node i, [〈kFK(i)〉T ](D±J)R , is obtained as
[〈kFK(i)〉T ](D±J)R = (1− r) tanh(βPJ) k(i) . (5.18)
By using Eqs. (2.9), (3.1), (3.4), and (5.14), when β = βP , the thermodynamic
quantity of the square of the node degree for FK bonds at node i, [〈k2FK(i)〉T ](D±J)R ,
is obtained as
[〈k2FK(i)〉T ](D±J)R =
(1− r)2 tanh2(βP J) k(i)[k(i) − 1]
+ (1− r) tanh(βP J) k(i) . (5.19)
We set
ρ(D±J)(βP ) = (1− r) tanh(βPJ) . (5.20)
Equations (5.17), (5.18), (5.19), and (5.20) are formulated as Eqs. (4.4), (4.5), and
(4.6). Therefore, the magnitude of the FK bond does not depend on k(i). By using
Eqs. (3.5), (3.6), (4.8), (5.18), and (5.19), we obtain
2(1 − r)(1− e−2βP J)
1 + e−2βP J + (1− r)(1− e−2βP J) ≥
2〈k〉N
〈k2〉N . (5
.21)
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Equation (5.21) is the inequality when the FK cluster is percolated. Equation (5.21)
is the equality when the FK cluster is at the percolation transition point.
From Eqs. (4.3) and (5.20), there is the percolation transition point for r 6= 1
and 0 < βP ≤ ∞. By using Eq. (5.21), we obtain
(2− a)(1− r)− a
(2− a)(1− r) + a ≥ e
−2βP J ≥ 0 . (5.22)
By using the left-hand side of Eq. (5.22) and the right-hand side of Eq. (5.22), we
obtain
1− r ≥ a
2− a . (5
.23)
When Eq. (5.23) is satisfied, there is the percolation transition point.
By using Eqs. (5.15) and (5.21), the probability p(D±J) that the interaction is
ferromagnetic is obtained as
p(D±J) =
(2− a)(1− r) + a
2(2 − a)(1− r) (5
.24)
at the percolation transition point. By using Eqs. (5.15) and (5.24), the percolation
transition temperature T
(D±J)
P is obtained as
T
(D±J)
P =
J
kB
2
ln (2−a)(1−r)+a(2−a)(1−r)−a
. (5.25)
§6. The Gaussian model
The distribution P (Gaussian)(Jij) for the Gaussian model is given in Eq. (2.8).
We set5)
βP =
J0
J2
. (6.1)
When the value of βP is consistent with the value of the inverse temperature β, the
line on the phase diagram obtained using Eq. (6.1) is called the Nishimori line. By
using the gauge transformation, the distribution P (±J)(Ji,j) part becomes∏
〈i,j〉
P (Gaussian)(Ji,j)
=
1
(2piJ2)
NB
2
e−
NBJ
2
0
2J2
− 1
2J2
∑
〈i,j〉 J
2
i,j+
J0
J2
∑
〈i,j〉 Ji,j
→ 1
(2piJ2)
NB
2
e−
NBJ
2
0
2J2
− 1
2J2
∑
〈i,j〉 J
2
i,j+
J0
J2
∑
〈i,j〉 Ji,jσiσj . (6.2)
By using Eqs. (2.9), (3.1), (3.2), (6.1), and (6.2), when β = βP , the ther-
modynamic quantity of the FK bond put between the spins on nodes i and j,
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[〈bFK(i, j)〉T ](Gaussian)R , is obtained as
[〈bFK(i, j)〉T ](Gaussian)R
=
∫ ∞
−∞
· · ·
∫ ∞
−∞
∏
〈l,m〉
dJl,m
∏
〈l,m〉
P (Gaussian)(Jl,m)
×
∑
{Sl}
PFK(Si, Sj , Ji,j) e
βP
∑
〈l,m〉 Jl,mSlSm∑
{Sl}
eβP
∑
〈l,m〉 Jl,mSlSm
=
1
2N (2piJ2)NB/2
e−NB
J20
2J2
×
∫ ∞
−∞
· · ·
∫ ∞
−∞
∏
〈l,m〉
dJl,m
∑
{Sl}
PFK(Si, Sj , Ji,j)
× e−
∑
〈l,m〉
J2
l,m
2J2
+βP
∑
〈l,m〉 Jl,mSlSm
= erf(βP J/
√
2) , (6.3)
where erf(x) is the error function of x. By using Eqs. (2.9), (3.1), (3.3), (6.1), and
(6.2), when β = βP , the thermodynamic quantity of the node degree for FK bonds
at node i, [〈kFK(i)〉T ](Gaussian)R , is obtained as
[〈kFK(i)〉T ](Gaussian)R = erf(βP J/
√
2) k(i) . (6.4)
By using Eqs. (2.9), (3.1), (3.4), (6.1), and (6.2), when β = βP , the thermodynamic
quantity of the square of the node degree for FK bonds at node i, [〈k2FK(i)〉T ](Gaussian)R ,
is obtained as
[〈k2FK(i)〉T ](Gaussian)R
= [erf(βP J/
√
2)]2k(i)[k(i) − 1]
+ erf(βPJ/
√
2) k(i) . (6.5)
We set
ρ(Gaussian)(βP ) = erf(βPJ/
√
2) . (6.6)
Equations (6.3), (6.4), (6.5), and (6.6) are formulated as Eqs. (4.4), (4.5), and
(4.6). Therefore, the magnitude of the FK bond does not depend on k(i). By
using Eqs. (3.5), (3.6), (4.8), (6.4), and (6.5), we obtain
2 erf(βPJ/
√
2)
erf(βP J/
√
2) + 1
≥ 2〈k〉N〈k2〉N . (6
.7)
Equation (6.7) is the inequality when the FK cluster is percolated. Equation (6.7)
is the equality when the FK cluster is at the percolation transition point.
From Eqs. (4.3) and (6.6), there is the percolation transition point for 0 < βP ≤
∞. From Eq. (6.7), there is the percolation transition point for 0 < a ≤ 1. We
approximate the error function erf(x) by
erf(x) ≈
√
1− exp(−4x2/pi) . (6.8)
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By using Eqs. (6.1), (6.7), and (6.8), J0/J is obtained as
J0
J
=
√
pi
2
ln
(2− a)2
4(1− a) (6
.9)
at the percolation transition point. By using Eqs. (6.1) and (6.9), the percolation
transition temperature T
(Gaussian)
P is obtained as
T
(Gaussian)
P =
J
kB
1√
pi
2 ln
(2−a)2
4(1−a)
. (6.10)
Figure 4 shows the percolation threshold of the FK cluster for the Gaussian
model. Figure 4(a) shows the relation between the aspect a and J0/J . Equation (6.9)
is used for showing Fig. 4(a). Figure 4(b) shows the relation between the aspect a
and the percolation transition temperature T
(Gaussian)
P . Equation (6
.10) is used for
showing Fig. 4(b). J/kB is set to 1.
The complete graph is considered as a ∼ 0. We set 〈k〉N = N − 1, 〈k2〉N =
(N −1)2, a = 2/(N −1), J0 → J0/N , and J → J/
√
N . From the settings, the model
on the network becomes the SK model.25) By using Eq. (6.9), J0/J is obtained as
J0
J
=
√
piN
2
ln
(
1 +
1
N2 − 4N + 3
)
→
√
pi
2N
(6.11)
for a sufficiently large number of nodes at the percolation transition point. By using
Eq. (6.10), the percolation transition temperature T
(SK)
P is obtained as
T
(SK)
P =
J
kB
1√
piN
2 ln
(
1 + 1
N2−4N+3
)
→ J
kB
√
2N
pi
(6.12)
for a sufficiently large number of nodes.
We consider the case for a = 1. By using Eq. (6.9), we obtain J0/J = ∞. By
using Eq. (6.10), we obtain TP = 0. From Eq. (4.1), the network is at the percolation
transition point. From J0/J =∞, the exchange interaction is only the ferromagnetic
interaction. From TP = 0, all the spins are parallel. From J0/J = ∞ and TP = 0,
we obtain PFK = 1 for all nearest-neighbor pairs. Therefore, the FK cluster and the
network are at the percolation transition point. We were able to confirm that our
result is exact at this extremal point.
In the result for the Gaussian model, an approximate formula for the error
function, Eq. (6.8), is used. In the result for the Gaussian model, it is necessary for
the more precise estimation of the percolation threshold that the error function in
Eq. (6.7) is numerically estimated.
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§7. Summary
In this article, the ±J Ising model, the diluted ±J Ising model, and the Gaussian
Ising model on random graphs with artibary degree distributions were investigated.
The values of [〈bFK(i, j)〉T ]R, [〈kFK(i)〉T ]R, [〈k2FK(i)〉T ]R, [〈kFK〉T ]R, and [〈k2FK〉T ]R
on the Nishimori line were shown. They are quantities for the FK bonds, and are
exact even on a finite number of nodes.
It is known that the internal energy, the upper bound of the specific heat, and
so forth are exactly calculated on the Nishimori line without the dependence of the
network (lattice).5)–9) In this article, it was realized that, as a property on the
Nishimori line, the magnitude of the FK bond does not depend on the degree k(i).
The percolation thresholds of the FK cluster were shown. We used a conjectured
criterion (Eq. (4.8)) to obtain the thresholds. We were able to confirm that our
results are exact at several extremal points. Therefore, our entire set of results may
be exact.
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Fig. 3. Percolation threshold of the FK cluster for the ±J model. (a) The relation between the
aspect a and the probability p(±J) is shown. (b) The relation between the aspect a and the
percolation transition temperature T
(±J)
P is shown. J/kB is set to 1.
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Fig. 4. Percolation threshold of the FK cluster for the Gaussian model. (a) The relation between
the aspect a and J0/J is shown. (b) The relation between the aspect a and the percolation
transition temperature T
(Gaussian)
P is shown. J/kB is set to 1.
