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a b s t r a c t
Superconductors are attracting physicists thanks to their ability to conduct electric cur-
rent with virtually zero resistance. Their nonlinear behaviour opens, on the other hand,
challenging problems for mathematicians. Ourmodel of the diffusion of electric field in su-
perconductors is based on three pillars: the eddy-current version of Maxwell’s equations,
power law model of type-II superconductivity and linear dependence of magnetic induc-
tion on magnetic field. This leads to a time-dependent nonlinear degenerate partial differ-
ential equation. We propose a linear fully discrete approximation scheme to solve it. We
have proven the convergence of themethod and derived the error estimates describing the
dependence of the error on the discretization parameters. These theoretical results were
successfully confronted with numerical experiments.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Superconductors are materials which have the ability to conduct electric current with virtually zero resistance under
specific physical conditions. They are usually divided into two groups—type-I and type-II superconductors, which differ in
many aspects. Our paper is devoted to the diffusion of the electric field in type-II superconductors. The necessity for accurate
numerical methods is increasing along with the growing number and importance of industrial applications in this field. Due
to the more and more complicated structures of superconducting devices, accurate macroscopic models and its rigorous
mathematical analysis are needed.
The widely studied Bean’s critical-state model [1] was one of the first macroscopic models of superconductivity. Fig. 1(a)
shows how the current density in this model depends on the electric field. Motivated by the abrupt change from zero
to a large resistance between the pinned and flux flow regimes, the model imposes that a current either flows at the
critical level Jc or not at all. Unfortunately Bean’s critical-state model is not fully applicable to superconductors with smooth
current–voltage characteristics.
The power law constitutive relation E = Ec(J/Jc)n is another macroscopic model which is expansively used in the
modelling of type-II superconductors. It was introduced by Rhyner in [2]. The 2D problem was studied by many authors
[3,4], but there is very little known about the 3D case. Yin et al. [5] and Elliott et al. [6] have studied the eddy-current
problem written in terms of magnetic field. Slodička [7] has formulated the problem in 3D in terms of electric field and
proposed the discretization in time. Yet for computations, a fully discrete linear method is required, as the model yields a
nonlinear degenerate problem.
We have designed a fully discrete linear computational method for solving a nonlinear degenerate partial differential
equation (PDE) describing the diffusion of the electric field in type-II superconductors. The backward Euler method is
employed for the discretization in time, as proposed and analysed by Slodička in [7]. For the linearization and discretization
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Fig. 1. (a) Ohm’s law for non-superconductingmetal (dashed), Bean’s critical-statemodel (fine dashed) and the power law (continuous) for superconductors.
(b) The power law (3) (dashed) and the linearly-extended power law (4) (continuous).
in space, we have developed a new scheme based on the fixed-point principle andWhitney edge elements.We have derived
error estimate that insures the convergence of the proposed scheme and express the dependence of the error on the choice
of the discretization parameters.
The paper is organized as follows. In Section 2, problem formulation is given and time-discretization scheme is described.
In Section 3, we present our technique for linearization and space discretization and prove its well posedness. We derive
the error estimate and thus prove the convergence of the method in Section 4. The theoretical results are compared with
numerical experiments in Section 5 and conclusions are drawn in Section 6.
2. Problem formulation
Suppose that the superconducting material occupies an open bounded polyhedral domain Ω ⊂ R3, with boundary Γ .
The symbol ν stands for the outward unit normal vector to Γ .
To derive a precise mathematical model of type-II superconductors, we use the eddy-current version of Maxwell’s
equations
∇ × H = J,
∂tB+∇ × E = 0, (1)
where H is the magnetic field, J the current density, B the magnetic induction and E the electric field.
We employ the power law constitutive relation in order to model the nonlinear resistive property of superconductors.
The standard power law has the following form
E = Ec
( |J|
Jc
)n−1 J
Jc
, (2)
where the parameters Jc and n can be identified from the direct current measurements. The conventional criterion of
Ec = 1 µV/cm should be employed. The parameter n is the measure of sharpness of the resistive transition. If n = 1, the
relation (2) leads to the linear Ohm’s law. If n → ∞, the solution of the power law formulation converges to the solution
to the Bean critical-state formulation (for the proof in 3D see [5]). The power n usually varies from 7 and 1000 depending
on the superconducting material. Further, we suppose that, Ec and Jc are constant and thus, for the sake of simplicity of
mathematical analysis, they can be omitted.
We will use the formulation in terms of electric field so the power law has to be inverted. Thus
J = J(E) = |E|−1/p E for p ∈ (1; 1.2) as p = n
n− 1 . (3)
The power lawworks very well for currents up to the critical current density, Jc , which is not the case for all applications.
When the norm of the applied current density Jtot is considerably higher than Jc , the power law is no more convenient due
to the unbounded exponential increase of the electric field. Therefore we decided to cut-off and linearly extend the power
law, as shown on Fig. 1(b). We obtain the following relation where the parameter β is fixed such that β1−1/p  Jc ,
J(E) =
{|E|−1/p E 0 ≤ |E| ≤ β
β−1/p E β < |E|. (4)
Type-II superconductors are characterized by two critical field values — Hc1 and Hc2. The first critical field value Hc1 at
which magnetic flux starts penetrating the superconducting sample is extremely low. If H > Hc1, which is the case for most
practical applications, it holds that
B = µ0H. (5)
We employ it as a second constitutive equation in ourmodel.We suppose thatµ0 is a constant, and thereforewewill neglect
it in our further study.
Combining previous relations, we finally obtain the following evolutionary nonlinear and degenerate partial differential
equation along with boundary and initial conditions
2056 E. Janíková, M. Slodička / Journal of Computational and Applied Mathematics 234 (2010) 2054–2061
∂t (J(E))+∇ × ∇ × E = 0 inΩ × [0, T ], (6)
∇ × E× ν = G on Γ × [0, T ], (7)
E(0) = E0 inΩ. (8)
Due to the nonlinearity and degeneracy of (6) special numerical approach is needed.
Further, the vector field G will be taken uniformly equal to zero in order to simplify the analysis of the problem. The
mathematical proofs would otherwise become more cumbersome than necessary.
The variational formulation of the problem setting (6)–(7) reeds as follows:
Find E ∈ L2([0, T ],H0(curl;Ω)) such that, for any ϕ ∈ H0(curl;Ω)
〈∂t J(E),ϕ〉 + (∇ × E,∇ × ϕ) = 0. (9)
2.1. Time discretization
The backward Euler method is a standard numerical tool for the discretization in time. Slodička in [7] has proven the
convergence of the method for problem (6)–(8). In this section, we recall some important results from [7] that will be used
later on.
The time interval [0, T ] is divided into n equidistant subintervals [ti−1, ti], where ti = iτ . For any function z we introduce
the notation
zi = z(ti), δzi = zi − zi−1
τ
.
The following nonlinear recursive approximation scheme is suggested for i = 1, . . . , n:
δ (J(ei))+∇ × ∇ × ei = 0 inΩ,
∇ × ei × ν = 0 on Γ ,
e0 = E0.
(10)
We define the vector fields jn and en by
jn(0) = J(E0),
jn(t) = J(ei−1)+ (t − ti−1)δJ(ei) for t ∈ (ti−1, ti], i = 1, . . . , n
en(0) = E0, en(t) = ei, for t ∈ (ti−1, ti], i = 1, . . . , n.
In the new notation, the variational formulation of the problem (10) reads as follows
(∂t jn,ϕ)+ (∇ × en,∇ × ϕ) = 0 ∀ϕ ∈ H0(curl;Ω). (11)
Slodička in [7] has shown the existence of ei ∈ H0(curl;Ω) for each time step i = 1, . . . n, the convergence of the
proposed approximation scheme in the space H(curl;Ω) and the following error estimate.
Let E0 ∈ H0(curl;Ω) and ∇ · J(E0) ∈ L2(Ω). Then there exists a positive constant C such that∫ T
0
‖en − E‖2 +
∥∥∥∥∫ T
0
∇ × (en − E)
∥∥∥∥2 ≤ Cτ . (12)
Ones this result is known, the problem (6)–(8) can be considered equivalent to the problem (11).
3. Space discretization
In this sectionwe propose a linear computational method— discrete in time and space — to find an approximate solution
to the problem (11). We begin with the definition and properties of used finite element method.
3.1. Whitney elements
Suppose that the domain Ω is covered by a tetrahedral mesh T . A single tetrahedron will be denoted by T . By h we
denote the maximal diameter of the tetrahedra of the mesh. We employ the Whitney edge elements to approximate the
space H(curl;Ω), namely
Wh = {p : p|T ∈ PT , ∀T ∈ T } , (13)
where PT is the following set of linear vector fields
PT =
{
p : p(x) = c+ a× x, a, c ∈ R3, x ∈ T} .
We define an interpolation operator rh by the relation
E. Janíková, M. Slodička / Journal of Computational and Applied Mathematics 234 (2010) 2054–2061 2057∫
ei
(u− rhu) · τ ds = 0, for all i = 1, . . . , 6,
where ei denotes the edges of a tetrahedron and τ the tangential vector of the appropriate edge1. The used elements are
called edge elements because their degrees of freedom (and successively the interpolant) are associated to the edges of the
tetrahedra. This property ensures the H(curl;Ω)-conformity of Whitney elements.
More on the properties of Whitney elements as well as on the finite elements of higher order suitable for discretization
of problems in electromagnetism can be found in [8]. There are many results known about the approximation properties
of Whitney elements depending on the regularity of the functions in question. We will use the following standard result
from [8]:
Suppose that Mh is a regular family of meshes. Let u ∈ H2(Ω), then for some C > 0 holds that
‖u− rhu‖ + h ‖u− rhu‖H(curl;Ω) ≤ Ch2|u|H2(Ω). (14)
3.2. Computational scheme
Now, we can proceed to the design of the computational scheme. First, we introduce Lτ = τ−γ , where the parameter
γ > 0 is a parameter of the method and will be specified later. Next, we define auxiliary vector fields Jτ and Hτ as
Jτ (E) =
LτE |E| < L
−p
τ
|E|−1/pE L−pτ ≤ |E| ≤ β
β−1/pE |E| > β,
and
Hτ (E) = LτE− Jτ (E).
The following discrete linear approximation scheme is proposed:
First, u0 = P hE0. Then for each i > 0 and k > 0, uhi,k ∈ Wh is the solution to the following boundary value problem
Lτ
(
uhi,k,ϕ
h)+ τ (∇ × uhi,k,∇ × ϕh) = Lτ (uhi,k−1,ϕh)− (Jτ (uhi,k−1),ϕh)+ (Jτ (uhi−1),ϕh) (15)
for all ϕh ∈ Wh. We set uhi,ki =: uhi if∥∥uhi,ki − uhi,ki−1∥∥ ≤ τ η. (16)
The parameter η > 0 is the parameter of the method. It will be specified later. The index ki > 0 can change depending on i.
In Section 3.3, we show that the stopping criterion (16) makes sense. The well posedness of the problem then easily follows
from the Lax–Milgram lemma.
Basic inequalities
Lemma 1. For all s, t ∈ R3 holds that
|Hτ (s)− Hτ (t)| ≤ Mτ |s− t|,
where Mτ > 0 depends on Lτ by the relation Mτ = Lτ − (1− 1/p)β−1/p.
Lemma 2. There exists C > 0 depending only on p such that for all s ∈ R3 holds
|Jτ (s)− J(s)| ≤ C(p)L1−pτ .
Lemma 3. For all s, t ∈ R3 holds
(J(s)− J(t), s− t) ≥ β−1/p(1− 1/p)|s− t|2 (coercivity),
and
|Jτ (s)− Jτ (t)| ≤ Lτ |s− t| (boundedness).
The proofs of the previous lemmas are either trivial or similar results can be found in [9].
For the sake of simplicity, we introduce the notation b := (1 − 1/p)β−1/p. We denote by P h the orthogonal projection
ontoWh defined by scalar product in H(curl;Ω), i.e. for any E holds(
E− P hE,ϕh)+ (∇ × (E− P hE),∇ × ϕh) = 0 ∀ϕh ∈ Wh. (17)
1 The interpolant rh is defined locally on each tetrahedron and it is afterwards reassembled on the whole mesh.
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3.3. Auxiliary problem
We introduce a sequence of auxiliary problems solutions of which are defined in terms of uhi,k in the following way.
First, v0 = u0 = P hE0, then for positive i, we define vhi as a unique solution to the next problem: Find vhi ∈ Wh such that
for all ϕh ∈ Wh holds(
Jτ (v
h
i ),ϕ
h)+ τ (∇ × vhi ,∇ × ϕh) = (Jτ (uhi−1),ϕh) . (18)
The existence and uniqueness of vhi can be proven using the theory of monotone operators. The auxiliary problem will be
used to show that the sequence {uhi,k} is convergent for k→∞ and therefore the stopping criterion (16) is meaningful.
Convergence to the auxiliary problem
Theorem 1. For any k > 0, any i > 0 and τ < 1 the following estimates hold∥∥uhi,k − vhi ∥∥ ≤ (τ−γ − b)k τ kγ ∥∥uhi,0 − vhi ∥∥ (19)∥∥∇ × (uhi,k − vhi )∥∥ ≤ (τ−γ − b)k−1/2 τ kγ−1/2 ∥∥uhi,0 − vhi ∥∥ . (20)
Proof. We rewrite the Eq. (18) as follows
Lτ
(
vhi ,ϕ
h)+ τ (∇ × vhi ,∇ × ϕh) = Lτ (vhi ,ϕh)− (Jτ (vhi ),ϕh)+ (Jτ (uhi−1),ϕh)
and subtract this from (15). We obtain
Lτ
(
uhi,k − vhi ,ϕh
)+ τ (∇ × (uhi,k − vhi ),∇ × ϕh) = (Hτ (uhi,k−1)− Hτ (vhi ),ϕh) .
By setting ϕh = uhi,k−vhi , employing Lemma 1, Cauchy–Schwarz’s inequality and dividing by Lτ
∥∥uhi,k − vhi ∥∥, we end upwith
a recurrent relation∥∥uhi,k − vhi ∥∥ ≤ MτLτ ∥∥uhi,k−1 − vhi ∥∥ .
From Lemma 1 we know that MτLτ =
(
τ−γ − b) τ γ < 1, thus∥∥uhi,k − vhi ∥∥ ≤ (τ−γ − b)k τ kγ ∥∥uhi,0 − vhi ∥∥ ,
what completes the proof of the estimate (19).
The estimate (20) can be obtained by similar procedure. 
4. Convergence to the time–space problem
Let us rewrite Eq. (15) as follows(
J(uhi,k)− J(uhi−1),ϕh
)+ τ (∇ × uhi,k,∇ × ϕh) = (Hτ (uhi,k−1)− Hτ (uhi,k),ϕh)
+ (J(uhi,k)− Jτ (uhi,k),ϕh)+ (Jτ (uhi−1)− J(uhi−1),ϕh) .
Sum it up for i = 1, . . . , j and set k = ki then(
J(uhj ),ϕ
h)+ j∑
i=1
τ
(∇ × uhi ,∇ × ϕh) = j∑
i=1
(
Hτ (uhi,ki−1)− Hτ (uhi,ki),ϕh
)
+ (J(uhj )− Jτ (uhj ),ϕh)+ (Jτ (uh0)− J(uh0),ϕh)+ (J(uh0),ϕh) .
We use a similar procedure for the Eq. (11), we subtract the two obtained equations from each other and we get
(
J(ej)− J(uhj ),ϕh
)+ j∑
i=1
τ
(∇ × (ei − uhi ) ,∇ × ϕh) = j∑
i=1
(
Hτ (uhi,ki)− Hτ (uhi,ki−1),ϕh
)+ (J(e0)− J(uh0),ϕh)
+ (Jτ (uhj )− J(uhj ),ϕh)+ (J(uh0)− Jτ (uh0),ϕh) .
By setting ϕh = τ(P hej − uhj ) and using (17) we have
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(
J(P hej)− J(uhj ),P hej − uhj
)
τ +
j∑
i=1
τ 2
(∇ × (P hei − uhi ) ,∇ × (P hej − uhj ))
=
j∑
i=1
τ
(
Hτ (uhi,ki)− Hτ (uhi,ki−1),P hej − uhj
)+ (J(e0)− J(uh0),P hej − uhj ) τ
+ (Jτ (uhj )− J(uhj ),P hej − uhj ) τ + (J(uh0)− Jτ (uh0),P hej − uhj ) τ
+ (J(P hej)− J(ej),P hej − uhj ) τ + j∑
i=1
τ 2
(
ei − P hei,P hej − uhj
)
.
The first term on the left-hand side is estimated using Lemma 3 (coercivity). The right-hand side is estimated using
Cauchy–Schwarz’s inequality, stopping criterion (16) and Lemmas 1–3 what leads to
τb
∥∥P hej − uhj ∥∥2 + j∑
i=1
τ 2
(∇ × (P hei − uhi ) ,∇ × (P hej − uhj ))
≤
[
CMτ τ η + Cτ (p−1)γ+1 + τ 1−γ
∥∥e0 − uh0∥∥+ τ 1−γ ∥∥P hej − ej∥∥+ j∑
i=1
τ 2
∥∥ei − P hei∥∥] ∥∥P hej − uhj ∥∥ .
By Young’s inequality we obtain for some small fixed  > 0 that
τ(b− ) ∥∥P hej − uhj ∥∥2 + j∑
i=1
τ 2
(∇ × (P hei − uhi ) ,∇ × (P hej − uhj ))
≤ C
[
M2τ τ
2η−1 + τ 2(p−1)γ+1 + τ−2γ τ ∥∥e0 − uh0∥∥2 + τ−2γ τ ∥∥P hej − ej∥∥2 + j∑
i=1
τ 3
∥∥ei − P hei∥∥2] .
We sum it up for j = 1, . . . , n. After the summation the second term on the left-hand side is positive. This can be proven by
employing the Abel’s summation. We use the fact that uh0 = P he0 and the triangular inequality to conclude that
n∑
j=1
τ
∥∥ej − uhj ∥∥2 ≤ C
[
τ 2η−2γ−2 + τ 2(p−1)γ + τ−2γ
n∑
j=1
τ
∥∥e0 − P he0∥∥2
+ τ−2γ
n∑
j=1
τ
∥∥P hej − ej∥∥2 + n∑
j=1
τ 2
∥∥ej − P hej∥∥2]
≤ C
[
τ 2min{η−γ−1,(p−1)γ } + τ−2γ ∥∥e0 − P he0∥∥2 + τ−2γ n∑
j=0
τ
∥∥ej − P hej∥∥2] , (21)
We can now proceed to the statement of the following theorem.
Theorem 2. Let us suppose that Ω is an open bounded polyhedral set in R3 with boundary Γ . We define
uhn(0) = P hE0, uhn(t) = uhi , for t ∈ (ti−1, ti], i = 1, . . . , n,
where uhi is the solution to the approximation scheme (15)–(16). We denote by
m = min{2η − 2γ − 2, 2(p− 1)γ , 1− 2γ }.
Then the following estimate holds∫ T
0
∥∥uhn − E∥∥2 ≤ C (τm + τ−2γ ∥∥E0 − P hE0∥∥2 + τ−2γ ∫ T
0
∥∥E− P hE∥∥2) (22)
and if E ∈ L2(I,H2(Ω)) and E0 ∈ H2(Ω) then also holds that∫ T
0
∥∥uhn − E∥∥2 ≤ C (τm + τ−2γ h2) . (23)
Proof. Rewriting the relation (21) in the appropriate notation and using continuous norms we deduce that∫ T
0
∥∥en − uhn∥∥2 ≤ C (τ 2min{η−γ−1,(p−1)γ } + τ−2γ ∥∥e0 − P he0∥∥2 + τ−2γ ∫ T
0
∥∥en − P hen∥∥2) .
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Fig. 2. (a) Considering the following parameters fixed: h = √3, p = 1.2, τ = 0.005 and the linear exact solution, we observe that the computational
speed can be increased by choosing small γ and small η. However, this comes at the price of increased relative error. (b) We use h = √3, τ = 0.005,
η = 4, γ = 0.4 and the linear exact solution. Experimentally obtained dependence of the relative error on the exponent p () can be fitted by the function
f (p) = τ 3.7γ (p−1)/43+ 0.01 (—).
Using the triangular inequality on both sides of the previous inequality and employing the estimate (12) we conclude
that (22) is valid.
Employing the fact that ‖v−P hv‖ ≤ ‖v−P hv‖H(curl;Ω) ≤ ‖v− rhv‖H(curl;Ω) together with the estimate (14), we deduce
directly the estimate (23). 
Remark. Depending on the regularity of the solution E to the problem (9), several mutations of the estimate (23) can be
obtained based on the use of different approximation result for Whitney elements.
Thanks to the estimate (23) the solution to the computational scheme (15)–(16) converges to the solution E to the
problem (6)–(8) in the space L2 ((0, T ), L2(Ω)) when the regularity of E is high enough and the parameters η, γ , τ and
h fulfil these conditions:
(i) min{2η − 2γ − 2, 2(p− 1)γ , 1− 2γ } > 0,
(ii) hτ−γ −→ 0 if h, τ −→ 0.
As several rough estimates have been made in the proof of the relation (23), the numerical examples were worked out in
order to show the real rate of convergence of the proposed approximation scheme.
5. Numerical experiments
In this section, we investigate the dependence of the relative error of the proposed method (15)–(16) on the parameters
p, η, γ , τ and h. We express the error in the L2(I, L2(Ω))-norm.
The dependence on τ , p, η and γ has been studied on the problem with known exact solution of the form EL(x) =
1× x+ 1t , which is regular enough in order to neglect the error of the space discretization. Therefore the mesh consisting
of only 6 elements (h = √3) can be used. This results in extremely fast computations.
After numerous experiments, we picked the reference values of the parameters of the method which are the most
favourable in order to speed up the computations without loss of accuracy. The length τ = 0.005 of the time step gives
reasonable results in short computational time. The higher the exponent p in the nonlinearity J, the faster and more precise
the computation of the problem. This follows from the condition (i) and the fact that p → ∞ corresponds to the linear
problem (non-superconducting metal). Therefore, p = 1.2 is used as reference value. From the condition (ii) follows that γ
close to zero will result in faster convergence of the method. From (i)we deduce that γ < 0.5 must hold. The experiments
show that the combination of γ = 0.75 with η = 4 is also applicable. This indicates that the estimate (12) is probably not
optimal and is also valid for higher power of τ . Some new results in [10] sustain this hypothesis. After several experiments
(Fig. 2(a)) we decided to choose the pair γ = 0.4 and η = 4 which gives fast (as γ is near 0) and stable (as η > 1 + γ )
results. Once the reference values are known, the evolution of the relative error ‖uhn−E‖L2(I,L2(Ω)) for different values of the
parameters can be studied.
Experimentally obtained dependence of the relative error on the exponent p is even better than that predicted by
Theorem 2 as it can be fitted by the function of the form f (p) = C1 τ k γ (p−1) + C2 for k > 1 (Fig. 2(a)).
The relative error decreases linearly with decreasing length τ of the time step (Fig. 3(a)). This is again better result than
the one obtained by theoretical analysis of the method.
In order to study the dependence of the method on the used mesh, we work with the exact solution of the form
ES(x) = sin(1× x)+ 1t . This solution is regular enough but can be interpolated by Whitney elements only with precision
plotted on Fig. 3(b) by N. The relative error of themethod seems to decrease proportionally to h2 in place of h as predicted in
Theorem 2. This was expected as in the proof of the theorem the term
∥∥E− P hE∥∥ was estimated by the H(curl;Ω)-norm
of the difference E− rhEwhat is certainly not the best possible result.
Remark. For the sake of notational simplicity, we did not take into account the values of the physical parametersµ0, Ec and
Jc . These do not affect the mathematical analysis but can have an influence on the numerical experiments. Implementing
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Fig. 3. (a) We use h = √3, p = 1.2, η = 4, γ = 0.4 and the linear exact solution. The relative error depends linearly on the length τ of the time step. (b)
We use p = 1.2, τ = 0.005, η = 4, γ = 0.4 and the exact solution ES . The dependence of the relative error on the parameter h () seems to be of second
order. The discretization error ‖E0 − rhE0‖ (N) is the lowest possible error that can be obtained on the mesh with characteristic h. For large values of h, the
computations are not reliable when looking for a nonlinear exact solution.
µ0, Ec and Jc into the problem means to multiply the time derivative in (9) by a factor of µ0 Jc E
−1/n
c which, for large n, is
approximately equal to µ0. The parameter µ0 = 4pi × 10−7N/A2 is very small and therefore the constant C in the error
estimate (23) might be very big. This can result in a need of a smaller time step in order to obtain satisfactory precision.
6. Conclusions
We have proven theoretically and tested on numerical examples that the proposed linear approximation scheme
(15)–(16) converges to the solution to the nonlinear PDE describing the diffusion of the electric field in type-II
superconductors. The convergence of the approximation scheme seems to be even faster than predicted by theoretical
analysis. However, the numerical experiments can be influenced by the choice of the exact solution. Therefore, before one
tries to improve the error estimate, more extensive numerical experiments should be worked out. As the method is based
on the fixed-point principle, it is not fast. Several hundreds of internal iterations are needed in order to reach the stopping
criterion (16). The fixed-point principle however implies robustness and stability of the method.
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