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Abstract
A Watson–Crick D0L system is a language-theoretic model which is based on a D0L system
and a letter-to-letter morphism, representing the Watson–Crick complementarity phenomenon of
DNA. The two components are connected by a triggering mechanism. The computational capacity
of these constructs is of particular interest. In this paper we prove that if the underlying systems
are EDT0L systems or E0L systems, then these constructs are able to generate any recursively
enumerable language. Moreover, to reach this power, Watson–Crick EDT0L systems with either
two tables or a bounded number of non-terminals su<ce. c© 2002 Elsevier Science B.V. All
rights reserved.
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1. Introduction
Watson–Crick complementarity is an important concept in theories about DNA com-
puting. A notion, called a Watson–Crick D0L system, where complementarity is con-
sidered as an operation, was introduced in [4].
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A Watson–Crick D0L system consists of a D0L system H =(; g; !) with a so-
called DNA-like alphabet = {a1; : : : ; an; Ma1; : : : ; Man}; n¿1, morphism g, and axiom
!, and a mapping  called the trigger for complementarity transition. Letters ai and
Mai; 16i6n, in  are called complementary letters. Following the analogy to the
alphabet of DNA, we speak of purines and pyrimidines. Barred letters will be re-
ferred to as pyrimidines, and non-barred ones as purines.  is a mapping from the
set of strings over the DNA-like alphabet  to {0; 1} with the following property:
the -value of the axiom ! is 0 and whenever the -value of a string is 1, then
the -value of its complementary word must be 0. (The complementary word of a
string is obtained by replacing each letter in the string with its complementary letter.)
The derivation in a Watson–Crick D0L system proceeds as follows: when the new
string had been computed by applying the morphism of the D0L system, then it is
checked according to the trigger. If the -value of the obtained string is 0—the string
is a “good” word—then the derivation continues in the usual manner. If the obtained
string is a “bad” one, that is, its -value is equal to 1, then the string is changed
to its complementary word and the derivation continues from this complementary
string.
The idea behind the concept is the following: in the course of the computation or
development things can go wrong to such extent that it is of worth to continue with
the complementary string, which is always available. Watson–Crick complementarity
is viewed as an operation: together with or instead of a word we consider its comple-
mentary word [8].
Particularly important variants of Watson–Crick D0L systems are the so-called stan-
dard systems. In this case those words which contain more pyrimidines (barred letters)
than purines are bad words and those containing at least as many purines as pyrim-
idines are good words. Notice that the complement of a bad string is always good, but
the reverse statement does not necessarily hold.
Watson–Crick D0L systems raise a lot of interesting questions for study, such as the
stability, the periodicity, the language and sequence equivalence and the growth func-
tions of these systems. The interested reader can End further information in
[5,8–12,3,1]. The computational capacity of these constructs is also among the partic-
ularly important problems. In [12] it was shown that any Turing computable function
can be computed by a Watson–Crick D0L system.
In this paper we deEne analogously Watson–Crick EDT0L and E0L systems, where
the underlying system of the construct is an EDT0L or an E0L system, respectively.
We prove that any recursively enumerable language can be generated by a standard
Watson–Crick EDT0L system or a standard Watson–Crick E0L system. Moreover, the
Watson–Crick EDT0L systems can be chosen with bounded size parameters: we can
consider systems with two tables or systems with no limitation on the number of tables
but with the number of non-terminals bounded by a constant. Notice the similarity to
and the diPerence from ET0L and EDT0L systems. In the case of ET0L systems, the
generative capacity of the class can be obtained by systems with two tables both for L
systems and Watson–Crick L systems. On the contrary, the number of tables of EDT0L
systems induces an inEnite hierarchy of language classes, while the hierarchy collapses
to two for Watson–Crick EDT0L systems.
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Our results can also be stated as follows: any recursively enumerable language can
be obtained as the intersection of a regular language and the language of a Watson–
Crick DT0L system or the language of a Watson–Crick 0L system. Moreover, the
Watson–Crick DT0L systems can be chosen to have two tables.
Another parameter important for Watson–Crick L systems is the number of com-
plementarity transitions. It turns out that the construction in Section 4 below leads to
a system uni-transitional in the sense of [10]: one complementarity transition always
su<ces in a derivation. On the other hand, the construction in Section 5, leading to
two tables, calls for an unbounded number of complementarity transitions. Thus, it
seems that there exists a trade-oP between the number of tables and the number of
complementarity transitions. We hope to return to these matters in another context.
2. Basic denitions
Throughout the paper we assume that the reader is familiar with the basics of formal
language theory, in particular, L systems. For further information consult [6,7].
The set of all non-empty words over a Enite alphabet V is denoted by V+; if the
empty word, , is included, then we write V ∗. For a word x∈V ∗; |x| denotes the length
of x and |x|U denotes the number of occurrences of symbols from U in x, where U ⊆V .
If V is an alphabet and j is a natural number, then we denote [V; j] = {[x; j] | x∈V}.
For w= x1 : : : xn, with xi ∈V , 16i6n, [w; j] denotes the word [x1; j] : : : [xn; j]. For a
language L; alph(L) stands for the set of all letters appearing in at least one word
of L.
By a DNA-like alphabet V we mean an alphabet of 2n symbols, n¿1, of the follow-
ing form: V = {a1; : : : ; an; Ma1; : : : ; Man}. We say that letters ai and Mai are complementary
letters and we call VPUR = {a1; : : : ; an} the primary alphabet or the alphabet of purines
of V and VPYR = { Ma1; : : : ; Man} is said to be the secondary alphabet or the alphabet of
pyrimidines of V . The complementary word of a string u in V ∗ is obtained by replacing
each letter in u with its complementary letter and it is denoted by u. The complement
of the empty word is itself. The morphism hw which assigns to each word in V ∗ its
complementary word is called the Watson–Crick morphism.
A standard Watson–Crick ET0L system is a construct =(V; T; !; ) with the
following properties. V is a DNA-like alphabet, T = {T1; : : : ; Tk}; k¿1, is a set of
tables over V , where each table Ti; 16i6k, is a complete set of context-free rules
over V (that is, in each table Ti there is at least one rule a→ x for each symbol a from
V ), !∈V ∗ is the axiom, and  is a non-empty subset of V , the terminal alphabet of
the system.
The direct derivation step in a standard Watson–Crick ET0L system =(V; T; !; )
is deEned as follows: For two words x= x1x2 : : : xn and y=y1y2 : : : yn, where xi ∈V; yi
∈V ∗; 16i6n, we say that x directly derives y in , written as x⇒ y, if the
following holds: for some j; 16j6k; xi→y′i ∈Tj; 16i6n, where yi =y′i , for 16i6n,
if |y′1y′2 : : : y′n|VPUR¿|y′1y′2 : : : y′n|VPYR , and yi = hw(yi′); 16i6n, otherwise.
Thus, in the string obtained by parallel derivation if there are not more pyrimidines
than purines, then the derivation continues in the usual manner like in the case of
1668 J. Csima et al. / Theoretical Computer Science 290 (2003) 1665–1678
ET0L systems. Otherwise, if the pyrimidines are in a strict majority in the word, then
the derivation continues from the complement of the generated string.
We denote the transitive and reSexive closure of ⇒ by ⇒∗.
The generated language L() consists of the words over  which can be obtained from
the axiom in some derivation steps:
L() = {v ∈ ∗ |!⇒∗ v}:
If T = {T1}, that is, if there is only one table, then the system is called a standard
Watson–Crick E0L system. In this case we use the notation =(V; P; !;T) for P
being the unique table of the system.
If all the tables are deterministic, that is, there is exactly one rule for each letter,
then the system is called a standard Watson–Crick EDT0L system.
3. The main idea of the proofs
In this section we present the idea which both main proofs of the article are based
on. First we recall a deEnition from [2].
Denition 1. Let = {a1; a2; : : : ; al} be an alphabet, l¿1. An Extended Post Corres-
pondence (EPC) is a pair
P = ({(u1; v1); : : : ; (um; vm)}; (za1 ; : : : ; zal));
where m¿1; ui; vi; zaj ∈{0; 1}∗ for 16i6m and 16j6l.
The language represented by P in , written as L(P), is the following set:
L(P) = {x1 : : : xn ∈ T∗ | ∃(s1; s2; : : : ; sr) ∈ {1; 2; : : : ; m}r ; such that
r ¿ 1 and us1us2 : : : usr = vs1vs2 : : : vsr zx1zx2 : : : zxn}:
In the article we will show that for each recursively enumerable language L we can
construct a standard Watson–Crick EDT0L system and a standard Watson–Crick E0L
system such that the generated languages of both new systems are L. Both constructions
have the same idea based on the following theorem presented in [2]:
Theorem 1. For each recursively enumerable language L⊆∗, there exists an EPC
P such that L(P)=L.
We note here that the above deEnition remains correct and the theorem remains true
if we suppose that the words ui; vi; zaj are over {1; 2} instead of {0; 1}. This fact is
important from our point of view because it makes the construction simpler, so we
will consider this version of the EPC and the above theorem.
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Thus, we can consider the words us1us2 : : : usr and vs1vs2 : : : vsr zx1zx2 : : : zxn as numbers
in the base three notation and therefore we can speak about their values. From this
point of view, Theorem 1 says that a word w= x1 : : : xn is in L if and only if there
exist indices s1; : : : ; sr ∈{1; 2; : : : ; m}, such that r¿1 and the values of the two words
us1us2 : : : usr and vs1vs2 : : : vsr zx1zx2 : : : zxn are equal.
Using this fact, we will generate words of a recursively enumerable language L in
three phases in the following way. By the end of the Erst phase we generate a sentential
form representing the values of the words us1us2 : : : usr and vs1vs2 : : : vsr . By the end of
the second phase we will have a sentential form which represents the word w= x1 : : : xn
and the values of the words us1us2 : : : usr and vs1vs2 : : : vsr zx1zx2 : : : zxn .
The construction used in these phases of generation guarantees that all sentential
forms representing the values of a pair in the form of (us1us2 : : : usr ; vs1vs2 : : : vsr zx1zx2 : : :
zxn) and the corresponding word w= x1 : : : xn can be generated in this way.
In the third phase we check the condition presented above: the equality of the
values of the two words us1us2 : : : usr and vs1vs2 : : : vsr zx1zx2 : : : zxn . The corresponding
word w= x1 : : : xn is accepted if and only if this checking is successful. Thus only
those words can be generated for which there exist indices (s1; : : : ; sr)∈{1; 2; : : : ; m}r ,
such that 16r and us1us2 : : : usr = vs1vs2 : : : vsr zx1zx2 : : : zxn .
The value of a number is represented as the number of occurrences of a cer-
tain letter in the sentential form. Besides the letters from alph(L), we have addi-
tional letters in the sentential form: A and B; the number of A’s represents the value
of the word us1us2 : : : usr , the number of B’s represents the value of the other word
vs1 : : : vsr zx1zx2 : : : zxn .
The derivation proceeds in the following way. In the Erst phase we increase the
number of A’s and B’s according to the concatenation of the pairs (uj; vj). Thus by the
end of this phase the sentential form represents the values of the words us1us2 : : : usr
and vs1 : : : vsr .
In the second phase we put letters xi into the sentential form and at the same time
increase the number of letters B according to the corresponding word zxi . Thus by the
end of this phase the sentential form contains a word w= x1 : : : xn and represents the
two values of the words us1us2 : : : usr and vs1 : : : vsr zx1zx2 : : : zxn .
In the third phase we check whether the numbers of A’s and B’s are equal. If the
answer is positive, then all symbols but the ones representing the word w are deleted,
thus the word w= x1 : : : xn is generated. Otherwise the derivation is blocked and never
results in a terminal word.
The diPerence between the two proofs presented in the article lies in the tech-
niques used for coordinating the derivation and increasing the number of the additional
letters.
4. Standard Watson–Crick EDT0L systems
Now we present the construction by which we can give for each recursively enu-
merable language a generating standard Watson–Crick EDT0L system. Moreover, the
number of non-terminals of the constructed system is bounded by a constant.
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Theorem 2. Let L be a recursively enumerable language. Then there exists a standard
Watson–Crick EDT0L system  such that L=L(). Moreover, the number of non-
terminals of  is bounded by a constant.
Proof. Let L be a recursively enumerable language over an alphabet . Then, according
to Theorem 1, there exists an EPC
P = ({(u1; v1); : : : ; (um; vm)}; (za1 ; : : : ; zal));
where 16m, and ui; vi; zaj ∈{1; 2}∗ for 16i6m and 16j6l, such that L(P)=L holds.
Now we deEne the extended tabled standard Watson–Crick system =(V; T; !;
∪ M), and explain its functioning.
For the sake of readability, we use a notation for complementary symbols slightly
diPerent from the usual one: the complementary symbol of [X; i] is denoted by [ MX ; i].
The alphabet V of the system  is the following:
V = {[S; 0]; [ MS; 0]} ∪ [W; 1] ∪ [W; 2] ∪ [W; 3] ∪ [W; 4] ∪ {K; MK} ∪  ∪ M;
where
W = {A; B; MA; MB; S; MS};
 = {aj | 16 j 6 l} and
M = { Maj | 16 j 6 l}:
Symbols A and B have the role explained in Section 3; symbols S are used to start
the derivation and to introduce the letters aj; the barred letters, the pyrimidines, play
role only in the checking phase.
The axiom is != [S; 0].
The set of the tables is
T = {Ti;0; Ti;1 | 16 i 6 m} ∪ {Tk;2 | 16 k 6 l} ∪ {T2; T3; T4; T5}:
There are tables according to the pairs (ui; vi) for 16i6m (Ti;0 and Ti;1), and there
are tables according to the words zak for 16k6l (Tk;2). Tables T2; T3; T4 and T5 are
for switching from one phase to another one and for Enishing the derivation of the
terminal words.
The tables contain the following rules and are used in the following way. All the
symbols which are not mentioned in a table are rewritten into K , these rules make the
tables complete. Let
Ti;0 = {[S; 0]→ [S; 1][A; 1]s[B; 1]t} for 16 i 6 m;
where s and t are the values of ui and vi according to the base three notation. (Actually,
s and t, as well as p and q introduced below, depend on i. We have disregarded the
matter in our notation, to improve readability.)
One of these tables is used to start the derivation and to introduce A’s and B’s into
the sentential form according to the corresponding pair (ui; vi). To start with, we have
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to use one of these tables Ti;0, thus it is ensured that at least one pair (ui; vi) will be
represented in the sentential form. Let
Ti;1 = {[S; 1]→ [S; 1][A; 1]s[B; 1]t ; [A; 1]→ [A; 1]3p ; [B; 1]→ [B; 1]3q}
for 16 i 6 m;
where s and t are the values, and p and q are the lengths of ui and vi.
By using one of these tables we modify the sentential form in such a way that it
reSects the act of concatenating the pair (ui; vi) at the end of the pair of words obtained
so far. By this concatenation the values t1; t2 of the previously obtained words become
3p × t1 + s and 3q × t2 + t, respectively.
By using these tables several times, by the end of the Erst phase of the derivation
we obtain a sentential form representing a pair (us1 : : : usr ; vs1 : : : vsr ) with r¿1. Let
T2 = {[A; 1]→ [A; 2]; [B; 1]→ [B; 2]; [S; 1]→ [S; 2]}:
This table switches a word with letters from [W; 1] to the corresponding word with
letters from [W; 2]. Let
Tk;2 = {[S; 2]→ ak [S; 2][B; 2]t ; [A; 2]→ [A; 2]; [B; 2]→ [B; 2]3q}
∪{aj → aj | 16 j 6 l} for 16 k 6 l;
where t is the value and q is the length of zak .
By these tables we can introduce letters ak into the sentential form and at the same
time we can modify the sentential form in such a way that it represents the act of con-
catenating the pair (; zak ) to a pair (us1 : : : usr ; vs1 : : : vsr zx1 : : : zxv), 16r; 06v. Thus, by
the end of the second phase we have a sentential form representing (us1 : : : usr ; vs1 : : : vsr
zx1 : : : zxn) and the corresponding word x1 : : : xn.
From now on, the derivation is done by table T3. This includes the following rule
set:
{[A; 2]→ [A; 3]; [B; 2]→ [ MB; 3]; [S; 2]→ } ∪ {aj → aj Maj | 16 j 6 l}:
By this set of rules we check whether or not the obtained sentential form w satisEes
|w|[A;3]¿|w|[ MB;3]. If there are at least as many [A; 3]’s as [ MB; 3]’s in w, then no comple-
mentation takes place and the derivation can go on. Otherwise in the next derivation
step a blocking situation occurs, the system will introduce symbols K . (We mentioned
at the beginning of the proof that all the letters not mentioned here, including [ MA; 3]
and [B; 3], are rewritten to K .) The next table is T4 with the rules
{[A; 3]→ [ MA; 4]; [ MB; 3]→ [B; 4]} ∪ {aj → aj; Maj → Maj | 16 j 6 l}:
These rules are for checking whether or not the obtained sentential form w satisEes
|w|[ MA;4]6|w|[B;4]. We do it in the same way as we did in the previous case: if the
sentential form goes through this checking as well, that is, if no complementation
takes place, then the number of A’s and B’s are equal in w. Otherwise the system
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blocks the derivation in the next step. Then the application of table T5 follows with
rules
{[ MA; 4]→ ; [B; 4]→ } ∪ {aj → aj; Maj →  | 16 j 6 l}:
These rules Enish the derivation by deleting all symbols not in , thus, the derivation
results in a word over alph(L).
The construction of the standard Watson–Crick EDT0L system is based on the EPC
representing the recursively enumerable language L and it is guaranteed that only those
terminal words w= x1 : : : xn can be obtained by  for which there exist some pairs
(usi ; vsi) in the EPC such that us1us2 : : : usr = vs1vs2 : : : vsr zx1zx2 : : : zxn . It is also clear that
all these words can be derived, due to the working of the construct presented above.
Moreover, from the construction, we can also see that any terminal word that can be
generated by the system is over , letters from M do not occur in a correctly generated
terminal word. Since these words are exactly the words of L, we have proved that
L()=L. Moreover, we also can observe that the number of non-terminal letters is
bounded by a constant, namely, 28. The distinction between the terminal and non-
terminal letters is made reasonably, because we consider the complementary letter of
a terminal letter to be a terminal letter and the complementary letter of a non-terminal
letter a non-terminal letter.
5. Standard Watson–Crick E0L systems
Using a similar technique as we used in the previous section, we prove that each
recursively enumerable language can be generated by a standard Watson–Crick ET0L
system which is not a deterministic system, but has only one table, that is, it is a
standard Watson–Crick E0L system. We will see from the construction that the non-
determinism of the system can be eliminated by splitting the rule set into two tables,
thus we also will obtain another representation of recursively enumerable languages by
standard Watson–Crick EDT0L systems.
Theorem 3. Let L be a recursively enumerable language. Then there exists a standard
Watson–Crick E0L system  such that L=L() holds.
Proof. The main ideas of the proof are the same as those of the previous proof: for
the recursively enumerable language L we take the representation given by Theorem 1.
Starting from this, we construct a system whose working can be divided into three
diPerent phases as explained in Section 3.
Because in a standard Watson–Crick E0L system we have only one table, we have
to use other techniques to ensure the possibility of introducing any pair (ui; vi) in the
Erst phase and any pair (; zaj) in the second one. So that we could do this, we have
2m+1 alphabets for the Erst phase, where m is the number of the pairs (ui; vi). These
alphabets are in the form of [W; i] for 06i6m and [W; i; 1] for 16i6m. They are
used in the following way: we can modify the sentential form by introducing the pair
(ui; vi) into it only during the two steps while the sentential form is rewritten from a
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word over [W; i − 1] into a word [W; i; 1] and from a word over [W; i; 1] into a word
over [W; i]. In this two-step period we can modify the sentential form according to
the current pair (ui; vi) or we can skip this possibility, going on without altering the
sentential form. At the end of this process, that is, when the sentential form is over
[W;m], we can continue the Erst phase by rewriting the sentential form into a word
over [W; 0] or we can Enish this phase and start the second one with a word over
[W;m+ 1].
In the second phase we use the same technique: we have 2l + 1 alphabets in the
form of [W;m + t + 1] for 06t6l and [W;m + t + 1; 1] for 16t6l, where l is the
number of aj’s. We can put the pair (; zak ) into the sentential form during the two
steps from [W;m+k] to [W;m+k+1; 1] and from [W;m+k+1; 1] to [W;m+k+1] or
we can skip this possibility by not altering the sentential form during these two steps.
At the end of this process (that is, when the sentential form is over [W;m + l + 1])
we can continue the second phase by the pair (; za1 ) or we can Enish it by rewriting
the sentential form into a word over [W;m+ l+ 2].
The last part of derivation is analogous to that was used in the previous sec-
tion: the checking is done through the alphabets [W;m + l + 2], [W;m + l + 3],
[W;m + l + 4]. Only those words w= x1 : : : xn are generated for which there is a pair
(us1us2 : : : usr ; vs1vs2 : : : vsr zx1zx2 : : : zxn) whose members are equal.
More precisely, let =(V; P; !; ∪ M) be the standard Watson–Crick E0L system given
as follows.
As in the previous proof, for the sake of readability, we use notations slightly diPer-
ent from the usual ones: the complementary symbol of [X; i] is denoted by [ MX ; i] and
the complementary symbol of [X; k; 1] is denoted by [ MX ; k; 1]. Let
V =
m+l+4⋃
i=0
∪ [W; i] ∪
m+l+2⋃
k=1
[W; k; 1] ∪W ∪ {K; MK};
where m is the number of the pairs (ui; vi) in the representation given by Theorem 1
and l is the cardinality of alph(L), and
W = {A; B; MA; MB; C; D; MC; MD; Sin ; Sout ; Sin ; Sout ; S0out ; S0out}
∪{aj; Maj; bj; Mbj | 16 j 6 l}:
The symbols A; B and aj for 16j6l have the same meaning as in the previous proof,
the symbols S coordinate the derivation, while the other symbols are necessary to use
Watson–Crick complementarity.
The terminal alphabet is ∪ M, where = {aj | 16j6l} and M= { Maj | 16j6l}, and
the axiom is != [S0out ; 0].
Let us note here that it will follow from the construction of  that the sentential
forms in any derivation are either over [W1; i]∪ [W1; k; 1]∪W1 ∪{K} or over
[W2; i] ∪ [W2; k; 1] ∪W2 ∪ {K};
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where
06 i 6 m+ l+ 4; 16 k 6 m+ l+ 2;
and
W1 = {A; B; MC; MD; Sin ; S0out ; Sout} ∪ {aj; Mbj | 16 j 6 l}
and
W2 = { MA; MB; C; D; Sin ; S0out ; Sout} ∪ { Maj; bj | 16 j 6 l}:
The construction also indicates that the sentential form contains only one S letter, and
this one S letter is a purine. If it is an Sin, then the word is over W1, otherwise the
word is over W2.
Due to these properties, in spite of the fact that we have only one table in the
system, we can use diPerent sets of rules. By changing Sin and Sout we can decide
which set is to be applied.
Now we give the rules of P according to the alphabets over which they can be used
in a derivation. This means that starting from [W; 0], we give all the rules of P which
can be used for rewriting the letters in the current alphabet and a short explanation,
too.
First we give the rules used in the Erst phase.
If the sentential form is over [W; i−1] for 16i6m, then the system has the following
rules:
[Sin ; i − 1]→ [Sin ; i; 1]; [Sin ; i − 1]→ [Sout ; i; 1]; [Sout ; i − 1]→ [Sout ; i; 1];
[Sout ; i − 1]→ [Sin ; i; 1]; [S0out ; i − 1]→ [S0out ; i; 1]; [S0out ; i − 1]→ [Sin ; i; 1]
and
[X; i − 1]→ [X; i; 1] for the other letters X ∈ W:
In this step, the system decides whether the current pair (ui; vi) is to be introduced into
the sentential form or not. Having [Sin ; i; 1] in the sentential form implies that the pair
is to be introduced, otherwise the current pair is to be skipped. This decision can be
made via Watson–Crick complementarity in the following way. In the sentential form
all the purines but the symbol S appear together with a pyrimidine, thus, apart from S,
in the sentential form the number of purines and pyrimidines is equal. By rewriting S
to MS the number of pyrimidines becomes greater than the number of purines, thus each
letter transforms into its complementary, that is, the sentential form switches from W1
to W2, or vice versa. At the beginning of the derivation we have to distinguish the
state when no pairs (ui; vi) have been introduced yet. During this state the symbol S
has a superscript 0, which only disappears when the Erst pair has been represented in
the sentential form. We can start the second phase only when the symbol S does not
have the superscript 0.
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If the sentential form is over [W; i; 1] for 16i6m, then the system has the following
rules (in the rules below p and q denote the lengths of ui and vi, and s and t denote
the values of ui and vi):
[Sin ; i; 1]→ [Sin(A MC)s(B MD)t ; i]; [A; i; 1]→ [(A MC)3p−1A; i];
[B; i; 1]→ [(B MD)3q−1B; i]
and
[X; i; 1]→ [X; i] for the other letters X ∈ W:
If at the beginning of this step the sentential form is over [W1; i; 1], then the current
pair (ui; vi) is introduced by increasing the number of A’s and B’s according to (ui; vi).
Otherwise, the system does not do anything but changes the indices of the letters.
If the sentential form is over [W;m], then the system has the following rules:
[Sin ; m]→ [Sin ; m+ 1; 1]; [Sin ; m]→ [Sout ; m+ 1; 1]; [Sout ; m]→ [Sout ; m+ 1; 1];
[Sout ; m]→ [Sin ; m+ 1; 1]; [S0out ; m]→ [S0out ; m+ 1; 1]
and
[X;m]→ [X;m+ 1; 1] for the other letters X ∈ W:
Here the system decides whether to Enish the Erst phase or to continue it. If the system
makes the sentential form to be over [W1; m + 1; 1], then in the next step the system
Enishes the Erst phase, otherwise it rewrites the sentential form into a word over [W; 0]
and thus the Erst phase continues.
If the sentential form is over [W;m+ 1; 1], then the system has the following rules:
[X;m+ 1; 1]→ [X;m+ 1] for X ∈ W1; [X;m+ 1; 1]→ [X; 0] for X ∈ W2:
In the second phase we have similar rules and the working of the system is the same
as it was in the Erst phase: Erst the system decides whether to put the current zak and
ak into the sentential form or not, then in the second step it works according to this
decision.
If the sentential form is over [W;m + k] for 16k6l, then the system has the
following rules:
[Sin ; m+ k]→ [Sin ; m+ k + 1; 1]; [Sin ; m+ k]→ [Sout ; m+ k + 1; 1];
[Sout ; m+ k]→ [Sout ; m+ k + 1; 1]; [Sout ; m+ k]→ [Sin ; m+ k + 1; 1]
and
[X;m+ k]→ [X;m+ k + 1; 1] for the other letters X ∈ W:
If the sentential form is over [W;m + k + 1; 1] for 16k6l, then the system has
the following rules (in the rules below q and t denote the length and the value
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of zak ):
[Sin ; m+ k + 1; 1]→ [ak MbkSin(B MD)t ; m+ k + 1];
[B;m+ k + 1; 1]→ [(B MD)3q−1B;m+ k + 1]
and
[X;m+ k + 1; 1]→ [X;m+ k + 1] for the other letters X ∈ W:
If the sentential form is over [W1; m + k + 1], then the number of B’s is increased
according to zak and ak is also introduced. Otherwise, the letters in the sentential form
are not altered, only their indices change.
If the sentential form is over [W;m+ l+1], then the system has the following rules:
[Sin ; m+ l+ 1]→ [Sin ; m+ l+ 2; 1]; [Sin ; m+ l+ 1]→ [Sout ; m+ l+ 2; 1];
[Sout ; m+ l+ 1]→ [Sout ; m+ l+ 2; 1]; [Sout ; m+ l+ 1]→ [Sin ; m+ l+ 2; 1]
and
[X;m+ l+ 1]→ [X;m+ l+ 2; 1] for the other letters X ∈ W:
Here the system decides whether to Enish the second phase or to continue it; this
decision is done in the same way as in the Erst phase.
If the sentential form is over [W;m + l + 2; 1], then the system has the following
rules:
[X;m+ l+ 2; 1]→ [X;m+ l+ 2] for X ∈ W1;
[X;m+ l+ 2; 1]→ [X;m+ 1] for X ∈ W2:
In the third phase we check whether the two parts of the pair represented in the
sentential form are equal or not. It is done in analogous way as in the construction in
Section 4. Thus, we give the rules without any further explanation.
If the sentential form is over [W;m+ l+2], then the system has the following rules:
[A;m+ l+ 2]→ [A;m+ l+ 3]; [ MC;m+ l+ 2]→ ;
[B;m+l+2]→ [ MB;m+l+3]; [ MD;m+l+2]→ ; [aj; m+l+2]→ [aj; m+l+3];
[ Mbj; m+ l+ 2]→ [ Mbj; m+ l+ 3]; for 16 j 6 l; [Sin ; m+ l+ 2]→ 
and
[X;m+ l+ 2]→ K for the other letters X ∈ W:
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If the sentential form is over [W;m+ l+ 3], then the system has the following rules:
[A;m+ l+ 3]→ [ MA;m+ l+ 4]; [ MB;m+ l+ 3]→ [B;m+ l+ 4];
[aj; m+ l+ 3]→ [aj; m+ l+ 4]; [ Mbj; m+ l+ 3]→ [ Mbj; m+ l+ 4]
for 16 j 6 l
and
[X;m+ l+ 3]→ K for the other letters X ∈ W:
If the sentential form is over [W;m+ l+ 4], then the system has the following rules:
[ MA;m+ l+ 4]→ ; [B;m+ l+ 4]→ ; [aj; m+ l+ 4]→ aj;
[ Mbj; m+ l+ 4]→  for 16 j 6 l
and
[X;m+ l+ 4]→ K for the other letters X ∈ W:
To make the set P complete, we also add the rules X →K , where X ∈{K; MK}∪W .
The system  generates the language L because of the following reasons:
1. All the words of L can be generated according to the representation given by
Theorem 1: in the Erst two phases the pairs (ui; vi), the words zxk and also the
symbols xk are introduced into the sentential form, while in the third phase the
checking deletes all non-terminal symbols.
2. Only those words can be generated which have a representation given in Theorem 1,
because otherwise the system introduces symbols K , and thus the derivation is
blocked.
As mentioned above, with a slight modiEcation of the above system, , we can give
another construction which shows that standard Watson–Crick EDT0L systems with two
tables can generate all recursively enumerable languages. In this case we need only
two tables, but the number of the non-terminals depends on the EPC representation of
the recursively enumerable language.
Theorem 4. Let L be a recursively enumerable language. There exists a standard
Watson–Crick EDT0L system  with two tables such that L=L() holds.
Proof. We modify the construction of the standard Watson–Crick E0L system, given
in the previous proof in the following way. Let us note that the only place, where the
system deEned in Theorem 3 used non-determinism was at the symbols S. Thus, now
we construct two tables, and all the rules except those rewriting an S symbol are put
in both tables. The remaining rules, that is those which rewrite S symbols, are split
into two subsets, one of which is put into the Erst table, the other one is put into the
second one.
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The Erst subset contains the rules rewriting a purine S to a purine or a pyrimidine
S to a pyrimidine; the second subset contains the other rules, that is, those switching
a purine S to a pyrimidine, or vice versa.
Thus, the system can use the Erst table if it does not want to switch the sentential
form into its complementary word, otherwise it uses the second table. This modiEcation
does not aPect the generated language; the new system works in the same way as the
system deEned in Theorem 3. Thus, for every recursively enumerable language we can
give a standard Watson–Crick EDT0L system with only two tables. Let us note here
that in this EDT0L system the number of non-terminals depends on m and l, given by
the EPC representation of L.
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