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Introduction
and how to navigate them efficiently (neighbourhood search). We propose and 6 work towards proving that graph theoretic approaches can be useful in content 7 based retrievals, for descriptor evaluation and automatic feature selection. We 8 build our approach on the investigation of entity difference distributions accord-9 ing to several descriptors and analysing their relations and behaviour during com-10 ponent formulation and the appearance of the so called giant component in the 11 graphs of the descriptors. As we will detail later, as the novelty of our approach, 12 our goal is to exploit the inherent properties of the graph representations to eval- properties.
18
When searching for similar content in video/image datasets, we need to apply 19 feature extractors that gather information about the content and structure of the 20 stored data, and use that information to create a searchable index for the dataset, 21 which in turn will be the basis of searching for similar content. However, there 22 are a lot of different descriptors, and usually it is very hard to select those, which 23 perform well for a given dataset, when using them to produce retrieval results. Our 24 goal is to help this process by providing a means to evaluate a set of descriptors 25 for a given set of classes and data, and to find a combination of descriptors that 26 perform better. This information can then be used to create more efficient indexes 27 and produce higher precision retrievals.
28
Feature selection in the presence of irrelevant features (noise) is presented in 29 [1] , taking into consideration sample data points in 2D for boundary selection and to be narrower (poor discrimination), and SIFT feature distribution histograms are 40 used to improve clustering and retrieval.
41
Graphs are a natural way of representing data structures, describing intercon-42 nections and internal structures of datasets, visualizing relations and distances 43 of elements, and finding subsets, clusters and communities in such structures.
44
Graphs have been widely used for clustering applications, including spectral clus- various, from generic pattern recognition (e.g., [11, 12] and the use of such intrinsic properties for feature selection. We will start by introducing basic concepts and random geometric graphs 61 (Sec. 2), followed by the description of the proposed parameters for ranking 62 based on phase transition and component behaviour of descriptor graphs (Sec. The degree d(v) of a vertex v is the number of its neighbours. 
97
The network parameters frequently modelled by random graphs are: the prob-98 ability of the existence of certain edges of the real graph, the degree constraints, or 99 -in case of weighted graphs -, the weights' distribution. After the model is built, 100 some structural patterns get revealed, such as the number or size of components, 101 cliques, or the occurrence of some special sub-graphs.
102
In our case, random graphs are used to analyse the number and size of compo-103 nents in real graphs. We aim to compare graphs built from test datasets based on 
118
The Erdős-Rényi model (ER-model) was originally described by the number 119 of vertices and edges at a given step of the evolution: G(n, e), where n denotes 120 the number of vertices, and e is the number of edges. Recent results connected 121 to this problem are formulated using the number of vertices and the p probability 
136
The results presented in [21] also deal with the complexity of the components, 137 but now we are interested in their sizes. The important consequence of this theo-138 rem is that after a given number of edges, a unique giant component (GC) appears.
139
Below this threshold all components are small -the probability of a component This statistical model has a well known application in percolation theory.
143
From the late 50's, the attention was drawn towards cluster size and percolation 144 problems and their applications [22, 23] 
Random geometric graphs

155
Besides the mentioned classical random graph models, several versions have 
Graph structure analysis on real datasets
176
In this section we present the proposed graph analysis scheme based on in-177 vestigating the component evolution process and the phase transition in descrip-178 tor graphs, and the proposed behaviour parameters that we will use in the rank- section, we will present some of the issues of analysing real-world datasets.
The appearance of the giant component in case of non-uniform weight dis-
187
The appearance of the GC in real networks with geometric restrictions on and component evolution will perform similarly in a retrieval process. 
Descriptor graphs
221
In order to prove our assumptions, besides the place (critical weight) of the 222 phase transition we also investigate the components' evolution process with regard 223 to the applied weight thresholds. Similarly to random geometric graphs, we build the descriptor graphs by using 235 the dataset elements as nodes, and the distance between them -according to a 236 selected descriptor -as edge weights. Thus, we will have a complete (i.e., fully 237 connected) graph for each descriptor. Then, we use these graphs to evaluate the this process and can be used to rank the descriptors.
253
Although the place of the appearance of the GC can not be exactly determined, 
RGGs and the existence of a GC. Although this parameter is insufficient on its
281
own to distinguish between descriptors -e.g., the evolution of the largest compo-282 nents of some descriptors might be similar -, the functions clearly shows the sud- Critical edge weights for some of the descriptor graphs on the CDB7k dataset components near the critical threshold where the GC suppresses the others (e.g.,
302
Fig are shown in Fig. 4 (b) , (d).
319
• nrcomp/n, the number of components (normalized with the number of ver-320 tices n) at the appearance of the GC, relating to how the nodes have been 321 encompassed in components. 
Datasets and descriptors
323
For evaluating the viability of the proposed approach, we use various datasets.
324
One is the publicly available MIRFLICKR25000 cooking, news, street surveillance, outdoor, indoor (some examples in Fig. 7 ).
331
The videos were automatically cut into shots and manually labelled into cate- difference for a descriptor) and they adhere to the triangle inequality. 
Descriptor ranking and evaluation
356
We discussed the important parameters of the components of the descriptor graphs in Sec. 3.3. Here, we present the suggested ranking function based on these parameters. The parameters can be weighted depending on the dataset, the number of classes we have, and the level of classification we target. In [18], we introduced a fitness/ranking function that combines these parameters into a formula:
where w 1,2,3 are weights that are manually specified and are constant for a given 357 dataset (we intend to work on creating a process for adaptive weight selection in 358 the future). Further on, we use this formula to produce a descriptor ranking and 359 perform the evaluations, with weights always (for all cases and all datasets) set 360 to 0.7, 0.2, 0.1, respectively, giving higher importance to the critical weight where 361 the GC appears, but also taking into account the other parameters, the importance 362 of which was discussed in Sec. 3.3.
363
It is important to note, that the calculation of the above function does not de-364 pend on the used dataset, or the used descriptors, but only on the structure of the 365 analysed graphs, and can be calculated without an a priori training or labelling 366 process. In our experiments, we only used the class labels in the datasets to evalu-367 ate the performances of the retrievals. However, the described descriptor ranking 368 process could be also used to select better performing descriptors not only on a
369
'blind' dataset, but on selected sub-categories as well, which could help in estab-370 lishing descriptor pools for any particular content (sub-)class.
371
We calculated the F fitness values for the participating descriptors to produce in Fig. 8 for the used datasets.
375
In [18] we have shown that the produced descriptor ranking based on the above 376 fitness function produces a ranking close to the exhaustive ground truth ranking,
377
while at the same time has important benefits:
378
• it does not require exhaustive evaluation for all categories and all descriptors 379 in the dataset to produce a ranking,
380
• it can produce a descriptor ranking for a given dataset while the method 381 itself is independent of the number of categories and descriptors, providing 382 a ranking based on the discriminating properties of the descriptors.
383
We evaluate the proposed framework by running retrievals on the used datasets.
384
As a baseline, we use our parallel multi-tree indexing scheme [37] with and with-385 out exploiting the obtained ranking/fitness information, and compare the results.
386
This retrieval uses a scheme in which the search is done for each included feature 387 in parallel and the results are combined in a form of result aggregation process.
388
However, any other similar indexing-retrieval scheme could be used just as well.
389
Overall, retrievals using the produced descriptor ranking can produce results
390
that have similar or higher precision using a reduced number of descriptors, and 391 the results contain lower variation in the number of categories that are irrelevant
392
(not belonging to the query's category). In practice this means that in the case 393 of rank-based retrievals the responses contain more relevant results, essentially 394 decreasing the 'noise' of the retrievals (showcased by Figs. 9 and 15 ).
395
The above properties are shown in Fig. 9 for the CDB7k dataset, where 4 396 queries are used with a fixed result retrieval number of 50 and 100 (the first 50 397 and 100 best matches are returned), and using two retrieval approaches: v1, where results are retrieved without the produced descriptor ranking information (results
399
are generated using all available descriptors), and v2, where results are retrieved 400 using the produced ranking (results are generated using the first 7 best performing datasets, by using a smaller sub-set to create the ranking. that, when using ranking information, we can achieve similar of better perfor-432 mance in the retrievals, but with a reduced set of descriptors, which in practice
433
translates into a more streamlined and lightweight retrieval scheme.
434
The visual retrieval example (based on the CDB7k dataset) in Fig. 15 (a) -(b)
435
shows that while the precision of v2 (with rank) was only 16% better, the visual 436 consistency of the retrievals based on descriptor ranking is better (the used query 437 is shown as the top-left image in both cases).
438
We also performed tests to see whether descriptors with similar properties 439 behave similarly during a retrieval process (e.g., produce similar precision re-440 trievals). This is an important issue when designing the collection of descriptors 441 to use for a particular dataset, or when designing bag of words (BOW) retrievals,
442
since if we know that some descriptors behave in a similar manner, then we do 443 not have to use more or all of them, but we can select the best performing one.
444
This in turn can make the retrieval process more lightweight. We selected 10 ran-445 dom queries from 5 different classes, and ran retrievals using only one selected 446 descriptor at a time. Fig. 11 shows average precision (AP) values of these test 447 runs (averaging 10 retrievals for each descriptor, using the CDB7k dataset as an 448 example), where the first group of descriptors was selected from the middle of 449 the phase transition graph (Fig. 4 (a) ), and the other group from the left region,
450
showing distinguishable difference between the two groups. This supports the 451 expectation that phase transition properties are in correlation with internal topo- logical parameters of the descriptor graphs, which could be a topic of continued 453 research in the area.
454
In order to show on a proof-of-concept level, that the proposed method could 455 also be usable in other types of retrieval frameworks, we evaluated the perfor-456 mance of ranked descriptors in a bag of visual words type of retrieval test. Based 457 on the IH dataset used earlier, we created a bare-bones retrieval using descriptors 458 d10 (PHOG) and d9 (LBP), which were ranked better and worse, respectively (for 459 the IH dataset, see Fig. 12 (a) ). We tested the retrieval using 5000 and 10000
460
visual words, built separately for the two descriptors. We extracted feature points 461 from the images, and used a fixed 32 × 32 region size around each point to extract 462 the descriptors. For comparing the resulting visual word histograms during the 463 retrieval, we used two standard metrics: the earth mover's distance (emd) and the 464 χ 2 metric (chi2). We ran the same 30 retrievals as for Fig. 10 (j-l) , and we ex-465 pected that retrievals using the d10 descriptor would perform better than using d9. putational times for all used datasets. In the worst case, the computation time is 475 proportional to n 2 (n being the number of vertices); however, this can be reduced 476 by more optimized coding, which was not our primary goal here. 
Conclusions
478
We proposed a data-and descriptor-independent evaluation framework for de- 
