We introduce new classes of solutions to the three dimensional Navier-Stokes equations in the whole and half spaces that add rotational correction to selfsimilar and discretely self-similar solutions. We construct forward solutions in these new classes for arbitrarily large initial data in L 3 w on the whole and half spaces. We also comment on the backward case.
Introduction
The 3D Navier-Stokes equations in a domain Ω ⊂ R 3 read In this paper, Ω is either the whole space R 3 or the half space R 3 + = {x = (x 1 , x 2 , x 3 ) ∈ R 3 , x 3 > 0}. Solutions to (1.1) satisfy a natural scaling: given a solution v and λ > 0, it follows that v λ (x, t) = λv(λx, λ 2 t), (
is also a solution with associated pressure π λ (x, t) = λ 2 π(λx, λ 2 t), (1.3) and initial data v λ 0 (x) = λv 0 (λx).
(1.4)
Leray introduced self-similar solutions to (1.1) in [17] . A solution is self-similar (SS) if v λ (x, t) = v(x, t) (1.5)
for every λ > 0. The solutions considered by Leray are called backward since they are defined for −∞ < t < 0. We will consider forward solutions defined for 0 < t < ∞. If the scale invariance (1.5) holds for a particular λ > 1, not necessarily for every λ > 1, then we say v is discretely self-similar with factor λ, i.e. v is λ-DSS. The initial data v 0 is SS or λ-DSS if the appropriate scaling invariance holds with the time variable omitted. The existence for SS/DSS solutions for small initial data follows from the unique existence theory of mild solutions in various scaling invariant functional spaces, see [8, 12, 2, 5, 14] . The theory for large data is more recent: Jia and Sverak established the first large data existence result in [10] for self-similar data which is Hölder continuous on R 3 \ 0. It is based on a priori Hölder estimates near initial time for local Leray solutions introduced by Lemarié-Rieusset in [16] (see also [13] ), and is extended by Tsai [22] to construct λ-DSS solutions under the assumption that λ is close to 1, or if the data is axisymmetric with no swirl. A second construction is obtained by Korobkov and Tsai [15] , which is valid in the half space as well as the whole space, and is based on the a priori H 1 estimate obtained by Leray's method of contradiction and the triviality of H 1 0 -solutions of Euler equations. Note that the first construction [10, 22] does not work in the half space, while the second construction [15] does not work for DSS solutions. A third construction of the authors [4] constructs SS and λ-DSS solutions for any data in L 3 w (i.e., weak L 3 defined in (1.30)) and, in the DSS case, any λ > 1. It is based on a new a priori energy estimate, particular to the associated Leray equations to be introduced in (1.20) (not available to Navier-Stokes equations (1.1)), and is a weak solution theory using the Galerkin approximation, not the Leray-Schauder theorem used in [10, 22, 15] . Although it is stated only for the whole space in [4] , its method works also for the half space, as will be made apparent as a special case of this article.
The purpose of this article is to introduce and investigate a new class of solutions with scaling properties resembling those of SS or DSS solutions modulo rotational corrections. There is a rich literature on fluids surrounding rotating obstacles, see the survey [9] . For ease of notation, we will only consider rotations around the x 3 -axis with matrices A vector field v(x, t) is said to be rotated self-similar (RSS) if, for some fixed α ∈ R and for all λ > 0,
The constant α will be called the angular speed, relative to the new time variable s to be defined in (1.19 ). An RSS vector field is always DSS with any factor λ > 1 such that 2α log λ ∈ 2πZ. When α = 0 it becomes SS. The choice θ(λ) = 2α log λ in the argument of R(·) is natural because λ > 0 is arbitrary and hence we need
Setting λ = t −1/2 , the RSS vector field v satisfies
Thus the value of v is determined by its value at any fixed time, and given any profile at a fixed time we can construct an RSS vector field. A vector field v(x, t) is said to be rotated discretely self-similar (RDSS) if, for some λ > 1 (not necessarily all λ > 1) and some φ ∈ R,
We call λ the factor and φ the phase. When φ ∈ 2πZ we recover λ-DSS vector fields. If nφ = 2πm for some integers n > 0 and m, then v is DSS with factor λ n . If
i.e., v is decided entirely by its values on t ∈ [1, λ 2 ). Note that an RSS vector field with angular speed α is always RDSS for any factor λ > 1 with phase φ = 2α log λ.
In summary, the inclusions between these classes are SS RSS DSS RDSS.
Similar to SS/DSS vector fields, these vector fields are also called forward if they are defined for 0 < t < ∞, or backward if they are defined for −∞ < t < 0. They are called stationary if they are time-independent.
A vector field v 0 (x) : 10) and is RDSS if for some λ > 1 and some φ ∈ R,
Thus the value of v 0 is determined by its values on the unit sphere. Similarly, if v 0 is RDSS, then it is determined by its values on {x : 1 ≤ |x| < λ}. Clearly, if lim tց0 v(x, t) = v 0 (x) and v(x, t) satisfies (1.6) (resp. (1.9)), then v 0 (x) satisfies (1.10) (resp. (1.11)). The ansatz of RSS solutions was originally proposed by Grisha Perelman for backward solutions defined for −∞ < t < 0 to Seregin around a decade ago (private communication of G. Seregin). See the Appendix for details. We are not aware of any previous study of RDSS solutions.
Our goal in this paper is to construct RSS/RDSS solutions for general RSS/RDSS initial data. One needs to verify that there is an abundance of nontrivial such v 0 . If v 0 is axisymmetric (i.e., v 0 (x) = R(−s)v 0 (R(s)x) for any s), then RSS is reduced to SS, and RDSS is reduced to DSS. It is relatively easy to construct non-axisymmetric RDSS vector fields, in the same way as the DSS case: One can choose any divergence free vector field with compact support in the annulus B λ \B 1 (or its intersection with R 3 + ), and extend its definition to entire R 3 (or R 3 + ) by RDSS property (1.11). To construct non-axisymmetric RSS vector fields, we use the spherical coordinates ρ, φ, θ with basis vectors 13) where ρ = |x| and r = x , and consider vector fields of the form at ρ = 1:
(1.14)
The RSS condition (1.10) gives 15) where θ ρ = θ −α ln ρ. We impose that f, g, h are 2π-periodic in θ and vanish sufficient order at φ = 0, π or at φ = 0, π/2. The divergence-free condition div v 0 = 0 becomes
To get nontrivial dependence on θ, we may impose the k-equivariance ansatz for k ∈ N:
and it suffices to choose complex-valued smooth functions F, G, H of φ ∈ (0, π) (or φ ∈ (0, π/2)) that satisfy
and vanish sufficient order at φ = 0, π (or at φ = 0, π/2). These solutions can be better understood in similarity variables, introduced by Giga-Kohn [7] . Consider the similarity transform
where
For a cone-like domain Ω, the system of Navier-Stokes equations (1.1) in Ω × (0, ∞) is equivalent to the time dependent forward Leray equations
in Ω×(−∞, ∞). When ∂Ω is nonempty, the boundary condition v| ∂Ω = 0 corresponds to
For backward solutions defined for −∞ < t < 0, we replace t by −t in (1.18) and (1.19) , and get the backward Leray equations
A SS solution v(x, t) of (1.1) corresponds to a stationary solution of (1.20) or (1.22) . A DSS solution v(x, t) of (1.1) with factor λ > 1 corresponds to an s-periodic solution V (z, s) of (1.20) or (1.22) with period 2 log λ. An RSS solution v(x, t) of (1.1) satisfying (1.6) with angular speed α corresponds to a solution of (1.20) or (1.22) satisfying (with τ = 2 log λ)
Finally, an RDSS solution v(x, t) of (1.1) satisfying (1.9) with factor λ and phase φ corresponds to a solution of (1.20) or (1.22) satisfying
Note we get (1.24) from (1.23) by choosing τ = 2 log λ and φ = ατ . The initial condition v| t=0 = v 0 does not have a clear meaning for V in general, but corresponds to a "boundary condition" for V (z, s) at spatial infinity for SS/DSS/RSS/RDSS solutions, see [15, 4] and §2.
Leray [17] proposed the SS solution as a possible ansatz for singular solutions and gave the stationary case of (1.22) . His original problem of existence of
was excluded in Nečas, Růžička, andŠverák in [18] . It was later extended to exclude 0) ), by [21] . Giga and Kohn [7] were aware of the correspondence between (1.1) and (1.22) and used the corresponding similarity transform to study the singularity of nonlinear heat equations.
If we assume
for some function θ(s), then (1.20) is equivalent to To illustrate these observations consider the case when
is an RSS solution of (1.1) satisfying (1.6), then V (z, s) satisfies (1.23), and hence u(y, s) is a stationary solution of(1.26) with constantθ = α. On the other hand, for any RDSS solution v(x, t) of (1.1) satisfying (1.9) with factor λ > 1 and phase φ, V (z, s) satisfies (1.24). Let
for an arbitrary integer k ∈ Z. Then v(x, t) corresponds to a periodic solution u(y, s) of (1.26) with constantθ = α k and period T . To be definite we will take α = α 0 = φ T . To construct solutions in Theorem 1.3 using our method, the system (1.26) needs not be autonomous but needs to be periodic in s. However, we have not been able to find applications of non-constantθ, hence we will letθ = α be constant in the rest of the paper for simplicity of presentation.
The natural spaces to study v 0 and v as described above are, respectively, L
and m(f, s) is the distribution function of f given by
3 ) of divergence free vector fields which satisfy v 0 · ν| ∂Ω = 0 if ∂Ω is nonempty and has the unit outer normal vector field ν.
Since L 3 w (R 3 ) embeds continuously into the space of uniformly locally square integrable functions L 2 u loc (R 3 ), one may construct global-in-time local Leray solutions for our data as in [10, 22, 4] in the whole space. However, because this paper aims to construct solutions on both the whole and half spaces, and there is presently no existence theory for local Leray solutions on the half space, we only construct weak solutions.
for any T > 0, and if lim
is the solution to the time-dependent Stokes system with initial data v 0 , see §3.
Remark 1.2. The name "energy perturbed solution" means that the difference v −Sv 0 is in the energy class, although Sv 0 is not. We do not mention the pressure in Definition 2.2. Note that a pressure can be constructed after the fact since Sv 0 has an associated pressure and v − Sv 0 ∈ L 2 for all positive times. Comments on Theorem 1.3
• If α = 0 then the class of RDSS solutions coincides with the class of λ-DSS solutions defined in [22, 4] (where they were only considered on the whole space). Theorem 1.3 therefore provides a construction of λ-DSS solutions on the halfspace for any divergence free λ-DSS initial data belonging to L 3 w,σ (Ω).
• If v 0 is RSS then it is RDSS for any λ > 1 and thus there exist EP-solutions v λ to the 3D NSE on Ω × [0, ∞) which are RDSS. Letting λ → 1 we can obtain a solution v which is RSS. This procedure mimics that given in [4, Section 5.1] and we omit the details.
In our proof we directly construct a solution to the rotated Leray equations (1.26). To do this we perturb u(y, s) by subtracting the image U 0 (y, s) of the solution to the Stokes equations under the rotated self-similar transform, i.e. we seek a solution of the form U = u − U 0 . Essentially, we are treating U 0 as the boundary data at spatial infinity of u. Fortunately, U ∈ L 2 (which is untrue for both u and U 0 ). To get formal a priori estimates for U via energy methods we develop new bounds for U 0 using self-similarity and Solonnikov's formulas in R 3 + [20] (in [4] we were working with the solution to the heat equation in R 3 which was easier to bound). Unfortunately, U 0 does not give us the needed a priori bound since we don't have
where 0 < γ < 1. The idea is to replace U 0 by an asymptotically similar profile W which allows the above estimate. In the whole space case [4] , we used a non-compact correction involving singular integrals to ensure W was divergence free. This does not work when there are boundaries. To get around this we construct another profile W using the Bogovskii map [3] .
On the other hand, since we do not seek local Leray solutions our argument is shorter than in [4] . In particular, we do not need to use mollifiers to obtain the local energy inequality when we are constructing U via a Galerkin scheme. We also do not need a priori bounds for the pressure; these were only used in [4] to obtain the local energy inequality. Remark 1.4. Note that, in the whole space R 3 case, we can recover pressure estimate and local energy inequality in Theorem 1.3, in the same way as in [4] .
Notation. We will use the following function spaces on a domain Ω ⊂ R 3 :
(Ω) inner product and ·, · be the dual product for H 1 and its dual space H −1 , or that for X and X * .
Organization. In Section 2 we construct solutions to a rotationally corrected Leray system. In Section 3 we study RDSS solutions to the Stokes equations. Section 4 contains the proof of Theorem 1.3 which uses the results of Sections 2 and 3. Finally, in Section 5 the Appendix, we give comments on the backward case.
An auxiliary problem in similarity variables
In this section we study a time periodic weak solution to the auxiliary problem
where Ω ∈ {R 3 , R 3 + } and U 0 (y, s) is a given T -periodic divergence free vector field defined on Ω which vanishes on ∂Ω. If Ω = R 3 we ignore the boundary condition on ∂Ω. Our goal is to construct a solution u satisfying the problem in the weak sense, i.e.
holds for all divergence free f ∈ C ∞ 0 (Ω × R). In our application we require that U 0 additionally satisfies the following assumption.
3)
• the inclusions:
• the decay estimate: sup
The decay estimate (2.4) ensures the existence of a good revised asymptotic profile in Lemma 2.
, which is essential for the a priori bound in Lemma 2.6. Periodic weak solutions to (2.1) are defined as follows. 
and if u satisfies (2.2) for all divergence free f ∈ C ∞ 0 (Ω × R). The main result of this section is the following theorem. The choice q = 10/3 was chosen for Remark 1.4, for the convenience of the proof of the local energy inequality, see [4] . Otherwise we can take any q ∈ (3, ∞].
To prove Theorem 1.3 we seek a solution of the form u = U + U 0 as this homogenizes the boundary condition at spatial infinity. This leads to a source term in the perturbed equation that is not necessarily small. To get around this we replace U 0 by W which eliminates the possibly large behavior of U 0 near the origin, with the correction W − U 0 being compactly supported. This will give us the crucial bound,
where δ is a given small parameter. Fix Z ∈ C ∞ (Ω) with 0 ≤ Z ≤ 1, Z(y) = 1 for |y| > 1, and Z(y) = 0 for |y| < 1/2. This can be done so that |∇Z| + |∇ 2 Z| 1. Fix r > 1 and let U r (y) = U 0 (ry). Let U r (y) = Z(y)U r (y). Then, ∇ ·Û r = U r · ∇Z.
Since this is non-zero we will need a correction term obtained by Bogovskii's construction from [3] which we now recall.
There is a linear map Φ such that for any scalar
for any 1 < q < ∞. Thus Φ can be extended to a bounded map from {f ∈ L q (K) :
Since U 0 is divergence free we have, U r · ∇Z dx = 0, and can thus apply Lemma 2.4 and let w r := Φ(U r · ∇Z). Then, ∇ · w r = −U r · ∇Z, and, furthermore,
LetÛ 0 (ry) =Û r (y) and w(ry) = w r (y). Our replacement for U 0 is,
The following notation is convenient. For a given F (y, s) and any ζ ∈ C 1 0 (Ω), denote
and
Lemma 2.5 (Revised asymptotic profile). Let Ω ∈ {R 3 , R 3 + }. Fix q ∈ (3, ∞] and suppose U 0 satisfies Assumption 2.1 for this q. For any small δ > 0, let W ,Û 0 , and w be defined as above with r = r 0 (δ) sufficiently large. Then W is T -periodic and divergence free,
where c(r 0 , U 0 ) depends on r 0 and quantities associated with U 0 which are finite by Assumption 2.1.
Proof. T -periodicity in s follows from the fact that U 0 is T -periodic. W is divergence free since ∇ · w r = −U r · ∇Z. To see (2.8), recall that
1 by Assumption 2.1. Therefore, we have (2.8). We now get refined estimates for w in W 1,q using (2.6): For any r > 1 we have
and Br |∇w(y)| q dy =
Note that the constants above do not depend on r.
Since W =Û 0 + w, by (2.12) and the definition of Θ(r),
for r 0 sufficiently large. This show (2.9). To prove (2.10), we first establish a pointwise estimate for w,
Since w is compactly supported this implies that
(Ω)) also. We now prove (2.11). First observe that, since ∂ s w r = Φ(∂ s U r · ∇Z), by (2.13) we have
which is finite by Assumption 2.1. Since w is compactly supported, the W 1,q estimates imply w ∈ H 1 . It follows that αJw − αJy · ∇W − ∆w − w − y · ∇w
By Assumption 2.1, LU 0 = 0. Since Z * is compactly supported, Assumption 2.1 implies that αJy · ∇Z
We seek a solution to (2.1) of the form u = W + U, where W is as in Lemma 2.5 for δ = 1/4 for a given U 0 satisfying Assumption 2.1. Let
where L is defined by (2.7). The weak formulation for U is
and holds for all f ∈ V and a.e. s ∈ (0, T ). We use the Galerkin method as in [4] . Let {a k } k∈N ⊂ V be an orthonormal basis of H. For a fixed k, we look for an approximation solution of the form U k (y, s) = k i=1 b ki (s)a i (y). We first prove the existence of and a priori bounds for T -periodic solutions b k = (b k1 , . . . , b kk ) to the system of ODEs 16) for j ∈ {1, . . . , k}, where 1. For any k ∈ N, the system of ODEs (2.16) has a T -periodic solution b k ∈ H 1 (0, T ).
Letting
where C is independent of k. 
We now bound the right hand side of the above inequality. From the definition of J we have
By (2.9) and div U k = 0, we have
2 is independent of s, T , and k. Using Lemma 2.5, the estimates (2.18)-(2.20) imply
The Gronwall inequality implies 
which gives an upper bound for U k L 2 (0,T ;H 1 ) which is uniform in k.
Proof of Theorem 2.3. By standard arguments, there exists U ∈ L 2 (0, T ;
) and a subsequence of {U k } (which we still index with k) so that
The weak convergence guarantees that U(0) = U(T ), and that U satisfies (2.15). Let u = U + W . Since W and U are T -periodic, so is u. That u satisfies (2.2) follows from (2.15) and integrating in time. The a priori bounds for u − W extend to bounds for
). This implies that u is a periodic weak solution in the sense of Definition 2.2.
The non-stationary Stokes system
In this section we study the non-stationary Stokes system in Ω ∈ {R 3 , R 3 + }. The result will be used to verify Assumption 2.1 for suitable initial data and U 0 defined by (4.1) in §4. The focus is on the case Ω = R 3 + since the Stokes system is reduced to the heat equation when Ω = R 3 . The non-stationary Stokes system is
and is required to satisfy the initial condition
+ then we augment (3.1) with the boundary condition
Let S denote the solution operator for the Stokes system (3.1)-(3.2) on Ω. If Ω = R 3 then S is just the solution operator for the heat equation, i.e.,
If Ω = R 3 + the formula for S is more complicated. In [20] , Solonnikov showed that if v 0 is divergence free and vanishes on ∂Ω, then
, where
and E(x) = (4π|x|) −1 is the fundamental solution to the Laplace equation on R 3 , and for a given y = (y 1 , y 2 , y 3 ) ∈ R 3 we denote
Moreover, G * ij satisfies the pointwise bound ([20, (2.38)] [23] is not sufficient for our purpose.
We first observe that, when v 0 is RDSS for given factor λ > 1 and phase φ ∈ R (i.e., v 0 satisfies (1.11)), Sv 0 is RDSS for the same values of λ and φ, (i.e., Sv 0 satisfies (1.9)). To see this in the whole space case let ξ = λR(φ)y. We have |x − y| 2 /(4t) = |λR(φ)x − ξ| 2 /(4λ 2 t) and dξ = λ 3 dy. Therefore,
For the half space case note that the above scaling goes through if T (x, y, t) is replaced by T (x, y * , t). For the remaining part of G * i,j we carry out a change of variables letting χ = λR(φ)x, ξ = λR(φ)y, and ζ = λR(φ)z and obtain
Thus, Sv 0 also satisfies the desired scaling (1.9) when Ω = R 3 + . If v 0 is RSS with angular speed α (i.e., v 0 satisfies (1.10)), then it satisfies (1.11) for any λ > 1 with φ = 2α log λ. By the above, Sv 0 is also RDSS with the same λ and φ. Thus Sv 0 is RSS and satisfies (1.6) with the same α.
). The next lemma extends this to RDSS functions on the whole or half space.
is RDSS with factor λ > 1 and phase φ ∈ R. Then, for all s ∈ N 0 and m ∈ N 3 0 , and for all R > 0, we have
Proof. This is trivial in the whole space -see [4] . Assume Ω = R 3 + . Let A λ k = {x ∈ Ω : λ k ≤ |x| < λ k+1 }. Assume x ∈ B R for some R > 1. Choose k 0 sufficiently large so that 2R < λ k 0 . Recall that
which is finite by Lemma 3.1 because v 0 ∈ L 3 w . The above shows (3.6).
is RDSS with factor λ > 1 and phase φ ∈ R. Then, Proof. If Ω = R 3 then the proof of [4, Lemma 3.2] applies here with only superficial changes and we omit the details. We thus focus on the half space case.
Assume Ω = R .
Clearly ω 1 (l), ω 2 (l) → 0 as l → 0. Let A r = {x ∈ Ω : r ≤ |x| < λr} and A * r = {z : r/2 ≤ |z| < 2λr}. We first estimate Sv 0 (t) L q (Ar) . Write 
where 0 < γ ≪ 1 is an as-of-yet unspecified parameter. We suppress the indexes i and j since they play no role in our estimates.
Fix r > 1 and (
. Using the formula for T it is easy to see that
We have by Hölder's inequality that
By re-scaling v 0 we have
and, therefore, |I r 1 (x, t)| ≤ Cω 1 (γ). Also, by Hölder's inequality we have
(3.9)
The remaining integrals will be bounded using Solonnikov estimate (3.3) with s = |m| = |ℓ| = 0,
(3.10)
We first bound J r 0 (x). Since |y| < r/2 and |x| ≥ r, we have
Thus |G * i,j (x, y, t)| r −3 in the integrand of J r 0 . It follows that
independent of k, using the fact that v 0 is RDSS. Thus
Similarly, for J r 3 (x), since |y| > 2λr and |x| ≤ λr, we also have (3.11). Thus |G * i,j (x, y, t)| r −3 in the integrand of J r 3 , and
To bound J r 1 note that
uniformly in x ∈ A r . Then, by (3.10) and Hölder's inequality,
where we have re-scaled v 0 to obtain the last inequality. For J r 2 we have by Hölder's inequality, the fact that y 3 ≥ γr, and re-scaling that
. Taken together, these estimates show that for r > 1 12) where the constants are independent of r and γ. The above inequality is still valid if λ k r replaces r for k ∈ N, indeed we have
The right hand side is decreasing in k for fixed γ and r and we conclude that
We now construct Θ(r). Let ǫ k = 2 −k for k ∈ N. For each ǫ k , choose γ k > 0 sufficiently small so that
Then choose r k sufficiently large so that r k > r k−1 and
Finally, let
which completes our proof.
Corollary 3.4.
Assume Ω ∈ {R 3 , R and 3.3 and Corollary 3.4 guarantee that U 0 satisfies the function space inclusions in Assumption 2.1. Let u be the time-periodic weak solution of the Leray equations described in Theorem 2.3 with U 0 defined by (4.1) and q = 10/3. Let v(x, t) = R θ u(y, s)/ √ t. Then v satisfies (1.31), the weak form of the Navier-Stokes equations.
It remains to show v is an EP-solution. Observe that
The λ-DSS scaling property implies ||v(t) − Sv 0 (t)|| 
It follows that
By re-scaling, these bounds hold up to any finite time. Thus, v is an EP-solution and the proof is complete.
Appendix: Comments on the backward case
In this section we summarize known results and open problems in the backward case. For more details please see [11] . The classes of self-similar, RSS, DSS and RDSS solutions have their analog in the backward case, i.e., solutions of (1.1) for −∞ < t < 0.
In the backward case, one replaces t by −t in the similarity transform (1.18)-(1.19) to set v(x, t) = 1 √ −t V (z, s), π(x, t) = 1 −t Π(z, s), z = x √ −t , s = log(−t), and changes the sign of V + z · ∇ z V in (1.20) to get the backward Leray equations
The class of backward self-similar solutions, with V = V (z) independent of s, was proposed by Leray [17] in the whole space as a possible ansatz for singularity. Such a possibility was excluded by [18] when one assumes V ∈ L 3 (R 3 ). A key ingredient in the proof of [18] is that the quantity (a modified "total head pressure")
satisfies the 1-sided maximal principle. The result of [18] was extended in [21] to exclude the cases V ∈ L q (R 3 ), 3 < q ≤ ∞. The result of [18] also follows from the later paper [6] by Escauriaza, Seregin, and Sverak, which says that any solution v ∈ L ∞ (−1, 0; L 3 (R 3 )) is necessarily regular up to time 0. This result is extended in [19] to the half space. See [1] and its references for other extensions. This result of [6] can be also used to exclude RSS/DSS/RDSS solutions in the class v ∈ L ∞ (−1, 0; L 3 (R 3 )), but it does not imply the result of [21] . in R 3 . Note that, for the above system with α = 0, there does not seem an analogue quantity of Λ that satisfies the maximal principle.
Regarding the half space, such solutions in the class v ∈ L ∞ (−1, 0; L 3 (R 3 + )) do not exist by [19] , and nothing is known under the assumption (5.3). We formulate a problem.
Open Problem 5.3. Suppose v(x, t) is a solution of (1.1) in R with u(y) satisfying (5.5). Are v and u identically zero?
