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Eternal forced mean curvature flows I
1 - Introduction.
Background: Let M := (Mn+1, g) be a compact Riemannian manifold, let Σ := Σn be a
closed manifold and let i : Σ→M be an immersion of Σ intoM . Given a smooth function
h ∈ C∞(M,R), the Minkowski problem asks for the existence of immersions i : Σ → M
subject to certain topological or geometric constraints whose mean curvature is prescribed
by the function h. In other words, at every point p ∈ Σ the mean curvature of i at p is
equal to (h ◦ i)(p).
Since the work of Tomi and Tromba concerning the Plateau problem for minimal surfaces
(c.f. [15]), it has become natural to apply differential topological techniques to the study
of hypersurface problems. Thus, in [7], after generalising the degree theory [16] of White,
we show that when Σ is the standard n-dimensional sphere, and if H0 > 0 is defined by:
H0 = 4Max(‖R‖1/2, ‖∇R‖1/3),
where R and ∇R are the Riemann curvature tensor and its covariant derivative respec-
tively, then for generic h ∈ C∞(M, [H0,∞[), there are only finitely many (reparametrisa-
tion classes of) immersions of mean curvature prescribed by h, and the number of such
immersions counted algebraically is equal to (−1) times the Euler Characteristic of the
ambient manifold.
We thus obtain existence results for hypersurfaces whenever the Euler Characteristic of
M is non-trivial, which is clearly unsatisfactory when this quantity vanishes (for example,
when the M is odd-dimensional). However, given that hypersurfaces of prescribed mean
curvature are (at least locally) critical points of a functional (see below), it is natural to
investigate to what extent a Morse/Floer homology theory may be constructed for this
problem. Bearing in mind the result [17] of Ye (c.f. also [8]), we would expect such a
theory to show under suitable conditions on h that the number of immersed spheres of
prescribed mean curvature equal to h is in fact bounded below by the sum of the Betti
numbers of the ambient manifold.
Morse/Floer homology theories are known to require fairly technical constructions, the
main steps being transversality results, exponential convergence of trajectories towards
their asymptotic limit points, gluing results for trajectories, unique continuation results for
trajectories, and compactness results modulo broken trajectories for families of trajectories.
Of these, the first four follow from fairly general considerations, and the most significant
obstacle to the construction of such a theory is thus the compactness result. Wheras we
have so far been unable to treat the general case, in the current note, we show how the
desired compactness result may be obtained in the case where M is a compact, hyperbolic
manifold, from which a Morse/Floer homology theory follows, as we intend to show in
forthcoming work.
The data: LetM :=Mn+1 be a compact, (n+1)-dimensional hyperbolic manifold. Define
H ⊆ C∞(M) by:
H =

h ∈ C∞(M)
∣∣∣∣∣∣∣
h > Coth
(√
8
27
1
(n+1)(n+2)
)
6‖Dh‖+ 10 < h2
‖D2h‖/h < 6

 .
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Identifying R with the constant functions in C∞(M), we see that H is a neighbourhood
of the interval: ]
Coth
(√
8
27
1
(n+ 1)(n+ 2)
)
,+∞
[
.
LSC immersions: Let Σ := Σn be the standard n-dimensional sphere. We recall that an
immersion from Σ into M is a smooth mapping whose derivative is everywhere injective
and we identify two immersions whenever they are equivalent up to reparametrisation.
We define the mean curvature H of the immersion i to be the average of its principal
curvatures:
H(i) :=
1
n
(λ1 + ...+ λn).
We say that an immersion is locally strictly convex (LSC) whenever its shape operator
is everywhere positive definite. By considering the lift into Hn+1, it follows from the
result [2] of Alexander that every LSC immersion is Alexandrov embedded and simple in
the sense that it is not a multiple cover. We say that an LSC immersion is pointwise
strictly 1/2-pinched whenever:
λ1 >
1
2
H =
1
2n
(λ1 + ...+ λn)
at every point of Σ.
Let i : Σ → M be an LSC immersion and let ıˆ : Σ → Hn+1 be its lifting into hyperbolic
space. We define Outrad(i), the outradius of i to be the radius of the smallest geodesic
ball in Hn+1 containing ıˆ. Since ıˆ is well defined up to isometries of Hn+1, the outradius
of ıˆ is well defined.
We identify immersions which are equivalent up to reparametrisation and we denote the
equivalence class of the immersion i by [i]. We now define the space C by:
C =

[i]
∣∣∣∣∣∣
i : Σ→M
i is pointwise 1/2-pinched
Outrad(i) < tanh−1(1/
√
3)

 .
The solution space: We are interested in those immersions in C whose mean curvature
is prescribed by functions in H, and we thus define the solution space Z ⊆ C ×H by:
Z = {([i], h) | H(i) = h ◦ i} .
Let π : Z → H be the projection onto the second factor. For all h ∈ H, we define Zh ∈ C
by:
Zh = π−1({h}) = {([i], h) | H(i) = h ◦ i} .
Observe that for h ∈ H, it readily follows from the geometric maximum principal that any
immerson whose mean curvature is prescribed by h automatically has outradius strictly
less than tanh−1(1/
√
3), the outradius condition is therefore redundant, and Zh is thus
2
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precisely the set of all LSC, pointwise strictly 1/2-pinched immersions whose mean cur-
vature is prescribed by h. Using the techniques of [7], we readily show that for generic
h ∈ H, Zh is finite and that the number of elements of Zh counted with appropriate sign
is equal to (−1) times the Euler Characteristic of M (c.f. Section 3).
A variational approach: When M is odd dimensional, the preceeding result is unsat-
isfactory, since the Euler Characteristic of M vanishes. It is for this reason that we seek
more refined information via the construction of a Morse/Floer theory (c.f. [10] for a good
introduction), from which we would deduce that the number of solutions is bounded below
by the sum of the Betti numbers of some space. To this end, we define the modified
volume functional V : C ×H → R by:
V([i], h) = Vol([i])−
∫
B
I∗(hdVol),
where B is the unit ball in Rn+1 and I : B →M is a smooth immersion which restricts to
i along ∂B = Σ. As before, since ıˆ is embedded, I is uniquely defined up to reparametri-
sation, and V is therefore well defined. For fixed h ∈ H, we define Vh : C → R by:
Vh([i]) = V([i], h),
and we readily see that the critical points of Vh are exactly those pointwise strictly 1/2-
pinched immersions whose mean curvatures are prescribed by h. We thus aim to construct
a Morse/Floer homology theory for the functional Vh.
The gradient flow: We recall that both H and C are smooth-tame Frechet manifolds
(c.f. [5]). The tangent space to H naturally identifies with C∞(M) and carries a natural
L2 metric defined using the volume form of g. The tangent space to C at the point [i]
is naturally identified with the set of smooth normal vector fields over i which in turn
identifies with C∞(Σ) via the inner product with Ni, where Ni is the outward pointing,
unit, normal vector field over i. Conversely, we identify the function ϕ ∈ C∞(Σ) with
the normal vector field ϕNi which we in turn view of as a tangent vector to C at [i]. The
tangent space to C carries a natural L2 metric defined using the volume form i ∗ g for each
point [i] ∈ C. A standard result from the calculus of variations show that for all h, the
gradient of Vh with respect to this metric is given by:
(∇Vh)([i]) = H(i)− h ◦ i.
We recall that a strongly smooth mapping I : R → C is a mapping which everywere
locally takes the form I(t) = [i(t, ·)], where i :]a, b[×Σ→M is a smooth family of smooth
immersions. Given a strongly smooth curve I : R → C, we say that I is a trajectory of
the gradient flow of Vh whenever:
〈∂tI,Nt〉 = h ◦ I(t)−H(I(t)),
where Nt is the outward, unit, pointing normal vector field over It. In other words trajec-
tories of the gradient flow of Vh are precisely the eternal forced mean curvature flows with
3
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forcing term h. We observe that large families of eternal forced mean curvature flows may
be constructed via the parabolic analogue of the work [17] of Ye (c.f. [14]).
Compactness for trajectories: We are now in a position to state our compactness
result. We first observe that, as a consequence of the stringent conditions on C and the
fact that our trajectories are defined for all time, if Zh is discrete, then any trajectory has
the property that it interpolates between two elements of Zh. In other words:
Proposition 1.1
If Zh is discrete, then for any trajectory I : R→ C, there exist unique elements I± ∈
Zh such that I(t) converges towards [i±] in the C∞ sense modulo reparametrisation
as t tends to ±∞.
We now define a broken trajectory to be a vector (I1, ..., Im) of trajectories such that
for all 1 6 k < m:
Ik,+ = Ik+1,−.
Now let (In)n∈N be a family of trajectories. We say that (In)n∈N converges to the broken
trajectory (I0,1, ..., I0,m) whenever:
(i) for all n, In,− = I0,1,−, In,+ = I0,m,+; and
there exists sequences (tn,1)n∈N, ..., (tn,m)n∈N such that:
(ii) for all n:
tn,1 < tn,2 < ... < tn,m; and
(iii) if for all (n, k) we define In,k(t) := In(t+ tn,k), then (In,k)n∈N converges to I0,k in the
C∞ sense over every compact set.
In this note, we prove the following compactness result:
Theorem 1.2
Let (hn)n∈N ∈ H be a sequence converging towards h0 ∈ H. For all n, let In be
a trajectory of the gradient flow of Vhn . If Zh0 is discrete, then there exists a
broken trajectory (I0,1, ..., I0,m) of the gradient flow of Vh0 towards which (In)n∈N
subconverges.
Technical Remark: Theorem 1.2 readily extends to compact manifolds whose sectional
curvature is sufficiently close to −1 provided that the first order covariant derivative of
the Riemann curvature tensor is sufficiently small. Conditions for existence results to be
obtained from Morse/Floer homology theory would therefore depend only on the 1-jet of
the curvature tensor of M , and would therefore constitute a mild improvement over the
existence results of [8] and [17], which depend on the 3-jet of the curvature tensor.
A note on the pinching condition: Some pinching property is required for the current
techniques to be applied, although any pinching factor between 0 and 1 could be used
(after adapting the definitions of both H and C accordingly), and it is only for convenience
that we have chosen the pinching factor of 1/2.
4
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2 - The Kleinian Model.
We use the Kleinian model of hyperbolic space to obtain a crude relationship between
the pinching condition and diameter bounds. In this section we collect some elementary
properties of this representation. We thus identify hyperbolic space with the unit ball
in Rn+1 furnished with the Kleinian metric. We recall that the Kleinian metric has the
property that it is affine equivalent to the Euclidean metric. In other words, its geodesics
are exactly the Euclidean straight lines, and so in particular a subset of the ball which is
convex with respect to the Kleinian metric is also convex with respect to the Euclidean
metric. We henceforth denote the Kleinian metric and the Euclidean metric respectively
by g and δ, and we denote their respective Levi-Civita covariant derivatives by ∇ and D.
Let Ω := ∇−D be the relative Christophel symbol of ∇ with respect to D.
Lemma 2.1
Let x denote the position vector and r = ‖x‖ the Euclidean distance to the origin,
then:
(i) the Kleinian metric is given by:
g =
1
(1− r2)δ +
r2
(1− r2)2 dr
2; and
(ii) the Levi-Civita covariant derivative of the Kleinian metric is given by:
Ω(X, Y ) =
〈x,X〉
(1− r2)Y +
〈x, Y 〉
(1− r2)X,
where 〈·, ·〉 denotes the Euclidean inner product.
Proof: (i) Let Rn+1,1 be (n+2)-dimensional Euclidean space furnished with the Minkowski
metric of signature (n+ 1, 1). We identify Hn+1 with the space of those vectors of length
−1 whose xn+2-component is positive. Let P1 be the hyperplane of all points whose
xn+2-component is equal to 1 and let B1 be the unit ball around the xn+2-axis in this
hyperplane. Observe that the radial projection maps Hn+1 diffeomorphically onto B1 and
that the Kleinian metric is obtained by pushing the hyperbolic metric forward through
this map. The first result now follows by an elementary calculation.
(ii) Since the Kleinian metric is affine equivalent to the Euclidean metric, as in Section
4.10.2.1 of [9], there exists a 1-form α such that, for all X, Y :
Ω(X, Y ) = α(X)Y + α(Y )X.
By polarisation, it sufficies to calculate Ω(X,X) for all vectors X . Let Σ be a Euclidean
sphere centred on the origin, and let γ : R → R be curve in Σ which is a constant speed
geodesic with respect to the restriction to Σ of δ. In particular:
D∂tγ∂tγ ∝ ∂r,
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where ∂r is the radial vector. Since g is rotationally symmetric, γ is also a constant speed
geodesic with respect to the restriction of g to Σ, and so:
∇∂tγ∂tγ ∝ ∂r.
Consequently Ω(∂tγ, ∂tγ) is colinear with ∂r. However, by the above formula it is also
colinear with ∂tγ and it therefore vanishes. Finally, we determine Ω(∂r, ∂r) using an
explicit parametrisation of the radial lines, and this completes the proof. 
Lemma 2.2
Let Σ ⊆ Hn+1 be an immersed hypersurface and let IIg and IIδ be its shape op-
erators with respect to the Kleinian metric and the Euclidean metric respectively.
Then for all vectors X, Y tangent to Σ:
IIδ(X, Y ) = (1− r2〈Nδ, ∂r〉2)IIg(X, Y ),
where ∂r denotes the radial vector field.
Proof: Let Nδ be the outward pointing, unit, normal vector field over Σ with respect
to the Euclidean metric. Let Nr be the radial component of Nδ. If Ng is the outward
pointing, unit, normal vector field over Σ with respect to the Kleinian metric, then we see
that Ng = Nˆg/‖Nˆg‖, where:
N
g = Nδ − r2Nr.
For any X tangent to Σ, denoting by x the position vector and by 〈·, ·〉 the Euclidean inner
product:
DX Nˆ
g = DXNˆ
δ −DX〈Nδ, x〉x
= Aδ ·X − 〈Aδ ·X, x〉x− 〈Nδ, x〉X,
where Aδ is the shape operator of Σ with respect to δ. Next:
∇X Nˆg = DX Nˆg + Ω(X,Ng)
= Aδ ·X − 〈Aδ ·X, x〉x+ 1
(1−r2)
〈X, x〉Nˆδ.
Taking the inner product with the tangent vector Y now yields:
IIh(X, Y )‖Nˆg‖g = g(Aδ ·X − 〈Aδ ·X, x〉x, Y 〉
= 1(1−r2) 〈AδX, Y 〉
= 1(1−r2)II
δ(X, Y ).
Finally:
‖Nˆg‖2g = 1(1−r2) (1− ‖Nr‖2) + r2‖Nr‖2
= 1(1−r2) (1− r2〈N δ, ∂r〉2).
The result follows. 
For Σ a hypersurface in Hn+1, we denote by λg1 6 ... 6 λ
g
n and λ
δ
1 6 ... 6 λ
δ
n its principal
curvatures with respect to the Kleinian metric and the Euclidean metric respectively. We
view these as functions defined over Σ, and we obtain:
Lemma 2.3
If Σ is contained within the ball of (hyperbolic) radius R about the origin, then,
for all p ∈ Σ:
(λδn/λ
δ
1)(p) 6 cosh
2(R)(λgn/λ
g
1)(p).
6
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Proof: Let Ag and Aδ be the shape operators of Σ with respect to g and δ respectively.
Then, working with respect to an orthonormal basis for δ and viewing all relevant objects
as matrices, we have:
Ag = g−1IIg, (Ag)−1 = (IIg)−1g, Aδ = IIδ, (Aδ)−1 = (IIδ)−1.
However, if Σ is contained in the ball of (Euclidean) radius r about the origin, then, by
Lemma 2.1:
1
(1− r2) Id 6 g 6
1
(1− r2)2 Id.
Thus, bearing in mind Lemma 2.2, there exists a function ϕ : Σ→]0,∞[ such that:
‖Aδ‖ = ‖IIδ‖ = ϕ‖IIg‖ 6 ϕ‖g‖‖Ag‖ 6 ϕ
(1− r2)2 ‖A
g‖.
Likewise:
‖(Aδ)−1‖ 6 (1− r
2)
ϕ
‖(Ag)−1‖.
Hence:
(λδn/λ
δ
1) = ‖Aδ‖‖(Aδ)−1‖ 6
1
(1− r2)‖A
g‖‖(Ag)−1‖ = 1
(1− r2) (λ
g
n/λ
g
1).
Finally, recalling the construction of the Kleinian metric as outlined in the proof of Lemma
2.1, we readily show that the ball of hyperbolic radius R about the origin coincides with
the ball of Euclidean radius r0 = tanh(R) about the origin. In particular:
1
(1− r20)
= cosh2(R).
This completes the proof. 
Using the results [1] of Andrews, this allows us to prove:
Lemma 2.4
Let K ⊆ Hn+1 be a compact, convex set with smooth boundary and let R be
the radius of the smallest geodesic ball in Hn+1 containing K. If the principal
curvatures of K are pointwise strictly 1/2-pinched, then K contains a geodesic
ball of radius ρ, where:
ρ =
√
2
(n+ 1)(n+ 2)
tanh(R)
cosh2(R)
.
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Proof: Let 0 < λg1 6 ... 6 λ
g
n be the principal curvatures of ∂K with respect to the
hyperbolic metric. By definition of strict 1/2-pinching:
λg1 >
1
2
H =
1
2n
(λg1 + ...+ λ
g
n).
It follows that:
(λgn/λ
g
1) < (n+ 1).
Let B be the smallest geodesic ball in Hn+1 containing K. We now work in the Kleinian
model, chosing the base point to be the centre of B. Observe that the intersection of
∂B with K is not contained in any hemisphere, and it follows that B is also the smallest
Euclidean ball containing K. Let R be the hyperbolic radius of B and let r = tanh(R) be
its Euclidean radius. Let 0 < λδ1 6 ... 6 λ
δ
n be the principal curvatures of ∂K with respect
to the Euclidean metric. By Lemma 2.3:
(λδn/λ
δ
1) 6 (n+ 1)cosh
2(R).
By Theorem 5.1 and Lemma 5.4 of [1], K contains a ball of Euclidean radius ρ, where:
ρ =
√
2
(n+ 2)
(λδ1/λ
δ
n)r =
√
2
(n+ 1)(n+ 2)
tanh(R)
cosh2(R)
.
By Lemma 2.1, lengths in the Kleinian metric are longer than lengths in the Euclidean
metric, and so K also contains a ball of hyperbolic radius ρ. This completes the proof. 
The optimal results for our purposes are obtained when this function acheives its maximum.
Thus:
Corollary 2.5
Let K ⊆ Hn+1 be a compact, convex set with smooth boundary. If the smallest
geodesic ball in Hn+1 containing K has radius equal to R0 := tanh−1(1/
√
3), then
K contains a geodesic ball of radius ρ0, where:
ρ0 =
√
8
27
1
(n+ 1)(n+ 2)
.
3 - The Solution Space.
We return to the study of the projection π : Z → H defined in the introduction.
Proposition 3.1
The projection π : Z → H is a proper mapping.
8
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Proposition 3.1 follows from the following straighforward commutation relations:
Proposition 3.2
Let i : Σ → M be an immersion, and let A be its shape operator. Then the
covariant derivative of A along Σ satisfies:
(i) Aij;k = Aik;j; and
(ii) Aij;kl = Aij;lk +RΣkli
p
Apj +R
Σ
klj
p
Api,
where RΣ is the Riemann curvature tensor of Σ.
Proof: (i) follows from the fact that M has constant sectional curvature, and (ii) follows
from the definition of the Riemann curvature tensor. This completes the proof. 
We now prove Proposition 3.1:
Proof of Proposition 3.1: Let ([in], hn)n∈N ∈ Z and h0 ∈ H be such that (hn)n∈N
converges to h0. There exists B > 0 such that, for all n, hn 6 B. For all n, since in is
LSC, it follows that the shape operator of in is also bounded above by B. Observe that,
by definition of H, h0 > 2 and so there exists ǫ > 0 such that, for all n, hn > 2(1+ ǫ). For
all n, since in is pointwise strictly 1/2-pinched, it follows that every principal curvature
of in is bounded below by (1 + ǫ), its sectional curvature is therefore bounded below by
ǫ2, and its intrinsic diameter is therefore bounded above by ǫ−2. We thus have uniform
curvature and diameter bounds on the ([in])n∈N, and it follows from the Arzela-Ascoli
Theorem for immersed hypersurfaces (c.f. [12]) and elliptic regularity (c.f. [3]) that there
exists a smooth, LSC immersion [i0] towards which ([in])n∈N subconverges.
It remains to show that [i0] ∈ C. Suppose the contrary. There are two cases to study:
Case 1: The smallest geodesic ball containing ıˆ0 has radius equal to tanh
−1(1/
√
3). Then,
by Corollary 2.5, there exists a geodesic ball B of radius
√
8/27/(n+1)(n+2) lying in the
interior of ıˆ0. We may suppose moreover that B is an interior tangent to ıˆ0 at some point,
p say, and it follows from the geometric maximum principal that the mean curvature of ıˆ0
at p is no greater than that of B which we know is equal to the hyperbolic cotangent of
the radius of B. From the definition of H, we readily show that this is strictly less than
h(p). This is absurd, since the mean curvature of i0 at p equals h(p), and we therefore
exclude this possibility.
Case 2: There exists a point p ∈ Σ where:
λ1 =
1
2
H(i) =
1
2
h ◦ i,
where λ1 : Σ→M denotes the lowest principal curvature of i. We suppose first that λ1 is
smooth near p, then, using Proposition 3.2, we obtain:
1
n
∆λ1 =
1
n
∑n
j=1A11;jj
= 1n
∑n
j=1Ajj;11 +R
Σ
1jj1(λ1 − λj)
= H;11 +
1
n
∑n
j=1(λ1λj − 1)(λ1 − λj)
= h;11 + λ
2
1H − λ1 − λ1Λ+H,
9
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where:
Λ :=
1
n
n∑
i=1
λ2i .
Bearing in mind that λ1 = H/2 = h/2, we obtain:
1
n
∆λ1 = h;11 +
1
4
h3 +
1
2
h− 1
2
hΛ.
However, Λ > H2 = h2. Thus:
1
n
∆λ1 6 h;11 +
1
2
h− 1
4
h3.
Trivially:
1
n
∆H =
1
n
∆h =
1
n
n∑
j=1
h;jj .
Thus, modulo terms that vanish when Log(λ1)− Log(H) achieves its minimum:
1
n
∆(Log(λ1)− Log(H)) = h;11 − 1
n
n∑
j=1
h;jj +
1
2
h− 1
4
h3.
However, we recall that:
h;ii = (Hess
M (h))ii − 〈∇h,N〉Aii.
Inserting this into the above formula yields, modulo terms that vanish when Log(λ1) −
Log(H) acheives its minimum:
1
n
∆(Log(λ1)− Log(H)) 6 2‖D2h‖+ 3
2
‖Dh‖h+ 1
2
h(1− 1
2
h2).
It follows from the hypotheses on h that at this point:
1
n
∆(Log(λ1)− Log(H)) < 0,
which is absurd by the maximum principal, and we thus eliminate the second possibility
in the case where λ1 is smooth near p. For the general case, we recall that a continuous
function f is said to satisfy ∆f < 0 at p in the weak sense whenever there exists a smooth
function ϕ defined near p such that ϕ > f , ϕ(p) = f(p) and (∆ϕ)(p) < 0. Even when λ1
is only continuous, we readily show that the above relations continue to hold in the weak
sense (c.f. [13] for details), and the result follows using the maximum principal as before.
This completes the proof. 
We recall the following surjectivity result:
Proposition 3.3
Choose ([i], h) ∈ Z. Let J be the Jacobi operator of H at i and let N be the
outward pointing unit normal vector field over i. Then for all f ∈ C∞(Σ), there
exists (ϕ, ψ) ∈ C∞(Σ)× C∞(M) such that:
Jϕ− 〈∇h,N〉ϕ+ ψ ◦ i = f.
10
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Remark: In other words, the linearisation of the modified volume functional at ([i], h) is
surjective.
Proof: When i is embedded, we chose ϕ = 0, we let ψ be any smooth extension of f to
M and the result follows. Suppose therefore that i is not injective. We denote:
L1ϕ = Jϕ− 〈∇h,N〉ϕ, L(ϕ, ψ) = L1ϕ+ ψ ◦ i.
Since the lifting ıˆ of i to Hn+1 is an embedding, i is not a multiple cover and it follows
from standard properties of solutions of second order elliptic PDEs that there exists an
open, dense subset Ω ⊆ Σ such that the restriction of i to Ω is injective (c.f. Proposition
2.2 of [7]). It follows as in the embedded case that:
C∞0 (Ω) ⊆ Im(L).
However, since L1 is a second order, elliptic, partial differential operator, its cokernel is
finite dimensional. In other words, there exists a finite dimensional subspace E ⊆ C∞(Σ)
which is orthogonal to Im(L1) with respect to the L
2 metric and such that:
C∞(Σ) = Im(L1)⊕E.
However, since C∞0 (Ω) is dense in L
2(Σ):
Im(L1)⊕E ⊆ Im(L1) + C∞0 (Ω) ⊆ Im(L),
and the result follows. 
Combining these results yields:
Proposition 3.4
For generic h ∈ H, Zh is discrete and only consists of non-degenerate immersions.
Proof: This follows from Theorem 2.10 of [7]. We briefly sketch the proof for the reader’s
convenience. By Proposition 3.3, the linearisation of V is surjective at every point of
Z. Since V is a smooth Fredholm map, it follows from (a suitable modification of) the
Sard/Smale Theorem (c.f. [11]) that for generic h ∈ H, h is a regular value of π : Z → H
and the result now follows from the Implicit Function Theorem for Banach spaces. 
4 - The Trajectory Space.
Let T be the space of all strongly smooth mappings I : R → C which we furnish with
the topology of smooth convergence over compact sets. We define the trajectory space
W ⊆ T ×H by:
W = {(I, h) | 〈∂tI(t),Nt〉 = (h ◦ I(t))−H(I(t)) ∀t} ,
where for all t, Nt is the outward pointing, unit, normal vector field over It. We denote
also by π : W → H the projection onto the second factor. We first show in the following
four propositions that trajectories lying in C always lie in the interior of C.
Proposition 4.1
Let I : R→ C be a trajectory of the forced mean curvature flow with forcing term
h. Then I(t) is locally strictly convex for all t.
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Proof: Suppose the contrary. Then there exists t ∈ R such that I(t) is locally convex but
not locally strictly convex at some point, p say. Since I is 1/2-pinched, its mean curvature
is equal to 0 at this point which, in particular, is a global minimum. However, we recall
that:
(∂tA)ij = (Id−A2)ij(h−H)− Hess(h−H).
In particular, taking the trace yields:
(∂t − 1
n
∆)H = (1− Λ)(h−H)− 1
n
∆h.
Thus:
(∂t − 1
n
∆)H > (1− Λ)(h−H)− ‖D2h‖ − ‖Dh‖H.
Since I(t) is pointwise 1/2-pinched:
Λ 6
(4n− 3)
4(n− 1)H
2.
Thus, when H = 0:
(∂t − 1
n
∆)H > h− ‖D2h‖.
It follows from the hypotheses on h that this quantity is positive, and thus, by the maximum
principal for parabolic operators, 0 cannot be a minimum value of H. This is absurd, and
this completes the proof. 
Proposition 4.2
Let I : R→ C be a trajectory of the forced mean curvature flow with forcing term
h. Then I(t) is pointwise strictly 1/2-pinched for all t.
Proof: Suppose the contrary. Then there exists t ∈ R such that I(t) is not 1/2-pinched. In
other words, λ1/H attains a minimum value of 1/2 at some point p ∈ Σ say. We suppose
first that λ1 is smooth near this point. Since:
(∂tA)ij = (Id−A2)ij(h−H)− Hess(h−H),
we obtain
(∂t − 1
n
∆)λ1 = (1− λ21)(h−H)− h;11 + (H;11 −
1
n
∆λ1).
As in the proof of Proposition 3.1, we obtain:
H;11 − 1
n
∆λ1 = −λ21H + λ1 + λ1Λ−H.
Thus:
(∂t − 1n∆)λ1 = (1− λ21)(h−H)− h;11 − λ21H + λ1 + λ1Λ−H
= h− 2H + λ1 + λ1Λ− λ21h− h;11.
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Thus:
(∂t − 1
n
∆)Log(λ1) =
h
λ1
− 2H
λ1
+ 1 + Λ− λ1h− 1
λ1
h;11 − 1
n
‖∇Log(λ1)‖2.
Likewise, we obtain:
(∂t − 1
n
∆)H = (1− Λ)(h−H)− 1
n
∆h.
and so:
(∂t − 1
n
∆)Log(H) =
h
H
− 1− Λh
H
+Λ− 1
nH
∆h− 1
n
‖∇Log(H)‖2.
Since ∇(Log(λ1) − Log(H)) = 0 at p, and bearing in mind that λ1 = H/2 at this point,
combining these expressions yields:
(∂t − 1
n
∆)(Log(λ1)− Log(H)) =
(
Λ
H
− H
2
)
h+
h
H
− 2− 2
H
h;11 +
1
nH
∆h.
Since Λ > H2, at this point:
(∂t − 1
n
∆)(Log(λ1)− Log(H)) > Hh
2
+
h
H
− 2− 2
H
h;11 +
1
nH
∆h.
Recalling the formula for the Hessian of the restriction of h to Σ, we obtain:
(∂t − 1
n
∆)(Log(λ1)− Log(H)) > Hh
2
+
1
H
(
1− 3‖D
2h‖
h
)
h− 2− 2‖Dh‖.
Bearing in mind the hypotheses on h, this yields:
(∂t − 1n∆)(Log(λ1)− Log(H)) > h2 (H + 1H )− 2− 2‖Dh‖
> h− 2(1 + ‖Dh‖),
which is positive at the minimum of λ1/H. This is absurd by the maximum principal for
parabolic operators, and the result follows in the case where λ1 is smooth near p. The
general case follows using partial differential inequalities in the weak sense, as in the proof
of Proposition 3.1, and this completes the proof. 
We define hmin and hmax by:
hmin = Inf
p∈M
h(p), hmax = Sup
p∈M
h(p),
and we define rmin(h) and rmax(h) by:
rmin = Coth
−1(hmax), rmax = Coth
−1(hmin).
Proposition 4.3
For ([I], h) ∈ W, and for all t ∈ R:
(i) I(t) contains no geodesic ball of radius greater than rmax(h); and
(ii) I(t) is contained in no geodesic ball of radius less than rmin(h).
13
Eternal forced mean curvature flows I
Proof: We work in the universal cover Hn+1 of M :
(i) Suppose the contrary. Without loss of generality, I0 : Σ → Hn+1 bounds a domain
which contains a geodesic ball of radius rmax(h)+ǫ for some ǫ > 0. Let Iˆ : [0,+∞[→ Hn+1
be the forced mean curvature flow with forcing term hmin starting with this ball at time
t = 0. By the geometric maximum principal, Iˆ(t) is contained inside I(t) for all t > 0.
We readily show that the diameter of Iˆ(t) tends to +∞ as t→ +∞, and thus so does the
diameter of I(t). This is absurd by the hypotheses on I (c.f. the definition of C), and (i)
follows.
(ii) Suppose the contrary. Without loss of generality, I0 : Σ → Hn+1 bounds a domain
contained inside a geodesic ball of radius rmin(h)−ǫ for some ǫ < 0. Let Iˆ : [0, T0]→ Hn+1
be the forced mean curvature flow with forcing term hmax starting with this ball at time
t = 0 defined over a maximal time interval. By the geometric maximum principal, Iˆ(t)
contains I(t) for all t > 0. However, since Iˆ(t) extinguishes in finite time, so does I(t),
which is absurd. (ii) follows and this completes the proof. 
Proposition 4.4
Let I : R → C be a trajectory of the forced mean curvature flow with forcing
term h. Then for all t, I(t) is contained within a geodesic ball of radius less than
tanh−1(1/
√
3).
Proof: Suppose the contrary, then there exists t ∈ R such that the smallest geodesic ball
containing I(t) has radius tanh−1(1/
√
3). It follows from Corollary 2.5 that I(t) contains
a geodesic ball of radius
√
8/27/(n + 1)(n + 2). By the hypotheses on h, this is greater
than rmax, thus contradicting Proposition 4.3. This completes the proof. 
We now recall the classical λ-maximum principal:
Lemma 4.5, λ-maximum principal
Let (X, d) be a metric space, let p ∈ X be a point in X and suppose that Bǫ(p) is
relatively complete. If f : X → [0,∞[ is a continuous function such that f(p) > 1,
then there exists q ∈ Bǫ(p) such that:
(i) f(q) > f(p);
(ii) B
ǫ/2
√
f(q)
(q) ⊆ Bǫ(p); and
(iii)for all r ∈ B
ǫ/2
√
f(q)
(q):
f(r) 6 4f(q).
Proof: Indeed, otherwise, there exists a sequence of points (pn)n∈N ∈ Bǫ(p) such that
p0 = p and, for all n:
(i) pn+1 ∈ Bǫ/2√f(pn)(pn); and
(ii) f(pn+1) > 4f(pn).
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From (ii), it follows by induction that for all n, f(pn) > 4
n. It thus follows from (i) that
for all n, d(pn+1, pn) < ǫ/2
n+1. In particular, (pn)n∈N is a Cauchy sequence and thus
converges in Bǫ(p) to p∞, say. However, by (ii) and continuity, f(p∞) = +∞, which is
absurd. The result follows. 
Given the stringent hypotheses on C, uniform curvature bounds are relatively straightfor-
ward to obtain:
Proposition 4.6
Let K ⊆ H be compact. There exists B > 0 which only depends on K such that
if (I, h) ∈ π−1(K), then, for all t ∈ R, the norm of the shape operator of I(t) is
bounded above by B.
Proof: Suppose the contrary. There exist sequences (hn)n∈N of functions inK, trajectories
(In)n∈N in T , times (tn)n∈N ∈ R and points (pn)n∈N ∈ Σ such that:
(i) for all n, (In, hn) ∈ W; and
(ii) if, for all n, Λn denotes the norm of the shape operator of In(tn) at pn, then (Λn)n∈N
tends to +∞.
By compactness ofK, we may suppose that there exists h0 ∈ K towards which (hn)n∈N con-
verges. By the λ-maximum principal, we can suppose that for all (t′n, p
′
n) in the parabolic
neighbourhood of radius ǫ/
√
Λn about (tn, pn), the norm of the shape operator of In(t
′
n)
at p′n is bounded above by 2Λn. Performing a parabolic rescaling about (tn, pn)n∈N and
passing to the limit yields an (unforced) mean curvature flow of convex hypersurfaces in
R
n+1 defined over the time interval ]−∞,+∞[. It follows from the strong maximum prin-
cipal that all hypersurfaces in this flow are strictly convex and, in addition, taking limits,
we see that they are all pointwise 1/4-pinched. It follows from the result [4] of Hamilton
that every hypersurface in this flow is compact. In particular, from the properties of mean
curvature flows in Rn+1 (c.f. [6]), we find that I0 extinguishes in finite time, from which
we deduce that for some sufficiently large n, and for some sn > tn, In(sn) is contained
within a geodesic ball of radius strictly less that rmin(hn). This contradicts Proposition
4.3, and the result follows. 
This allows us to prove:
Lemma 4.7
The projection π :W →H is a proper mapping.
Proof: Indeed, choose (In, hn)n∈N ∈ W and suppose that (hn)n∈N converges to h0 ∈ H.
By Proposition 4.6, there exists B > 0 such that for all n and for all t, the norm of the
shape operator of the immersion In(t) is bounded above by B. By definition of T , we
may suppose moreover that for all n and for all t the extrinsic diameter of the immersion
In(t) is also bounded above by B. It follows by parabolic regularity and the Arzela-Ascoli
Theorem that there exists a weakly smooth trajectory I0 : R → C towards which (In)n∈N
subconverges in the C∞ sense (modulo reparametrisation) over every compact subset of R.
Finally, it remains to show that I0 takes values in C. However, for all t, by Proposition 4.1,
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I0(t) is LSC, by Proposition 4.2, I0(t) is pointwise strictly 1/2-pinched and by Proposition
4.4, I0(t) is contained inside a geodesic sphere of radius strictly less than tanh
−1(1/
√
3).
It follows that I0 ∈ T and so (I0, h0) ∈ W and the result follows. 
5 - The Geometry of Trajectories.
We recall from the introduction that the forced mean curvature flow with forcing term h
is the L2 gradient flow of the modified volume functional with parameter h.
Proposition 5.1
For all (I, h) ∈ W, the image of I under Vh is a bounded subinterval of Rn.
Proof: Suppose the contrary. Suppose first that Vh(I) is not bounded above. Then there
exists (tn)n∈N ∈ R such that (Vh(I(tn)))n∈N tends to +∞. For all n, define In ∈ T by:
In(t) = I(t+ tn).
For all n, (In, h) ∈ W, and so, by Lemma 4.7, there exists I0 towards which (In)n∈N
subconverges in the C∞ sense modulo reparametrisation over every compact subset of R.
In particular:
Vh(I0(0)) = Lim
n→+∞
Vh(In(0)) = Lim
n→+∞
Vh(I(tn)) = +∞.
This is absurd, and we deduce that Vh(I) is bounded above. In like manner we show that
Vh(I) is bounded below, and this completes the proof. 
This allows us to prove Proposition 1.1:
Proposition 1.1
If Zh is discrete, then, for all I ∈ Wh there exist unique elements I−∞, I+∞ ∈ Zh
towards which I(t) converges in the C∞ sense modulo reparametrisation as t tends
to −∞ and +∞ respectively.
Proof: We prove this in three steps:
Step 1: Choose a sequence (tn)n∈N converging to −∞. We claim that there exists an
element [i] ∈ Zh towards which (I(tn))n∈N subconverges. Indeed, for all n, define In ∈ T
by:
In(t) = I(t+ tn).
For all n, (In, h) ∈ W, and so, by Lemma 4.7, there exists I0 towards which (In)n∈N
subconverges in the C∞ sense modulo reparametrisation over every compact subset of
R. In particular, (I(tn))n∈N = (In(0))n∈N subconverges to I0(0) in the C
∞ sense modulo
reparametrisation. It remains to show that [i] := I0(0) ∈ Zg. However, by Proposition
5.1, there exists a < b ∈ R such that:
Vh(I) = [a, b].
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Since I is a trajectory of the gradient flow of Vh, the mapping t 7→ Vh(I(t)) is monotone
non-increasing in t, and it follows that:
Vh([i]) = Vh(I0(0))
= Limn→+∞ Vh(In(0))
= Limn→+∞ Vh(I(tn))
= b.
Suppose now that [i] /∈ Zg. Then (∇Vh)(I0(0)) = (∇Vh)([i]) 6= 0, and so:
∂tVh(I0(t))|t=0 6= 0.
Thus, for s < 0, Vh(I0(s)) > b and so, for sufficiently large n:
Vh(I(tn + s)) = Vh(In(s)) > b.
This is absurd since the image of I under Vh is contained in [a, b] and the assertion follows.
Step 2: We now denote by X− ⊆ C the set of all limits of sequences (I(tn))n∈N where
(tn)n∈N tends to −∞. We claim that X− is connected. Indeed, suppose the contrary,
and let Ω1,Ω2 ⊆ C be disjoint open sets such that X− ⊆ Ω1 ∪Ω2 and both X− ∩Ω1 and
X− ∩Ω2 are non-trivial. There exist sequences (sn)n∈N and (tn)n∈N which both converge
to −∞ such that (I(sn))n∈N converges to an element of Ω1 and (I(tn))n∈N converges to
an element of Ω2. Without loss of generality, we may suppose that for all n:
sn < tn < sn+1.
For sufficiently large n, I(sn) ∈ Ω1 and I(tn) ∈ Ω2. This, since the interval [sn, tn] is
connected, there exists rn ∈]sn, tn[ such that:
I(rn) /∈ Ω1 ∪Ω2.
By the reasoning of Step 1, there exists [i] ∈ Zh towards which (I(rn))n∈N subconverges
in the C∞ sense modulo reparametrisation. In particular, since Ω1 and Ω2 are both open,
[i] /∈ Ω1 ∪Ω2. However, by definition, [i] ∈ X−, which is absurd, and the assertion follows.
Step 3: Since Zg is discrete, X− consists of a single point, [i]. It thus follows that for every
sequence (tn)n∈N converging to −∞, there exists a subsequence of (I(tn))n∈N converging
to [i], and so (I(t))t∈R itself converges to [i] as t tends to −∞. The existence of a limit at
+∞ follows in an analogous manner, and this completes the proof. 
We now prove Theorem 1.2:
Proof of Theorem 1.2: By Proposition 3.1, Zh is compact, and is therefore finite. We
may therefore suppose that In has the same endpoints for all n. We denote these endpoints
by [i−] and [i+]. Now consider Vh(Zh). This is a finite subset of R, and we define ǫ > 0
such that any two distinct elements of Vh(Zh) are separated by a distance of at least ǫ.
We denote a± = Vh([i±]).
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Observe that a− > a+. Moreover, if a− = a+, then for all n, since Zh is discrete, In is
the constant flow equal to [i−] = [i+] for all t, and the result now follows trivially. We
therefore suppose that a− > a+. Choose (tn,1)n∈N ∈ R such that for all n:
Vh(In(tn,1)) = a− − ǫ.
For all n, define In,1 by:
In,1(t) = In(t+ tn,1).
By Lemma 4.7, we may suppose that (In,1)n∈N converges to a trajectory, I0,1 say. We now
claim that I0,1,− = [i−]. Observe that it suffices to show that Vh(I0,1,−) = Vh([i−]) since
the assertion then follows by a connectedness argument as in the proof of Proposition 1.1.
However, Vh(I0,1,−) cannot be less than V([i−]) because then it would be an element of
[a−− ǫ, a−[ but this set does not intersect Vh(Zh) by definition of ǫ. On the other hand, if
Vh(I0,1,−) > Vh(i−), then there exists t such that for sufficiently large n, Vh(In(t+tn,1)) =
Vh(In,1(t)) > a−. This is absurd, since a− is the modified volume of the endpoint of In
at −∞ and the modified volume is monotone non-increasing along In. We deduce that
Vh(I0,1,−) = Vh(i−), thus proving the claim.
Now suppose we have constructed a broken trajectory (I0,1, ..., I0,k) and finitely many
sequences (tn,1)n∈N, ..., (tn,k)n∈N such that:
(i) Vh(I0,1,+) > Vh([i+]);
(ii) I0,1,− = [i−] and for all 1 6 j 6 k − 1, I0,j,+ = I0,j+1,−;
(iii) for all n, tn,1 < ... < tn,k; and
(iv) if for all n and for all j we define In,j(t) := In(t + tn,j), then (In,j)n∈N converges to
I0,j in the C
∞ sense over every compact set.
We claim that if V(I0,k,+) > V(i+), then we can construct a sequence (tn,k+1)n∈N and
a trajectory (In,k+1) such that I0,k+1,− = I0,k,+ and, after extraction of a subsequence,
conditions (i) to (iv) are satisfied. Indeed, observe that, by definition of ǫ, Vh(I0,k,+) >
Vh([i+]) + ǫ. Thus, for all n, we define tn,k+1 such that:
Vh(In(tn,k+1)) = Vh(I0,k,+)− ǫ.
We define In,k+1(t) := In(t + tn,k+1) and by Lemma 4.7, there exists a trajectory I0,k+1
towards which (In,k+1)n∈N converges after extraction of a subsequence. We now claim that
In,k+1,− = In,k,+. As before, since Zh is discrete, it suffices to show that Vh(In,k+1,−) =
Vh(In,k,+). Moreover, as before, Vh(In,k+1,−) is not less than Vh(In,k,+). Suppose there-
fore that Vh(In,k+1,−) > Vh(In,k,+) and so there exists t ∈ R such that Vh(I0,k+1(t)) >
Vh(I0,k,+) + ǫ. Then, for all sufficiently large n:
Vh(In(tn,k+1 + t)) = Vh(In,k+1(t)) > Vh(I0,k,+) + ǫ.
However, there exists s ∈ R such that Vh(I0,k(s)) < Vh(I0,k,+)+ǫ, and so, for all sufficiently
large n:
Vh(In(tn,k + s)) = Vh(In,k(s)) < Vh(I0,k,+) + ǫ.
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Since Vh is monotone non-increasing along In for all n, it follows that for sufficiently large
n:
tn,k + s > tn,k+1 + t
⇒ tn,k+1 < tn,k + (s− t).
Thus, using again the fact that Vh is monotone non-increasing along In:
Vh(I0,k,+)− ǫ = Vh(I0,k+1(0))
= Limn→+∞ Vh(In,k+1(0))
= Limn→+∞ Vh(In(tn,k+1))
> Limn→+∞ Vh(In(tn,k + (s− t)))
= Limn→+∞ Vh(In,k(s− t))
= Vh(I0,k(s− t))
> Vh(I0,k,+).
This is absurd, and the assertion follows. In addition, we show as before that V(I0,k+1,+) >
V([i+]) and we have thus constructed the desired sequence and trajectory.
Since Zh is discrete, proceeding by induction, after a finite number of steps we obtain a
broken trajectory and a family of sequences satisfying Conditions (i) to (iv) with equality
in Condition (i). Using a connectedness argument as before, we deduce that the endpoint of
the last trajectory in the broken trajectory is equal to [i+] and this completes the proof. 
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