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Abstract: 
We study the development potential of ultrasonic thermometry in a liquid fluctuating sodium 
environment similar to that present in a Sodium-cooled Fast Reactor, and thus investigate if 
and how ultrasonic thermometry could be used to monitor the sodium flow at the outlet of the 
reactor core. In particular we study if small temperature variations in the sodium flow of e.g. 
about 1% of the sodium temperature, i.e., about 5°C, can have a reliably-measurable acoustic 
signature. Since to our knowledge no experimental setups are available for such a study, and 
considering the practical difficulties of experimentation in sodium, we resort to a numerical 
technique for full wave propagation called the spectral-element method, which is a highly 
accurate finite-element method owing to the high-degree basis functions it uses. We obtain 
clear time-of-flight variations in the case of a small temperature difference of one percent in 
the case of a static temperature gradient as well as in the presence of a random fluctuation of 
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the temperature field in the turbulent flow. The numerical simulations underline the potential 
of ultrasonic thermometry in such a context. 
Keywords: Ultrasounds; Fluctuating liquid media, Thermometry; Non-destructive 
testing (NDT), numerical modeling; spectral finite elements; Gaussian random field. 
 
1. Introduction 
 The need for sustainable management of radioactive materials and waste has led to 
strong and renewed interest for nuclear reactors of a new-generation technology that use 
liquid metal such as sodium as a coolant fluid (so-called Sodiumcooled Fast Reactors, a.k.a. 
SFR) [1] or liquid metallic eutectics [2]. In the framework of international studies for future 
Generation IV reactors [3] there is a global need to achieve better, faster and/or more reliable 
inspection, maintenance, availability and decommissioning processes. Instrumentation 
requirements to achieve reliable core monitoring and event detection even in the case of 
accidental events imply diversifying the means of protection and improving instrumentation 
performance in terms of responsiveness as well as sensitivity [4-5].  
 Our work aims at improving upon temperature sensors currently used for sodium 
temperature measurements, such as thermocouples, by resorting to ultrasonic thermometry. 
Ultrasonic thermometry can be implemented based on several approaches. A first one consists 
of using an ultrasonic thermometer: by sending an ultrasonic pulse through a thin rod with 
acoustic discontinuities such as notches or sudden diameter changes, and measuring the time 
between the initial pulse and the reflections of that pulse, the rod is segmented into a 
multipoint temperature sensor [6]. For our study however, the starting point regarding 
thermometry for in-service temperature measurement at the outlet of the core is a second 
approach described in a 1985 British patent registered by A. McKnight et al. entitled “Remote 
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temperature measurement” [7]. The main idea in that patent is to use an ultrasonic beam that 
impinges on the two diametrically opposite edges of a subassembly separated by a known 
distance. Measuring the time interval between the two echoes (and knowing the relation 
between celerity and temperature) then allows one to deduce the mean temperature of the 
liquid sodium between these two points.  
 However, since several parameters can influence the time-of-flight measurement, 
several challenging issues need to be addressed in order for such a technique to be usable in 
practice. The liquid sodium exiting the core of a nuclear reactor is a turbulent flow with 
thermal heterogeneities, and local flow variations can thus influence wave propagation. The 
shape of the reflected echoes, which depends on the fuel assembly geometry, can also be of 
importance and should be taken into account in the signal processing method used. In some 
particular cases, the proportion of gas microbubbles can also vary and modify the relation 
between celerity and temperature. Recent work has specifically focused on these aspects of 
wave propagation in a turbulent medium [8] as well as evaluation of gas proportion in an SFR 
[9]. 
 In this article our goal is to study the development potential of ultrasonic thermometry 
in liquid sodium and thus to investigate if and how ultrasonic thermometry could be used to 
monitor the outlet of a sodium reactor core. In particular we want to see if small temperature 
variations (of e.g. about 1% of the sodium temperature, i.e., about 5°C) in the sodium flow 
could have a reliably-measurable acoustic signature. The gas proportion is considered as 
constant in our study and flow rate effect is also neglected. Since to our knowledge no 
operating experimental setups would allow us to obtain a precise description of the fluctuating 
medium, and considering the practical difficulties related to experimentation in sodium, we 
will turn to highly-accurate numerical modeling based on a full wave modeling technique.  
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 One of the difficulties in order to get a good model is to define what a liquid-sodium 
fluctuating medium can be. Its temperature and flow velocity field fluctuate by the interaction 
of a flow and the core structure composed of various assemblies, and they also fluctuate due 
to the thermo-dynamical equilibrium of the medium. To the best of our knowledge, no 
Computational Fluid Dynamics code can accurately generate such media at reasonable cost at 
a scale compatible with the ultrasonic scale that we want to target. We will thus turn to 
physical modelling to generate the fluctuating medium. In general, physical characteristics of 
a heterogeneous	 liquid medium fluctuate spatially and temporally, depending on its nature 
and on the environment. Such a heterogeneity is quite complex to model in a deterministic 
way because of many uncontrolled factors and thus it is common to model them based on a 
stochastic process. This issue has been addressed in the literature regarding modelling of 
heterogeneous liquid sodium in the context of wave propagation simulation. Fiorina [10,11] 
studied this issue and used a ray-tracing code and a Gaussian beam summation method to 
perform wave propagation simulation and compared amplitude and time of flight fluctuations 
with known analytical results. Similarities between water and sodium have been well 
described [12] and it is thus possible to reproduce liquid sodium behavior with hot water 
experiments. Fiorina [10,11] represents the fluctuating medium by a homogeneous and 
isotropic turbulent medium: temperature spatial fluctuations are considered in the stochastic 
domain and modeled by a Fourier mode summation technique. More recently Lü [13] also 
modeled such media. To reduce calculation time, he first calculated a mean field and then 
added a phase-variation part that reproduced the medium randomness. 
 In order to verify the possibility of measuring a small temperature variation in such an 
environment, which is the main goal of our study, it is necessary to consider the effect of 
temperature fluctuations caused by turbulent flow. For this purpose, we regard the 
temperature field as a combination of a static temperature distribution, which is to be 
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measured, and a fluctuation part. Considering that fluctuating part, we resort to the Gaussian 
random field method, which is a random field generator based on a spectral method 
introduced by Shinozuka [14]. 
 The article will be structured as follows: In Section 2 we will describe the 
thermometry concept at the outlet of the fuel assembly. In Section 3 we will then introduce the 
numerical method, and in Section 4 we will describe the configurations defined for our 
simulations and the definition of the temperature fields. We will then discuss the results and 
show that our 2D numerical simulations underline the potential of ultrasonic thermometry  
 
2. Thermometry at the outlet of nuclear fuel assemblies 
 Current setups for thermal instrumentation above a reactor core consist of several 
hundreds of thermocouples assembled in thermowells, one above each fuel assembly that 
needs to be monitored. However, as indicated above, there is a need for developing more 
efficient instrumentation for the next generation of nuclear reactors. One important issue to 
address is the ability to perform faster measurements, as the expected response time of the 
complete temperature instrumentation in these future reactors is 0.1 s or even less instead of at 
best about 1 s with sheathed thermocouples. Another interest for the ultrasonic method is that 
it is less sensitive to sodium jet bending than thermocouples. Additional improvements could 
consist of reducing the number of electrical wires located above the reactor core, which would 
open new design possibilities.  
 Acoustic thermometry based on ultrasonic transducers is a good candidate for such 
improved monitoring, as such transducers are already under development for instance at 
French Atomic Commission for various local measurements performed during maintenance 
operations. For in-service monitoring however, temperature and sodium flow characteristics 
are not the same as during maintenance operations (temperature is significantly higher, and 
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sodium is flowing instead of idle), but transducers are designed for very high-temperature (up 
to 600 °C or even more) and should thus still be suitable for that usage.  
 Acoustic thermometry is based on the dependence of ultrasonic wave celerity on 
temperature in a given medium. Sobolev [15] has established the following empirical 
relationship between temperature and wave celerity in sodium: 
ܥ௨௦ ൌ 2723.0 െ 0.531 ௞ܶ௘௟௩௜௡ (1)
where ܿ௨௦  is the celerity of ultrasonic waves in meters per second and ܶ  is sodium 
temperature in Kelvin degrees.  
 Density is also temperature dependent [14]: 
ߩ ൌ 1014.0 െ 0.235 ௞ܶ௘௟௩௜௡ (2) 
 The 1985 patent mentioned above considered the use of an ultrasonic beam as the 
basic tool for monitoring. As the celerity of ultrasonic waves is about 2300 m.s-1 in sodium at 
550°C and as the distance between the monitored subassemblies and the transducer in future 
reactor designs should typically vary between a few tens of centimeters and several meters, 
using ultrasounds should indeed make measurement with a short response time possible 
because the time-of-flight will be in the range of milliseconds. The actual response time of an 
ultrasonic measurement device would then mainly be due to signal processing time in that 
device. Furthermore, with a single transducer operating at grazing incidence it would then be 
possible to simultaneously measure the temperature of the sodium flow at the outlet of several 
fuel subassemblies, allowing for the use of a smaller total number of measurement devices in 
the reactor.  
 Our goal in this article is to investigate how to develop a method involving the 
propagation of an ultrasonic beam towards two surfaces separated by known distance, which 
will both generate echoes. As mentioned in the 1985 patent the edges of the fuel subassembly 
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heads are good candidates for generating the echoes, i.e., for being these two surfaces. The 
model to design for such a study must take into account the fact that in-service 
thermohydraulic conditions above the reactor core may disturb the propagation of ultrasonic 
waves between the ultrasonic transducer and the subassembly heads in terms of time delay as 
well as deflection. There are indeed several sources of thermal heterogeneities above the core: 
the temperature difference between sodium flowing out of two neighboring subassemblies can 
reach values as high as 50°C owing to the design of the core; Moreover, the sodium that flows 
in the spaces located between the subassemblies as well as the sodium that flows out of the 
spaces left clear for insertion of control rods or safety devices is cooler by several tens of 
degrees than sodium flowing out of the subassemblies. Ultrasonic waves will therefore 
propagate in a medium in which temperature is significantly heterogeneous.  
 In addition, the flow above the core is turbulent, with local flow speeds of about 3 m.s-
 1, and speed gradients are about several meters per second per centimeter. The presence of 
such a turbulent field has an impact on the propagation of ultrasonic waves. This phenomenon 
is used in acoustic flowmeters to measure the flow speed [16,17]. In the case of acoustic 
thermometry this could lead to errors in the estimation of temperature if that effect is not 
properly taken into account. 
 In spite of these difficulties, operating solutions have been developed in the past for 
instance in the French Phénix reactor using the so-called “SONAR” device, not for 
thermometry but rather for telemetry [5]. In that device the transducer was designed to 
measure a specular reflection from a small facet of about 3 cm² machined on the fuel 
assembly head. Signal-to-noise ratio was about + 23 dB in a nominal situation.  
 Since we want to investigate if diffraction echoes could be used for thermometry or 
telemetry in a sodium reactor core, let us design a 2D ultrasonic propagation model suitable 
for such a medium and with suitable instrumentation to simulate the propagation of ultrasonic 
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waves. Since we are going to resort to plane wave sources, 2D simulations are a good and 
significantly less expensive approximation and it is not necessary to resort to 3D calculations. 
Performing such simulations will enable us to quantify the disturbance caused by the 
thermohydraulic characteristics of sodium and to determine if they could be problematic in 
the context of acoustic thermometry. 
 Figure 1 describes the 2D geometry that we consider. We model a transducer source 
(S) using a line of acoustic point sources of width w. We define a setup with grazing incidence 
of about 7° because measurements performed in water in previous work gave good 
experimental results in such a configuration [26]. The solid (stainless steel) tube representing 
the fuel assembly has an inner diameter d of 100 mm. The thickness e of the tube is 13 mm. 
Echoes will arrive from edges E1 and E2, and possibly from edges E1’ and E2’ as well. We 
will measure time differences between the main echoes E1 and E2.  
 
Figure 1. Ultrasonic thermometry configuration used in our study. 
 
3. Spectral-element numerical simulation in the context of ultrasonic 
waves 
 We use a Legendre spectral-element method (SEM) in the time domain to discretize 
and solve the acoustic wave propagation equation. The SEM is an accurate and efficient 
technique to numerically model acoustic or seismic wave propagation, as it combines the 
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flexibility of finite-element techniques with the high accuracy of pseudospectral methods (see 
e.g. [18,19] and references therein). It is based on the weak form of the equations of motion 
rather than on their strong (i.e., differential) form and thus belongs to the family of 
Continuous Galerkin finite-element methods. It is highly efficient both on serial and on large 
parallel computers owing to its tensorized basis functions and a perfectly diagonal mass 
matrix [20,21]. We select this technique because it has been shown, for instance in geophysics 
[18,19,22], that it is very accurate for acoustic and seismic wave propagation problems, 
having very low numerical dispersion, and that it can accurately and efficiently handle meshes 
designed for complex geometries [20,21]. Smooth wave speed gradients inside the elements 
of the mesh as well as fluid-solid interfaces [20] can be accounted for, as also shown recently 
in ocean acoustics [23].  This will enable us to accurately compute the effects of temperature 
gradients on the acoustic echoes coming from the geometry of the tubes. 
In that spectral-element technique, time integration is usually performed based upon 
an explicit Newmark time scheme [24]. Such a scheme is conditionally stable, i.e. the time 
step must remain below a threshold value for the time integration scheme to remain stable, 
with a stability condition, 
ܥ௣ ߂ݐ߂ݔ ൑ ߙ 
(3) 
where cp is pressure wave velocity in the medium and α  0.50 the so-called Courant number 
of the scheme [24].  
 We use the open-source SPECFEM software package [23] to perform these spectral-
element numerical simulations of wave propagation. 
 
4. Numerical simulations 
4.1 Modeling of the propagation medium 
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 We consider the framework of an effective medium to model the propagation medium. 
Density and wave velocity of the background model are modified to incorporate the effects of 
a heterogeneous medium due to the sodium flow, which only implies temperature gradients. 
Three conditions have to be met to validate the hypothesis of linear behavior as well as plane 
(or quasi-plane) wave propagation [25]: 
- the deviation of the beam must remain weak, 
- the gradient of the flow velocity relative to the Mach number must remain moderate, 
- the typical size of the heterogeneities must be large compared to the acoustic 
wavelength.  
These three conditions were verified and shown to apply in the cases under study in another 
study based on a ray-tracing code [8] and on the analysis of real thermohydraulic data [26]. 
Characteristic sizes of flow heterogeneities, typically ranging between 0.1 cm and 10.0 cm, 
are also large compared to the wavelengths of the ultrasonic waves considered [12].  
As the measurement area is located just above the outlet of the fuel assembly, the flow is 
relatively regular and with smooth variations only and high Reynolds number. In such a case 
ultrasonic wave propagation is mainly affected by temperature distribution in the flow, and in 
our study we can therefore neglect the effects of the speed of the flow. The assumption of an 
effective medium is thus valid and the propagation medium can then simply be described by 
its density and the bulk modulus of the fluid, without having to explicitly model the fluid 
flow.  
 The study of the PLAJEST experiment of mixing cold and hot sodium flows [27], and 
its detailed numerical simulation at the French Atomic Commission using the TrioU code [28] 
leads us to choose a continuous parabolic variation of temperature inside the jet. Regarding 
the possible presence of microbubbles, there are not enough data for future reactors to 
currently be able to take this parameter into account. Doing so will require a complete study, 
11	
as the influence of the presence of such microbubbles will depend on bubble sizes as well as 
on transducer frequency [9]. The relation between ultrasonic velocity and temperature is given 
by equation (1), and equation (2) gives the density of sodium as a function of temperature T in 
Kelvin.  
 In order to perform our spectral-element simulations, we first create a mesh of the 
structure under study using the ‘Gmsh’ mesh creation tool [29]. The mesh created is entirely 
composed of quadrangles, as required by the spectral-element technique. Around the region of 
interest we resort to an absorbing boundary layer called the Perfectly Matched Layer (PML, 
[30,31]) in order to efficiently absorb the outgoing wave field; we use three layers of spectral 
elements on the outer edges of the mesh in order to implement it. The computational domain 
has a size of 723 mm (width) by 156 mm (height) and contains 448,704 elements. We use a 
polynomial degree N = 4 to define the basis functions in the spectral-element method, thus 
each spectral element contains (N + 1)2 = 25 grid points and the total number of unique grid 
points is 7,108,112. Considering the sound velocity in liquid sodium at 450℃ (2339 m/s) and 
a dominant frequency of the ultrasonic source of 1 MHz, the number of grid points per 
shortest wavelength in the medium is thus approximately 4.7. We simulate a total physical 
time of 202.5 µs using a time discretization step of 7.5 × 10⁻9 s, i.e., a total of 27,000 time 
steps  
 To speed up the calculations we resort to parallel computing on a cluster of computers 
[21,30]. Once the mesh is created we thus partition it according to the number of processor 
cores to be used for the calculation. Each processor core then carries out the calculations in a 
subdomain, and the results are recombined at the end of each time step of the time-stepping 
algorithm. We perform our calculations using 128 processor cores. 
4.2 Geometry of the assemblies and source description 
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 We select the location to use for the ultrasonic source (S) based on the position of 
point E1 and on distances a and b in Figure 1. Values of a and b equal to 100 mm and 12 mm 
lead to an incidence angle of 7°. To simulate the behavior of the transducer and create a quasi-
plane wave of finite extension we sum 1000 point sources using a Hamming apodization 
function over a total width of about 67.6 mm. Each point source has a Ricker (i.e., the second 
derivative of a Gaussian) wavelet time function with a dominant frequency of 1 MHz [23]. 
The height of the upper part of the stainless steel tube is 50 mm, its thickness is 13 mm and its 
inner diameter is 100 mm. 
 The ratio between the known propagation distance and the time-of-flight difference 
between echoes E2 and E1 enables us to estimate the velocity of sound and then, based on 
equation (1), the mean temperature of the sodium flow on the outer edge of the tube. 
 
4.3 Temperature variations studied  
 As stated above the propagation medium is in a turbulent state and its temperature 
distribution varies in a complicated fashion both in space and in time between, inside and 
above the assembly edges. Buffet [32], Fiorina [10] and Lü [12] have studied wave 
propagation in a turbulent liquid metal flow and, regarding sound velocity in such a medium, 
have decomposed the medium into two parts: a heterogeneous static part, and a random 
fluctuation part caused by the turbulent flow.	  In our study we will first perform simulations in 
the presence of a static temperature distribution only, and then in a second step with 
temperature fluctuations in the whole propagation region, generated based on a Gaussian 
random field. 
13	
 
Figure 2. The four types of static temperature fields that we will use in our study: (a) T450, 
(b) TVAR, (c) TVAR+5, (d) T500. They differ only between the two edges of the outlet 
(vertical dotted lines). Model T450 has a constant temperature of 450Ԩ everywhere, TVAR 
has a parabolic variation from 450Ԩ to 500Ԩ between the two assembly edges, TVAR+5 has 
a parabolic variation from 450Ԩ to 505Ԩ, and T500 has a constant temperature of 500Ԩ 
between the two edges and of 450Ԩ outside. 
 
4.3.1 Static temperature fields 
 As shown in Figure 2 we select four simple static temperature distributions in and at 
the outlet of the tube (called “medium 2” in the following) as well as in the surrounding 
sodium (called “medium 1”). In the first temperature profile (T450) we consider a 
homogeneous medium with a constant temperature of 450°C in both medium 1 and medium 
2. It will be our reference case. In the second profile (TVAR) we consider a gradual evolution 
of temperature in medium 2, using a symmetric parabolic profile varying from 450°C to 
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500°C between the edge and the axis of the tube. Medium 1 still has a constant temperature of 
450°C. In the third profile (TVAR+5) we use the same kind of profile as in the second but 
with an increase of 5°C, i.e., about 1%, of the maximum temperature in medium 2 only. The 
parabolic profile thus varies from 450°C to 505°C. In the fourth profile (T500) we finally 
consider a simplified temperature model of 500°C everywhere in the tube and at its outlet 
(medium 2) and 450°C everywhere in medium 1.  
 In these four cases the arrival time of the first echo does not vary, since medium 1 is 
unchanged. We thus focus our analysis on the variations of the second echo (wave reflection 
at point E2 in Figure 1).  
4.3.2 Temperature fluctuation using a Gaussian random field 
Gaussian random fields have been developed for digital simulation of multivariate, 
multidimensional, or multivariate-multidimensional random processes. They are used for 
instance in numerical analysis of nonlinear structures, numerical solution of stress wave 
propagation through a random medium, and eigenvalue problems of structures that have 
random homogeneous properties. Here we create Gaussian random fields for the fluctuation 
of the temperature field given by 
1
ܶሺܚሻ ൌ
1
଴ܶ
ሺ1 ൅ ߝሺܚሻሻ (4) 
where ܶሺܚሻ  is temperature at the spatial position ܚ , ଴ܶ  is given by each of the static 
temperature profiles defined in Figure 2, and ߝሺܚሻ is the fluctuation part calculated by the 
Gaussian random field. 
Following work on wave propagation in turbulent media (e.g. Lü [12]) we define the 
randomness of the temperature fluctuation as an isotropic homogeneous random field by a 
series cosine functions, expressing  ߝሺܚሻ as: 
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ߝሺܚሻ ൌ √2∑ ሼܵఌሺ߱௞ሻ߂߱௞ሽ
భ
మ	cos	ሺ૑ܓ ∙ ܚ ൅ ߶௞ ሻே௞ୀଵ  , (5) 
where k is the mode number and N is the total number of modes. ૑ܓ is the wave 
vector, its angle from a coordinate axis of the wave vector of each mode is ߠ௞ ൌ cosିଵ ૑ೖ|૑ೖ|, 
and its modulus |૑௞| ൌ ߱௞ is defined by  ߱௞ ൌ ߱௟ ൅ ሺ݇ െ 1ሻ߂߱௞ , linearly distributing it in 
the range ሾ߱௟, ߱௨ሿ.  ߂߱௞ ൌ ఠೠିఠ೗ேିଵ  is the wave vector increment. For this process two random 
input values ߠ௞ and  ߶௞ are necessary: ߠ௞ is distributed uniformly and randomly in 0 ൑ ߠ௞ ൏
2ߨ. Hence its probability density function Pr from 0 to 2ߨ is Prሾ0 ൑ ߠ௞ ൏ 2ߨሿ ൌ 1/2ߨ. The 
other random variety ߶௞ is also uniformly distributed in 0 ൑ ߶௞ ൑ ߨ. ܵఌሺ߱௞ሻ is the spectral 
density function and is calculated based on  the autocorrelation function	ܥఌሺݎሻ as: 
ܵఌሺ߱௞ሻ ൌ ଵଶగ ׬ ܥఌሺݎሻ݁ି௜ఠೖ௥݀ݎ
ஶ
ିஶ    ,      (6) 
where ݎ is the magnitude of the position vector ࢘ (i.e. ݎ ൌ 	 |࢘|). For a Gaussian random field, 
the autocorrelation function is defined by a Gaussian distribution following the central limit 
theorem: 
ܥఌሺݎሻ ൌ ߪఌଶܴሺݎሻ ൌ ߪఌଶ݁ି൫௥మ/௟ഄమ൯, (7) 
with ܥఌሺݎሻ the covariance, ܴሺݎሻ the autocorrelation function, ߪఌଶ	the variance of the random 
value, and ݈ఌ the characteristic length of the random pattern. R is the distance between two 
different points (ܚଵ, ܚଶ) in the region in which the random field is simulated, i.e.,	ݎ ൌ |ܚଵ െ ܚଶ|. 
After applying a Fourier transform to equation (6) the spectral density function then 
writes: 
ܵఌሺ߱௞ሻ ൌ ߪఌ
ଶ
2ߨන ݁
ିቆ௥మ௟ഄమቇ
ஶ
ିஶ
݁ି௜ఠೖ௥݀ݎ ൌ ߪఌ
ଶ݈ఌ
2√ߨ ݁
ିቆఠೖ
మ௟ഄమସ ቇ (8)
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We use typical values from the NAJECO experiment [26] to choose the characteristic 
length ݈ఌ ൌ 0.03	m. We set the standard deviation of the fluctuation to ߪఌ ൌ 0.029 to be able 
to generate a maximum difference of about 30 degrees (Figure 3), following a 
thermohydrodynamic calculation result obtained at the French Atomic Commission [26]. The 
total number of modes N and the range of the wave vector modulus [߱௟  ,߱௨] need to be 
chosen carefully:  N needs to be large enough to keep a sufficient data set because Equation 
(5) is asymptotically an exact expression for the covariance function when ܰ tends to infinity 
[14], and not doing so may introduce numerical errors [33]. The range ሾ߱௟	, ߱௨ሿ	needs to be 
wide enough to express the entire curve of the spectral density function. After numerical tests 
and following a discussion about the minimum requirements of these values in [22] we select 
N = 64, ߱௨ ൌ 6/݈ఌ, and ߱௟ ൌ െ߱௨. (The range of the wave vector needs to be symmetric 
because the spectral density function of the Gaussian process is symmetric). 
We generate 30 different patterns of the fluctuation field, and thus obtain 30 
temperature fields to be simulated by superimposing the fluctuation field with the static 
temperature field based on Equation (4). Figure 3 shows the distribution of the magnitude, 
defined as the difference with the average temperature (450Ԩ), of the temperature fluctuation 
for all 30 fluctuation patterns.  
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Figure 3. Distribution of the 30 different temperature fluctuation fields. The magnitude 
of the fluctuation is defined as the difference with the average temperature calculated from all 
fluctuation fields (450Ԩ). 
 
Figure 4 shows examples of such generated temperature fields. In the generation of the 
fluctuation field the origin point of ܚ (i.e., the coordinate of point ܚଵ) in equation (4) is set at 
the upper-left corner of the nearest assembly edge. In Figure 4a the temperature scale is 
truncated to show the random patterns more clearly. The temperature changes in the vertical 
shapes along the sodium jet are due to the temperature profile (see Figure 2); they are right 
edges in the case of the rectangular profile (Figure 4d) and more variable edges in the case of 
a parabolic distribution (Figure 4b and 4c). 
 
 
Figure 4. Examples of generated fluctuating temperature fields obtained when using the (a) 
T450, (b) TVAR, (c) TVAR+5 and (d) T500 temperature profiles of Figure 2. 
 
(a) 
(c)  (d)
(b)
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We then carried out simulations of wave propagation in these models and calculated 
times of flight in the 120 resulting patterns of the temperature field, constructed by overlaying 
the 30 Gaussian random field patterns with each of the four types of static temperature profile, 
as we will describe in the next section. 
5. Results and discussion 
5.1 Results with static temperature fields  
 In Figure 5 we show the pressure of the acoustic wave in the computational domain 
normalized between -1 (blue) and +1 (red), with color intensity obeying a power law with 
exponent 0.3 in order to significantly enhance small values for visualization purposes. Such a 
nonlinear color scale amplifies the real amplitude of the minor echoes such as the second 
diffraction E1’ in order to observe them more easily. All amplitudes below 1% are discarded 
in order to avoid visually amplifying very small-amplitude numerical noise. Figure 5 
highlights several aspects of wave propagation near the upper part of the fuel assembly. The 
waves diffracted from edges E1 and E1’ are both clearly observed. 
 The time t = 88.125 µs at which the figure is drawn allows us to observe the wave just 
before it interacts with the second point E2. Since the incidence angle is very small, the lower 
part of the wave front goes through the thickness of the tube with a much greater velocity 
(about 5.8 mm/µs in steel versus about 2.3 mm/µs in sodium) and is well seen as a small wave 
that propagates before the main one. Figure 5 also shows a superimposition of waves: the 
main wave and the wave diffracted from E1’. This illustrates the interest of such snapshots as 
well as movies of wave propagation in the time domain to facilitate signal analysis and 
identification of wave fronts in such applications.  
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Figure 5. Snapshot of wave propagation at time t = 88.125 µs simulated using our spectral-
element numerical modeling technique; we display the pressure variation field (blue being 
negative and red positive). 
 Figure 6 shows the signals recorded at point S of Figure 1 for a time window that 
allows us to observe the signal reflected off the second edge (point E2) for the four different 
temperature configurations. These signals are recorded when the waves come back to the 
source, i.e. in the so-called echo mode in non-destructive testing. As wave velocity decreases 
when sodium temperature increases (Equation 1), the signal is delayed when temperature 
increases. The respective time delays of the four signals are qualitatively in agreement with 
the expected behavior: the hotter medium 2 is, the larger the delay for the time-of-flight from 
point E2 is as well. We observe a small time difference when the parabolic temperature 
distribution is increased by 5°, i.e., by about one percent. The small accelerated wave 
observed in Figure 5 leads to a weaker signal that arrives before the main echo around time t 
= 179 µs. This signal is 20 dB lower than the maximum signal because this part of the beam 
underwent transmission through steel; in practice in a real experimental setup it could thus be 
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masked by signal noise. Both of these signals are due to the waves diffracted off point E2. As 
the duration of the wave corresponds to about two periods, similar to a highly damped 
transducer, no interferences occur between these two waves; this can also be seen in Figure 5, 
in which the waves are clearly separated. 
Figure 6. Comparison between the echoes reflected off point E2  
in the four simulations performed for the model with right-angle edges. 
 In order to perform a more quantitative analysis, in Table 1 we give the arrival times in 
µs of the second echo measured at the signal maximum. Corresponding pressures have 
arbitrary units because, since the wave equation is linear, the amplitudes of the signals do not 
significantly vary and thus amplitude cannot be used to detect temperature variations in this 
configuration; we thus analyze arrival times only in our study. 
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Configuration Arrival time of the 
second echo (µs) tE2 
Maximum amplitude  
(arbitrary units) 
1. T450 182.346 1.24284 
2. TVAR 183.000 1.24971 
3. TVAR+5 183.068 1.25112 
4. T500 183.330 1.24801 
 
Table 1. Time-of-flight and amplitude of the echo coming back from point E2 for the four 
different temperature configurations in the case of a right-angle geometry. 
 
 The changes in the time-of-flight of the second echo at point E2 provide information 
on the ability and sensitivity of the method to detect small temperature variations in the case 
of the absence of temperature fluctuation. Between Simulations 2 and 3 we find that the 
increase of 5°C of the maximum of the temperature profile leads to a shift of 68 ns. As the 
time of flight of echo E1 is always the same, this difference is also the difference between the 
times of flight of the echoes on the two edges (tE2 - tE1). In a reactor such a time difference 
could be measured using a 1 MHz signal, i.e., a short signal, but that would require good 
signal-to-noise ratio and signal stability. 
 
5.2 Results with temperature fluctuation 
5.2.1 Effect of temperature fluctuation on time-of-flight 
	
	
 Let us now study the fluctuation in times of flight when temperature fluctuations in the 
medium are taken into account and see if it is still possible to detect such short time 
differences. We simulate wave propagation for 30 random temperature fields added to each of 
the four static fields, leading to a total of 120 different propagation media, and obtain 
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fluctuations of the time of flight for echo E2 but also for echo E1. We thus consider that the 
fluctuating media introduce a random noise around the true time of flight corresponding to a 
static situation. Figure 7 shows the resulting distribution of time of flight tE2 for the four static 
temperature cases. We observe an overlapping of various times of flight. An averaging 
procedure would be necessary to reconstruct the true time of flight as defined above. Table 2 
summarizes time of flight measurements for both the E1 and E2 echoes without fluctuations 
(left column) and using averaged times of flight in the case of stochastic fluctuations (right 
column). We then calculate the time difference between the two echoes (tE2 - tE1), as this 
variation of the time difference would be a signature of variation in the sodium jet.	 The 5°C 
difference between the two parabolic profiles TVAR and TVAR+5 creates a 68 ns difference 
between the times of flight difference from edges E2 and E1. This time difference is equal to 
about 66 ns when an average process is performed over 30 fluctuating temperature field. 
 
Figure 7. Distributions of variation of times of flight resulting from temperature fluctuations 
for each of the 120 temperatures profiles considered, i.e. the 30 random profiles superimposed 
to each of the four static temperature profiles.  
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Table 2. Variations of time of flight between results for the cases without temperature 
fluctuations and averaged results from 30 measurements in cases with fluctuations. 
 tE2 without fluctuation (µs)  Averaged tE2 from 30 
measurements (µs) 
T450 182.346 182.354 
TVAR 183.000 183.008 
TVAR+5 183.068 183.074 
T500 183.330 183.337 
 tE1 without fluctuation (µs)   Averaged tE1 from 30 
measurements (µs) 
T450 86.250 86.266 
TVAR 86.250 86.266 
TVAR+5 86.250 86.266 
T500 86.250 86.266 
 Time difference (tE2-tE1)  
without fluctuation (µs) 
Time difference (tE2 - tE1) 
Averaged from 30 
measurements (µs) 
T450 96.098 96.088 
TVAR 96.750 96.742 
TVAR+5 96.818 96.808 
T500 97.080 97.071 
 Variation of time difference  
 (tE2-tE1) between TVAR and 
TVAR+5 
without fluctuation (µs) 
= (tE2-tE1)TVAR+5 -(tE2-tE1)TVAR 
Variation of time difference  
 (tE2-tE1) between TVAR and 
TVAR+5 
averaged from 30 
measurements (µs) 
(tE2-tE1)TVAR 10.5 10.476 
(tE2-tE1)TVAR+5 10.568 10.542 
 (tE2-tE1)  68 ns  66 ns 
 
 
5.2.2 Detection of variations of statistic temperature by averaging 
	
	
 In Figure 8 we perform a more complete statistical analysis. If we calculate the 
standard deviation of time-of-flight measurements due to the random pattern in the 
temperature fields we can evaluate the probability of success to separate times of flight for a 
1% temperature difference, i.e., 5°C in our case. In Table 2 we find that the variation in the 
time-of-flight difference (tE2-tE1) between echoes E2 and E1 is 68 ns in the case of static 
temperature fields; Considering classical Gaussian statistics, it is possible to statistically 
separate the two time-of-flights differences (tE2-tE1) with a 68,27% chance of success if the 
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standard deviation of the time-of-flight measurements is lower than 34 ns (2σ). To improve 
the chance of success the standard deviation should be lower than 17 ns (4σ) to separate times 
of flight with 95,45% of success, and lower than 11,33 (6σ) ns to separate times of flight with 
99,73% of success. Figure 8 shows that these levels of confidence are reached when using 
respectively 15, 24 and 28 measurements.  
 
Figure 8. Variation of the standard deviation of the mean time-of-flight with respect to the number of 
times-of-flight used to calculate the mean value. 
 
6. Conclusions and future work 
 We have presented a 2D numerical modeling study based on a spectral-element 
method in the time domain to analyze variations of time of flight due to temperature changes 
in a fluid medium. We have shown that our numerical approach can accurately model the 
principle of ultrasonic thermometry above the core of a Sodium cooled Fast Reactor. Based on 
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our numerical approach we have illustrated the sensitivity of an ultrasonic thermometry 
method to a relatively weak temperature change. In the simulations with a static temperature 
profile we have shown that a temperature variation of about 1% of the average temperature 
could be detected, as this temperature variation induces a time shift of about 68 ns.  
We generated 120 patterns of temperature fields using a Gaussian random field and 
examined their effect on the time-of-flight of the signal reflected off the assembly edges. We 
investigated the effect of temperature fluctuations on the variations of times-of-flight for four 
different patterns of static temperature profiles. Under these thermodynamically and 
acoustically complex conditions we found that it may be difficult to detect a 5-degree i.e. one 
percent variation in the static temperature field based on a single measurement, but also 
showed that by averaging times-of-flight coming from about 30 measurements such detection 
becomes possible with a high level of confidence. 
In this study, we have considered that the void fraction (i.e., small free bubbles within 
the sodium) was negligible or stable, as can be expected in normal monitoring conditions. The 
measurement of the void fraction and its influence on sound velocity is ongoing in our group 
and its contributions to ultrasonic temperature measurement should thus be introduced in 
future studies. We have also considered ideal and perfectly-known geometrical conditions; In 
a real reactor some variations may occur, such as small assembly head shifts or bowing 
(irradiation-induced effect), which can modify the apparent diameter of the assembly for 
instance.  However, these effects are small and vary very slowly with time during the 
monitoring periods, thus one can reasonably consider that they have no influence on the 
measurement of assembly outlet temperature variations. 
We have taken the thermal static heterogeneity of the medium into account by 
considering a simplified medium and superimposing fluctuations created based on a random 
field generator. In future work we plan to extend our simulations to take into account a more 
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realistic medium defined based on the PLAJEST experimental data [27] or using 
computational fluid dynamics results of studies for new reactor designs that are currently 
being performed in a project called ASTRID (Advanced Sodium Technological Reactor for 
Industrial Demonstration) [34]. Taking flow rates i.e. a moving fluid into account will also 
require further development of our spectral-element technique. In addition to using a more 
complete description of liquid sodium above the fuel assemblies, further studies should also 
focus on better understanding the origin of signal noise to understand which part could be 
produced by medium fluctuations such as eddies or vortices. The results that we have 
obtained can be useful for ultrasonic thermometry, but our conclusions should also be valid 
for telemetry applications in which time-of-flight measurements are used to accurately locate 
objects in a liquid medium. 
 We adhere to the principles of reproducible research: The SPECFEM2D software 
package that implements our spectral-element numerical modeling technique is available open 
source from www.geodynamics.org. 
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