This work presents an improved point defect model for the time-dependent formation of passive oxide films on metal surfaces. Like previous point-defect models, the present model assumes that charged defects, or vacancies, carry current across the growing oxide film. However, we treat the vacancies explicitly as material species which participate in oxide formation and dissolution reactions formulated for arbitrary oxide stoichiometry. The model includes boundary conditions, based on jump mass balances from formal continuum mechanics, that relate vacancy fluxes to the interfacial reaction rates as well as the motion of the film boundaries. Thus, unlike previous models, this model treats the film growth process formally as a moving boundary problem. Casting the equations in dimensionless form yields the key dimensionless groups. The dependence of the film growth rate on these groups can be rationalized in simple physical terms. The predicted trends in film growth rate and current density agree qualitatively with experimental data for nickel passivation, although the model parameters have not been optimized to achieve good agreement with current density data. The model provides a starting point for incorporating better descriptions of interfacial reaction kinetics within boundary conditions based on rigorous continuum mechanics.
Introduction
Understanding the formation of passive films on metal surfaces is critically important for using metals in structural and electrochemical applications. In this context, theoretical models are needed to rationalize the observed rate of film thickness growth and the dependence of steady-state thickness (if one exists) on applied potential and solution pH. Early phenomenological models, including variants of the 'high-field' model [1] [2] [3] , proposed different rate-limiting mechanisms that yielded exponential field dependence of the film growth rate, leading to logarithmic or inverse logarithmic variation of film thickness with time. However, Battaglia and Newman [1] , echoing others [3, 4] , point out 'that none of [these] models is completely consistent with the experimentally observed temperature and potential dependences.' Various models based on the existence of defects within the film have also been proposed. For example, MacDougall [4, 5] argues that a continually decreasing level of film defects can explain the observed logarithmic growth law. Data from more recent experiments [6] seem to support this argument. MacDougall's defect model, albeit qualitative, introduces the concept that film growth may be related to evolution of the distribution of film defects.
Macdonald and coworkers (see Refs. [2, 7] and references cited therein) carry this idea forward in their development of the 'point defect model' (PDM). In the PDM, charged defects, or vacancies, carry current through the film. Unlike the high-field model, the PDM assumes that the electric field in the film does not vary with applied potential or film thickness. By postulating equilibrium conditions at the metal/film and film/solution interfaces, the PDM establishes boundary conditions that set the interfacial concentrations of defects as functions of applied potential, solution pH, and film thickness. This leads to analytical solutions for the distribution of cationic and anionic vacancies across the film as well as the steady-state film thickness. In addition, Macdonald et al. have emphasized the development of diagnostic criteria for identifying the dominant charge carrier and reaction mechanism. The time-dependence of film thickness or current density has not been addressed by the PDM until recently [2] , yet this publication does not explore time-dependent phenomena in detail. Overall, the PDM's development of mass/ mole transport equations for non-material vacancy species is problematic in the context of continuum mechanics.
Battaglia and Newman [1] (BN) have developed a comprehensive time-dependent model for oxide film growth based, at least in part, on the PDM. The BN model accounts for transport of vacancies, interstitials, and electrons within the film. By viewing the diffusion and migration of various species in terms of sequences of reactions, BN obtain a high-field expression (exponential dependence of current density on applied potential) for species transport rate. The BN model also accounts for space charge effects by including the Poisson equation, although this (as well as the high-field rate expression) is not considered for the specific case of iron/iron oxide films. The boundary conditions correctly recognize the relationship among species fluxes, interfacial reaction rates, and a characteristic lattice velocity. This provides a rigorous, general treatment of interfacial kinetics and film growth rate, although BN do not explore these areas in detail.
For a variety of reasons, we decided to take a fresh look at time-dependent formation of passive oxide films on metal surfaces, viewing the situation explicitly as a moving boundary problem. Starting with the PDM and BN models as our foundation, we formulate the timedependent mole balances for cationic and anionic vacancy species through a growing oxide film. However, the present approach differs from that of the PDM in several respects. First, we view the defects as material species, including units of oxide lacking either a metal cation (the negatively charged 'cationic vacancy species') or an oxygen anion (the positively charged 'anionic vacancy species'). Unlike the PDM, we assume that the electric field within the film varies inversely with film thickness, holding the applied potential constant. Building upon the BN model, we formulate rigorous jump mass balances, producing boundary conditions that relate species fluxes to the rates of interfacial reactions and the velocities of the moving film boundaries. Moreover, casting the model in dimensionless form reduces the number of independent model parameters and identifies relevant dimensionless groups that control the passivation process. After performing a limited parametric study, we compare the predictions of the model with experimental data for the growth of oxide films on nickel.
Continuum transport model

Assumptions
The PDM [2, 7] and BN [1] models provide the foundation for the development of a rigorous continuum model for transport of vacancy species through a barrier oxide film that separates a metal from an electrolyte solution (Fig. 1) . To simplify the problem, we invoke several assumptions.
(1) The domains of the metal, film, and electrolyte phases ( Fig. 1 ) have planar symmetry with no variations in the lateral dimensions. Transport is one-dimensional (coordinate z) with the z= 0 located at the film/electrolyte (FE) interface.
(2) The model employs a frame of reference that makes the FE interface stationary. Thus the film and metal phases have finite, non-zero velocities. (5) Only V M y − and V O 2 + are transported through the oxide, presumably through sequences of reactions [1, 2, 7] that recombine metal and oxygen atoms in the lattice. Rather than considering the details of such reactions, vacancy transport is treated as a diffusion/ migration process with constitutive equations for vacancy flux given by dilute solution theory [2, 7, 8] . Furthermore, we follow Macdonald et al. [2, 7] in assuming that the mobility and diffusivity of each vacancy species are constant and related by the Nernst -Einstein equation [8] .
(6) The model does not consider the transport of interstitial species through the oxide [2, 7] . This assumption has a firm physical basis [2, 7] for systems such as Ni/NiO, but must be seriously questioned [1] for others such as Fe/Fe 2 O 3 . Sørenson [12] provides a comprehensive introduction to defect structure in non-stoichiometric oxides.
(7) The thickness of the film l varies with time due to various reactions that produce or consume the oxide. The reaction scheme is a generalization of the one proposed and physically justified in the work of Macdonald et al. (see Refs. [2, 7] and references cites therein). At the metal/film (MF) interface, M atoms combine with cationic vacancy species to produce oxide according to
In parallel, M atoms combine with the oxide lattice to produce anionic vacancy species:
At the FE interface, dissolution of the oxide produces cationic vacancy species:
Water in the electrolyte reduces the anionic vacancy species at the FE interface,
producing hydrogen ions that lead to oxide dissolution via
Eqs. (1) - (5) represent elementary reactions with rate expressions implied by the given stoichiometry. Reverse reactions are not considered at this time.
(8) The model neglects mass transfer limitations in the electrolyte phase and assumes constant concentrations of H 2 O and H + at the FE interface. This assumption could be relaxed by specifying appropriate hydrodynamic conditions (e.g. rotating disk hydrodynamics [8] ), mass transfer coefficients in the context of Newton's law of mass transfer [9] , or incorporating general solutions for momentum and mass transfer in the electrolyte phase. (9) No homogeneous reactions occur in the oxide film [2, 7] . This is closely related to assumptions (5) - (7). (10) The model ignores the initial stage of oxide film formation that presumably occurs by nucleation and growth of oxide clusters on a bare metal surface in contact with electrolyte. Instead, following BN [1] , we assume that the initial state consists of a thin layer of oxide of molecular dimensions. The initial film thickness is l i . The initial concentrations of cationic and anionic vacancy species, c ci and c ai , are assumed to be constant and known.
(11) The potential applied to the metal does not vary with time and decreases linearly across the film to a value of zero at the FE interface. Consequently, the electric field does not depend on position. The physical basis for this assumption has been discussed extensively by Macdonald et al. [2, 7] . This assumption probably fails if the film becomes too thick (e.g. \ 10 nm). Unlike the PDM, we assume that the applied potential remains constant as the film thickness increases, so the electric field within the film decreases accordingly.
As pointed out by BN [1] , the correct approach to this issue introduces the Poisson equation to relate the potential distribution to the distributions of ionic species that comprise the free space charge. For the specific case of iron/iron oxide films, BN [1] distributed the potential drop so as to satisfy Poisson's equation at the interfaces, applied a small gradient approximation to linearize the field effects, and ignored space charge effects on the potential distribution in the bulk oxide. Overall, this is equivalent to our assumption (11) . The non-linearity introduced by the Poisson equation presents a challenging numerical problem [1] that we, too, will not address here. We recognize that the assumption of a constant electric field strength in the film is most significant and problematic. Nevertheless, it provides a tractable starting point for the description of the processes happening within an oxide film. Forthcoming work will address this issue in more detail.
Transport equations
The governing transport equations include differential mass balances and mass flux expressions for metal oxide, cationic vacancies, and anionic vacancies in the domain 0 BzB l(t). Appendix A introduces these equations in their most general form and simplifies them in accord with the assumptions stated previously. In particular, we show how the boundary conditions at phase interfaces are derived from jump mass balances [9] as required by continuum mechanics. The jump mass balances relate the species fluxes to interfacial reaction rates and the motion of the film boundaries. This enables us to treat the film growth process as an explicit moving boundary problem. 
After using Eq. (A3) to eliminate the fluxes as variables from the boundary conditions, the governing equations contain 20 variables and parameters (counting as distinct the values of current density at each interface) in three independent units (moles, length, and time). Dimensional arguments thus imply the existence of 17 dimensionless quantities; of these, eight are dimensionless variables, and nine are dimensionless groups that parameterize the model. Table 1 gives the characteristic quantities used to define the dimensionless variables. Table 2 shows our choice of the nine independent dimensionless parameters with their physical meanings. In terms of these quantities, the governing equations and boundary conditions assume the dimensionless forms shown in Appendix B.
Analytical steady-state solution
Setting the time derivatives in Eqs. (6) and (10) equal to zero, the vacancy concentrations profiles are easily shown to be exponential functions of position, in agreement with previous steady-state point defect models [2, 7] . Application of the boundary conditions with U= 0 gives
and
where L s denotes the dimensionless steady-state film thickness. These expressions simplify when evaluated at 
Numerical solution
The general time-dependent problem involves a moving boundary and must be integrated numerically. Eqs. (6) -(15) are integrated numerically using an explicit finite difference technique. First, the transformation suggested by Crank [10] , p= Z/L(~), maps the time-dependent domain 0 5Z 5 L(~) to the fixed domain 05p5 1. The discretization employs first-order approximations for the time derivatives and second-order approximations for all spatial derivatives. Grid sizes in space and time are small enough to reduce truncation error to an acceptable level. Furthermore, the time step is chosen to ensure that the change in the film thickness over one time step is no larger than the distance between spatial grid points. We terminate the computation if the (dimensional) concentration of either vacancy species exceeds 10% of oxide concentration.
Results and discussion
General trends for film growth rate
Numerical solutions of the model's governing equations show how the growth of the passive film depends on various dimensionless groups. The base values given in Table 2 represent a particular 'starting point' in our exploration of the parameter space. Order-of-magnitude variations in the initial vacancy concentrations C ci and C ai produce only minor differences in C c (Z,~), C a (Z,~), and L(~) for dimensionless times less than one. On longer time scales, the solution becomes independent of C ci and C ai .
Larger values of DV promote higher rates of film growth (Fig. 2) . Positive values of DV increase the magnitude of the migration contribution to both cationic and anionic vacancy fluxes (first term, Eq. (A3)). Since the values in the base set of dimensionless parameters (Table 2) do not satisfy Eq. (20), the film thickness does not reach a steady-state value. On the other hand, when we choose parameters that do satisfy Eq. (20), we find that the film thickness does reach steady state for various values of C ci , C ai , and L i .
Increasing the values of either D c or D a also produces higher rates of film growth. The definitions of the dimensionless variables in Table 1 establish the characteristic length and time as D c /k 1 and D c /k 1 2 , respectively. Considering an increase in D c , k 1 must also increase if we keep the characteristic length constant. Thus the characteristic time decreases: in effect, the film grows to a given thickness in a shorter period of time. Since the characteristic time is proportional to D c , varying P DD is equivalent to varying D a Fig. 3 shows that increasing P DD produces a higher rate of film growth.
indicating that the rate of film formation via Eq. (2) must equal the rate of dissolution via Eq. (5) at steady state, as noted previously [2, 7] . If the rate constants do not satisfy Eq. (21), the film will not achieve a steady state thickness. Eqs. (16) and (17) (Appendix B) for the current densities at the FS and MF interfaces clearly differ. In general, if the concentrations of vacancies in the film vary with time, there is an accumulation of net charge, and so the current densities at the two interfaces must differ. At steady state, with C c L s =1 and C a 0 =1, Eqs. (16) and (17) both simplify to the same expression,
The steady-state current I s is constant and negative for the chosen coordinate system. In dimensional form, we have
Obviously, both cationic and anionic vacancies may carry current. One carrier will dominate if the rate constant for production of that species is large compared to the other. Next, we consider the effect of variations in relative rate constants (P 12 , P 31 , P 24 , and P 54 ) on the growth of the passive film. Choosing the base value P 12 = 1.0 suggests that the two mechanisms for metal dissolution (i.e. one based on cationic vacancies, the other on anionic vacancies) proceed at comparable rates. Within each mechanism, the rate constant for vacancy generation is low compared to that of vacancy consumption (P 31 = 0.01, P 24 = 0.01). We also presume that acidic dissolution of the oxide is slow compared to the dissociation of water to fill anionic vacancies with oxygen (P 54 = 10
). These conditions favor the growth of the oxide layer. The mechanism involving cationic vacancies features oxide formation (Eq. (1)) and dissolution (Eq. (3)), with a bias toward the former since P 31 = 0.01. On the other hand, the anionic vacancy mechanism gives greater emphasis to oxide formation (Eq. (4)). For base values of y=1 and x= 2, oxide does not participate in Eq. (2), and oxide dissolution is slow for P 54 = 10 − 6 . Consequently, increasing the value of P 12 leads to smaller rates of oxide layer growth (Fig. 4) because of the greater relative importance of the cationic vacancy mechanism. Eq. (14) (Appendix B) shows this mathematically: since −1+ 2/xy= 0 in this case, increasing P 12 decreases #L/#~. In the limit of large P 12 , the film does not grow thicker.
Increasing P 24 , the rate of anionic vacancy generation relative to consumption, produces a larger rate of film growth (Fig. 5) . The relatively larger generation rate leads to an increase in C a at the film/electrolyte interface (Z =0) as shown in Fig. 6 . With − 1+2/ xy= 0 in Eq. (14), this leads directly to greater values of #L/#~. On the other hand, increasing P 31 , the rate of cationic vacancy generation relative to consumption, leads to a decrease in film growth rate (not shown here). Cationic vacancies are created from the oxide (Eq. (3)), so a larger value of P 31 implies a greater rate of oxide dissolution relative to formation (Eq. (1)). The value of C c at the metal film interface (Z =L) is generally less than one (Fig. 7) , so increasing P 31 reduces the magnitude of #L/#~. Finally, larger values of P 54 , representing greater rates of acidic dissolution of oxide (Eq. (5)), produce smaller rates of film growth (not shown).
Comparison with experimental data
The veracity of the present model can be assessed through comparisons of theoretical predictions with experimental data. Unfortunately, there are relatively few papers in the literature that report careful measurements of the time-dependent thickness of primary passive films on metal surfaces. One example is the work of Sato and Kudo [11] who studied the passivation of nickel in alkaline, 0.15 N sodium borate buffer solu- tions at 25°C. Fig. 8 Fig. 8 also shows the model's prediction of thickness versus applied potential. The model involves many parameters for which we do not have values. To make qualitative comparisons with the data, we first adjust the model's parameters to match the predicted and experimental thicknesses at one point. Then, we vary the applied potential without any further adjustment of model parameters. To fit the ellipsometric thickness at an applied potential of 0.2 V, we used the base set of parameters (Table 2 ) except for P 24 =5×10 − 4 (necessitating C ai =2 since the true initial vacancy fraction is held at 0.001) and D a /D c =0.8. To convert dimensionless length and time into dimensional quantities, we specify D c =10 − 17 cm 2 /s and k 1 =10 − 9 cm/s, yielding characteristic length and time of 10 − 8 cm and 10 s, respectively.
The model predictions (Fig. 8) show an increase in thickness with increasing applied potential, in qualitative agreement with experiment, but the thickness predictions are too low at zero and negative potentials. A number of factors could be responsible for the discrepancy between theoretical and experimental film thicknesses. In particular, the model does not incorporate reverse reactions or consider the possibility that some of the reactions may be fast enough to be considered at equilibrium. The model does not account for the dependence of the reaction rate constants on potential. Finally, the model does not treat the effect of distributed space charge (carried by defects) on the potential distribution across the film. Each of these factors could be addressed through appropriate modifications of the present model.
Conclusions
This work builds upon previous research [1, 2] in the development of a continuum model for time-dependent formation of passive oxide films on metal surfaces. The present model introduces several new features. First, the model extends the steady-state analysis of the PDM [2] to explicit time dependence and treats oxide film growth much more extensively than BN [1] . Second, the model introduces boundary conditions based on jump mass balances [9] in order to describe film formation rigorously as a moving boundary problem similar to that formulated previously by BN [1] . This provides a starting point for incorporating more sophisticated treatments of interfacial reactions, including equilibrium conditions [2] , finite kinetics, or a combination thereof [1] .
The formulation of the model in dimensionless form identifies the key governing dimensionless parameters. The dependence of the film growth rate on these parameters can be rationalized in simple physical terms. Comparison of the model's predictions with experimental data for Ni passivation [11] shows that the model predicts the correct trends in the growth of film thickness with applied potential. Although quantitative agreement between the model experimental data is achieved at positive potentials, predicted thicknesses at negative potentials are too low. Nevertheless, we hope that this model provides suitable framework for subsequent improvements, including more realistic description of transport mechanisms and reaction kinetics for interfacial and homogeneous reactions. In particular, we are currently exploring how the assumption of constant field strength within the film affects the model predictions of time-dependent passive film thickness for a variety of metal/metal oxide systems. 
Nomenclature
with the understanding that k 2 *=0 when y=1 or 2. Eq. (A9) relates the velocity of the MF interface, u, to the oxide flux N o c o 6 o and the net oxide production rate.
At the stationary FE interface, the oxide jump mass balance reduces to In addition, initial conditions are required. As discussed above in assumption (10) , the film has a small initial thickness, l i , and constant initial concentrations of vacancy species.
A.3. Current density
At any position within the domain 0 B zB l(t), the dimensional current density is i = F % i Z i N i = F ( − yN c + 2N a ) (A16)
The current densities at each interface can be evaluated by substituting the appropriate values of the species fluxes from Eqs. (A12), (A13), (A14) and (A15). After defining the dimensionless current density (Table  1) , expressions for this quantity at each interface can be derived readily (Appendix B).
Appendix B. Dimensionless governing equations and boundary conditions
B.1. Cationic 6acancy species
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