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Abstract
Full-field heterodyne time-of-flight range-imagers allow a large number of range measurements to be taken
simultaneously across an entire scene; these range measurements may be corrupted due to limited depth
of field. We propose a new method for deblurring heterodyne range images by identifying multiple signal
returns within each pixel via deconvolution, thus reducing the spatially variant deblurring problem to a
sequence of spatially invariant deconvolutions. We have applied this method to simulated data, showing
significant improvement in the restored images.
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1 Introduction
Full-field ranging is a developing technology that
allows the simultaneous capture of two dimensional
images, where each pixel value represents the range
to an object in the scene. Range data have many
valuable applications such as robot vision and qual-
ity control inspection, where three dimensional mod-
els can be quickly produced of parts and checked
against specifications. We focus here on hetero-
dyne time-of-flight range imaging, in particular the
heterodyne range imager described in refs. (1; 2).
The ranger works by illuminating a scene with mod-
ulated laser light and then imaging with a gain
modulated image intensifier that shutters a charge
coupled device (CCD) camera. By modulating the
laser at a slightly different frequency to the im-
age intensifier, it is possible to measure how much
distance the light has travelled. Image sequences
captured with the camera show beating objects,
where the phase offset of the beating corresponds
to the phase delay of the modulated light, and thus
the range to the object.
One issue with high frequency modulation of lasers
and image intensifiers is that for some systems the
net amount of light transmitted to the CCD can
decrease as modulation frequencies increase, due
to alterations in duty cycles. In order to maintain
as high a signal to noise ratio (SNR) as possi-
ble, it can be necessary to use larger apertures.
However, there is an inherent trade-off between
larger apertures, which suffer from smaller depth of
field, and smaller apertures, which allow less light
through but have much greater depth of field. This
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Figure 1: A slice through a simulated range image
showing the effects of spatially variant blurring for a
sinusoidal beat waveform. Interpolative blur manifests
when two objects are within π radians of each other,
this is a smooth transition between the two ranges.
Wraparound blur manifests when two objects are
separated by more than π radians, this can result in
implausible ranges. For clarity, a substantial blur has
been applied.
is exacerbated because many applications require a
full-field ranger that can operate over a wide range
of distances.
Although defocus is capable of producing erroneous
data there has been little discussion of the effects of
defocus on full-field rangers – an example is shown
in figure 1. Defocus results in a spatially vari-
ant point spread function (PSF), which is depen-
dant upon the physical location of objects within
a scene. Previously, depth from defocus methods
(3; 4; 5) have allowed range measurements, thus
production of refocused images. These methods
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Figure 2: The range-imager beat waveform at
12.8MHz.
have relied upon known characteristics of the mod-
ulation transfer function (MTF) of an optical sys-
tem, one example (5) used a coded aperture with
known zeros in the MTF and spatially-variant de-
blurring techniques to create an in-focus intensity
image. However, these systems have usually been
limited in their resolution and ability to handle
non-patterned surfaces. Also, they have ignored
multiple returns within the same pixel.
Identification of multiple returns has been achieved
with pulsed range-gating techniques (6), however
heterodyne technology requires different methods.
One possible method is to use multiple captures
at different modulation frequencies to discriminate
multiple sources. Multiple superimposed modula-
tion frequencies has been suggested as a method
of alleviating the range ambiguity problem, but
requires the implementation of more complex hard-
ware (2).
For the purposes of this paper we have used the
natural harmonic content of the beat waveform.
Since the Waikato ranger uses square wave modu-
lation for both the lasers and intensifier, in an ideal
situation the beat waveform is a triangle wave.
This is similar to taking several images at different
frequencies and allows the production of a voxel
based model of signal returns via a positively con-
strained deconvolution. This signal return model
has voxels of irregular volume, due to the radial na-
ture of the range data, and can be used to produce
deblurred range and intensity data.
In this paper we apply the Levy-Fullagar sparse
spike deconvolution algorithm (7) and the Richardson-
Lucy algorithm (8; 9) to simulated ranger data to
show that reconstruction of defocused range data
is possible. We use an experimentally derived beat
waveform rather than a triangle wave because it is
asymmetric and reduces cancellation effects (figure
2).
2 Theory
2.1 Simple sinusoidal case
Consider two objects in a scene that appear in
adjacent pixels in a ranger movie, but are at dif-
ferent ranges. For a simple full-field heterodyne
ranger with a sinusoidal waveform, defocus mani-
fests as a sinusoidal waveform with an additional
fixed offset due to the superposition of the blurred
neighbouring pixels. If we represent the sinusoidal
components as phasors, we can regard the blurring
as a 2D complex domain spatially variant blurring
problem, where the variant PSF is defined by the
unblurred data. If we extend this model to allow
for pixels near the edges of objects, which inte-
grate signals from an unknown, but small, number
of sources then it becomes practically unsolvable
without further information. If we do not handle
multiple signal returns then the PSF is miscal-
culated around the edges of objects, leading to
degraded restoration quality.
2.2 Signal return models
In this section we first analyse the ideal pinhole
camera that has no depth of field problem, we then
generalise this to finite apertures in section 2.3.
For an ideal pinhole camera, we can assume that
each point on the imaging plane receives light from
a single source point in the scene. We can notate
this intensity as a(x, y) where (x, y) ∈  2 are coor-
dinates on the imaging plane.
We can extend this model to include range as a
third dimension by considering the signal intensity
at the imaging plane incident from a particular
radial distance
I(x, y, r) = a(x, y)δ(r − r0(x, y)), (1)
where r ∈  + is the radial distance from the pin-
hole to the object, r0(x, y) is the distance of the
object projected onto the image plane at the point
(x, y) and δ is the Dirac delta function. We call
the function I the signal return model.
We can notate the intensity incident at the point
(x, y) for a heterodyne ranger at any phase in the
beat cycle as
f(x, y, θ) =
∫ ∞
0
I(x, y, r)ψ(2πr/λ − θ) dr, (2)
where θ is the phase offset into the beat cycle, ψ is
the cyclic beat waveform and λ is the wavelength of
the beat signal. This is a convolution of the signal
return model with the beat waveform.
Thus for a discrete pixel (i, j) on the imaging plane
for a pinhole system, the intensity at any phase in
the beat cycle is
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fi,j(θ) = ψ ∗ Ii,j , (3)
with ∗ representing convolution, and
Ii,j(r) =
∫ i+0.5
i−0.5
∫ j+0.5
j−0.5
I(x, y, r) dx dy, (4)
For most practical situations, the determination
of the signal return model from the ranger frame
sequence can be considered to be a sparse spike
train deconvolution problem. However, this does
not hold for returns from surfaces near parallel to
the optical axis.
2.3 Defocused signal return models
The model can be extended through analysis of
defocus. We now show that we can approximate
distance along the optical axis by radial distance
and thus reduce defocus to a sequence of spatially
invariant convolutions. For a conventional 2D rep-
resentation, defocus is described by a spatially vari-
ant blur
ablurred(x, y) =∫ ∞
−∞
∫ ∞
−∞
h(x− ξ, y − η, ξ, η)a(ξ, η) dξ dη, (5)
where the blurring function, h, is scene dependent.
For a thin lens model, we can assume that only
the distance along the optical axis is important for
PSF calculation. By geometry the projection of a
radial distance onto the optical axis is
projz(x, y, r) = r
dp√
x2 + y2 + d2p
, (6)
for a perspective projection plane at z distance dp
dp =
xdim
2 tan(θx/2)
, (7)
where x and y are measured in pixels, r is mea-
sured in metres, xdim is the width of the field of
view in pixels and θx is the corresponding angular
width. This is shown in figure 3. We make this
assumption for the generation of all synthesised
data for restoration therein. If we assume that
θx is sufficiently small, we can make the paraxial
assumption
projz(x, y, r) ≈ r, (8)
Thus for a signal return model, the problem can
be approximated as
Iblurred(x, y, r) =∫ ∞
−∞
∫ ∞
−∞
hr(x− ξ, y − η)I(ξ, η, r) dξ dη,
(9)
which is a spatially invariant convolution across
each spherical surface of constant radius from the
ranger.
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Figure 3: A diagrammatic representation of the pro-
jection of a radial distance, r, onto the optical axis for
a pixel in the range image at (x, y). Since the range
image is subject to perspective projection, we place the
perspective projection plane at a distance dp such that
pixel units and metres are equivalent – see equations 6
and 7. The y-axis is out of the page.
3 Methodology
3.1 Test sequence generation
The 256×256 scene used for testing is shown in
figures 5(a) and 5(b). The scene is composed of
several surfaces perpendicular to the optical axis
at different distances, including several with pat-
terned surfaces. In unblurred form, this scene has
only a single signal return per pixel.
A 256×256×256 capture sequence was generated
by creating an ideal, single beat, unblurred movie,
i.e. a triangle wave for each pixel versus time,
continuously variable in phase offset and intensity.
This was subsequently spatially variantly blurred
across each frame, using the defocus model de-
scribed in section 3.2, followed by addition of Gaussian
white noise. We assume that there are no objects
with a phase offset of more than 2π radians, so
there are no ambiguous ranges.
3.2 Defocus model
We modelled a thin lens system using geometri-
cal optics and a continuously variable pillbox PSF
model. The thin lens equation allows calculation
of the image location
1
di
=
1
f
− 1
do
, (10)
where di and do are distances along the optical axis
assumed to be equal to the radial distance for the
purposes of image restoration. And it follows by
geometry that
rp =
ra
di
|dw − di|, (11)
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where rp is the radius of the PSF, ra is the radius
of the lens and dw is the distance along the optical
axis between the lens and the imaging plane.
3.3 Deconvolution of the signal return
model
Deconvolution of the frame sequence to produce
the signal return model is a difficult operation.
While the convolution is naturally circular, which
allows the use of Fourier based techniques, the im-
pulse response is as long as the data. Initial at-
tempts to apply conventional deconvolution meth-
ods such as the Landweber and Richardson-Lucy
methods required a large number of iterations to
converge and were negatively impacted by constant
offsets (e.g. ambient light).
Instead we have approached this problem from a
sparse spike train perspective using the compar-
atively simple inequality constraints algorithm of
Levy and Fullagar (7). This algorithm is faster
than L1 norm regularization techniques (10) which
have commonly been applied to similar problems in
Geology, and does not require determining the pa-
rameters of a Bernoulli-Gaussian distribution (11;
12).
This algorithm is designed for the deconvolution of
sparse spike trains where only a small part of the
Fourier spectrum can be recovered. It operates by
using the statistical properties of Gaussian noise
to set maximum and minimum constraints in the
Fourier domain and then using linear programming
to find the solution with the minimum L1 norm.
This ensures sparsity of the solution. Unlike many
general deconvolution techniques, constant offsets
within the convolved data are ignored. The con-
straints are of the form
±Re{Aj}+ j > ±
N−1∑
n=0
bn cos(2πnj/N), (12)
±Im{Aj}+ j > ±
N−1∑
n=0
bn sin(2πnj/N), (13)
where Aj is the Fourier transform of the recovered
object for frequency j, bn is the value of the decon-
volved data for position n, and j is an estimate of
the error bounds given by
j =
βσ
√
N√
2|Wj |
, (14)
where β defines Gaussian confidence limits and Wj
is the Fourier transform of the PSF for frequency
j. The values are also positively constrained. For
the purposes of this paper, we have used a value
of β = 4 and have only used the first 8 harmonics
of the beat waveform. To mitigate noise effects
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Figure 4: A vertical slice through a signal return
model under defocus, showing object surfaces clearly
discriminated despite multiple returns. Minor noise is
visible. Image was generated from data with a SNR of
1000:1 via the Levy-Fullagar algorithm.
(as explained in section 4), we have then applied
a Gaussian blur in the r direction with σ = 6.
This value was determined by trial and error, an
optimum blur size is yet to be determined.
3.4 Deconvolution of r-slices
Richardson-Lucy deconvolution (8; 9) was applied
to the invariant r-slice deconvolution problem. For
an original blur of the form g = Hf the Richardson-
Lucy algorithm is
fˆ0 = positive initial values, (15)
fˆn+1 = fˆn HT [g/(Hfˆn)], (16)
for the original image f , an estimate of the original
image fˆ , the transformation matrix H, a blurred
image g, with  and / being elementwise multi-
plication and division respectively. Two hundred
iterations were used for each image. Range data
was produced by finding the phase of the lowest
frequency bin of the Fourier transform versus range
from the restored voxel model for each pixel.
4 Results
4.1 Multiple return discrimination
Initial results indicate that the Levy-Fullagar
method is able to identify multiple returns within
the same pixel quite well. However, due to the
effects of noise there is a tendency to misplace the
signal return by a few voxels – this can be seen
in figure 4. Attempting to immediately deconvolve
slices of this signal return model would result in
a particularly poor result due to the combined
effects of this noise and the discrete nature of each
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(a) Ideal intensity image of scene (b) Ideal range image of scene
(c) Intensity image from blurred data (d) Range image from blurred data
(e) Intensity image from restored data (f) Range image from restored data
Figure 5: An example range image restoration. Intensity images were produced by summing over the voxel
model for each pixel. Figures d and f were produced via Fourier transform, d using the phase of the fundamental
frequency of the beat waveform, f by taking the phase of the lowest frequency bin from the Fourier transform of
the restored voxel model vs. range. For range images, white represents objects closer to the camera and black is
farther away. Range image pixels with an intensity below 0.3 have been set to 0 to limit the influence of noise.
This example used a SNR of 1000:1. The dynamic range of the ringing in figure e exceeds that of the image.
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source. In order to mitigate these effects we apply
a Gaussian blur to the data (see 3.3) before RL
deconvolution, this turns each single pixel peak
into a larger, more diffuse peak that results in less
noisy output. This comes at the cost of incorrect
deconvolution, especially for objects particularly
close to the camera where a small change in range
can result in a much larger change in the PSF.
4.2 Deblurring of a range image
Figure 5 shows the results of deblurring a simu-
lated range image capture sequence. The deblurred
range image figure 5(f) has better defined edges
than the blurred image 5(d) and some of the de-
tail in the intensity image 5(e) has been recovered.
However, noise has been added by multilayered
ringing effects and some regions have no range in-
formation. Where multiple returns are separated
by near π radians, reduced harmonic information
is available due to cancellation. In the case of a
triangle wave this can result in complete cancel-
lation, but because the beat waveform contained
even harmonics this mostly resulted in attenuation
rather than complete loss of data. This attenuation
is largely responsible for the ringing. Artefacts are
also visible on the front of the table in the intensity
image, due to negative effects from the Gaussian
blur.
5 Summary
We have shown that it is possible to restore sim-
ulated full-field heterodyne range images in the
presence of noise by identifying multiple returns
for each pixel. This algorithm appears to be able
to restore range data which have been blurred by
simulated defocus, but ringing appears to limit the
quality of restored intensity images. A more suit-
able sparse spike deconvolution method needs to
be identified, which reduces attenuation effects and
range displacement error. Possible future research
includes use of multiple captures, custom maxi-
mum likelihood algorithms, algorithms with reduced
computational complexity and extensions to Pois-
son noise.
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