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Abstract
Let (B(t))t∈Θ with Θ = Z or Θ = R be a wide sense stationary
process with discrete or continuous time. The classical linear prediction
problem consists of finding an element in span{B(s), s ≤ t} providing
the best possible mean square approximation to the variable B(τ) with
τ > t.
In this article we investigate this and some other similar problems
where, in addition to prediction quality, optimization takes into ac-
count other features of the objects we search for. One of the most
motivating examples of this kind is an approximation of a stationary
process B by a stationary differentiable process X taking into account
the kinetic energy that X spends in its approximation efforts.
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1
1 Introduction and problem setting
1.1 Motivating example
Let (B(t))t∈Θ with Θ = Z or Θ = R be a wide sense stationary process with
discrete or continuous time. The classical linear prediction problem consists
of finding an element in span{B(s), s ≤ t} providing the best possible mean
square approximation to the variable B(τ) with τ > t, see [10] and [4, 5, 6,
13, 15, 16].
Below we investigate this and some other similar problems where, in ad-
dition to prediction quality, optimization takes into account other features
of the objects we search for, such as the smoothness properties of approxi-
mation processes.
Here and elsewhere in the article span{·} stands for the closed linear
span of a set in a Hilbert space. All mentioned processes are assumed to be
complex valued and all Hilbert spaces are assumed to be complex.
Example 1.1 (Approximation saving kinetic energy, [9]). By the instant
kinetic energy of a process (X(t))t∈R we understand just its squared deriva-
tive |X ′(t)|2. It is more than natural to search for an approximation of
a given stationary process (B(t))t∈R by a differentiable stationary process
(X(t))t∈R taking into account the kinetic energy that X spends in its ap-
proximation efforts. The goals of the approximation quality and energy
saving may be naturally combined with averaging in time by minimization
of the functional
lim
N→∞
1
N
∫ N
0
[|X(t) −B(t)|2 + α2|X ′(t)|2] dt.
Here α > 0 is a fixed scaling regularization parameter balancing the quality
of approximation and the spent energy.
If, additionally, the process X(t) − B(t) and the derivative X ′(t) are
stationary processes in the strict sense, in many situations ergodic theorem
applies and the limit above is equal to E |X(0) −B(0)|2 + α2E |X ′(0)|2.
Therefore, we may simplify our task to solving the problem
E |X(0) −B(0)|2 + α2E |X ′(0)|2 → min, (1)
and setting aside ergodicity issues.
The problem (1) makes sense either in a simpler linear non-adaptive
setting, i.e. with
X(t) ∈ span{B(s), s ∈ R}, t ∈ R,
or in linear adaptive setting by requiring additionally
X(t) ∈ span{B(s), s ≤ t}, t ∈ R.
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In other words, this means that we only allow approximations based on the
current and past values of B.
Let us start with a basic notation. Let (B(t))t∈Θ be a complex-valued
random process satisfying EB(t) = 0, E |B(t)|2 <∞ for all t ∈ Θ.
Consider H := span{B(t), t ∈ Θ} as a Hilbert space equipped with the
scalar product (ξ, η) = E (ξη). For T ⊂ Θ let H(T ) := span{B(t), t ∈ T}.
Furthermore, let L be a linear operator with values in H and defined
on a linear subspace D(L) ⊂ H. For a fixed τ ∈ Θ, consider the extremal
problem
E |Y −B(τ)|2 + E |L(Y )|2 → min, (2)
where the minimum is taken over all Y ∈ H(T )⋂D(L). The first term in the
sum describes approximation, prediction, or interpolation quality while the
second term stands for additional properties of the object we are searching
for, e.g. for the smoothness of the approximating process.
This is the most general form of the problem we are interested in. Below
we specify the class of the considered processes to one-parametric wide sense
stationary processes with discrete or continuous time, introduce appropriate
class of operators L and explain in Subsection 1.5 why Example 1.1 is a
special case of problem (2).
1.2 Spectral representation: brief reminder
Let now (B(t))t∈Θ be the main object of our investigation – a centered
wide sense stationary random process with univariate discrete (Θ = Z) or
continuous (Θ = R) time. In case of continuous time we additionally assume
that B is mean square continuous.
Here and elsewhere we assume that all random variables under consid-
eration are centered. In particular, EB(t) = 0 for all t ∈ Θ.
By Khinchin theorem, the covariance function
K(t) := EB(t)B(0)
admits the spectral representation
K(t) :=
∫
eituµ(du).
Here and in the sequel integration in similar integrals is performed over the
interval [−π, π) in case of the discrete time processes and over real line R in
case of the continuous time processes. The finite measure µ on [−π, π) or
on R, respectively, is the spectral measure of the process B. The process B
itself admits the spectral representation as a stochastic integral
B(t) =
∫
eituW(du) (3)
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whereW is an orthogonal random measure on [−π, π) or on R, respectively,
with E |W(A)|2 = µ(A).
Let
L = L2(µ) =
{
φ :
∫
|φ(u)|2µ(du) <∞
}
be equipped with the usual scalar product
(φ,ψ)L =
∫
φ(u)ψ(u) µ(du).
Recall that for any
ξ =
∫
φ(u)W(du), η =
∫
ψ(u)W(du)
it is true that
E ξη =
∫
φ(u)ψ(u) µ(du) = (φ,ψ)L .
It follows that the correspondence B(t)⇄ eitu extends to the linear isometry
between H and the closed linear span of the exponents in L. Actually, the
latter span coincides with entire space L, cf. [6, Section 1.9], and we obtain
a linear isometry between H and L provided by stochastic integral. In other
words, every element ξ of Hilbert space H can be represented as a stochastic
integral
ξ =
∫
φξ(u)W(du) (4)
with some complex valued function φξ ∈ L, and every random variable ξ
admitting the representation (4) belongs to H.
An analogous theory exists for processes with wide sense stationary in-
crements. Let B be such process with zero mean (for continuous time we
additionally assume mean square continuity). Similarly to (3), the process
B admits a spectral representation
B(t) = B0 +B1t+
∫
(eitu − 1)W(du)
where W(du) is an orthogonal random measure controlled by the spectral
measure µ and B0, B1 are centered random variables uncorrelated with W,
see [15, p.213]. Notice that in case of processes with wide sense stationary
increments the spectral measure µ need not be finite but it must satisfy
µ{0} = 0 and Le´vy’s integrability condition∫ π
−π
u2 µ(du) <∞
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for discrete time and ∫
R
min{u2, 1}µ(du) <∞
for continuous time.
In the following we let B0 = B1 = 0 because for prediction problems
we handle here the finite rank part is uninteresting. We also do not loose
any interesting example with this restriction. Therefore, we consider the
processes
B(t) =
∫
(eitu − 1)W(du).
1.3 Probabilistic problem setting
The operators L we are going to handle are those of the form
Lξ = L
(∫
φξ(u)W(du)
)
:=
∫
ℓ(u)φξ(u)W(du), (5)
where ℓ is a measurable function on R or on [−π, π), respectively. The
domain D(L) consists of ξ such that
E |Lξ|2 = ||Lξ||2H =
∫
|ℓ(u)φξ(u)|2µ(du) <∞.
Such operators are often called linear filters while the function ℓ is called
the frequency characteristic of a filter.
Below we consider problem (2) applied to wide sense stationary processes
with discrete or continuous time and operators L from (5). For the space
H(T ) we consider a variety of choices. Most typically, we take H(T ) =
H := span{B(s),−∞ < s < ∞}, the space generated by all variables, or
H(T ) = Ht := H((−∞, t]) = span{B(s), s ≤ t}, the space generated by the
past of the process, or H(T ) = H◦t := span{B(s), |s| ≥ t}.
In problem (2), we take the value of B at some point τ as a subject of
approximation. When B is a wide sense stationary process, we may take
τ = 0 without loss of generality.
Therefore, three following variations of problem (2) are considered below.
Problem I (approximation):
E |Y −B(0)|2 + E |LY |2 → min, Y ∈ H.
Problem II (prediction):
E |Y −B(0)|2 + E |LY |2 → min, Y ∈ Ht.
Problem III (interpolation):
E |Y −B(0)|2 + E |LY |2 → min, Y ∈ H◦t .
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Notice that, due to the presence of L, Problems II and III represent
an extension of the classical prediction and interpolation problems. As for
Problem I, once L is omitted, it is trivial. In our setting it is also easy
but provides non-trivial results (even in the simplest cases) and therefore is
sufficiently interesting.
Sometimes we call the setting of Problem II adaptive, because the best
approximation is based on (adapted to) the known past values of the process.
Opposite to this, the setting of Problem I is called non-adaptive.
In the classical case, i.e. with L = 0, Problem II, as stated here, is
non-trivial only for negative t. However, in presence of L it makes sense for
arbitrary t.
1.4 Analytic problem setting
Due to the spectral representation (4) problems I – III admit the following
analytic setting.
Problem I′:∫
|ψ(u) − 1|2µ(du) +
∫
|ℓ(u)ψ(u)|2µ(du)→ min, ψ ∈ L. (6)
Problem II′:∫
|ψ(u)−1|2µ(du)+
∫
|ℓ(u)ψ(u)|2µ(du)→ min, ψ ∈ span{eisu, s ≤ t}. (7)
Problem III′:∫
|ψ(u)−1|2µ(du)+
∫
|ℓ(u)ψ(u)|2µ(du)→ min, ψ ∈ span{eisu, |s| ≥ t}. (8)
The spans in Problems II′ and III′ are taken in L.
1.5 Energy saving approximation as a special case of ex-
tended prediction problem
Consider the setting of Example 1.1: given a zero mean wide sense stationary
process B = (B(t))t∈R with spectral representation (3), the problem is to
minimize the functional
E |X(0) −B(0)|2 + α2E |X ′(0)|2
over all mean square differentiable processes X = (X(t))t∈R such that the
processes X and B are jointly wide sense stationary. The latter means
that each of them is wide sense stationary and also the cross-covariance
EX(t)B(s) depends only on t− s.
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First of all, we show that while solving this minimization problem one
may only consider approximating processes of special type, namely,
X˜(t) =
∫
eituψ(u)W(du), ψ ∈ L. (9)
Indeed, for arbitrary X, we may decompose its initial value as X(0) =
X⊥ + X˜(0) with X˜(0) ∈ H, X⊥ orthogonal to H. By representation (4)
there exists ψ ∈ L such that
X˜(0) =
∫
ψ(u)W(du).
For this ψ define the process X˜(t) by (9). We show that the process X˜ is at
least as good as X in the sense of (1).
Due to the joint wide sense stationarity, for any s, t we have
EX(t)B(s) = EX(0)B(s − t) = E X˜(0)B(s − t) =
∫
ψ(u)ei(t−s)uµ(du);
E X˜(t)B(s) =
∫
[eituψ(u)]e−isuµ(du) =
∫
ψ(u)ei(t−s)uµ(du).
It follows that X(t) − X˜(t) is orthogonal to B(s) for each s, hence, it is
orthogonal to H. Furthermore, it is easy to show that if X is mean square
differentiable then so are its components X˜ andX−X˜ . For their derivatives,
we know that
X˜ ′(t) =
∫
eitu(iu)ψ(u)W(du) ∈ H
and (X − X˜)′(t) is orthogonal to H. Hence,
E |X(0)−B(0)|2 + α2E |X ′(0)|2
= E |(X(0) − X˜(0)) + (X˜(0)−B(0))|2 + α2E |(X ′(0)− X˜ ′(0)) + X˜ ′(0)|2
= E |X(0)− X˜(0)|2 + E |X˜(0) −B(0)|2
+α2E |(X ′ − X˜ ′)(0)|2 + α2E |(X˜ ′(0)|2
≥ E |X˜(0)−B(0)|2 + α2E |X˜ ′(0)|2.
Therefore, X˜ is at least as good for (1), as X.
Finally, notice that for the processes defined by (9) the expression in (1)
is equal to ∫
|ψ(u) − 1|2µ(du) +
∫
|ℓ(u)ψ(u)|2µ(du)
with ℓ(u) = αiu, exactly as in the analytical versions of our problems (6)
and (7). In the non-adaptive version of the approximation problem we have
to optimize over L, as in (6), while for adaptive version the requirement
X˜ ∈ Ht for all t is satisfied iff ψ ∈ span{eisu, s ≤ 0}, as in (7).
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One may consider other types of energy, e.g. based on higher order
derivatives of X. This option leads to the same problems with arbitrary
polynomials ℓ.
For discrete time case it is natural to replace the derivative X ′ by the
difference X(1) − X(0). Then we obtain the same problem with ℓ(u) =
α(eiu − 1), for u ∈ [−π, π).
Examples of optimal non-adaptive energy saving approximation are given
in Section 4 below.
One may also consider the energy saving approximation for the processes
with wide sense stationary increments. Consider such a process B and its
approximation X such that (X(t), B(t))t∈Θ with Θ = Z or Θ = R is a
two-dimensional process with wide sense stationary increments and (X(t)−
B(t))t∈Θ is a wide sense stationary process. Since B(0) = 0, the analogue
of (1) is
E |X(0)|2 + α2E |X ′(0)|2 → min . (10)
Similarly to the case of wide sense stationary processes one can show that,
analogously to (9), it is sufficient only to consider approximating processes
of the special form
X˜(t) :=
∫ (
eituψ(u)− 1)W(du), ψ − 1 ∈ L.
Then problem (10) takes familiar analytical form∫
|ψ(u) − 1|2µ(du) +
∫
|ψ(u)(iu)|2µ(du)→ min
with requirements ψ − 1 ∈ L for non-adaptive setting and
eituψ(u)− 1 ∈ span{eisu − 1, s ≤ t}
in adaptive setting. The latter may be simplified to
ψ − 1 ∈ span{eisu − 1, s ≤ 0}.
2 Abstract Hilbert space setting
The basic matters about our problems such as the existence of the solution
or its uniqueness are easier to handle in a more abstract setting. A formal
extension of problem (2) looks as follows. Let H be a separable Hilbert
space with the corresponding scalar product (·, ·) and norm || · ||. Let L
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be a linear operator taking values in H and defined on a linear subspace
D(L) ⊂ H. Consider a problem
G(y) := ||y − x||2 + ||Ly||2 → min . (11)
Here x is a given element of H and minimum is taken over all y ∈ H0
⋂D(L)
where H0 ⊂ H is a given closed linear subspace.
The following results are probably well known, yet for completeness we
give their proofs in Section 7.
Proposition 2.1 If L is a closed operator then the problem (11) has a
solution ξ ∈ H0
⋂D(L).
Proposition 2.2 The problem (11) has at most one solution.
Remark 2.3 Unlike Proposition 2.1, the assertion of Proposition 2.2 holds
without additional assumptions on the operator L.
Proposition 2.4 Assume that in problem (11) we have H0 = H and L is
a closed operator with the domain dense in H. Then the unique solution of
(11) exists and is given by the formula
ξ = (I + L∗L)−1x,
where I : H → H is the identity operator.
Proposition 2.5 If ξ is a solution of problem (11), then ξ provides the
unique solution of equations
(ξ − x, h) + (Lξ,Lh) = 0 for all h ∈ H0 ∩ D(L). (12)
Remark 2.6 If the operator L is bounded, one may rewrite equations (12)
as
((I + L∗L)ξ − x, h) = 0 for all h ∈ H0,
where I is the identity operator in H.
3 Solution of the non-adaptive problem
Theorem 3.1 Let B be a centered wide sense stationary process with dis-
crete or continuous time. Let L be a linear filter (5) with arbitrary mea-
surable frequency characteristic ℓ(·). Then the unique solution of Problem I
exists and is given by the formula
ξ =
∫
1
1 + |ℓ(u)|2 W(du). (13)
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The error of optimal approximation, i.e. the minimum in Problem I, and in
its equivalent form (6), is given by
σ2 := E |ξ −B(0)|2 + E |Lξ|2 =
∫ |ℓ(u)|2
1 + |ℓ(u)|2 µ(du) (14)
= E |B(0)|2 −
∫
µ(du)
1 + |ℓ(u)|2 .
Proof: The operators of type (5) are clearly closed and have a dense domain.
Therefore, Proposition 2.1 provides the existence of solution. Furthermore,
Proposition 2.2 confirms that the solution is unique. Proposition 2.4 states
the form of the solution
ξ = (I + L∗L)−1B(0).
By using the definition of L, for any Y ∈ H we easily obtain
(I + L∗L)−1 Y =
∫
1
1 + |ℓ(u)|2 φY (u)W(du).
For Y = B(0) we have φY (u) ≡ 1, thus (13) follows. Finally, by isometric
property,
σ2 = E |ξ −B(0)|2 + E |Lξ|2
=
∫ [∣∣∣∣ 11 + |ℓ(u)|2 − 1
∣∣∣∣2 + ∣∣∣∣ ℓ(u)1 + |ℓ(u)|2
∣∣∣∣2
]
µ(du)
=
∫ |ℓ(u)|4 + |ℓ(u)|2
(1 + |ℓ(u)|2)2 µ(du) =
∫ |ℓ(u)|2
1 + |ℓ(u)|2 µ(du),
as claimed in (14). 
Remark 3.2 For equivalent Problem I′ one can arrive to the same conclu-
sion as in Theorem 3.1 in a fairly elementary way. Using the full square
identity
|ψ(u)− 1|2+ |ℓ(u)ψ(u)|2 = (1 + |ℓ(u)|2) ∣∣∣∣ψ(u)− 11 + |ℓ(u)|2
∣∣∣∣2+ |ℓ(u)|21 + |ℓ(u)|2 ,
one immediately observes that
ψξ(u) :=
1
1 + |ℓ(u)|2 (15)
solves Problem I′, while the error is given by (14).
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Remark 3.3 For processes with wide sense stationary increments the ex-
tremal problem is the same, hence the solution (13) is the same. It should
be noticed however that the solution is correct only if the quantity σ2 above
is finite (for finite measure µ it is always finite but for infinite measure and
some choices of ℓ it may be infinite). For example if ℓ is a polynomial without
free term, ℓ(u) =
∑m
k=1 cku
k, then σ2 above is finite. This includes kinetic
energy case ℓ(u) = iαu. Otherwise, if∫ |ℓ(u)|2
1 + |ℓ(u)|2 µ(du) =∞,
the quantity in Problem I′ is infinite for all admissible ψ.
4 Some examples of non-adaptive approximation
In this section we illustrate general results by some typical examples. In all
examples we consider kinetic energy, i.e. we let ℓ(u) = α(eiu − 1) in the
discrete time case and ℓ(u) = αiu in the continuous time.
For discrete time we get
|ℓ(u)|2 + 1 = α2(eiu − 1)(e−iu − 1) + 1
=
α2
β
(eiu − β)(e−iu − β)
where
β =
2α2 + 1 +
√
1 + 4α2
2α2
> 1 (16)
is the larger root of the equation
β2 − 2α
2 + 1
α2
β + 1 = 0.
For the integrand in the solution (13) of the non-adaptive problem, we easily
derive an expansion
1
|ℓ(u)|2 + 1 =
β
α2
1
(eiu − β)(e−iu − β)
=
1√
1 + 4α2
(
1 +
∞∑
k=1
β−k
(
eiku + e−iku
))
. (17)
By plugging this expression into (13), it follows that the solution of dis-
crete non-adaptive problem involving kinetic energy is given by the moving
average with bilateral geometric progression weight:
ξ =
1√
1 + 4α2
(
B(0) +
∞∑
k=1
β−k (B(k) +B(−k))
)
. (18)
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By (14), the error of optimal non-adaptive approximation in the discrete
time case is given by
σ2 =
∫ π
−π
α2|eiu − 1|2
α2|eiu − 1|2 + 1 µ(du). (19)
For continuous time we get similar results. By using inverse Fourier
transform, we have
1
|ℓ(u)|2 + 1 =
1
α2u2 + 1
=
1
2α
∫
R
exp{iτu− |τ |/α} dτ.
By plugging this expression into (13), it follows that the solution of contin-
uous non-adaptive problem involving kinetic energy is given by the moving
average
ξ =
1
2α
∫
R
exp{−|τ |/α}B(τ)dτ. (20)
By (14), the error of optimal non-adaptive approximation in the continuous
time case is given by
σ2 =
∫
R
α2u2
α2u2 + 1
µ(du). (21)
Notice that both solutions (18) and (20) are indeed non-adaptive at
all because they involve future values of B. Let us also stress that these
solutions formulae are the same for any spectral (covariance) structure of
B. The formulae (20) and (21) were obtained earlier in [9].
We start with discrete time examples.
Example 4.1 A sequence (B(t))t∈Z of centered non-correlated random vari-
ables with constant variance V ≥ 0 has the spectral measure
µ(du) :=
V du
2π
.
Surprisingly, the answer to the non-adaptive problem taking kinetic energy
into account even for this sequence is already non-trivial, since the best non-
adaptive approximation is given by the series (18). The error formula (19)
yields
σ2 = V
∫ π
−π
α2|eiu − 1|2du
2πα2|eiu − 1|2 + 1 = V
(
1− 1√
1 + 4α2
)
,
cf. an extension below in (24).
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Example 4.2 A sequence of random variables (B(t))t∈Z is called autore-
gressive, if it satisfies the equation B(t) = ρB(t − 1) + ξ(t), where |ρ| < 1
and (ξ(t))t∈Z is a sequence of centered non-correlated random variables with
some variance V . In this case we have a representation
B(t) =
∞∑
j=0
ρjξ(t− j), t ∈ Z.
Given the spectral representation ξ(t) =
∫ π
−π e
ituW(du) from the previous
example, we obtain
B(t) =
∫ π
−π
∞∑
j=0
ρjei(t−j)uW(du) =
∫ π
−π
1
1− ρ e−iu e
ituW(du).
We see that the spectral measure for B is
µ(du) :=
V du
2π|1− ρ e−iu|2 . (22)
The best non-adaptive approximation is given by the series (18). By
(19) and (22), the error of non-adaptive approximation is
σ2 =
V
2π
∫ π
−π
α2|eiu − 1|2
α2|eiu − 1|2 + 1
du
|1− ρ e−iu|2
=
V
2π
[∫ π
−π
du
|1− ρ e−iu|2 −
∫ π
−π
1
α2|eiu − 1|2 + 1
du
|1− ρ e−iu|2
]
.
By using the expansion
1
|1− ρ e−iu|2 =
1
1− ρ2
(
1 +
∞∑
k=1
ρk
(
eiku + e−iku
))
(23)
we obtain immediately that∫ π
−π
du
|1− ρ e−iu|2 =
2π
1− ρ2 .
Moreover, it follows from (17) and (23) that∫ π
−π
1
α2|eiu − 1|2 + 1
du
|1− ρ e−iu|2 =
2π√
1 + 4α2(1− ρ2)
β + ρ
β − ρ
with β = β(α) defined in (16). Finally,
σ2 =
V
1− ρ2
(
1− 1√
1 + 4α2
β + ρ
β − ρ
)
. (24)
Notice that Example 4.1 is a special case of this one with ρ = 0.
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Example 4.3 We call a sequence of random variables (B(t))t∈Z a simplest
moving average sequence if it admits a representation B(t) = ξ(t)+ρ ξ(t−1)
where ξ(t) is the same as in Example 4.2. Proceeding as above, we obtain
B(t) =
∫ π
−π
(
1 + ρe−iu
)
eituW(du), t ∈ Z.
We see that the spectral measure for B is
µ(du) :=
V |1 + ρ e−iu|2du
2π
. (25)
The best non-adaptive approximation is given by (18). By (25) and (19),
the error of non-adaptive approximation is
σ2 =
V
2π
∫ π
−π
α2|eiu − 1|2
α2|eiu − 1|2 + 1 |1 + ρ e
−iu|2du
=
V
2π
∫ π
−π
[
1− 1
α2|eiu − 1|2 + 1
]
|1 + ρ e−iu|2du
=
V
2π
[∫ π
−π
|1 + ρ e−iu|2du−
∫ π
−π
|1 + ρ e−iu|2
α2|eiu − 1|2 + 1 du
]
.
We easily get∫ π
−π
|1 + ρ e−iu|2du =
∫ π
−π
(1 + ρ2 + ρ(e−iu + eiu))du = 2π(1 + ρ2)
and, by using (17),∫ π
−π
|1 + ρ e−iu|2
α2|eiu − 1|2 + 1 du =
1√
1 + 4α2
×
×
∫ π
−π
(1 + ρ2 + ρ(e−iu + eiu))
(
1 +
∞∑
k=1
β−k
(
eiku + e−iku
))
du
=
2π√
1 + 4α2
(
1 + ρ2 +
2ρ
β
)
,
whereas
σ2 = V
(
1 + ρ2 − 1√
1 + 4α2
(
1 + ρ2 +
2ρ
β
))
with β = β(α) defined in (16).
Example 4.4 Consider the partial sums of a sequence of centered non-
correlated random variables (ξ(j))j≥1 each having variance V . Let B(0) = 0
and B(t) :=
∑t
j=1 ξ(j), t ∈ N. Given the spectral representation in the form
ξj =
∫ π
−π e
ituW(du), we have
B(t) =
∫ π
−π
( t∑
j=1
eiju
)
W(du) =
∫ π
−π
eiu
eiu − 1 (e
itu − 1)W(du)
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and we obtain the spectral measure
µ(du) :=
V du
2π|eiu − 1|2 . (26)
The best non-adaptive approximation is given by (18). By (26) and (19),
the corresponding approximation error of
σ2 =
V
2π
∫ π
−π
α2 du
α2|eiu − 1|2 + 1 .
Furthermore, by using expansion (17) we have
σ2 =
V α2
2π
· 2π√
1 + 4α2
=
V α2√
1 + 4α2
. (27)
We pass now to continuous time examples.
Example 4.5 The Ornstein–Uhlenbeck process is a centered Gaussian sta-
tionary process with covariance KB(t) = e
−|t|/2 and the spectral measure
µ(du) :=
2du
π(4u2 + 1)
. (28)
Since we are developing only a linear theory, we do not need Gaussianity
assumption and may call Ornstein–Uhlenbeck any wide sense stationary
process having the mentioned covariance and spectral measure.
The best non-adaptive approximation is given by (20). By (28) and (21),
the error of non-adaptive approximation is
σ2 =
∫
R
α2u2
α2u2 + 1
2du
π(4u2 + 1)
=
α
2 + α
.
Example 4.6 Fractional Brownian motion (BH(t))t∈R, 0 < H ≤ 1, is a
centered Gaussian process with covariance
Cov(BH(t1), B
H(t2)) =
1
2
(|t1|2H + |t2|2H − |t1 − t2|2H) .
For any process with this covariance (interesting non-Gaussian examples of
this type are also known, see e.g. Telecom processes in [8, 11]) the spectral
measure is
µ(du) :=
MHdu
|u|2H+1 (29)
where MH =
Γ(2H+1) sin(πH)
2π .
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The best non-adaptive approximation is given by (20). By (29) and (21),
the error of non-adaptive approximation is
σ2 =
∫
R
α2u2
α2u2 + 1
MHdu
|u|2H+1 =MHα
2
∫
R
|u|1−2Hdu
α2u2 + 1
= 2MHα
2H
∫ ∞
0
w1−2Hdw
w2 + 1
=MHα
2H
∫ ∞
0
v−Hdv
v + 1
= MHα
2H · π
sin(πH)
=
Γ(2H + 1)α2H
2
. (30)
This result was obtained in [9].
Example 4.7 Consider a centered Le´vy process (B(t))t≥0 with finite vari-
ance (this class includes Wiener process and centered Poisson processes of
any constant intensity). Let VarB(1) = V . For any such process the spec-
tral measure is
µ(du) :=
V du
2πu2
. (31)
This is a continuous version of Example 4.4, as well as a special case
of Example 4.6 with H = 12 . Notice, however, that in the more delicate
problems of adaptive approximation (that are not studied here) the cases
H = 12 and H 6= 12 are totally different.
The best non-adaptive approximation is given by (20). The calculation
of non-adaptive approximation error based on (31) and (21) is a special case
of (30) with H = 12 , up to a scaling constant V . We have thus
σ2 =
αV
2
. (32)
Finally, notice that there is a natural interplay between continuous time
and discrete time approximation. Let (B(t))t∈R be a continuous time wide
sense stationary process. For any small δ > 0 consider its discrete time
version (Bδ(s))s∈Z := (B(δs))s∈Z. The discrete time counterpart for kinetic
energy α2X ′(t)2 of approximating process is α
2(X(δ(s+1))−X(δs))2
δ2
, thus one
should consider discrete time approximation with parameter αδ :=
α
δ . Using
(16), we see that
βδ := β(αδ) = 1 +
1 + o(1)
αδ
, as αδ →∞,
hence βαδδ → e as αδ →∞.
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Therefore, for the best discrete time approximations (18) of Bδ we have
Xδ(s) =
1√
1 + 4α2δ
(
B(s) +
∞∑
k=1
β−kδ (B(s+ kδ) +B(s− kδ))
)
=
(1 + o(1))δ
2α
(
Bδ(s) +
∞∑
k=1
[βαδδ ]
−kδ/α (B(s+ kδ) +B(s− kδ))
)
→ 1
2α
∫
R
exp{−|τ |/α}B(s + τ) dτ, as δ → 0,
which is the solution of continuous time approximation problem (20). Sim-
ilarly, one has the convergence of the optimal errors of approximation, cf.
e.g. (27) and (32).
5 An extension of A.N. Kolmogorov and M.G.
Krein theorems on error-free prediction
5.1 Discrete time
In this subsection we assume that (B(t))t∈Z is a wide sense centered sta-
tionary sequence and µ is its spectral measure. Let us represent µ as the
sum µ = µa + µs of its absolutely continuous and singular components. We
denote by fa the density of µa with respect to the Lebesgue measure.
Consider Problem II and let
σ2(t) := inf
Y ∈Ht
{
E |Y −B(0)|2 + E |LY |2} , t ∈ Z,
be the corresponding prediction errors. We also let σ2(∞) denote the similar
quantity with Ht replaced by H. It is easy to see that the sequence σ
2(t) is
non-increasing in t and
lim
t→+∞
σ2(t) = σ2(∞).
For the classical prediction problem, i.e. for L = 0, by Kolmogorov’s
theorem (singularity criterion, see [13, Chapter II, Theorem 5.4]) we have
σ2(t) = σ2(∞) = 0 for all t ∈ Z,
iff ∫ π
−π
| ln fa(u)|du =∞. (33)
In our case, for L 6= 0, we have σ2(t) ≥ σ2(∞) > 0 unless ℓ(·) ≡ 0 µ-a.s.
Therefore, we state the problem as follows: when σ2(t) = σ2(∞) holds for a
given t ∈ Z? In other words: when approximation based on the knowledge
of the process up to time t works as well as the one based on the knowledge
of the whole process?
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Theorem 5.1 If (33) holds, then we have σ2(t) = σ2(∞) for all t ∈ Z.
Proof: If (33) holds, then for all t we have Ht = H, see e.g. [4, Chapter
XII, Section 4] or [13, Chapter II, Section 2]. Therefore, by Theorem 3.1
σ2(t) = σ2(∞) =
∫ π
−π
|ℓ(u)|2
1 + |ℓ(u)|2 µ(du).

Theorem 5.2 If the process B is such that the density fa satisfies∫ π
−π
| ln fa(u)|du <∞, (34)
then for every fixed t ∈ Z we have σ2(t) = σ2(∞) iff the function 1
1+|ℓ(u)|2
is
a trigonometric polynomial of degree not exceeding t, i.e.
1
1 + |ℓ(u)|2 =
∑
|j|≤t
bj e
iju
Lebesgue-a.e. with some coefficients bj ∈ C.
In particular, if t < 0, then σ2(t) < σ2(∞); equality σ2(0) = σ2(∞)
holds iff |ℓ(·)| is a constant Lebesgue-a.e.
Proof: The analytic form for prediction error is
σ2(t) = inf
ψ∈L(t)
∫ π
−π
{|ψ(u)− 1|2 + |ℓ(u)ψ(u)|2}µ(du),
where L(t) = span{eisu, s ≤ t} in L.
The solution ψt(u) of our problem is unique by Proposition 2.2; we know
from (15) that for t = ∞ the solution is ψ∞(u) = 11+|ℓ(u)|2 . It follows that
σ2(t) = σ2(∞) iff ψt = ψ∞, i.e. iff ψ∞ ∈ L(t). The latter is equivalent to
the existence of the trigonometric polynomials
ϑk(u) :=
∑
j≤t
aj,k e
iju
such that
lim
k→∞
∫ π
−π
∣∣∣∣ϑk(u)− 11 + |ℓ(u)|2
∣∣∣∣2 µ(du) = 0.
It follows that
lim
k→∞
∫ π
−π
∣∣∣∣ϑk(u)− 11 + |ℓ(u)|2
∣∣∣∣2 fa(u) du
= lim
k→∞
∫ π
−π
∣∣∣∣ϑk(u)− 11 + |ℓ(u)|2
∣∣∣∣2 fa(u) du = 0. (35)
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Due to assumption (34) the density fa admits a representation
fa(u) = |g∗(eiu)|2
where g∗(e
iu), u ∈ [−π, π), is the boundary value of the function
g(z) := exp
{
1
4π
∫ π
−π
ln fa(u)
eiu + z
eiu − z du
}
, |z| < 1,
which is an analytic function in the unit disc D := {z ∈ C, |z| < 1}. In
other words, g is an outer function from the Hardy class H2(D); we refer to
[14, Chapter 17] for the facts and definitions mentioned in this subsection
concerning H2(D), outer and inner functions. Notice that 1g also is an outer
analytic function.
Rewrite (35) as
lim
k→∞
∫ π
−π
∣∣∣∣ϑk(u)g∗(eiu)− g∗(eiu)1 + |ℓ(u)|2
∣∣∣∣2 du = 0.
Assume for a while that t ≤ 0. Then ϑkg∗ also is the boundary value of a
function from H2(D). Since the class of such boundary functions is closed
in L2 (with respect to Lebesgue measure), this implies that
h∗(e
iu) :=
g∗(e
iu)
1 + |ℓ(u)|2
is the boundary value of a function h ∈ H2(D). Moreover, we have a power
series representation
h(z) =
∑
j≥−t
hj z
j , z ∈ D. (36)
Let us denote
A1(u) :=
1
1 + |ℓ(u)|2 = h∗(e
iu) · 1
g∗(eiu)
, u ∈ [−π, π).
The function eiu 7→ A1(u) admits an analytic continuation from the unit
circle to D given by A(z) = h(z) · 1g(z) . Notice that in the power series
representation
A(z) =
∞∑
j=0
aj z
j , z ∈ D,
the terms with j < −t vanish due to (36). We have therefore
A(z) =
∞∑
j≥−t
aj z
j , z ∈ D.
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Let us prove that A(·) is bounded on D. Write the factorization h =
Mh · Qh where Mh is an inner function and Qh is an outer function. Then
A = Mh · Qhg . The function Mh is bounded on D by the definition of an
inner function while Qhg is an outer function with bounded boundary values,
because Lebesgue-a.e.∣∣∣(Qhg )∗ (eiu)∣∣∣ =
∣∣∣∣ A1(u)(Mh)∗(eiu)
∣∣∣∣ = |A1(u)| ≤ 1.
Since for outer functions the boundedness on the boundary implies, via
Poisson kernel representation, the boundedness on D, we see that the factor
Qh
g is also bounded on D. We conclude that A(·) is bounded on D.
For each r ∈ (0, 1) consider the function
Ar(u) := A(re
iu) =
∞∑
j≥−t
aj r
j eiju , u ∈ [−π, π).
Since A is bounded, the family {Ar}0<r<1 is uniformly bounded. Since
Ar → A1 Lebesgue-a.e., as r ր 1, the convergence also holds in L2. In
particular, all Fourier coefficients converge and we have
A1(u) =
1
1 + |ℓ(u)|2 =
∑
j≥−t
aj e
iju.
Since the left hand side is real, for t < 0 the latter representation is impos-
sible. For t = 0 it is only possible when both sides are equal (Lebesgue-a.e.)
to the constant a0.
For t > 0 the same reasonings give a representation
eitu
1 + |ℓ(u)|2 =
∑
j≥0
aje
iju
which implies that
1
1 + |ℓ(u)|2 =
t∑
j=−t
aj+te
iju
is a trigonometric polynomial of degree not exceeding t.
The converse assertion is obvious: if for t ≥ 0 we have a representation
ψ∞(u) =
1
1 + |ℓ(u)|2 =
t∑
j=−t
bje
iju,
then ψ∞ ∈ L(t) by the definition of L(t). 
Theorems 5.1 and 5.2 immediately yield the following final result.
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Theorem 5.3 Let B be a discrete time, wide sense stationary process. Let
L be a linear filter with frequency characteristic ℓ(·). Then for every fixed
t ∈ Z the equality σ2(t) = σ2(∞) holds iff either (33) holds, or (34) holds
and 11+|ℓ(u)|2 is a trigonometric polynomial of degree not exceeding t.
5.2 Continuous time
In this subsection we assume that (B(t))t∈R is a continuous time, mean
square continuous, wide sense stationary process and µ is its spectral mea-
sure. As before, we represent µ as the sum µ = µa + µs of its absolutely
continuous and singular components, denote fa the density of µa with re-
spect to Lebesgue measure and let
σ2(t) := inf
Y ∈Ht
{
E |Y −B(0)|2 + E |LY |2} , t ∈ R,
denote the corresponding prediction errors. We also let σ2(∞) denote the
similar quantity with Ht replaced by H.
The statement analogous to Theorem 5.3 is as follows.
Theorem 5.4 Let B be a continuous time, mean square continuous, wide
sense stationary process. Let L be a linear filter with frequency characteristic
ℓ(·). Then for every fixed t ∈ R the equality
σ2(t) = σ2(∞) =
∫ |ℓ(u)|2
1 + |ℓ(u)|2 µ(du)
holds iff either
(a) ∫ ∞
−∞
| ln fa(u)|
1 + u2
du =∞ (37)
holds or
(b) ∫ ∞
−∞
| ln fa(u)|
1 + u2
du <∞ (38)
holds, t > 0 and 1
1+|ℓ(u)|2
is a restriction (to R) of an entire analytic function
of exponential type not exceeding t, or
(c) inequality (38) holds, t = 0, and |ℓ(·)| is Lebesgue a.e. equal to a con-
stant.
Proof: If (37) holds, then by M.G. Krein singularity criterion, we have
Ht = H for all t ∈ R, see e.g. [4, Chapter XII, Section 4] or [13, Chapter II,
Section 2], and the assertion a) of the theorem follows.
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Let Π := {z ∈ C : ℑ(z) > 0} denote the upper half-plane. If (38) holds,
then we have a representation fa(u) = |g∗(u)|2, where g∗(u) is the boundary
value of the function
g(z) := exp
{
1
2π i
∫ ∞
−∞
ln fa(u)
1 + zu
z − u
du
1 + u2
}
.
Therefore g is an outer function from Hardy class H2(Π); we refer to [7,
Chapter 8] for the facts and definitions mentioned in this subsection con-
cerning Hardy classes on Π and related outer and inner functions.
Let t ≤ 0. The same arguments as those given in the proof of Theorem
5.2 show that
h∗(u) :=
g∗(u)
1 + |ℓ(u)|2
is the boundary value of a function h ∈ H2(Π).
The function
A∗(u) :=
1
1 + |ℓ(u)|2 = h∗(u) ·
1
g∗(u)
, u ∈ R, (39)
admits an analytic continuation from the real line to Π given by A(z) =
h(z) · 1g(z) .
Let us prove that A(·) is bounded on Π. Write the factorization h =
Mh · Qh where Mh is an inner function and Qh is an outer function. Then
A = Mh · Qhg . The function Mh is bounded on Π by the definition of an
inner function while Qhg is an outer function with bounded boundary values,
because Lebesgue-a.e.∣∣∣(Qhg )∗ (u)∣∣∣ =
∣∣∣∣ A∗(u)(Mh)∗(u)
∣∣∣∣ = |A∗(u)| ≤ 1, u ∈ R.
Since for outer functions the boundedness on the boundary implies, via
Poisson kernel representation, the boundedness on Π, we see that the factor
Qh
g is also bounded on Π. We conclude that A(·) is bounded on Π. In other
words, A ∈ H∞(Π).
Furthermore, the function A admits an analytic reflection to the lower
half-plane Π− := {z ∈ C : z ∈ Π} by letting A−(z) := A(z). This reflection
agrees with A on the real line because the boundary values A∗(u), u ∈ R,
are real.
Consider now an auxiliary function S∗(u) := sinuu eiu on R and its ana-
lytic continuation S(z) := sin zz eiz ∈ H2(Π). Then S · A ∈ H2(Π) and the
corresponding boundary function S∗ ·A∗ ∈ L2(R). According to the Fourier
representation of the elements of H2(Π) and that of their boundary values
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we have
S∗(u)A∗(u) = sinu
u
eiuA∗(u)
=
∫ ∞
0
eixuq(x) dx, u ∈ R, Lebesgue-a.e., (40)
S(z)A(z) = sin z
z
eizA(z)
=
∫ ∞
0
eixzq(x) dx, z ∈ Π, (41)
with some q(·) ∈ L2(R+). We may rewrite (40) as
sinu
u
A∗(u) =
∫ ∞
−1
eiyuq(y + 1) dy.
Moreover, since the left hand side is real, its Fourier transform is symmetric.
Therefore, q(· + 1) must vanish on [1,∞), i.e. q(·) must vanish on [2,∞).
Thus (41) writes as
S(z)A(z) =
∫ 2
0
eixuq(x) dx := Q(z) (42)
and Q is an entire function.
Consider the holomorphic function
V (z) :=
Q(z)
S(z) =
ze−izQ(z)
sin z
.
Since V = A on Π and V = A∗ on R, we see that V is bounded on Π ∪ R.
Proceeding in the same way with the lower half-plane Π− instead of Π,
we find ”another” holomorphic function V− such that V− = A− on Π− and
V− = A∗ = V on R. The latter equality yields V = V− on C; moreover, V
is bounded on C. Hence V is a constant and A∗ = V is a constant, too, as
required in the assertion c) of our theorem.
If (38) holds and t > 0, the same reasoning leads to a representation
analogue to (39), namely,
A∗(u) :=
1
1 + |ℓ(u)|2 = e
−ituA∗(u) , u ∈ R,
where A∗ is the boundary function of some A ∈ H∞(Π).
Using that S ·A ∈ H2(Π) and proceeding as before, we have a represen-
tation analogue to (42)
S(z)A(z) =
∫ 2(t+1)
0
eizuq(x) dx := Q(z)
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and Q is an entire function. Let
V (z) =
Q(z)e−itz
S(z) = A(z)e
−itz .
Then V = A∗ on R and we have
|V (z)| ≤ et|ℑ(z)|||A||∞ , z ∈ Π.
Proceeding in the same way with the lower half-plane Π− instead of Π,
we find ”another” holomorphic function V− such that
|V−(z)| ≤ et|ℑ(z)|||A−||∞ , z ∈ Π−,
and V− = A∗ = V on R . The latter equality yields V = V− on C. We
conclude that
|V (z)| ≤ et|ℑ(z)|||A||∞ , z ∈ C,
i.e. V is an entire function of exponential type not exceeding t, as required
in the assertion b) of our theorem.
If (38) holds and t < 0, we still see from the previous reasoning that
ψ∞ must be a constant. Due to M.G. Krein’s regularity criterion (see [13,
Chapter III, Theorem 2.4]), we know that under (38) constants do not belong
to L(t) with t < 0. Hence the equality σ2(t) = σ2(∞) is not possible for
t < 0.
Now we prove the sufficiency. Assume that t > 0 and that A∗(u) :=
1
1+|ℓ(u)|2 is a restriction (to R) of an entire analytic function A(·) of expo-
nential type not exceeding t.
Write
A∗(u) = A∗(0) + u · A∗(u)−A∗(0)
u
:= A∗(0) + u · A˜∗(u).
It is sufficient to show that the function u 7→ u · A˜∗(u) belongs to Ht.
Furthermore, since we have
1− e−iδu
iδ
A˜∗(u)→ u · A˜∗(u), as δ → 0,
in L2(R, µ), it is sufficient to show that A˜∗ ∈ Ht.
Notice that A˜∗ belongs to L2(R
1) w.r.t. Lebesgue measure and is a
restriction of the analytic function of exponential type not exceeding t given
by A˜(z) := A(z)−A(0)z . Hence, by Paley–Wiener theorem (see [1, Chapter IV]
we have a representation
A˜∗(u) = A˜(u) =
∫ t
−t
a(τ)eiτudτ
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with a(·) ∈ L2[−t, t] ⊂ L1[−t, t]. Since exponentials u 7→ eiτu belong to Ht
as τ ≤ t, it follows that A˜∗ ∈ Ht.
This concludes the proof of our theorem. 
Remark 5.5 In 1923, S.N. Bernstein introduced a class of entire functions
of exponential type not exceeding t and bounded on the real line, cf. [3] or
[1, Chapter 4, Section 83]. The functions that appear in Theorem 5.4 belong
to this class.
5.3 An extension of regularity criterion
Consider again the discrete time case. We handle wide sense stationary
sequences and use the notation from Subsection 5.1. Let σ20(t) be the pre-
diction error for B(0) given the past Ht in the classical prediction problem
(with L = 0). The sequence B is called regular, if we have
lim
t→−∞
σ20(t) = E |B(0)|2.
By the classical Kolmogorov regularity criterion, see [13, Chapter II, Theo-
rem 5.1], a wide sense stationary sequenceB is regular iff its spectral measure
is absolutely continuous and (34) is verified.
The following result provides an extension of this assertion to our set-
tings.
Theorem 5.6 Let B be a wide sense stationary sequence. Let L be a linear
filter with frequency characteristic ℓ(·). If (34) holds, then
lim
t→−∞
σ2(t) = E |B(0)|2 −
∫ π
−π
µs(du)
1 + |ℓ(u)|2 .
Proof: Consider first the sequences with absolutely continuous spectral
measure. In that case, by Kolmogorov’s criterion, B is regular. Hence,
lim
t→−∞
σ2(t) ≥ lim
t→−∞
inf
Y ∈Ht
E |Y −B(0)|2 = E |B(0)|2.
On the other hand, since for each t ∈ Z it is true Y = 0 ∈ Ht, we have
σ2(t) ≤ E |B(0)|2 and the theorem is proved in the form
lim
t→−∞
σ2(t) = E |B(0)|2. (43)
In the general case, by [13, Chapter II, Theorem 2.2] our sequence splits
into a sum B = B(a) + B(s) of mutually orthogonal wide sense stationary
processes such that the regular part B(a) has the spectral measure µa, the
singular part B(s) has the spectral measure µs and the corresponding spaces
H
(a)
t := span{B(a)(v), v ≤ t}, H(s)t := span{B(s)(v), v ≤ t} are not only
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orthogonal but also satisfy subordination inclusions H
(a)
t ⊂ Ht, H(s)t ⊂ Ht.
The latter yield Ht = H
(a)
t ⊕H(s)t .
Moreover, for any ξ ∈ Ht representation (5) implies
E |Lξ|2 =
∫ π
−π
|ℓ(u)φξ(u)|2µ(du)
=
∫ π
−π
|ℓ(u)φξ(u)|2µa(du) +
∫ π
−π
|ℓ(u)φξ(u)|2µs(du)
= E |Lξ(a)|2 + E |Lξ(s)|2,
where ξ(a), ξ(s) denote the projections of ξ onto H
(a)
t and H
(s)
t , respectively.
Therefore, for any ξ ∈ Ht we have
E |ξ −B(0)|2 + E |Lξ|2
= E |ξ(a) −B(a)(0)|2 + E |ξ(s) −B(s)(0)|2
+E |Lξ(a)|2 + E |Lξ(s)|2.
In this situation, the minimization problem splits into two independent
ones and is solved by ξt = ξ
(a)
t + ξ
(s)
t , where ξ
(a)
t , ξ
(s)
t are the solutions for
the processes B(a), B(s), respectively.
For the extended prediction errors we obtain, by using Theorem 5.1,
σ2(t) = σ(a)2(t) + σ(s)2(t) = σ(a)2(t) + σ(s)2(∞). (44)
By applying consequently (44) and (43), we have
lim
t→−∞
σ2(t) = lim
t→−∞
σ(a)2(t) + σ(s)2(∞)
= E |B(a)(0)|2 +
∫ π
−π
|ℓ(u)|2µs(du)
1 + |ℓ(u)|2
= E |B(0)|2 − E |B(s)(0)|2 +
∫ π
−π
|ℓ(u)|2µs(du)
1 + |ℓ(u)|2
= E |B(0)|2 +
∫ π
−π
( |ℓ(u)|2
1 + |ℓ(u)|2 − 1
)
µs(du)
= E |B(0)|2 −
∫ π
−π
µs(du)
1 + |ℓ(u)|2 ,
as claimed. 
6 Interpolation
Consider the simplest case of interpolation problem (our Problem III) in
discrete time. Let (B(t))t∈Z be a wide sense stationary sequence having
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spectral density f and let L be a linear filter with frequency characteristic
ℓ(·). Consider the extremal problem
E |Y −B(0)|2 + E |LY |2 → min, Y ∈ H◦1 .
Recall that H◦1 = span{B(s), |s| ≥ 1}. Let
σ2int = inf
Y ∈H◦
1
(
E |Y −B(0)|2 + E |LY |2)
denote the interpolation error.
The classical case of this problem, i.e. L = 0, was considered by A.N.
Kolmogorov [10]. He proved that precise extrapolation with σ2int = 0 is
possible iff ∫ π
−π
du
f(u)
=∞. (45)
If the integral in (45) is convergent, then
σ2int = 4π
2
(∫ π
−π
du
f(u)
)−1
.
We extend this result to the case of general L as follows.
Theorem 6.1 If (45) holds, then
σ2int =
∫ π
−π
|ℓ(u)|2
1 + |ℓ(u)|2 f(u) du.
Otherwise,
σ2int =
∫ π
−π
|ℓ(u)|2f(u)du
1 + |ℓ(u)|2
+
(∫ π
−π
du
1 + |ℓ(u)|2
)2(∫ π
−π
du
f(u)(1 + |ℓ(u)|2)
)−1
.
Proof: If (45) holds, then by Kolmogorov’s theorem we have B(0) ∈ H◦1 ,
thus H◦1 = H and by (14)
σ2int = inf
Y ∈H
(
E |Y −B(0)|2 + E |LY |2)
=
∫ π
−π
|ℓ(u)|2
1 + |ℓ(u)|2 f(u) du,
proving the first assertion of the theorem.
Assume now that ∫ π
−π
du
f(u)
<∞. (46)
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Let us define a function φ on [−π, π) by the relations
φ(u) :=
c+ f(u)
f(u)(1 + |ℓ(u)|2) ,
c = −
(∫ π
−π
du
1 + |ℓ(u)|2
)(∫ π
−π
du
f(u)(1 + |ℓ(u)|2)
)−1
.
We will prove that the random variable
ξ =
∫ π
−π
φ(u)W(du)
solves our interpolation problem. To this aim, according to Propositions
2.1, 2.2, and 2.5, it is sufficient to prove that ξ ∈ D(L), that ξ ∈ H◦1 , and
that ξ satisfies equations (12) of Proposition 2.5.
First, we have
E |Lξ|2 =
∫ π
−π
|φ(u)ℓ(u)|2f(u)du
=
∫ π
−π
(c+ f(u))2
f(u)
|ℓ(u)|2
(1 + |ℓ(u)|2)2 du
≤ 1
4
∫ π
−π
(c+ f(u))2
f(u)
du
=
c2
4
∫ π
−π
du
f(u)
+ π c+
1
4
∫ π
−π
f(u) du <∞,
whence ξ ∈ D(L).
Second, we show that ξ ∈ H◦1 . Consider an orthogonal decomposition
ξ = η + η⊥ with η ∈ H◦1 , η⊥ ∈ (H◦1 )⊥. We also have the corresponding
analytic decomposition φ = ψ + ψ⊥ with ψ ∈ L◦ := span{eisu, |s| ≥ 1} and
ψ⊥ ∈ (L◦)⊥.
Let us show that any h ∈ L◦ satisfies equation∫ π
−π
h(u) du = 0. (47)
Indeed under assumption (46) the linear functional h 7→ ∫ π−π h(u) du is
bounded and continuous on L because by Ho¨lder’s inequality∣∣∣∣∫ π
−π
h(u) du
∣∣∣∣2 ≤ ∫ π
−π
du
f(u)
∫ π
−π
|h(u)|2f(u) du
=
∫ π
−π
du
f(u)
||h||2L.
Therefore, equality (47) which is true for every exponent from the set
{h(u) = eisu, |s| ≥ 1}, extends to their span L◦. In particular, we obtain∫ π
−π
ψ(u) du = 0.
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Since the constant c in the definition of φ was chosen so that∫ π
−π
φ(u) du = 0, (48)
we obtain ∫ π
−π
ψ⊥(u) du =
∫ π
−π
(φ− ψ)(u) du = 0. (49)
On the other hand, we have ψ⊥f ∈ L1[−π, π) and ψ⊥ ∈ (L◦)⊥. The latter
means that ∫ π
−π
ψ⊥(u)eisuf(u) du = 0, s ∈ Z, s 6= 0.
Therefore ψ⊥f is a constant, say, ψ⊥f = a. By plugging ψ⊥ = af into (49)
we obtain a = 0. It follows that ψ⊥ = 0 and φ = ψ ∈ L◦, which is equivalent
to ξ ∈ H◦1 .
It remains to check that ξ satisfies equations (12). The analytical form
of these equations is∫ π
−π
[
φ(u) − 1 + |ℓ(u)|2φ(u)] h(u)f(u)du = 0, h ∈ L◦. (50)
By the definition of φ we have
φ(u)− 1 + |ℓ(u)|2φ(u) = c
f(u)
.
Therefore, (50) reduces to∫ π
−π
h(u) du = 0, h ∈ L◦.
The latter was already verified in (47), and we have proved that ξ is a
solution of interpolation problem. Now the direct computation using the
definitions of φ and c, as well as (48), shows
σ2int =
∫ π
−π
[
(φ(u) − 1)2 + |ℓ(u)|2φ(u)2] f(u) du
=
∫ π
−π
[
φ(u)2(1 + |ℓ(u)|2) + (1− 2φ(u))] f(u) du
=
∫ π
−π
[φ(u)(c + f(u)) + (1− 2φ(u))f(u)] du
=
∫ π
−π
(1− φ(u))f(u)du =
∫ π
−π
|ℓ(u)|2f(u)− c
1 + |ℓ(u)|2 du
=
∫ π
−π
|ℓ(u)|2f(u)
1 + |ℓ(u)|2 du
+
(∫ π
−π
du
1 + |ℓ(u)|2
)2(∫ π
−π
du
f(u)(1 + |ℓ(u)|2)
)−1
,
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as claimed in the theorem’s assertion. 
Remark 6.2 The first term in σ2int is just the optimal error (14) in the
easier optimization problem with Y ∈ H. The second term is the price we
must pay for optimization over the smaller space H◦1 instead of H.
7 Proofs for abstract Hilbert space setting
Proof of Proposition 2.1: Not that the set H0
⋂D(L) is non-empty,
since it contains zero. Let
σ2 := inf
y∈H0
⋂
D(L)
G(y).
There exists a sequence (ξn)n∈N in H0
⋂D(L) such that
lim
n→∞
G(ξn) = σ
2.
Clearly, for all m,n ∈ N we have (ξm+ ξn)/2 ∈ H0
⋂D(L) and by convexity
of || · ||2, ∥∥∥∥ξm + ξn2 − x
∥∥∥∥2 ≤ 12 (||ξm − x||2 + ||ξn − x||2) ,∥∥∥∥L(ξm + ξn2
)∥∥∥∥2 = 14 ‖Lξm + Lξn‖2
≤ 1
2
(||Lξm||2 + ||Lξn||2) .
It follows that
lim sup
m,n→∞
G
(
ξm + ξn
2
)
≤ 1
2
(
lim
m→∞
G(ξm) + lim
n→∞
G(ξn)
)
= σ2.
Hence,
lim
m,n→∞
G
(
ξm + ξn
2
)
= σ2.
The parallelogram identity
2||f ||2 + 2||g||2 = ||f + g||2 + ||f − g||2 (51)
yields
2 (G(ξm) +G(ξn))
= 2
(||ξm − x||2 + ||Lξm||2)+ 2 (||ξn − x||2 + ||Lξn||2)
= ||ξm + ξn − 2x||2 + ||ξm − ξn||2 + ||L(ξm + ξn)||2
+||L(ξm − ξn)||2.
30
Therefore, as m,n→∞, we have
||ξm − ξn||2 + ||L(ξm − ξn)||2
= 2 (G(ξm) +G(ξn))− 4G
(
ξm + ξn
2
)
→ 0.
It follows that
lim
m,n→∞
||ξm − ξn|| = 0, lim
m,n→∞
||Lξm − Lξn|| = 0.
Therefore, the sequence ξn converges in norm to an element ξ ∈ H0, and the
sequence Lξn converges in norm to an element g ∈ H. By the definition of
the closed operator we have ξ ∈ D(L) and g = Lξ. Moreover, we have
lim
n→∞
||Lξn|| = ||Lξ||.
Finally, we obtain
σ2 = lim
n→∞
G(ξn) = G(ξ), ξ ∈ H0 ∩D(L),
as required. 
Proof of Proposition 2.2: Assume that ξ1 and ξ2 are two distinct solu-
tions of the problem (11), i.e.
G(ξ1) = G(ξ2) = σ
2.
By using the parallelogram identity (51), we have
G
(
ξ1 + ξ2
2
)
=
1
2
(G(ξ1) +G(ξ2))−
∥∥∥∥ξ1 − ξ22
∥∥∥∥2 − ∥∥∥∥Lξ1 − Lξ22
∥∥∥∥2
≤ σ2 − 1
4
‖ξ1 − ξ2‖2 < σ2,
which is impossible. The contradiction proves the proposition. 
Proof of Proposition 2.4: Let L∗ be the operator adjoint to L. Since
L is a closed operator with the dense domain, L∗L is a self-adjoint non-
negative operator, cf. [2, Chapter IV]. Therefore, (I + L∗L)−1 is a bounded
self-adjoint operator. By letting A := I + L∗L, we have
||y − x||2 + ||Ly||2 = ||x||2 − (x, y)− (y, x) + (Ay, y)
= ||x||2 + ||A1/2y −A−1/2x||2 − ||A−1/2x||2
≥ ||x||2 − ||A−1/2x||2,
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and the equality is attained iff y = ξ = A−1x. 
Proof of Proposition 2.5: Let ξ be a solution of Problem (11). Then
for every Y ∈ H0 ∩ D(L) we have
m := ||ξ − x||2 + ||Lξ||2 ≤ ||Y − x||2 + ||LY ||2.
Fix an arbitrary h ∈ H0 ∩D(L); then ξ + εh ∈ H0 ∩D(L) for all real ε. We
have
m ≤ ||ξ + εh− x||2 + ||L(ξ + εh)||2
= m+ 2ε [ℜ(ξ − x, h) + ℜ(Lξ,Lh)]
+ε2
[||h||2 + ||Lh||2] .
It follows that
ℜ(ξ − x, h) + ℜ(Lξ,Lh) = 0.
By replacing ε with iε we obtain
ℑ(ξ − x, h) + ℑ(Lξ,Lh) = 0.
By adding up two equalities we arrive at (12).
We establish now the uniqueness of the solution for (12). Let ξ1, ξ2 ∈
H0 ∩ D(L) satisfy equalities
(ξ1 − x, h) + (Lξ1, Lh) = 0,
(ξ2 − x, h) + (Lξ2, Lh) = 0,
for all h ∈ H0 ∩ D(L). It follows that
(ξ1 − ξ2, h) + (L(ξ1 − ξ2), Lh) = 0.
By plugging h = ξ1 − ξ2 into this equality, we arrive at
||ξ1 − ξ2||2 + ||L(ξ1 − ξ2)||2 = 0,
hence, ξ1 = ξ2. 
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