This work describes a new approach to CV dopant profiling by means of nonlinear least squares inverse modeling. It is shown that a genetic algorithm can replace standard nonlinear minimization procedure in identification of doping profile parameters. The most important advantages of the genetic algorithm are in its ability to avoid local minima and often in faster convergence in "difficult" cases. Practical implementation of the genetic algorithm is described in detail, and experimental results are shown.
INTRODUCTION
Capacitance -voltage (CV) methods are widely used for determination of doping profiles in semiconductor structures. There are several methods of extraction of the doping profile from CV measurements (1) (2) (3) (4) (5) (6) (7) (8) . In this work we discuss the method known as inverse modeling. It has been introduced by De Man (2) , as a method of determination of doping profiles in p-n junctions, and recently applied by Iniewski and Salama (3) to determination of shallow doping profiles in semiconductor substrates of MIS capacitors.
The inverse modeling method can be formulated in the following way. A semiconductor structure (a p-n junction, a Schottky diode or a MIS capacitor) is given, and its capacitancevoltage characteristics is measured in appropriate conditions (reverse bias for junction structures, deep depletion for MIS capacitors). The measurements yield a set of n pairs (C expi , V i ), where every C expi is the measured capacitance value for the bias voltage V i . It is assumed that the functional form of the doping profile is known 1 (e.g. exponential function, Gaussian function, error function etc.), but the parameters of this function are to be determined.
In other words, it is assumed that the doping profile is described with sufficient accuracy by a function N(x) = f(P, x),
where x is the spatial coordinate and P = (p 1 , p 2 , ... p m ) is a vector of m unknown doping profile parameters. Given a procedure which can calculate theoretical capacitance values Ct hi for the voltages V i and the doping profile N(x) with arbitrary values of the parameters P, the goal is to find the values of the doping profile parameters (p 1opt , p 2opt , ..., p mopt ) which yield 1 It has been shown recently (15) that this somewhat inconvenient requirement may be relaxed by using spline approximation.
the best agreement between the theoretical and experimental capacitance values. This goal can be formulated as a nonlinear minimization problem. The objective function is defined as
A minimum of this function F opt (p 1opt , p 2opt , ..., p mopt ) corresponds to the best least square fit of the theoretical CV curve to the experimental one. It is assumed that if the experimental and theoretical CV curves match well, the doping profile N(x) = f(p 1opt , p 2opt , ..., p mopt, x) is a good approximation of the real doping profile. In the classical approach the minimum of F(P) is obtained by means of an optimization procedure, which can be one of standard numerical procedures of minimization of nonlinear functions (12) . The minimization process starts from an initial set of parameters P and requires repetitive evaluation of the function F(P) for many other sets of these parameters which are determined by the optimization procedure. This in turn requires repetitive calculation of the theoretical capacitances.
The inverse modeling method has many potential advantages. As pointed out by Iniewski and Salama, this method is the only method applicable to very shallow and very steep profiles. There is no "Debye length resolution limit" or "sub-surface 3L D limit" (4, 6, 7) . In practice, however, the inverse modeling technique is not always reliable. The optimization procedure used to find the minimum of F(P) may fail to find the proper minimum or converge very slowly. Worse yet, it can be shown that in some cases excellent agreement between the measured and calculated CV curves does not guarantee that the doping profile has been accurately identified. There are many factors that can contribute to a failure of the inverse modeling method:
• selection of a function f(P, x) which does not reflect correctly the actual doping profile,
• low accuracy or systematic errors in the CV measurements,
• CV characteristics measured in inappropriate voltage range,
• ill-conditioning of the optimization problem for a particular doping profile and set of CV measurements,
• inability of the optimization method to find the global optimum for a particular starting point.
The inverse modeling method has also another drawback: it may require very long computation time. The number of evaluations of the function F(P) and, consequently, the computation time usually rises exponentially with the dimensionality of the vector P (i.e. the number of parameters to be identified). As a result, the inverse modeling method may work well if the number of parameters in P is two or three but becomes impractical for functions f(P, x) with 10 or 20 parameters.
Some of the problems mentioned above are not specific to the inverse modeling method as such but are associated with optimization procedures used to minimize the objective function F(P).
In this work we show how the minimization of F(P) can be performed by means of a genetic algorithm instead of standard procedures of nonlinear optimization. Application of the genetic algorithm helps to avoid some of the difficulties with the inverse modeling method and in some cases considerably reduces the computation time.
INVERSE MODELING: WELL-CONDITIONED AND ILL-CONDITIONED CASES
The main source of difficulties in the inverse modeling technique is in ill-conditioning of the problem of minimization of the objective function F(P). By ill-conditioned cases we mean here the cases when the CV characteristics exhibit weak dependence on some doping profile parameters. Such cases are difficult for nonlinear optimization procedures. The convergence may be extremely slow, and if the optimization process is stopped too early, the resulting values of p i may be far from actual solution. Even if the experimental and theoretical CV characteristics may seem to fit well, some of the doping profile parameters may have very inaccurate values. In some cases the solution depends on the starting point. This indicates that either local minima of F(P) exist, or the dependence of F(P) on some parameters is too weak to allow precise identification of the minimum. To illustrate this problem, consider a simple Gaussian doping profile which might result e.g. from implantation of a certain dose D of dopant ions into a uniformly doped substrate. These characteristics were calculated theoretically using an efficient and accurate solver of the Poisson's equation (see (11) for mathematical details). The following data were used:
t ox = 0.02 µm, N it = 1×10 10 cm -2 , polySi n-type gate doped to the level of 1×10 20 cm -3 . As This is where genetic algorithms can bring some improvement.
THE GENETIC ALGORITHM
The concept of genetic algorithms has been introduced by Holland (9) . They are based on a mechanism which mimics the natural evolution process. his genes from one of existing individuals, but one (or more) of these genes is randomly changed. Crossover creates a new individual which inherits a mixture of genes from two existing individuals. Selection of individuals for the mutation and crossover processes is random, but the probability of selection may depend on the fitness. As a result, the individuals with the best fitness have the highest probability of reproduction, and the average fitness of the population improves. The simulation of the evolution process is stopped when either one or more of the individuals in the population reaches a given fitness level or the speed of improvement of the fitness of the best individual in the population falls below a given threshold.
We will not discuss here the theoretical background of the genetic algorithms. Interested reader is referred to a recent overview paper (10) . However, to apply the genetic algorithm to the problem of doping profile identification, we must define the individual, the population, the genes and the fitness. This definition of fitness indicates that in our case lower values of the fitness are better.
The mutation and crossover processes used in the algorithm are defined as follows.
Big Mutation is an operation which is performed in the following way: for a given existing individual I old , create a new individual I new with a set of genes P new determined by the algorithm which can be described by the following pseudo-code: In other words, in our implementation of the genetic algorithm the crossover not only results in a random mixture of genes of existing individuals, but also randomly changes them. This random change helps to avoid creation of twins, i.e. individuals which have sets of genes identical to other individuals already existing in the population.
The genetic algorithm used to find the minimum of F(P) repeats selection, mutation, crossover and evaluation of fitness in a loop until a predetermined level of fitness is reached. The performance of the algorithm depends on the details of the functions that perform random selections. In most of the experiments with the genetic algorithm described in this paper the probabilities of selection of an operation were 0.5 for crossover and 0.25 for big and small mutation. The probability of selection of individuals decreased linearly with the position on the ranking list, i.e. the first individual on the list had the highest probability of selection and the last one had the lowest probability. To compare the performance of the genetic algorithm with typical numerical procedure for minimization of nonlinear functions we used the Powell minimization algortihm, as described by Brent (12) . This is a well proven general purpose minimization algorithm which was chosen after experiments with other minimization techniques.
RESULTS AND DISCUSSION
The genetic algorithm was tested on experimental CV characteristics measured in test wafers with MIS capacitors made on either p-type or n-type Si substrates with shallow implanted profiles. The wafers were fabricated and measured at the Institute of Electron Technology in Warsaw, Poland (13) . The accuracy of the capacitance measurements was better than 1 percent.
Some experiments with the algorithm were also performed on CV characteristics provided by
Iniewski (3, 14) .
The general conclusion coming from all tests is that the classical nonlinear optimization works better than the genetic algorithm in well-conditioned cases, while the genetic algorithm shows its superiority in ill-conditioned cases. An example is shown in Fig. 1 . The doping profile was described by a sum of two Gaussian functions The dependence of the performance of the genetic algorithm and the nonlinear optimization procedure on the number of identified doping profile parameters is shown in Fig. 7 . The results shown in Fig. 7 were obtained in the following way. Initially the number of parameters was six.
After the solution for six parameters was found, one of them was fixed at its optimal value and the optimization process was repeated for the remaining five. In the same way the number of parameters was subsequently reduced to four, three and two. In all cases the optimization process was stopped when the value of the objective function dropped below 0.1 percent. Fig. 7 shows the number of iterations needed to reach this level of F(P) as a function of the number of parameters for the genetic algorithm and for the nonlinear optimization procedure. While for the optimization procedure the number of iterations grows exponentially with the number of parameters, for the genetic algorithm the number of iterations is similar in all cases. As a result, the genetic algorithm becomes more effective when the number of parameters grows.
In contrast to these results, in well-conditioned cases the nonlinear optimization procedure is reliable and more efficient. The typical behavior of both optimization techniques in such cases is shown in Fig. 8 (this example corresponds to the doping profile shown in Fig. 5 in (3) , the CV data were provided by Iniewski (13)). The doping profile was described by a single Gaussian function of the form
The doping profile identified by the nonlinear optimization procedure was identical to the one found by Iniewski and Salama (3, Fig. 5 ). Various starting points led to the same final solution and almost the same number of iterations. For comparison two versions of the genetic algorithm were tested. Version 1 was the same as used in the previous example. In version 2 the probability of small mutation increased and the probability of big mutation decreased with decreasing value of F(P). As a result, new solutions generated in subsequent evolution steps were closer to the best solutions found so far. The second version was slightly better, but both versions were less efficient than the nonlinear optimization procedure.
It is worth noting that in all tests (also in tests not discussed here) the genetic algorithm exhibited one of its typical properties (see e.g. (10)): its efficiency was very good when the population was far from optimum, but became very low near the optimum. This property suggests that the genetic algorithm may be used in the most efficient way as a starting algorithm, to provide a good starting point close to the global optimum for the nonlinear optimization procedure. Such a combination uses both algorithms in the most efficient way. The ability of the genetic algorithm to find a global minimum is combined with good performance of the nonlinear optimization procedure.
The genetic algorithm has also some other useful properties not mentioned so far. It is very easy to implement and very flexible. Its properties may be controlled by changing the probabilities of the mutation and crossover operations, the algorithms for selection of individuals and the values of maximum mutations. A very interesting property is the ability to perform optimization with respect to more than one objective function. For example, another objective function may be the maximum distance between the calculated and measured CV characteristics. If more than one objective function is defined and evaluated after every evolution step, more than one ranking list of individuals (i.e. solutions) can be kept and two or more populations can be maintained simultaneously. The user of the program may choose which of the "best" solutions is really best from his or her viewpoint.
Another very nice property of the genetic algorithm is its robustness. If during optimization an unreasonable or unphysical value of a doping profile parameter is generated and the theoretical CV characteristic cannot be calculated, the algorithm generates another set of parameters and the algorithm continues. In contrast to this, the nonlinear optimization procedure usually cannot continue optimization. There are special techniques (constrained optimization) which help to avoid this problem, but they reduce the efficiency of the nonlinear optimization algorithms. 
CONCLUSIONS
It has been shown that a genetic algorithm can replace standard nonlinear optimization procedure in determination of doping profile parameters from CV measurements. The genetic algorithm is often more efficient and reliable in "difficult" cases, and can be combined with the nonlinear optimization procedure in such a way that both optimization techniques are used in the most efficient way.
It should be stressed, however, that if two different doping profiles lead to identical or nearly identical CV characteristics, no algorithm will be able to distinguish one profile from another and determine true values of the profile parameters. This is a fundamental limitation of applicability of all CV profiling techniques. It cannot be overcome by either the genetic algorithm or any other algorithm or technique of interpretation of the CV measurements . procedure (well-conditioned case). Genetic algorithm (1) -with constant probability of big mutation, small mutation and crossover. Genetic algorithm (2) -with probability of small mutation increasing and probability of big mutation decreasing with decreasing value of the objective function.
