entry and 0's elsewhere. Note that Z P is a nilpotent Lie subalgebra of s s l l ‫ރ‬ . I. n Ž . Hozo Electron. J. Combin., to appear studied the Laplacian of the Koszul complex w x for computing the Lie algebra homology of Z P . He showed that the tree structure of P forces significant simplifications in the Laplacian. He went on to conjecture that the eigenvalues of the Laplacian are indexed by certain labellings of P by partitions. He gave a simple method for determining the eigenvalue indexed by a labelling. In this paper we prove Hozo's conjecture. As a consequence, we deduce that all eigenvalues of the Laplacian are integers. 
HOZO'S CONJECTURE
Ä 4 w x ² Let P be a poset with vertex set n s 1, 2, . . . , n . Define Z P s z : i j : i -j , where z is the n = n matrix with a 1 in the i, j entry and 0's P i j w x elsewhere. By the transitivity of -, Z P is a nilpotent subalgebra of P Ž . w x gl ‫ރ‬ . In this paper we will consider Z P to be a nilpotent Lie algebra n w x with bracket u,¨s u¨y¨u.
Given an arbitrary Lie algebra Y, define the Koszul complex given by H Y s ker Ѩ rim Ѩ .
Ž .
r r r q 1
There has been much work on Lie algebra homology. The original referw x ence is Koszul Kosz although the paper most pertinent to this paper is by w x Kostant K . For a survey including a number of open problems in Lie w x algebra homology of a combinatorial nature see H1 .
One way to compute the homology of any complex is using the Lapla- are integers and he gave a formula for computing these integers. On the other hand Steve Fischer showed by direct computation that there are Ž . posets for which the eigenvalues of L are not rational integers. Indeed, r his computations for posets of small size suggest that it will be rare for the w x Laplacian of the Koszul complex of Z P to have rational integer eigenvalues. w x In this paper we prove a conjecture due to Iztok Hozo Ho which identifies a second class of posets for which the Laplacians of the associated Lie algebras have integer eigenvalues. These are the posets T with Hasse diagram a rooted tree. In one sense these posets are at the opposite w x end of the spectrum from the posets P a , . . . , a that appear in Kostant's 1 m w x work. Given rank sizes a , . . . , a the posets P a , . . . , a maximize the 1 m 1 m number of relations in a poset with those rank sizes whereas the rooted trees T tend to minimize the number of relations. In Section 2 we make a number of definitions and then state the main Ž . result of the paper Theorem 2.1 from which Hozo's conjecture will be deduced. In Sections 3 and 4 we prove special cases of Theorem 2.1, which are combined to give the final proof. The proof of Theorem 2.1 is finished in Section 5. In Section 6 we state and prove Hozo's conjecture.
We will assume familiarity of the representation theory of the symmetric groups including the indexing of irreducibles by partitions, tensor products of representations over subgroups, skew representations and Littlewood᎐ Richardson coefficients. For more background, readers can consult James w x w x w x w x J , James and Kerber JK , Macdonald M , or Sagan S .
X X᎐Y Y TREES
Let T be a rooted tree with root r. We view T as a poset with order relation F defined by Ž . define F F u to be the order filter in T generated by u.
DEFINITION 2.1. An X X᎐Y Y tree is a rooted tree along with a partition of Ž . < < < < A T into distinct sets X, Y with X s Y such that for all x g X we have In Fig. 2 .1 the left and right fusion classes are
Ž . Condition ) from Definition 2.1 insures that M M is non-empty. We will study an operator on the vector space spanned by M M. We will denote that vector space by ‫ރ‬ M M. Our main result will significantly generalize this situation by determining the information given in the chart above for any X X᎐Y Y tree.
Ž . Let t and t be in A T . Note that t and t are comparable in T iff t
is comparable to every element in the fusion class of t . It follows that G 2 acts on the set M M and that this action commutes with ⌳. In our previous ŽÄ 4. example the group G was S = Sym y , y . Our main theorem will 3 2 3 determine the eigenvalues of ⌳ along with the G-module structure of the corresponding eigenspace. In fact, this theorem will give an indexing of the eigenspaces by certain labellings of T which we describe next. Let a and ␣ denote the minimal elements in L and R , respectively.
For each i, the maximal element in L has degree 2. Hence it has a unique i cover which we denote by b . Similarly, we let ␤ denote the unique cover i j of the maximal element of R . Note that b and ␤ are elements of
We denote this latter set by P P T and
call it the partition set of T.
DEFINITION 2.6. A fusion labelling of T is a function f which assigns a Ž . Ž . Ž . partition to each element of P P T so that for each x g P P T , f x is a partition of
Ž . Given a fusion labelling of T we define two quantities e f and m f which we call the eigen¨alue of f and the inherent multiplicity of f, respec-Ž . Ä 4 tively. Let N T s n , . . . , n . For each i, let C C denote the set of points
Let be a partition, thought of as a Ferrer's diagram. For each x in , let c denote the content of x, i.e., c s j y i, where i and j are the row x x Ž . and column containing x. Let w denote the sum of the contents of the Ž .
Ž . and define e f s e f q e f qиии qe f .
A SPECIAL CASE
In this section we consider the operator ⌳ in the case where X is a linearly ordered order ideal in T. This means that every pair of elements in X are comparable and that every element of X is less than every element of Y. Such a case is pictured in Fig. 2 .2. Ä 4 Ä 4 Let X s x , . . . , x and Y s y , . . . , y . We will assume that of right fusion classes R , . . . , R with associated groups R R , . . . , R R .
We begin with some notation that will be used throughout the paper. Let H be a finite group, let h be an element of H, and let G be a subgroup of the centralizer of h. Consider h as an endomorphism of ‫ރ‬ H via the right-regular representation. This endomorphism commutes with right multiplication by G and with left multiplication by H. So every Ž . Ž . eigenspace of h is an H = G -module. For e g ‫,ރ‬ let E e, h denote the Ž e-eigenspace of h, and for an irreducible U m V of H = G, let m e, h, . Ž. U m V denote the multiplicity of U m V in E e, h . In practice, we will usually have indexing sets for the irreducibles of H and G and the element Ž . h will be understood. In that case we abbreviate m e, h, U m V to Ž w x. m e, , , where U and V are the irreducibles indexed by and .
Next, we state two technical lemmas for later reference. The first is straightforward to prove and the second is a classical result. So we omit proofs.
Let W be a finite set and let W s V rV r иии rV be a set partition of . Ž . will use E e , to denote the e -eigenspace of acting on ‫ރ‬ Sym V ,
. and m e , , m to denote multiplicity of a Sym V = G -irreducible
If is a partition of W we let denote the irreducible representation Ž . < < of Sym W indexed by . Also, for partitions of V , let g be the
Littlewood᎐Richardson coefficient, i.e., the multiplicity of in the 
For Lemma 3.2, let be the sum of all transpositions in S and let be n Ž . a partition of n. By Schur's lemma, is a scalar matrix.
The scalar is equal to w , the sum of the contents of the squares x in the Ferrer's diagram of .
We can now proceed with the proof of Theorem 2.1 in the special case < < considered in this section. The proof is by induction on Y ; the case where < < Y s 1 is easy. Ä 4 Ä 4 Let X s x , . . . , x , Y s y , . . . , y and assume that Theorem 2.1 has 1 n 1 n < < been proved for X X᎐Y Y trees with Y -n in which X is a linearly ordered ideal. We continue with the convention that x -x -иии -x . 1 2 n Case 1. x is covered by an element of Y. We number the y so that y n i 1 Ä 4 is the cover of x and R s y , . . . , y is the fusion class of y with
. . , x , y , . . . , y . Since y -y whenever y g R and
X the decomposition 3.1 is given by right multiplication by ⍀ . In other Y words, it is given by the action of the Laplacian ⌳ X associated to T X on the
X Apply our induction hypothesis to the tree T , X , Y . Let be a partition of n y d and let be a partition of r for i s 2, 3, . . . , t. 
X . where the sum is over all fusion labellings f of T , X , Y .
Ž .
Ž . An important observation about 3.2 is that f a is the empty partition R R= иии = R R . Let be a partition of n and let be a partition of r for 2 t i i Ž . is1, 2, . . . , t. Lemma 3.1 combined with 3.2 gives that the multiplicity of Ž . Ž . the S = R R = иии = R R -irreducible indexed by , , . . . , in the e-ei-
X N T j A T and f ␣ s . The summand in 3.3 indexed by f can be 1 rewritten in terms of f as
Ž . Ł fŽ ␤ ., fŽa .,
Observing that e f s e f s e we have completed the induction step in this case. Let R Ž i. , . . . , R Ži. denote the right fusion classes contained in T , let
Ž Ž i. . r s R , and let R R s Sym R . By our induction hypothesis we have j j j j that the multiplicity of the irreducible representation of
Ž . We now apply Lemma 3.2. Combining Lemma 3.2 with 3.6 we have that Ž . the multiplicity of the S = R R = иии = R R -irreducible indexed by n 1 t Ž . ,, . . . , in the e-eigenspace of ⌳ is given by 1 t t i This completes the induction step in this case.
To finish the proof of Theorem 2.1 in the special case considered in this section we note that x cannot be covered by an element x in X because n if it were, x would be in the fusion class L and so x would not be 1 n maximal. This completes the proof of Theorem 2.1 in the case in which X is a linearly ordered order ideal.
X X᎐Y Y STRINGS
In this section we will prove Theorem 2.1 in a special case that will be important to our general argument. 
and which form an order filter in X j Y, i.e.,
Ž .
1 If x is an X X-node with a -x then x s a for some j ) i. Note that ␣ F ␤. Let T X be the labelled tree obtained from T by replacing the fusion classes L j R by a single fusion class R X consisting of ␤ y ␣ linearly
so the restriction of to L j иии j L corresponds to an element
There is more to say here. Because R is linearly ordered, ⌳ never t Ž . switches elements in R . Hence with respect to the factorization 4.1 , 
where M is the multiplicity of the S = S -irreducible indexed by ,
Here S is acting from the left and S is acting from the right. By
Let f be a fusion labelling of T , X , Y which labels ␣ by . We let t t Ž .
X f be the fusion labelling of T, X, Y which labels ␣ by and a by .
X g sg sMand clearly e f s e f and m f s m f .
fŽa ., ,
Combining all this information, we see that the multiplicity of the Ž . irreducible indexed by , . . . , , , . . . , in the e-eigenspace of ⌳
e f se which proves Theorem 2.1 in the case in which there is a terminal X X᎐Y Y string with non-trivial X-component.
This need not happen, however. Consider the tree below:
So we need one further generalization.
THE GENERAL CASE
Let L be a left fusion class which is an order filter in X with Index the right fusion classes so that R , . . . , R are contained in Z.
Ž . with at least one y , y from T _ Z. Thus ⌳ is the sum of terms where i j 1 both y and y are from Z. Suppose y , y , y are in Y with y , y g Z and y. This proves that ⌳ and ⌳ commute.
Let T X be the tree obtained from T by removing Z and replacing it with a path of length ␤ y ␣ q 1 consisting of elements
YlZ is some subset of X which is entirely contained in the order y1 Ž . ideal generated by x . In particular, if x g Y l Z the x can be 
x otherwise. If we act on by permuting the¨'s then this translates i into a corresponding change in X . This discussion has a simple algebraic interpretation. We have shown that
Our next step is to interpret the action of ⌳ relative to the factorizationŽ . in 5.1 . It is clear that ⌳ acts on ‫ރ‬S as the Laplacian ⌳ for the tree Z Ž . This shows that ⌳ with respect to the factorization 5.1 is given by
It follows that the e-eigenspace of ⌳ is the direct sum over e of the e 0 0 XŽ . eigenspace of ⌳ tensor the e y e -eigenspace of ⌳. But it remains to 0 determine the structure of these eigenspaces as modules for
By our induction hypothesis, the multiplicity of the irreducible
. . , , , . . . , , in the e -eigenspace of ⌳ is equal to
If we apply our induction hypothesis again, the multiplicity of the irre-
When you tensor these two irreducibles together over S the multiplic- By a simple application of Frobenius reciprocity this multiplicity is g . s z nиии n z n иии n z n иии n z .
i j x y x y x y x y into account this cancellation, we get the following formula for the Ž Laplacian which was noted independently by Hozo in private communica-. tion :
Ž . COROLLARY 6.1. Let s z n иии n z . 
Y
Next we show a partition labelling F of the same tree P.
The next diagram again shows the tree P but this time each node¨is Ž . labelled by m F .
So the multiplicity of F is 2. Last, we see P again with each nodeŽ . labelled by e F .
So the eigenvalue of F is y1.
Ž . A few observations may help to clarify the definition of m F . Imaginë Ž . that¨and its covers are drawn below, each labelled by the triple F u . < < t < < Ž . It is easy to see that s Ý . The first factor in m F is is1 ig ¨.
, . . . , 
