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Resumen 
KESUMEN; 
• t 1 objetivo del presente trabajo de investigación es explorar nuevas 
^ t técnicas de implementación, basadas en grafos, para las Redes de 
^Ék Neuronas, con el fin de simplificar y optimizar las arquitecturas y la 
complejidad computacional de las mismas. Hemos centrado nuestra atención en una clase 
de Red de Neuronas: las Redes de Neuronas Recursivas (RNR), también conocidas 
como redes de Hopfield. £1 problema de obtener la matriz sináptica asociada con una 
RNR imponiendo un determinado número de vectores como puntos fijos, no está en 
absoluto resuelto, el número de vectores prototipo que pueden ser almacenados en la 
red, cuando se utiliza la ley de Hebb, es bastante limitado, la red se satura rápidamente 
cuando se pretende almacenar nuevos prototipos. La ley de Hebb necesita, por tanto, ser 
revisada. Algunas aproximaciones dirigidas a solventar dicho problema, han sido ya 
desarrolladas. Nosotros hemos desarrollado una nueva aproximación en la forma de 
implementar una RNR en orden a solucionar estos problemas. La matriz sináptica es 
obtenida mediante la superposición de las componentes de los vectores prototipo, sobre 
los vértices de un Grafo, lo cual puede ser también interpretado como una coloración de 
dicho grafo. Cuando el periodo de entrenamiento se termina, la matriz de adyacencia del 
Grafo Resultante o matriz de pesos, presenta ciertas propiedades por las cuales dichas 
matrices serán llamadas tetraédricas. La energía asociada a cualquier estado de la red es 
representado por un punto (a,b) de R2. Cada uno de los puntos de energía asociados a 
estados que disten lo mismo del vector cero está localizado sobre la misma línea de 
energía de i?2. El espacio de vectores de estado puede, por tanto, clasificarse en n clases 
correspondientes a cada una de las n diferentes distancias que puede tener cualquier 
vector al vector cero. La matriz (n x n) de pesos puede reducirse a un «-vector; de esta 
forma, tanto el tiempo de computación como el espacio de memoria requerido par 
almacenar los pesos, son simplificados y optimizados. En la etapa de recuperación, es 
introducido un vector de parámetros <r, éste es utilizado para controlar la capacidad de la 
red: probaremos que lo mayor es la componente a¡, lo menor es el número de puntos 
fijos pertenecientes a la línea de energía r¡. Una vez que la capacidad de la red ha sido 
controlada mediante este parámetro, introducimos otro parámetro, definido como la 
desviación del vector de pesos relativos, este parámetro sirve para disminuir 
ostensiblemente el número de parásitos. A lo largo de todo el trabajo, hemos ido 
desarrollando un ejemplo, el cual nos ha servido para ir corroborando los resultados 
teóricos, los algoritmos están escritos en un pseudocódigo, aunque a su vez han sido 
implamentados utilizando el paquete Mathematica 2.2., mostrándolos en un volumen 
suplementario al texto. 
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Abstract 
ABSTRACfi 
^ ^fc he aim of the present research is intended to explore new specifícation 
I techniques of Neural Networks based on Graphs to be used in the 
' optimization and simplification of Network Architectures and 
Computational Complexhy. We have focused our attention in a, well known, class of 
Neural Networks: the Recursive Neural Networks, also known as Hopfield's Neural 
Networks. The general problem of constructing the synaptic matrix associated with a 
Recursive Neural Network imposing some vectors as fixed points is fer for completery 
solved, the number of prototype vectors (learning patterns) which can be stored by 
Hebb's law is rather limited and the memory will thus quickly reach saturation if new 
prototypes are continuously acquired in the course of time. Hebb's law needs thus to be 
revised in order to allow new prototypes to be stored at the expense of the older ones. 
Some approaches related with this problem has been developed. We have developed a 
new approach of implementing a Recursive Neural Network in order to sob/e these kind 
of problems, the synaptic matrix is obtained superposing the components of the 
prototype vectors over the vértices of a Graph which may be interpreted as a coloring of 
the Graph. When training is finished the adjacency matrix of the Resulting Graph or 
matrix of weights presents certain properties for which it may be called a tetrahedral 
matrix The energy associated to any possible state of the net is represented as a point 
(a,b) in R2. Every one of the energy points associated with state-vectors having the same 
Hamming distance to the zero vector are located over the same energy Une in i?2. The 
state-vector space may be then classified in n classes according to the n different possible 
distances firom any of the state-vectors to the zero vector The (n x n) matrix of weights 
may also be reduced to a «-vector of weights, in this way the computational time and the 
memory space required for obtaining the weights is optimized and simplified. In the 
recall stage, a parameter vectora is introduced, this parameter is used for controlling the 
capacity of the net: it may be proved that the bigger is the <r, component of <J, the lower 
is the number of fixed points located in the r¡ energy line. Once the capacity of the net 
has been controlled by the ex parameter, we introduced other parameter, obtained as the 
relative weight vector deviation parameter, in order to reduce the number of spurious 
states. All along the present text, we have also developed an example, which serves as a 
prove for the theoretical results, the algorithms are shown in a pseudocode language in 
the text, these algorithm so as the graphics have been developed also using the 
Mathematica 2.2. mathematical package which are shown in a supplementary volume of 
the text. 
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Introducción 
INTRODUCCIÓN* 
• ^ 1 lector del presente trabajo seguro que espera encontrar, en un principio, 
^ ^ una forma amable de aproximarse a él. Con esta idea en mente he preten-
^ • k dido facilitar esta tarea, al escribir estas líneas. Supongo que el lector 
quiere tener una idea formada al finalizar la lectura de esta introducción, sobre qué es lo 
que se va a encontrar en los diferentes capítulos, conocer en qué forma ha sido organi-
zada la memoria, cual ha sido el trabajo realizado, su grado de dificultad, su situación 
dentro del amplísimo mundo de ideas que continuamente están surgiendo dentro de este 
campo, sus posibilidades de conexión con otras teorías,... etc. El trabajo versa sobre un 
tipo especial de Redes de Neuronas llamadas de tipo Recurrente o Recursivo. Como es 
bien sabido las Redes de Neuronas tratan de emular, en general, las funciones del cerebro 
humano. No voy a entrar aquí a comparar las Redes de Neuronas Recurrentes con los 
otros tipos de Redes Neuronales, de las cuales como es bien sabido, hay ya numerosos 
modelos; solamente decir, que quizás las Redes de Neuronas Recurrentes son las que 
más se aproximan al funcionamiento de nuestro cerebro, aunque teniendo presente la 
limitación que supone el no conocer con exactitud su comportamiento. Sabemos que el 
cerebro humano es de una gran complejidad, que aproximadamente contiene tantas neu-
ronas como estrellas hay en nuestra galaxia, también se sabe que el cerebro es un 
organismo vivo, es decir el estado en el que se encuentra es diferente de un momento a 
otro. El tema es tan importante que, como ejemplo, la prestigiosa revista Scientific 
American ha dedicado un monográfico sobre el mismo [Sea 95], allí se pueden 
encontrar, las últimas investigaciones sobre el Desarrollo Cerebral, Química de las 
comunicaciones Cerebrales, La memoria Funcional y la Mente, ..etc. De todas maneras 
siempre habrá algo desconocido en el cerebro, "si el cerebro fuese susceptible de llegar a 
ser totalmente conocido por el hombre, el hombre pertenecería a una categoría de seres 
no demasiado inteligentes, ya que podría llegar a conocerlo [Min 69]. 
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Una Red de neuronas Recursiva Determinista de dimensión n, se puede consi-
derar como un sistema dinámico caracterizado en todo instante discreto de tiempo t por 
un vector de estado x(t) e {1,-1}", cada componente x/t) de dicho vector se puede inter-
pretar como el estado de la neurona x, en el tiempo t; la ecuación dinámica que rige el 
sistema nos informa sobre el estado que tomará cualquier neurona en el instante de tiem-
po t+1, en función del estado anterior x(t) y de un conjunto de parámetros asimilados en 
una matriz W, llamada matriz de pesos. Dentro de las prestaciones exigidas a estas redes, 
quizá la de mayor interés sea la capacidad que deberá poseer de fijar o memorizar un 
conjunto de patrones L = {¿?, ..,^}, también pertenecientes al conjunto {1,-1}", es decir 
cada patrón se puede ver también como un estado de la red y viceversa. La red habrá 
memorizado el conjunto L ú al evolucionar dinámicamente a partir de un estado, perte-
neciente a L, ninguna neurona cambia de estado; por otra parte, si la red evoluciona 
desde un estado inicial que no perteneciese a L, iría evolucionando hasta estabilizarse en 
un estado de L; dicho de otro forma, no solamente se han memorizado los elementos de 
L sino que cualquier otro patrón que no pertenezca a este conjunto, también quedará 
atraído o asimilado por algún elemento de L. 
Nuestro aportación comienza en el capítulo tercero, por tanto las personas que 
únicamente estén interesadas en este extremo, pueden comenzar la lectura a partir de di-
cho capítulo. De todas formas, y con el fin de facilitar la tarea a la persona que tome esta 
opción, voy a resumir, en pocas palabras, cual es el contenido de los capítulos primero y 
segundo. El capítulo primero, explica como es la clásica forma de implementar una Red 
de Neuronas Recursiva, en su forma determinista; cuales son las prestaciones que que-
remos que nos ofrezca y cuales son los problemas más importantes que aparecen. El 
primero de ellos es asegurar que inicializando la red en cualquier estado y posteriormente 
dejándola evolucionar libremente, siempre se llega a un estado final, es decir a un estado 
en el cual ninguna neurona cambia de estado; este problema está solucionado mediante la 
función de energía, la cual asocia un número real a cada estado del sistema, de forma que 
cuando hay un cambio de estado, se produce un descenso de energía: como el número de 
estados es finito, en concreto 2", está claro que llegará un momento en que la red se 
estabilice. La célebre demostración del teorema de convergencia presentada por Hopfield 
[Hop 82] en la National Academy of Sciences donde demuestra que, bajo ciertas condi-
ciones, el comportamiento dinámico de las redes recursivas está gobernado por una 
función de energía la cual es monótona decreciente a lo largo de cualquier trayectoria del 
sistema; es expücada en profundidad en el primer capítulo. Dicho teorema dice que siem-
pre que la matriz de pesos W de una red recurrente discreta sea una matriz simétrica y 
con elementos no negativos en su diagonal, la convergencia está asegurada. El segundo 
problema es hallar, dentro de las la matrices simétricas y con elementos no negativos en 
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su diagonal, aquella que responda mejor a los requerimientos expuestos anteriormente. 
En el modelo clásico, W se obtiene basándose en un sistema de entrenamiento inspirado 
en la famosa ley de Hebb, la matriz encontrada resulta ser la matriz de correlación de 
signos del conjunto L; la ley de Hebb y sus variantes más relevantes son también 
analizadas en profundidad en el primer capítulo. Las dificultades más importantes con 
que se encuentra el modelo clásico son: primero, la relativa a la capacidad: la red tiene 
una pequeña capacidad de memorizar patrones: un importante teorema [Abu 85] nos 
dice que si para cualquier conjunto con p vectores de {-l,l}n, se puede encontrar una 
matriz de pesos cero diagonal W, tal que respecto a estos parámetros los p vectores 
dados son puntos fijos, entonces p debe ser menor o igual a n; impone una acotación 
general a la capacidad de la red. Por tanto puede ocurrir que el número de patrones que 
se pretende memorizar en una red, desborde su capacidad. Un segundo problema, 
también importante, es la aparición de parásitos, esto ocurre cuando la red memoriza 
patrones que no pertenecen a L. En el capítulo primero se expone cuales han sido los 
trabajos más prestigiosos, dentro del modelo determinista, dirigidos a resolver estos 
problemas, aunque aparentemente dentro de dicho modelo, parecen agotadas las 
posibilidades de ofrecer mejoras en este sentido, por ello en el capítulo segundo 
estudiamos las Redes Neuronales Recursivas no deterministas que ofrecen, en muchos 
aspectos, mejores prestaciones que las deterministas en orden a solucionar los problemas 
antes mencionados. 
Nuestro trabajo implementa una Red de Neuronas Recursiva determinista, bajo 
una nueva visión. Veremos que con esta nueva concepción los dos problemas más 
importantes que aparecían, los relativos a la capacidad y a la existencia de parásitos 
quedan ampliamente mejorados. En el tercer capítulo de la memoria, se presenta esta 
nueva concepción de las redes recurrentes: asociamos a la red un Grafo Completo G, 
cada nodo del grafo es una neurona, el vector de estado x(t), se interpreta como una 
bicoloración del grafo G, el aprendizaje, es decir la obtención del conjunto W, está 
basada en teoría de grafos. En el cuarto capítulo, que quizás se puede considerar como 
el núcleo de nuestro trabajo, se introduce la función de energía de forma que a cada 
estado de la red no le corresponde un número, como en el planteamiento clásico, sino un 
par de números, o lo que es lo mismo un punto del plano; también veremos en este 
capítulo que el campo de energía queda clasificado en n clases, en cada una de ellas están 
todos los estados con la misma distancia Hamming al vector cero, además los puntos del 
plano correspondientes a una misma clase están soportados por una misma línea recta del 
plano; esto abre un amplio campo de posibilidades de formulación para la ecuación 
dinámica, ya que se pueden definir las líneas de nivel de diferentes formas. Basándose en 
las ideas anteriores, se definen, en el quinto capítulo, diferentes comportamientos 
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dinámicos, demostrando que la convergencia está asegurada para todos ellos. En el sexto 
y último capítulo se analizan las prestaciones de la estructura, demostrando que mejoran 
al algoritmo clásico tanto en lo que se refiere a la capacidad: esta puede ser controlada a 
través de un vector de parámetros externo, como a la disminución de estados parásitos o 
espurios: estos se pueden disminuir por procedimientos de tipo estadístico, como queda 
allí reflejado. 
Cabe destacar otras dos características muy importantes que proporciona la 
aproximación por grafos que se desarrolla en el presente trabajo: la matriz de pesos 
obtenida después del aprendizaje, que se corresponde con la matriz de dimensión (n x n) 
de adyacencia del Grafo Completo, puede ser reparametrizada, transformándola en un 
único vector de n componentes; por otro lado, la recuperación de patrones puede ser 
"clasificada", es decir el algoritmo de recuperación puede ser dividido en n algoritmos, 
que se ejecutan en paralelo, cada uno correspondiente a la recuperación de una clase. Por 
lo tanto, a las mejoras relativas a la capacidad y al control de parásitos hay que añadir 
los relativos a dimensionalidad de la matriz de aprendizaje y al ahorro en tiempo de 
cómputo. 
Para facilitar la comprensión de nuestra implementación, nos ha parecido 
ilustrativo, visualizar los grafos y los puntos del plano asociados a la energía de los 
estados, con el fin de poder reflejar en cada instante de tiempo t cuales son la 
bicoloración del grafo y su correspondiente punto del plano. Por este motivo, nos ha 
parecido interesante plantear desde el principio un ejemplo que muestre, o mejor dicho 
que corrobore, todos los resultados teóricos. Este ejemplo toma como patrones de 
aprendizaje 37 patrones pertenecientes a {0,lf que corresponden a una cierta codifica-
ción fonética de los 37 fonemas más comunes de la lengua castellana. Este conjunto ha 
sido utilizado en diferentes aplicaciones, esta razón junto con la facilidad añadida de la 
pequeña dimensión, que hace posible no complicar los gráficos, han sido los motivos por 
los cuales se ha elegido este ejemplo, en vez de otro tomado de forma totalmente 
aleatoria. Todos los algoritmos del presente manuscrito están escritos en pseudocódigo 
aunque paralelamente algoritmos, gráficas, distribuciones, desarrollos matemáticos, etc., 
han sido implementados utilizando una herramienta software muy potente tanto para las 
aplicaciones de tipo matemático como matemático gráfico: Mathematica 2.2. El código 
fuente de tales desarrollos se incluye en los apéndices anexos, de forma que siempre que 
se obtenga algún resultado, se hará referencia a los mismos. En el capítulo 6o , una vez 
que todo el proceso de implementación de nuestro algoritmo ha sido explicado, nos ha 
parecido conveniente, con el fin de verificar bien los resultados obtenidos, instanciar el 
algoritmo con una entrada de datos más clásica dentro de este tipo redes: la 
digitalización de los números arábigos. 
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CAPITULO 1. 
REDES NEURONALES RECURRENTES DISCRETAS 
iX- INTRODUCCIÓN. 
• I k 1 objetivo principal de este capítulo introductorio es presentar los antece-
• k dentes históricos y las características generales de las redes neuronales re-
^ ^ cunentes discretas. A estas redes se las conoce comúnmente con el nom-
bre de Redes de Hopfield [Hop 82], [Koh 84], [Lip 87] debido a que la aparición de es-
tas últimas proporcionó un gran empuje a las redes conexionistas, por la formulación 
que hizo su autor de la función de energía, y se han considerado como el prototipo de las 
redes retroalimentadas. 
Como ya es conocido, una Red de Neuronas Recurrente Discreta (RNRD) es 
aquella en la que existen conexiones que enlazan las salidas con las entradas, lo que le 
proporciona gran generalidad en su operación pues la salida de la red en un instante de-
terminado, dependerá no solo de las entradas actuales y de los pesos de conexión, sino 
también de las salidas ofrecidas por la red en instantes anteriores. Esta característica hace 
que las redes recurrentes muestren propiedades similares a la memoria humana, en la cual 
el estado de las salidas de las neuronas del cerebro depende, en parte, de entradas (estí-
mulos) anteriores; dicho de otra forma, es un sistema capaz de reconstruir información 
exacta y completa a partir de unos datos de entrada incompletos, ruidosos o degradados. 
Esta generalidad de operatoria, tiene como contrapartida la posible inestabilidad de la 
red, lo cual provoca la posibilidad de caer en un bucle en el que la salida del sistema pase 
de forma indeterminada de un estado a otro, sin producir nunca valores útiles. Esta limi-
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tación ha de ser tenida en cuenta en la operatoria de la red y se hace necesario asegurar 
la estabilidad de la misma mediante algún algoritmo adecuado que la garantice. 
Desde otro punto de vista, una RNRD es un sistema que es capaz de almacenar 
en su estructura interna, es decir, en las conexiones entre las unidades del sistema, un 
número determinado de vectores prototipo. El estado inicial de las citadas unidades re-
presenta un vector de datos, o vector de estado inicial x(0), correspondiente a alguno de 
los posibles prototipos fi del espacio de prototipos; a continuación la red evoluciona par-
tiendo de este estado inicial. La evolución se realiza en las neuronas; es decir, cada neu-
rona cambia su estado de acuerdo con un cierto esquema preestabecido en una ecuación 
denominada ecuación dinámica; esta ecuación es una función del nivel de activación que 
llega a cada neurona en el instante de tiempo actual. El sistema se estabiliza cuando se 
alcanza un instante de tiempo en el cual ninguna neurona cambia de estado, al aplicarle la 
ecuación dinámica. Hopfield demostró que, bajo ciertas condiciones, el comportamiento 
dinámico de las redes recursivas está gobernado por una función de energía la cual es 
monótona decreciente a lo largo de cualquier trayectoria del sistema [Hop 82], [Hop 84]. 
Una de las aplicaciones más inmediatas de este tipo de redes es la realización de 
memorias direccionables por contenido o memorias asociativas. Consideremos un pa-
trón de partida u que, como sabemos, define el estado inicial x(0); si al alcanzarse la 
estabilidad de la red el vector de estado se corresponde con el prototipo p de los 
almacenados en la misma, el sistema se comportará como una memoria asociativa. Como 
es bien sabido en una memoria direccionable conjuntamente con los datos que se desea 
recuperar se debe conocer la dirección donde se encuentran dichos datos. La construc-
ción de memorias direccionables o auto-direccionables está limitada; por una parte se 
plantean problemas derivados de la naturaleza secuencial de este tipo de sistemas; es 
decir, cada unidad de información tiene que ser tratada secuencialmente y por otro nos 
encontramos con los derivados de la gran cantidad de recursos que se necesitan sola-
mente para calcular la dirección de los datos que se pretenden recuperar. Sin embargo 
cuando se utiliza una RNRD como memoria direccionable por contenido, estos pro-
blemas quedan en gran parte solventados, ya que la búsqueda de la información se hace 
en paralelo y no secuencialmente y además, tanto el almacenamiento como la recupe-
ración de la información está basada en los propios datos y no en la dirección en la cual 
se encuentran; de alguna manera, la dirección de los datos se encuentra en los propios 
datos. 
En este capitulo vamos a comentar el estado del arte de la aproximación determi-
nista, que es la más clásica, de las RNRD, reservando el capítulo siguiente, para exponer 
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las últimas aproximaciones más interesantes a esta clase de algoritmos. Veremos que las 
redes recurrentes representan una clase muy especial de redes de neuronas dentro del 
contexto general de las mismas. Comentaremos que a pesar de su simple, en principio, 
arquitectura y dinámica, pueden exhibir comportamientos sorprendentemente complejos. 
Las RNRD han tenido un gran resurgimiento dentro de diferentes áreas de 
conocimiento, este resurgimiento puede verificarse, viendo el gran número de publica-
ciones que sobre el tema se han dado en los últimos años. En este primer capítulo inten-
taremos clasificar los resultados más relevantes en este área con el fin de poder situar 
nuestro trabajo original, que consistirá en una nueva aproximación a este tipo de redes y 
que se expondrá a partir del capítulo 3o. En el capítulo segundo se expondrán otras 
aproximaciones, bien conocidas, a la formulación clásica determinista antes expuesta. 
Aunque hablando en propiedad, más que aproximaciones, se debería de hablar de mo-
delos, ya que la aproximaciones estadística y estocástica se pueden considerar como una 
visión totalmente diferente de dichas redes, que se traduce tanto en cómo se almacena la 
información en la red, como en la forma en que dicha información es recuperada. 
U2+- ANTECEDENTES HISTÓRICOS, 
0*S e podría decir que el área de las redes de neuronas empieza a des-
^**v arrollarse a partir de los trabajos publicados por McCulloch y Pitts. El 
>
"^^ trabajo de estos autores, fue el primero en el que se intentaba formalizar 
una estructura matemática que emulase el comportamiento de ciertas funciones del 
cerebro humano. En 1943, un neurobiologo, Varren McCulloch, y un estadístico, Waher 
Pitts, publicaron un artículo titulado A Logical Calculus of Ideas Immaneni in Nervous 
Activity [McC 43]. Este artículo sirvió de inspiración para desarrollar en tres áreas 
diferentes, las ideas allí plasmadas. Una de las áreas de influencia de dicho artículo, fue la 
disciplina dedicada al estudio de los computadores digitales. John von Neumann, uno de 
los investigadores más prominentes en este campo, observó o desentraño, a partir de la 
lectura de dicho artículo, que era posible hacer una modelización matemática del cerebro, 
lo cual sirvió de base para el desarrollo de los cerebros electrónicos. Marvin Minsky, 
uno de los más brillantes investigadores dentro del área de la Inteligencia Artificial 
empezó, a raíz de la lectura del citado artículo, a desarrollar la idea de una inteligencia 
macroscópica [Min 69]. Más tarde estas ideas dirigieron su interés hacia la black-box 
macroscopic intelligence: el germen de la creación de los sistemas expertos. Por otra 
parte Frank Rosenblatt, un compatriota de Minsky en la Bronx High School of Science, 
llegó a interesarse profundamente con las modelizaciones de la visión humana en una 
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maquina computadora [Ros 62]: este interés le llevó al descubrimiento de una de la redes 
de neuronas más conocidas: ú perceptron 
En 1956, los pioneros de la inteligencia artificial Marvin Minsky, John McCarthy, 
Nathanial Rochester y Claude Shannon organizaron la primera conferencia que se ha 
celebrado sobre inteligencia artificial. En esta conferencia, subvencionada por la funda-
ción Rockefeller, los investigadores de todo el mundo se reunieron para discutir el 
potencial que ofrecía el uso de los ordenadores en la simulación de los aspectos del 
aprendizaje o cualesquiera otras características de la inteligencia. Fue en aquella oca-
sión, donde las áreas de la computación neurona! y la inteligencia artificial se encontra-
ron. Nathanial Rochester, investigador de IBM, presentó un modelo de red de neuronas 
que él había construido. Utilizando varios cientos de neuronas simuladas e interconecta-
das entre sí, Rochester construyó un sistema que exploraba cómo un sistema construido 
de esta forma respondía a estímulos ambientales. Los resultados de este modelo consis-
tían en pilas de datos numéricos generados por la red, los cuales el propio Rochester 
todavía no sabía como interpretar. Esta es la primera simulación software de una red de 
neuronas que se conoce. 
En 1957, Frank Rosenblatt, publicó el primer mayor proyecto de investigación en 
redes de neuronas: el desarrollo de un elemento llamado perceptron, que atrajo una gran 
cantidad de investigadores en el área. El perceptron es un sistema de clasificación que 
podía identificar tanto patrones abstractos como geométricos. El primer perceptron fue 
capaz de realizar cierto tipo de aprendizaje y ofrecía una gran robustez; es decir, sus 
resultados se degradaban solamente si la mayoría de las componentes del mismo eran 
deterioradas. El perceptron también ofrecía una gran plasticidad, en el sentido de que 
podía volver a reentrenarse hasta llegar al punto en que no ofreciera errores, después de 
que varias células habían sido destruidas. Por otro lado el perceptron era capaz de hacer 
generalizaciones y podía seguir clasificando correctamente patrones aunque estos fuesen 
sometidos a alguna pequeña modificación. Una de las primeras aplicaciones de El 
perceptron, fue en la implementación de un reconocedor óptico. Una rejilla de 400 
fotocélulas, correspondientes a neuronas sensibles a la luz en la retina, recibía un 
estimulo óptico primario. Estas fotocélulas eran conectadas a unas unidades asociativas 
que transmitían impulsos de las citadas fotocélulas; las conexiones entre las unidades de 
asociación y las fotocélulas fueron hechas de una forma aleatoria. Si el input de las 
células excedía un cierto umbral, las unidades de asociación daban respuesta a las 
unidades que producían el output. El perceptron tenía ciertas limitaciones, por ejemplo, 
la descripción de un perceptron era imposible en términos de expresar estas funciones 
mediante un autómata. Otra limitación que en su momento supuso la ruptura de las in-
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vestigaciones en el campo de la computación neurona!, fue revelada por Minsky y Papert 
[Min 69], al descubrir que era imposible implementar la función XOR por medio de un 
perceptron. Esto es debido a la naturaleza lineal del perceptron. Uno de los mayores 
avances que se formuló dentro del área, es debido a Rosenblatt en los años sesenta, al 
desarrollar un sistema multicapa, capaz de clasificar conjuntos de patrones de una gran 
complejidad. Este nuevo perceptron de Rosenblatt, mantuvo la investigación dentro del 
área hasta la publicación en el año 1969 del articulo de Minsky y Papert antes 
mencionado. 
Paralelamente a las investigaciones anteriores, en 1959, Bernard Widrow, de la 
universidad de Standford, desarrolló un elemento adaptativo, llamado adaline (Adaptive 
Linear Neuron ), basado en el computo de una neurona simple. Adaline y su variante 
multicapa Madaline, fueron utilizadas en una amplia variedad de aplicaciones; tales como 
reconocimiento de voz, reconocimiento de caracteres, predicción del tiempo y control 
adaptativo. Mas tarde el adaline fue modificado para poder producir outputs continuos 
en lugar de discretos. Widrow utilizó el algoritmo de adaptación lineal para desarrollar 
filtros adaptativos que eliminaban el eco en las comunicaciones telefónicas. Esta fue la 
primera vez que un sistema de computación neuronal fue utilizado para resolver 
problemas de la vida real de cierta importancia [Wid 88, 90]. 
A mitad de los años 60, Marvin Minsky y Seymour Papert, ambos del Research 
Laboratory of Electronics (MIT), empezaron a trabajar en la profundización de las ideas 
subyacentes en el perceptron. El libro Perceptrons publicado en 1969, y republicado 
recientemente, contenía un análisis matemático detallado sobre una versión abstracta del 
perceptron de Rosenblatt. El resultado más importante fue demostrar la imposibilidad 
que tenía la máquina de tratar con inputs que no fueran visualmente locales. La 
conclusión fue que el perceptron y los algoritmos basados en las redes de neuronas 
carecían de interés. La investigación en el área disminuyó drásticamente y gran cantidad 
de los recursos dedicados a la investigación en el campo de los ordenadores se desvió a 
otros campos. 
Teuvo Kohonen de la Universidad Técnica de Helsinky ha desarrollado trabajos 
fundamentales en lo que se refiere a aprendizaje adaptativo y memorias asociativas desde 
comienzo de los años 70. A él es debido el análisis a gran escala de las reglas de 
adaptación local: reglas en las cuales los pesos son modificados de manera que solamente 
dependen de los pesos previos y de los valores pre y post sinápticos. Las memorias 
definidas por medio de estas reglas de adaptación incluyen matrices de autocorrelación 
las cuales se pueden contemplar como un caso especial de asociadores lineales en el 
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brain-state-in-a-box. Tales memorias son una formalización de la regla de Hebb que 
mantiene que las conexiones entre neuronas se deben reforzar cada vez que éstas son 
utilizadas. Otra contribución importante de Kohonen ha sido el principio del aprendizaje 
competitivo, en el cual los elementos de proceso compiten entre ellos como respuesta a 
un estímulo; el ganador adapta sus conexiones de forma que su respuesta se reforzará. 
Tal tipo de aprendizaje es no supervisado; es decir, la organización de la red va a estar 
gobernada solamente por los estímulos de entrada. El paradigma del aprendizaje no 
supervisado es el resultado de un estudio general de los mapas auto-organizativos los 
cuales fueron motivados por observaciones de tipo psicológico acerca de como la 
información es recibida en los órganos sensitivos, esta información se sabe que es 
recibida a través de un mapeo o proyección de la información sobre un área del cerebro. 
El aprendizaje competitivo es una formalización de la interacción lateral de grupos de 
neuronas vecinas o próximas en el cerebro. 
Otro investigador que a pesar del articulo de Misky y Papert, continuó trabajando 
dentro del área de las redes de neuronas, fue Stephen Grossberg. Grossberg estaba espe-
cialmente interesado en datos neurológicos, para construir modelos de redes de neuronas 
computacionales. Grossberg dedicó mucho tiempo a sus investigaciones tratando de en-
contrar mecanismos en la percepción y en la memoria, susceptibles de ser interpretados 
en un modelo algorítmico o matemático. Tradujo una regla asociativa para un modelo 
sináptico en ecuaciones explícitas. La mayoría de sus reglas formales y postulados fueron 
deducidos a través de estudios psicológicos del funcionamiento del cerebro. En sus mo-
delos las unidades básicas pueden activarse con un valor real cualquiera comprendido 
entre unos umbrales máximo y mínimo y la función de transferencia es la típica función 
utilizada en los modelos de redes de neuronas: la sigmoide. A él se debe la Adaptative 
Resonance Theory (ART), cuyas características más significativas, que reflejan su 
parecido con los comportamientos psicológicos, son las siguientes: 
- El aprendizaje se realiza solamente una vez en contraposición con las largas sesio-
nes de aprendizaje requeridas por la mayoría de los otros modelos. 
- El aprendizaje y la recuperación dependen solamente de la información local; es 
decir, la modificación de los pesos sinápticos depende solamente de los valores pre 
ypost sinápticos. 
- El conocimiento almacenado en la red no se corrompe cuando se le enseñan a la 
red patrones de entrada nuevos o nudosos. 
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- La red se autoorganiza por si sola, es decir, no se necesita ningún supervisor exte-
rior que valore si las respuestas son o no las deseadas. 
Otra importante contribución de Grossberg ha sido la demostración del teorema 
de Cohen-Grossberg el cual asegura la convergencia en el proceso de recuperación. Este 
teorema de estabilidad está formulado en términos de una energía o función de Lyapunov 
y demuestra que la respuesta a cualquier estimulo exterior va a converger a un punto de 
equilibrio. 
En 1982, John Hopfield, de Caltech, presentó un articulo en National Academy 
of Sciences. Este fue el primer articulo, concerniente a las redes de neuronas, presen-
tado en tan distinguido organismo desde los años sesenta. El prestigio del que disfrutaba 
Hopfield en la comunidad científica, así como su especial carisma, generó de nuevo un 
amplio interés por la investigación en el campo neuronal, en aquella comunidad. En el 
citado trabajo, se describía un sistema de computación neuronal basado en elementos de 
proceso interconectados entre sí que van buscando un mínimo de energía. Fue llamado el 
modelo de Hopfield. El mecanismo de respuesta y la función de energía de esta red, es 
un caso especial del modelo general de redes considerado por Grossberg. El modelo de 
Hopfield representa la función de transferencia de una neurona como una función umbral 
y el conocimiento de la red radica en los valores de las conexiones entre las neuronas. Su 
autor modelizó la habilidad del cerebro a encontrar respuestas a estímulos que se 
producen sobre él. El entusiasmo y la claridad en la presentación fue muy bien recibida 
por los investigadores, y así la asignación de fondos dedicados a la investigación dentro 
de este área aumento considerablemente. 
Hoy en día hay numerosos grupos en las universidades realizando investigaciones 
dentro del campo de las Redes de Neuronas. Cada grupo tiene intereses y motivaciones 
diferentes: neurocientificos, sicólogos, físicos, informáticos y matemáticos se encuentran 
trabajando dentro de este campo. Grossberg continua sus trabajos junto con Gail 
Carpenier en el centro de sistemas adaptativos de la Universidad de Boston. Teuvo 
Kohonen continua sus trabajos en la Universidad Técnica de Helsinki. Uno de los mayo-
res grupos de investigación en estos años ha sido Pararell Distributed Processing (PDP) 
dirigido por David Rumelhart, James McCelland y Geoffiy Hilton, que comenzó sus 
trabajos en el año 1982. Rumelhart de la Standford University desarrollo la red de 
neuronas Back Propagation que es quizá una de las más populares. James McCelland 
forma parte de un numeroso grupo que trabaja en la Carnegie-Mellon estudiando 
aplicaciones de la Back-Propagation. Geoffrey E. Hinlton (Universidad de Toronto) 
junto con Terence Sejnowsky en el Salk Institute ha desarrollado la Máquina de 
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Boltzmann la cual modifica el modelo de Hopfield en dos sentidos. Primero utiliza una 
regla estocástica durante el proceso de recuperación, esto permite al sistema escapar de 
los mínimos locales en la superficie de energía; segundo, en el algoritmo de aprendizaje 
es utilizado un futro, de forma que los estímulos que se presentan a la red estén 
distribuidos en una forma adecuada. Ambos procesos, aprendizaje y recuperación, 
utilizan un método llamado el Simulated Atmealing en analogía con el termino annealing 
(templado) utilizado en metalurgia. 
Existen también numerosos grupos trabajando en el Instituto de Tecnología de 
California, en el Instituto de Tecnología de Machacnusetts (especializado en visión), en 
la Universidad de Berkeley en California y en la Universidad de San Diego también en 
California. Barí Kosko, de la Universidad del Sur de California, ha diseñado una red 
llamada Bi-directional Associative Memory (BAM); en esta red, similar a los modelos de 
Grossberg, se realiza la recuperación oscilando hacia delante y hacia atrás entre las dos 
capas que la forman, hasta que se alcanza un estado de equilibrio. Este proceso también 
se denomina pseudo-adaptative-resonance por similitud con la red de Grossberg. La 
convergencia a un estado de equilibrio también se garantiza, en términos de una función 
de energía. 
1.3*- fc£D£S NEURONALES RECURRENTES* RED DE HO?f 1ELD* 
U na red de Hopfield es una red recurrente, formada por un conjunto de neuronas dispuestas espacialmente, totalmente conectadas entre sí y operando concurrentemente. En su estructura no cabe el concepto de 
capa ni otra caracterización de los nodos en categorías. No posee neuronas ocultas, con 
lo cual toda la información aprendida por la red, está directamente disponible, es una red 
no supervisada basada en la ley de Hebb y puede decirse que carece de aprendizaje, 
entendiendo como tal, la obtención adaptatfva en el tiempo de los pesos de conexión, 
dado que la red fija los pesos en la primera etapa de operación y los mantiene invariables 
hasta la convergencia de la misma. Topológicamente costa de n neuronas, con n entradas 
y n salidas, puede tomar valores de entrada binarios (0,1) o bipolares (1,-1), aunque la 
última opción permite formular matemáticamente de forma más simple los algoritmos. 
Desde otro punto de vista, una RNRD se puede definir como un sistema dinámi-
co el cual en un instante de tiempo / está caracterizado por un vector de estado x(tj, 
escrito como: 
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x(t) = [x,(t), x2(t), , x»(t)] e {-1, l}n (1.1) 
donde los elementos X/X ,^ , x„, son los estados de las neuronas de la red, que en el 
instante discreto de tiempo t pueden tomar los valores 1 ó -1. £1 conjunto de estados que 
en el instante de tiempo t toman todas las neuronas define el vector de estado x(t) de la 
red recogido en (1.1). La topología de la red es muy simple, entre cada par de neuronas 
diferentes hay una y solo una sinápsis o conexión, el peso o valor que se asigna a cada 
una de estas conexiones puede representarse en una matriz con ceros en la diagonal y 
simétrica que designaremos por W, así el peso asignado a la conexión de la neurona x, 
con la Xj será w,j y W será la matriz (yvt) donde i' - 1, ...n y j' = 1, .., n. La neurona x, en 
el instante de tiempo /+/ tomará los valores / ó -1 según que el nivel de activación 
h¡(x(t)), definido como: 
n 
Mx(t))= Zwy.x-ít), (1.2) 
j=i 
que afecte a la neurona en dicho instante de tiempo, sea mayor o menor que un cierto 
umbral 6¡. Si el nivel de activación en un instante coincide con 0¡, convendremos que 
Xj(t+1) ~ x¡(t). Dado que el nivel de activación de la neurona x,en el instante de tiempo 
t+J viene dado por (1.2), tendremos que saber si: 
n 
¿jWy. Xj (t) >0, o bien si 
n 
Y¿wrxJ(t)<or 
J=I 
n 
pero esto puede evaluarse aplicando la función signo a la expresión ¿liwí¡-xJ(t)-$i. Por 
lo tanto la ecuación dinámica [Kam 90], podría escribirse como: 
x¡(t + l) = Sgn Zws.Xj(t)-e¡ 
.j-i 
i=l ,2 , . . . ,n , (1.3) 
En la ecuación (1.3) también se establece como convenio que si ^íw».xj(t)=e¡ entonces 
Xj(t+I) = x¡(t). La matriz de pesos W y el vector umbral ($,, 02, ...., 6J son los 
denominados parámetros de la red. 
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Si esta estructura se utiliza como una memoria asociativa; es decir, si queremos 
dejar huella o almacenar en dicha estructura un conjunto de p vectores ¿f, ¿f, , <f 
pertenecientes a (-1, 1}" de forma que si el estado inicial de la red x(0) es alguno de 
estos p vectores entonces x(0) es un elemento estable de la red, es decir al aplicar la 
ecuación (1.3) a todas y cada una de las neuronas de la red ninguna de ellas cambia de 
estado, x(0) - x(l). Por otra parte si el estado inicial x(0) se coixesponde con un vector 
<f diferente de los p almacenados, entonces la red se estabiliza en un vector de estado 
final x(t) que coincide con el más próximo a ¿T de todo el conjuntóla', ¿?, ¿f}. La 
solución consiste en encontrar la matriz de pesos Wy el vector de umbrales 9 que hacen 
que se verifique las condiciones anteriores. El vector de umbrales, tiene poca impor-
tancia, ya que si aumentásemos la dimensión de la red, tomando n+1 neuronas en lugar 
de n, es decir añadiendo una nueva neurona x(n+1), si obligamos a que el estado de esta 
nueva neurona sea siempre -i , es decir x(„+¡)(t) — -1, Vt, y tomando como matriz de 
pesos W" la matriz, de dimensión (n+1), tal que w» = w# si i je {!,.., n} y yv'i(„+1) = 0„ 
para todo / desde 1 hasta n. Entonces si en esta nueva red tomamos como vector de 
umbrales 0' el vector nulo es decir el vector 0, se tendría que la ecuación dinámica, 
cuando i*(n+l), para estos parámetros sería 
n+1 
xi(t+i)=sgn Ewlj.Xjío-e; (1.4) 
pero, según hemos definido W y &, se verificará que 
n+1 
2 > ; j . X j ( t ) - e ; = ^ w i j . X j W - e ; + w ; ( n + 1 ) . X ( n + 1 ) ( t ) 
= Zwij.xj(t)-ei 
j=i 
(1.5) 
y por lo tanto, sustituyendo este valor en la ecuación (1.4), dicha ecuación se podría 
haber escrito en la forma: 
x¡(t + l) = Sgn Zwi j .XjW-Gi 
Lj=l 
(1.6) 
que coincide con la ecuación (1.3). Luego el vector de umbrales 6, es irrelevante, ya que 
siempre se puede construir otra red con vector de umbrales el vector nulo, con un com-
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portamiento similar a la red de vector de umbrales 6. A partir de este momento 
tomaremos generalmente como vector de umbrales el vector nulo. 
Calcular los valores de las variables W y 6 conlleva solucionar las dificultades, 
pero en determinadas condiciones existen algunos problemas que carecen de solución, 
que se plantean a continuación: 
1 - Puede ocurrir que cuando la red evoluciona según la dinámica recogida en la 
ecuación (1.3), se produzcan ciclos; en este caso la red no alcanzaría nunca un estado 
final, ya que antes de alcanzarlo se cumpliría que existe un número natural n tal que el 
estado de la red en el periodo de tiempo verifica la condición x(t+n) = x(t). En el caso de 
poder asegurar que la red no puede caer en un ciclo, entonces se verifica que partiendo 
de un estado inicial x(0) se llegaría a un estado final x(t). Esto es debido a que el número 
de estados diferentes en los que puede estar la red es 2"; es decir es un número finito, por 
lo tanto si la red va tomando siempre valores diferentes en su evolución dinámica, es 
evidente que alcanzará la estabilidad. 
2 - También puede darse el caso de que alguno de los patrones £, £, , ¿f que 
se intenta memorizar no se memorice; es decir puede existir un ¿?" e {£, ¿? , ¿*}, tal 
que si la red evoluciona a partir de un estado inicial x(0) = <f, no se llega a alcanzar un 
estado final que no se corresponde con ¿f 
3 - El tercer problema es la existencia de parásitos. Los parásitos son aquellos 
patrones <f diferentes de ¿f, ¿f2, ....y <íf para los cuales existe un estado inicial de la red 
x(0) de forma tal que cuando esta evoluciona a partir de este estado inicial x(0), se 
estabiliza en un estado final x(t) cuyo vector de estado es igual a ¿f; es decir pueden 
existir puntos fijos o estados estables de la red diferentes de aquellos que se se deben 
fijar o memorizar. Esta dificultad, como veremos más tarde, es quizás el problema más 
difícil de solucionar. 
1 A - FORMULACIÓN DS LA L£Y D£ ¡-ISB3. 
"%WÉk al como hemos comentado en el apartado anterior, la solución para 
• diseñar una RNRD que trabaje como una memoria asociativa, consiste en 
^ encontrar la matriz de pesos W y el vector de umbrales 6. Buscando la 
solución a este problema, algunos de los investigadores pensaron que podría encontrarse 
la misma, contemplando la red como un modelo del cerebro; fue entonces cuando se es-
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tudiaron los trabajos de Donald O. Hebb [Heb 49], con objeto de poder aplicarlos en 
busca de la citada solución. Hebb fue un Neurofisiólogo de la McGill University de 
Montreal. Ya en 1949 Hebb mantenia que las memorias asociativas biológicas yacían en 
las conexiones sinápticas existentes entre las células nerviosas; es decir, las neuronas 
biológicas deben sus peculiares cualidades de procesamiento de la información de forma 
adaptativa, a su capacidad de autoorganización. Hebb pensó que la capacidad de apren-
dizaje radicaba en la habilidad de las neuronas para modificar sus conexiones, en el 
establecimiento de sinápsis nuevas etc. ¿Cómo se podría pues aplicar este resultado al 
problema que estamos considerando? Empezamos con el caso más sencillo, en el que se 
considera que el vector de umbrales 0 es el vector nulo y que únicamente se quiere 
integrar un patrón £, e {-1, 1}" en la red. Considerando la ley de Hebb se puede pensar 
que si características del mismo signo inciden sobre las neuronas x¡ y x,- entonces el peso 
sináptico entre ellas debe reforzarse; es decir el valor M>¡¡ se debe incrementar. Por el 
contrario si características de distinto signo inciden sobre las neuronas x¡ y x¡ entonces el 
peso sináptico entre dichas neuronas se ha de debilitar; es decir el valor de Wy debe 
disminuir. Es importante remarcar que como las características de un patrón se toman 
como valores pertenecientes al conjunto {-I, I}, puede pensarse que las características 
son precisamente los signos de los elementos anteriores. Dicho de otra forma, dos 
características serán iguales si son del mismo signo y serán diferentes si sus signos lo son 
o también, dos características serán iguales si su producto es +/ y serán diferentes si su 
producto es -1. Demostraremos que con estos valores para los parámetros, W = (wy), la 
red actúa como una memoria asociativa. 
Aplicando la ley de Hebb y suponiendo que inicialmente asignamos un valor nulo 
a los pesos Wy, una vez que el patrón ^ha dejado huella sobre estos, entonces el valor de 
los pesos wy será w# =: £ . %¡, ya que si £ y ¿} son del mismo signo, es decir si las 
características £¡ y E¿ son iguales, el producto £¡. ¿¡y será igual +J y la sinápsis que une la 
neurona x¡ con la x, se verá reforzada. Si las características £, y c¡j son diferentes £¿,. % será 
igual a -1 y la sinápsis que une la neurona x, con la x,- se verá debilitada. 
Para visualizar la matriz de pesos, podemos contemplar ésta como si se tratara de 
la matriz de adyacencia de un grafo completo, (ver figura 1.1.). El peso Wy se puede 
interpretar como el valor asignado a la arista w^del citado grafo. 
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Figura 1.1 Ley de Hebb 
Para justificar que la matriz de pesos así obtenida responde efectivamente a los 
requerimientos que vamos persiguiendo, deberemos de ver que efectivamente la red así 
construida trabaja como una memoria asociativa. Para ello primeramente vamos a ver 
que el vector £ es un elemento estable del sistema; es decir, vamos a ver que á'x(0) = £ 
entonces x(0) = x(l). Pero esto es fácil de comprobar ya que si para uno cualquiera de 
los i e {1,2,..., n} se verifica por ejemplo que x¡(0) = 1 esto significa que £>••= 1 y por lo 
tanto según la expresión (1.3) se verificará que 
XiíD-SgJÉw^XjíOj-SgJi^.^.^ (1.7) 
ya que w,j = £Í.£J y x/0) = £j. Por lo tanto 
xi(D = Sgn 
Lj=i J 
= Sgn|i;xi(l) 
j=i 
= Sgn Si = Sgn[n]=l (1.8) 
de la misma manera si Xi(0) = -I, es decir si ¿¡ = -1 se hubiese verificado que 
Xi(l) = Sgn26 = Sgn|Í;xi(0) = Sgn 2 - 1 
> i 
= Sgn[-n] = - l (1.9) 
Esto se verifica para cada / del conjunto, por tanto el patrón £ es im elemento estable del 
sistema. 
Veamos ahora que también es estable el patrón £ simétrico de £; es decir, el 
patrón tal que £¡ ~ 1 si y solo si £ i = -/ y £¡ = -1 si y solo si £ ¡. = / V/ e {1,2,..., n}. 
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si Xj(0) = 1 esto significa que £,, = 7 y 
x id) = SgnZwij.xj(0) 
- j - i 
= Sgn Zft-íj-íj 
Lj-i 
(1.10) 
ya que w? = £. § y x/0; = £y. 
Por lo tanto, como §. £; = -7 para todo j , entonces 
xi(D = Sgn 
n 
Z-ft 
- j -1 
= Sgn 
n 
z?. 
-j=l . 
= Sgn 
n 
S X Í O ) 
. j = i 
= Sgn 
n 
2i 
- j = i . 
= Sgn[n] = l (1.11) 
De forma similar puede probarse para el caso x¡(0) =• -1. 
Hemos calculado los parámetros de la red, matriz de pesos, que permiten 
memorizar un solo patrón, siguiendo un procedimiento basado en la ley de Hebb. Ahora 
vamos a comprobar que el sistema se comporta como una memoria asociativa, en el 
sentido de que cualquier otro patrón % distinto del £ es atraído o bien por £ o bien por 
£ dependiendo de a cual de los dos está mas próximo. Supongamos que el número de 
características de % que son coincidentes (iguales y en el mismo lugar) con las de £, es 
mayor que n/2, vamos a ver entonces que si x(0) = ¿f, la red se estabiliza cuando x(t) es 
igual a £ 
Si para cualquier / e {1,2,..., n} se verifica, por ejemplo, que x¡(0) = 1 esto signi-
fica que %'~1 y por lo tanto según la expresión (1.3) se verificará que 
Xi(l) = Sgn ZWÍJ.XJÍO) 
Lj-i 
«SBP ZÍI-ÉJ-Í; =sgn£.Z¿^; 
-j-i J L j-i 
(1.12) 
ya que Wy ::: £,. £j Además si el número de componentes de <f que son coincidentes con 
las de g es mayor que n/2 se verificará que: 
j=i 
(1.13) 
y por lo tanto 
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Sgn ft-Síj-í; =£ (1.14) 
L j=i 
y por lo tanto x(l) = £ De forma análoga lo hubiésemos demostrado en el caso de ser 
Xi(0)=-1. 
Es evidente que si <f se hubiese parecido más a £ que a £, es decir si el número 
de componentes coincidentes hubiese sido menor que n/2 entonces x(l) hubiese sido 
igual a £. Por lo tanto hemos visto que la ley de Hebb es un buen procedimiento para 
calcular la matriz de pesos W, cuando tenemos una memoria asociativa de un solo pa-
trón. Ampliemos la memoria a p patrones %', %, , l*. Utilizando la ley de Hebb en 
primer lugar, la red memorizara el primer patrón, o lo que es lo mismo para cualesquiera 
subíndices /", j . se asignará a w,j el valor 
= *! É1 ws=5í4j (1.15) 
A continuación memorizara el segundo y así sucesivamente hasta los p patrones. Por lo 
tanto, para memorizar los/? patrones, para cualesquiera subíndices i,j, se asignará a w,¿ el 
valor 
H=l 
(1.16) 
Para demostrar que la matriz de pesos así obtenida responde a los requerimientos 
que vamos persiguiendo, deberemos demostrar que la red así construida se comporta 
como una memoria asociativa. En general, tomando uno cualquiera de los patrones, por 
ejemplo el elemento ¿f", éste habrá quedado memorizado, si partiendo del estado x(0) 
correspondiente con este vector £ v, se verifica que para todo i, desde 1 hasta «, se cum-
ple: 
MI) = Sgn ZWÍJ .X^O) 
LJ= 
= Sgn 
/ . n f p 
j=i V=i ^ 
=
 Xi(0) = ^ (1.17) 
v haciendo 
H=l (J1=1,(MÍV) 
(1.18) 
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tendremos que 
Sgn 
,j=l\u=l J « 
-sgpíí ix^í + wjta 
j=l \(H=l,H*v) y J 
(1.19) 
pero, para todo y desde 1 hasta n se verifica que £ / £ / = i, luego 
n si ^ = 1 
L-n si ^ = -1 
(1.20) 
Por otro lado, la función Sgn, cuya gráfica es la que se puede ver en la figura 1.2., es tal 
yt 
b=n 
+x 
a+b 
Figura 1.2. Función Sgn. 
que si tomamos en la expresión (1.19) 
j=i MM.t-wv) J 
(1.21) 
(1.22) 
tendríamos entonces que la expresión (1.17), se podría haber escrito como 
£ = Sgn[a+b] (1.23) 
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En el caso que a = 0, se verificará, evidentemente, ver (1.18) y (1.19), que para todo /, 
desde 1 hasta n, 
% = Sgn[b] (1.24) 
y el patrón £ v, habria quedado, efectivamente, memorízado. En caso de ser a diferente 
de cero, tendríamos dos posibilidades: si &v = +/, entonces por (1.20) sería b = n y 
^
v
 = 1 = Sgn[a +b] = Sgn[a + n] <»a + n>0<=>a>-n (1.25) 
si %? = -1, por (1.20) sería b = -n y tendríamos que también se verificaría: 
Q = - i = Sgn[a + b] = Sgn[a - n ] < » a - n < 0 < » a < n (1.26) 
Por lo tanto una condición necesaria y suficiente para que un patrón cualquiera 4 v s e a 
memorizable es que para todo /', desde 1 hasta n, se verifique que 
. j=lW=l,H*v) J 
(1.27) 
Si ahora hacemos 
=^i,n*v) 
0=l,fi*v) n=l 
(1.28) 
es decir p=S - E¡?'.£}'. Por lo tanto, la expresión (1.27), podría escribirse como 
Sp-Sj > -n si % = 1 
n 
Sp.^I<n Ú%=-1 
L j=i 
(1.29) 
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En caso de ser £,v = 7 y | / =7, es decir £•".£/ = 7, entonces según (1.29) sería 
S = p + 7 (ó lo que es lo mismo p = S - 7) y la expresión (1.30) se escribiría como 
2p .^=np>-n< í>p>- l<=>S- l> - l<=>S>0 (1-30) 
es decir si <*? = 7 y £ / =7, entonces 
S = £ # . * ? > 0 (1.31) 
Si, £ / = -7 y £ / = -7, es decir £ / . £ / = 7, la expresión (1.30) se escribiría como 
n 
£ p .1] =-np<n<»np>-n<»p>-l<^S-l>-l<íí>S>0 (1.32) 
j=i 
es decir si £¡v = -7 y £ / =-7, entonces también se verifica (1.32). 
En caso que %¡v = -7 y ¿^ = +7, entonces £•".£/ = -7 ,entonces según (1.26) 
sería S = p - 1 (ó lo que es lo mismo p = S + 7) y la expresión (1.27) se escribiría: 
£ p . ^ = n p < n o p < l o S + l < l o S < 0 (1.33) 
es decir si £,v = -7 y ^" =7, entonces 
Ítf-É?<0 S = 2 - 5 i - ^  (1.34) 
De forma similar podría demostrarse para el caso £," = +7 y £,v = -7; con lo 
cual se puede concluir que el patrón ¿f es estable si y solo si para todo i,j, desde 7 hasta 
n, se verifica que ¿f,v y £ / son del mismo signo si y solo si, para ju igual 7 hasta /?, la 
mayoría de las componentes E,f y £ / son también del mismo signo. De la misma forma, 
si para todo i,j, desde 7 hasta n, se verifica que £ / y £ / son de diferente signo si y solo 
si, para // igual 7 hasta p, la mayoría de las componentes^ y gf son también de dife-
rente signo. 
Otra forma posible, quizás mucho más intuitiva, de saber si un patrón cualquiera 
¿f del espacio (perteneciente al conjunto de los integrados en la red o no), ha sido 
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memoiizado, sería la siguiente: para cualesquiera subíndices ; y j diferentes vemos si las 
componentes £,v y %J son del mismo signo; en este caso se tendrá que verificar también 
que la mayoría de las componentes "i" por "j" en el conjunto de patrones memorizados, 
son también del mismo signo. El mismo razonamiento se podría haber seguido si 
hubiesen sido de signo diferente. Es decir si el conjunto de patrones integrados en la red 
es por ejemplo, 
L = 
S — ( S l 5 - - - 5 S i > - - í S j 5 - - - * S n ) 
SV-<K,...,5?,..¿J,...,£) 
l5p«(g,...,s,..^;,...,e) 
(1.35) 
y en el patrón % se verifica que las componentes %? y ¡;J son del mismo signo, entonces 
para que <f sea un elemento estable, se tendrá que verificar que la mayoría de las compo-
nentes "/'" por "j" en el conjunto de patrones memorizados, sean también del mismo sig-
no, o lo que es lo mismo, se tendrá que verificar que 
gnj¿^J = Sgn[^ j] (1.36) 
donde £¡v' .%J es el elemento (i, j) de la matriz simétrica y cero diagonal obtenida como 
ev cv ev cv i _ 
y según (1.16) 
V 
o 
5? 
Él 
o 
5? C 
*?.« 
§? 
o 
53 
oj 
w,j que es el elemento (í, j) de la matriz fF. Luego la ecua-
ción (1.26) se puede escribir: 
S g n t r . C T - r j ^ S g n t W ] (1.37) 
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es decir 
r = S g n K v . W ] (1.38) 
Por otra parte, si llamamos X = (£, $,.., ¡?) a la matriz de n filas y p columnas formada 
por los prototipos que se pretende memorizar, entonces: 
W = X\X (1.39) 
Con el fin de normalizar los algoritmos, para que se cumpla |w¿-|<7, definimos la 
matriz de pesos multiplicada por un factor de normalización J/p de la forma: 
W = - ¿ ( ^ ) t . 4 " = - X t . X (1.40) 
Pn=i P 
De la expresión anterior, puede extraerse que la matriz de pesos W es la matriz de auto-
correlación de los prototipos ¡*, ¿?,.., I*. 
* Cuando se cumpla que cada prototipo a memorizar sea ortogonal a todos los demás, se 
verifica: 
(fyg^ndu (1.41) 
donde du son las deltas de Kronecker y ya que: 
W e = - S \ k= l , . . , p . (1.42) 
y obviamente Sgnf ¿? ] = ^ Sgn[ £ ], se cumple la condición (1.38), y en conclusión 
todos los prototipos £, %,.., <f, quedan reflejados en la estructura, o dicho de otra 
forma, son puntos fijos. 
* Cuando los prototipos no sean ortogonales, puede ocurrir que la propia correlación 
existente entre ellos haga que el numero de vectores que puede ser almacenado, dismi-
nuya. Un resultado interesante a este respecto, recogido en [Dem 89], es el siguiente. Si 
pn representa la mínima distancia Hamming entre los prototipos que se desea almacenar, 
entonces siempre p > 1 / (1 - 2p), se pueden encontrar p-tuplas de prototipos que no se 
pueden almacenar. £1 problema de la correlación entre prototipos es inevitable, ya que en 
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la mayoría de las aplicaciones estos elementos que se desea almacenar son dados de 
antemano, no pudiendo ser elegidos por nosotros. 
Ante la disyuntiva expuesta anteriormente, cabe plantearse la pregunta de cuál es 
el número máximo de vectores mutuamente ortogonales que se pueden conseguir en el 
espacio {1,-1}''• Esta pregunta sólo tiene sentido si n es par, siendo además, n una cota 
superior. Todavía no se ha encontrado este número máximo, aunque todas las conjeturas 
apuntan a que este número es n. Uno de los casos particulares, donde se ha podido 
demostrar que este número máximo es n, es cuando n es una potencia de 2. Con esta 
hipótesis, se ha probado que los vectores que se buscan son los vectores columna de una 
matriz de Hadamard de orden n. La construcción de esta matriz se hace en forma 
recursiva y está recogida en [Hall 67]. 
Si en la expresión (1.30) queremos que la matriz obtenida sea una matriz cero 
diagonal para que de esta forma se corresponda con aquella que hubiésemos obtenido 
por aplicación directa de la ley de Hebb, podríamos tomar 
w = ^ [x\x-P.in] (1.43) 
donde 1/p es el factor de normalización y /„ es la matriz unidad de orden n. 
Aunque como hemos visto, es prácticamente imposible intentar que una red de 8 
neuronas memorice un conjunto de 37 patrones, sin embargo tomamos, por ejemplo, los 
37 patrones correspondientes a cierta codificación de los 37 fonemas más importantes de 
la lengua castellana, ver (Ap. 7.7) y la matriz de pesos que obtenemos como aplicación 
de (1.43) sería la matriz W{ que aparece bajo el nombre de Whop en Ap. 1.2.) que se 
puede ver en la figura 1.3. 
1 
37 
' 0 
5 
-7 
11 
-5 
3 
-13 
1-19 
5 
0 
1 
-5 
-5 
3 
3 
-11 
-7 
1 
0 
-1 
-1 
-9 
23 
5 
11 
-5 
-1 
0 
-3 
5 
1 
7 
-5 
-5 
-1 
-3 
0 
1 
1 
3 
3 
3 
-9 
5 
1 
0 
1 
7 
-13 
3 
23 
1 
1 
1 
0 
15 
-19 N 
-11 
5 
7 
3 
7 
15 
0 , 
Figura 1.3. Matriz de Pesos para el caso particular considerado. 
El ejemplo citado lo utilizaremos como aplicación a lo largo de todo el trabajo. 
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La aplicación de la regla de Hebb a las RNRD no siempre provee a la estructura 
de las prestaciones perseguidas, en el sentido de poder reflejar en la red, como puntos, 
fijos aquellos prototipos que se desea memorizar. Varias modificaciones a la ley de Hebb 
han sido definidas por investigadores en este área y ésto es el objeto del apartado 
siguiente. 
1.4.1.- Variaciones sobre el algoritmo original. 
Como vimos en el apartado anterior, cuando existe un alto grado de correlación 
entre los prototipos que queremos memorizar, éstos no pueden ser memorizados 
correctamente. Una forma de intentar solventar este problema fue dada en el año 72 por 
Amari [Am 72]. La idea es reforzar el incremento de pesos debido a la memorización de 
aquellos prototipos que son más difíciles de memorizar. Este procedimiento se denomina 
la regla de Hebb ponderada. Según esta regla, la matriz de pesos es de la forma 
W = Í > k e £ k ) \ >,k>0 y I X =1 (1-44) 
i=l k=l 
o en una forma mas compacta 
W = (X/.A.X, A = diag(X,, X2,..., Xp) (1.45) 
Cuando los X's son iguales a 1/p, tendríamos el caso normal de la regla de Hebb dado en 
(1.43). Por otra parte si d es la distancia Hamming entre dos prototipos, es decir si 
n 
d(x,y)=Zk-yi | (1.46) 
i=l 
se define un entorno de y de radio r como el número Nr(y) igual a 
Nr(y) = }x e {-1,1}* | d(x,y) < r} (1.47) 
y la base de atracción directa Bj(£) de un punto fijo £, se define como el mayor de los 
entornos de B, tal que cualquier otro vector que pertenezca a dicho entorno sea atraído 
por B, en una sola iteración. El radio de atracción directa R¡(¿) es el radio de Bj(£). 
Amari demostró dos teoremas relacionados con la recuperación de prototipos cuando la 
matriz de pesos ha sido obtenida aplicando la regla de Hebb ponderada. 
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La aplicación de la regla de Hebb a las RNRD no siempre provee a la estructura 
de las prestaciones perseguidas, en el sentido de poder reflejar en la red, como puntos, 
fijos aquellos prototipos que se desea memorizar. Varias modificaciones a la ley de Hebb 
han sido definidas por investigadores en este área y ésto es el objeto del apartado 
siguiente. 
1.4.1.- Variaciones sobre el algoritmo original. 
Como vimos en el apartado anterior, cuando existe un alto grado de correlación 
entre los prototipos que queremos memorizar, éstos no pueden ser memonzados 
correctamente. Una forma de intentar solventar este problema fue dada en el año 72 por 
Amari [Am 72]. La idea es reforzar el incremento de pesos debido a la memorización de 
aquellos prototipos que son más difíciles de memorizar. Este procedimiento se denomina 
la regla de Hebb ponderada. Según esta regla, la matriz de pesos es de la forma 
W = Í>k!;kfck)\ ^ 0 y 2 X = 1 (1.44) 
i=l k=l 
o en una forma mas compacta 
W = (X/.A.X, A = diag(X,, X2,..., K) (1-45) 
Cuando los X's son iguales a 1/p, tendríamos el caso normal de la regla de Hebb dado en 
(1.43). Por otra parte si d es la distancia Hamming entre dos prototipos, es decir si 
n 
d(x,y)=Zk-yi | (1.46) 
i=l 
se define un entorno de>> de radio r como el número Nr(y) igual a 
N r(y)={xe{-l , l}n |d(x,y)<r} (1.47) 
y la base de atracción directa B¡(Q de un punto fijo £, se define como el mayor de los 
entornos de ¿f tal que cualquier otro vector que pertenezca a dicho entorno sea atraído 
por £ en una sola iteración. El radio de atracción directa Ri(g) es el radio de Bi(g). 
Amari demostró dos teoremas relacionados con la recuperación de prototipos cuando la 
matriz de pesos ha sido obtenida aplicando la regla de Hebb ponderada. 
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Teorema 1. Una condición suficiente para que, utilizando como matriz de pesos la ma-
triz obtenida aplicando la regla de Hebb ponderada y teniendo como vector de umbrales 
el vector cero, se garantice la perfecta recuperación de los prototipos, es que se verifique 
el siguiente conjunto de desigualdades 
K * Í>Jcos(k,m) | k = l,2,...,p, (1.48) 
donde cos(k,m) = rilr.¿?\(¿*)1'. La demostración a este teorema puede verse en [Kam 90]. 
Sin embargo puede suceder que el conjunto de desigualdades sea incompatible, así si los 
ángulos definidos son todos iguales, por ejemplo cos(k,m) = c y, teniendo en cuenta 
n 
X K ~ U sumamos todas las desigualdades de (1.48), obtenemos que 
*=; 
1 — ( p — 1) . | c | > 0 (1.49) 
lo cual no puede ser satisfecho si \c\ > l/(p -1). Por lo tanto la introducción de los pesos 
ponderados no es ni mucho menos la panacea universal. Por ejemplo si queremos fijar en 
una red de dimensión 9,n = 9, el siguiente conjunto de prototipos 
^ = ( 1 , 1, 1,1, 1,1, 1,1, 1) 
S2 =(-1,-1, 1,1, 1,1,1,1,1) (1.50) 
l£ 3=(- l , 1,-1, 1,1, 1, 1, 1, 1) 
Observamos que \c\ = 5/9 > 1/2, y por lo tanto algo en principio tan simple como 
intentar memorizar estos tres prototipos en una red de dimensión 9 no puede ser logrado. 
Teorema 2. Utilizando como matriz de pesos la matriz obtenida aplicando la regla de 
Hebb ponderada y teniendo como vector de umbrales el vector cero, una cota inferior 
para el radio de atracción directa de un cierto prototipo !* es dada por 
R , (e ) > é(K - í>Jcos(k ,m) | | (1.51) 
L
 m*k 
si los prototipos son ortogonales, esta cota evidentemente será 
MSk) * \\K\ (1-52) 
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la demostración de este teorema puede verse en [Del 89]. 
La regla de Hebb junto con sus variantes, son de tipo local, ya que el peso 
asignado a la conexión que une la neurona x¡ con la x,, solo depende de las actividades 
producidas en dichas neuronas. Este carácter local hace, tal como veremos en apartados 
posteriores, que el número de patrones que puede ser almacenado por la red sea bastante 
limitado y pronto se alcanza un punto de saturación. Así la ley de Hebb necesita ser 
revisada para poder incrementar su capacidad, o lo que es lo mismo el número de 
prototipos que puede ser memorizado por la misma. El trabajo desarrollado por nosotros 
e incluido en esta memoria a partir del capítulo 3o, va dirigido fundamentalmente en esta 
dirección. 
Existen varias propuestas en la literatura para solucionar los problemas de la 
saturación de las RNRD. Una implementación bastante simple, consiste en modificar la 
regla de aprendizaje en la siguiente forma 
AW = t i ^ ^ - 3 W , (1.53) 
donde /? (0 < /? <J) es un factor de olvido [Koh 84]. Otra solución propuesta por 
Mézard y Nadal [Mez 86], es la siguiente: si £ es el prototipo más recientemente 
adquirido por la red y £ es el segundo más reciente y así sucesivamente, el valor del 
peso sináptico después de que el último prototipo ha sido adquirido por la red está dado 
por 
W í s ; l A ( k / n ^ , ij =l,2,....,n, (1.54) 
n k£l 
donde el factor de olvido A(k / n) es una función definida positiva y decreciente. Las 
intensidades sinápticas están normalizadas por la condición 
j V ( a ) . d a = l (1.55) 
haciendo 
A(a) = e.e-E2a/2 (1.56) 
Para los prototipos más recientes, a = k/n es bastante próximo a cero, y por lo tanto son 
aprendidos con una "intensidad" igual a £. Para los prototipos que fueron más antigua-
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mente aprendidos, k/n es bastante grande y por lo tanto el factor de olvido es bastante 
próximo a cero. Más tarde cuando hablemos de la función de energía de la red, 
volveremos a comentar de nuevo este punto. 
1.4.2.- Construcción de la Pseudoinversa. 
Como puede deducirse de los apartados anteriores, la regla de Hebb no puede 
garantizar la exacta recuperación de los prototipos. Una construcción de la matriz de 
pesos, basada única y exclusivamente en consideraciones matemáticas fue propuesta por 
gran número de investigadores sobre el tema, [Koh 84], [Koh 73], [Koh 77], [Am 77], 
[Per 85], [Per 86] y [Per 87]. Una forma de verificar la ecuación (1.38), es encontrar una 
matriz que cumpla que 
W.X = X (1.57) 
donde X es la matriz de los vectores prototipo. Se supone que rango de W es igual a n, 
esta suposición es fácil de hacer siempre que p < n y los prototipos sean linealmente 
independientes. Venkatesh y Psaltis [Ven 89], utilizan básicamente la misma idea, pero 
utilizan una formulación en término de los espectros de los operadores lineales. La 
ecuación (1.57), en principio tiene un número infinito de soluciones, que vienen dadas 
por 
W = X.X++ Z (I„ - X.X+), (1.58) 
donde X* = (X.XjKX es la pseudoinversa de X y donde Z es una matriz arbitraria de 
orden n [Pen 56]. Si se hubiese tomado Z = /„, hubiésemos obtenido la solución trivial 
W= I„. Sin embargo si hubiésemos tomado Z igual a la matriz nula, hubiésemos obtenido 
W = X.X+ = X.. (X'.Xy'.X1, (1.59) 
esto significa que al aplicar la transformación W sobre un vector cualquiera del espacio, 
se obtiene la proyección de ese vector sobre el subespacio generado por los vectores 
prototipo; por este motivo cuando la matriz Z es la matriz nula, se dice que la 
pseudoinversa es la regla proyección. Si los vectores prototipo son ortogonales, la regla 
proyección es equivalente a la regla de Hebb, ya que en este caso se verifica que X.X = 
nlp. Y como estamos suponiendo que los vectores prototipo son ortogonales, al aplicar 
la transformación asociada con W& un cierto vector x, obtenemos que 
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W . x = ¿ a k . e con a k «í<É k ) l .x . (1.60) 
k=l 
lo cual nos da el vector x expresado como una combinación lineal de los vectores 
prototipo. Es decir, si W es la matriz obtenida en (1.59), W.x es el vector del subespacio 
generado por los vectores prototipo que mejor se aproxima a x. Si p=n, el subespacio 
generado por los vectores prototipo, es el propio espacio {1,-1}" y por lo tanto X* = X 
yW = I„; es decir, estaríamos en el caso degenerado en el cual todos los vectores del es-
pacio son puntos fijos. Se puede pensar que cuando el número de prototipos linealmente 
independientes que se desea almacenar en la red crece haciéndose próximo a n, el radio 
de atracción va disminuyendo. Por otra parte se sabe que un operador proyección W se 
define como una matriz real simétrica e idempotente. La idempotencia, es decir el hecho 
de que W2 = W, implica que la matriz W es una matriz definida positiva, o lo que es lo 
mismo x. W.x' >0 V x, por lo cual se tiene que verificar que 
2 > ? = w ü ( l - w ü ) , ( i=l , . . ,n) (1.61) 
y por lo tanto 
0 < w u < l , ( i=l , . . ,n) (1.62) 
es decir \wv\ < 1, (cumpliéndose la normalización). Por otra parte, para el operador 
definido en (1.59), se verifica que 
n 
2 > ü = Tr (W) = Tr (X.. (X'.X^.X1), (1.63) 
i=l 
donde Tr es el operador traza. Si A.B es una matriz cuadrada Tr(A.B) = Tr(BA), se 
puede probar que: 
n 
S w ü = p . (1.64) 
i=l 
La matriz W definida en la expresión (1.59), es una matriz simétrica. También se 
podría utilizar una matriz con ceros en la diagonal, sin más que hacer la transformación 
W'= W - diagfwn, .., wnn) verificándose que W'.£ y ¿f tienen el mismo signo. A 
diferencia de la regla de Hebb, la regla proyección es no local, en el sentido de que el 
valor sináptico Wy depende del valor de activación de todas las neuronas. Sin embargo 
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existe un procedimiento iterativo que converge a la regla de proyección y que se 
caracteriza por las sucesivas correcciones locales. Este procedimiento esta basado en la 
siguiente idea: si consideramos el conjunto de ecuaciones lineales 
(X.Xt)U = Xt (1.65) 
donde U es una matriz de orden (p x n). Para resolver el sistema se acude al algoritmo 
de Gauss-Seidel pero en cada paso se computa el valor de V = X.U . Como la matriz 
X.X es una matriz definida positiva, el algoritmo converge a la solución U = (X.X)'\X 
luego V converge a la pseudoinversa. Se puede demostrar que este método en realidad 
consiste en un ajuste o corrección local de los pesos en cada iteración [Die 87]. Otra de 
las ventajas que tiene la regla proyección, es que, al igual que con la regla de Hebb, no 
se necesita volver a computar toda la matriz cada vez que un nuevo prototipo necesita 
ser almacenado en la red o extraído de la misma Gre[60]. 
Por otra parte, y para finalizar, debemos señalar que la regla de la pseudoinversa 
es muy eficaz cuando tratamos de almacenar una secuencia de patrones, en el sentido de 
poder recuperar un patrón £'+1) de esta secuencia, a partir de la entrada en la red del 
patrón ¿? [Per 87], [Guy 88a] y [Guy 88b]. El problema se puede tratar como la 
implementación de una memoria heteroasociativa. Es decir, se trata de asociar los pares 
de patrones {£, £}, {£, £},.., {^1}, ?}. Para ello se pueden definir las matrices X' X" 
X' = (£¡\ ¿f, ..,^P'I)} y X" = (£, ¿f,.., %} si encontramos una matriz que satisfaga que 
WX' = X''. Una solución puede ser: 
W = X " ( X " X ' ) 1 X ' t (1.66) 
Con esta matriz de pesos, la red comenzará a generar la secuencia deseada, siempre que 
sea inicializada con uno de los vectores anteriores. La pseudoinversa no es, sin embargo, 
la única solución para obtener una heteroasociatividad. Herz y otros autores muestran 
como la ley de Hebb debería ser extendida cuando se intenta memorizar secuencias de 
prototipos aislados. [Her 88] y [Her 89]. 
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K5.- DEFINICIONES. 
V amos a definir cuales son los principales conceptos de los que partimos así como los principales problemas que deseamos solucionar con el trabajo que hemos desarrollado. Nuestro interés se ha centrado funda-
mentalmente, en al implementación de una RNRD utilizando una nueva versión de la ley 
de Hebb y concibiendo aquélla de una forma totalmente diferente, como quedará expues-
to en los cuatro últimos capítulos. Ahora vamos a definir de una manera clara y precisa 
los principales conceptos de los que vamos a partir y los principales problemas que 
deseamos resolver. 
1.5.1.- Prototipos, Puntos Fijos y Parásitos 
- Prototipos. 
Una RNRD es una máquina o una estructura que se organiza a sí misma 
dependiendo de cuál es el conjunto de patrones o vectores que se presenten a ella en un 
proceso inicial llamado tradicionalmente proceso de aprendizaje o entrenamiento. 
Llamaremos prototipos a estos vectores que le son mostrados a la red para que sean 
aprendidos o adquiridos por ella. Se podría decir, por lo tanto, que los parámetros que 
van a regir el comportamiento de la red o lo que es lo mismo su dinámica, dependerán 
del conjunto te prototipos que se le muestren en este primer período de aprendizaje. 
- Puntos fijos. 
Una vez que ha terminado el primer proceso y los parámetros que van a regir el 
comportamiento de la red han sido obtenidos, es cuando se debe de hacer rendir a la 
máquina que se ha construido. La máquina funciona como un sistema de estados, los 
cuales van cambiando desde un estado inicial hasta uno final. El principio más importante 
en la construcción de una memoria asociativa, recae en la asunción de que si la red 
comienza en un estado inicial x(0) y se deja evolucionar de acuerdo con la definición de 
una cierta ecuación dinámica, al final la red se va a estabilizar y un estado final va ha ser 
obtenido. £1 conjunto de estados finales obtenidos cuando se ha partido de todos los 
posibles estados iniciales es el conjunto de puntos fijos. Un punto fijo, a veces también 
llamado estado estable es por lo tanto el vector que representa el estado de la red a partir 
del cual la red si se dejase evolucionar se quedaría, por así decirlo, estática; no cambiaría 
su estado. A veces, mirando las cosas desde un punto de vista geométrico a estos puntos 
fijos también se les llama atractores pensando en que cuando los estados del espacio de 
estados comienzan su movimiento los puntos fijos quedarán inmóviles y posiblemente 
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para cada uno de estos puntos fijos, habrá un conjunto de puntos (no fijos ) que se 
moverán hasta quedar atrapados por ellos. Si un punto fijo no atrae a ningún otro punto, 
diremos que el radio de atracción de este punto es 0, si, por ejemplo, todos los puntos 
que estén a distancia Hamming uno de un determinado punto fijo son atraídos por el, 
diremos que el radio de atracción de este punto es uno, así que, suponiendo que nuestro 
espacio de estados es el espacio {-1,1}", podemos definir: 
Distancia Hamming (entre los vectores xty) 
d(x,y) = | £ | x i - y i | (1.67) 
Entorno de radio r (entorno de radio r del vector }>) 
N r ( y ) = { x e { l , - l } n | d(x,y)<r}. (1.68) 
Base de atracción directa : 
Bi(x) = Maxr{Nr(x) | x(0) e Nr(x) => x(l) = x }. (1.69) 
Dominio de atracción directa : 
D1(x)={x(0)e{l , - l}n |x( l ) = x}. (1.70) 
El radio r de atracción directa de un cierto vector x, es el radio de atracción de dicho 
vector. Cuando pretendemos que la red que hemos construido funcione como una 
memoria asociativa, debemos de ser capaces de conseguir dos objetivos: primero 
debemos de asegurar la convergencia, en el sentido de asegurarnos la imposibilidad de 
caer en ciclos; y segundo, debemos de hacer que todos los prototipos sean puntos fijos y 
que nada más que sean puntos fijos dichos prototipos. Definimos por lo tanto como 
- Parásito. 
Es todo punto fijo que no sea un prototipo. A los parásitos también se les llamará 
a veces estados espurios. Si analizamos la ecuación dinámica (1.6) para el vector de 
umbrales cero, observamos que si y es un punto fijo se debe verificar que 
y=Sgn[W.y] (1.71) 
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y si cambiamos^ por -y también se verificará evidentemente que 
-y=Sgn[W.(-y)] (1.72) 
con lo cual siempre que nos aparece un punto fijo y, aparece también como punto fijo su 
simétrico -y; sin embargo estos parásito están controlados y no ofrecen problema, ya que 
son debidos a la simetría de todo el sistema. Si pensamos en un patrón como una señal: 
por ejemplo una imagen, el negativo de esta imagen en alguna manera se puede pensar 
que representa la misma imagen. El problema se presenta cuando aparecen otros puntos 
fijos no deseados, es decir cuando aparecen puntos fijos que no son ni los prototipos ni 
los negativos de estos. En el presente hay muy pocos procedimientos efectivos para 
estudiar la localización de estos parásitos. Sin embargo si que se dispone, como veremos, 
de algunas herramientas, las cuales estudiaremos en el siguiente capítulo, para estudiar la 
naturaleza y número (en cantidad) de dichos parásitos. En [Bru 90], se puede ver una 
estimación del número de parásitos en el caso de estar utilizando la ley de Hebb y de que 
los prototipos sean ortogonales. La expresión (1.42) dice que cualquier vector binario 
perteneciente al espacio X generado por los vectores prototipo es un punto fijo, por lo 
tanto lo que se debe hacer es hallar cuántos vectores binarios hay en X La conclusión a 
la cual se llega es la comprobación de que el número de parásitos que van apareciendo, 
crece exponencialmente con la dimensión del espacio. Las técnicas utilizadas para llegar 
a tales resultados, se basan fundamentalmente en la representación polinomial de las 
funciones Booleanas. 
Si queremos, por tanto, que la red actúe como una memoria asociativa, debemos de 
conseguir que una vez que se entra en la dinámica de estados, todos los prototipos sean 
puntos fijos y que no existan parásitos, vemos que esto es algo bastante difícil de 
conseguir; nuestro trabajo, el cual se desarrollará a partir del capítulo 3 va 
fundamentalmente dirigido a alcanzar este objetivo. 
1.5.2.- Capacidad. 
Dado cualquier conjunto L de prototipos pertenecientes a al espacio {-1,1}". ¿Es 
posible siempre construir una red capaz de actuar como una memoria asociativa para 
estos vectores? ¿Cual es la cantidad máxima de prototipos que se pueden "instalar" en la 
red? Es decir cuántos y como deben ser los prototipos, para que éstos puedan 
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establecerse como puntos fijos. Abu-Mostafa y St. Jaques establecieron una cota 
superior para este número de prototipos en el siguiente teorema [Abu 85]. 
1.5.2.1.- Teorema I. (De acotación general sobre la capacidad). 
Si para cualquier conjunto con p vectores de {-1,1}" se puede encontrar una 
matriz de pesos cero diagonal W y un vector de umbrales 0 tal que respecto a estos 
parámetros los p vectores dados son puntos fijos, entonces p debe ser menor o igual a 
n. 
Demostración: 
Si para los vectores del conjunto de prototipos X = {%', £, ..., £} existe una 
matriz cero diagonal W y un vector de umbrales 6 tal que estos prototipos son puntos 
fijos, entonces se debe verificar que 
Sgn [ W.X - 6 ] = X (1.73) 
es decir 
Sgn 
0 w12 . 
w21 0 . 
0 
™* . . w^ . 0 ) 
\ \ % • ^ 
vSn Su \l) Wn \J 
fVi % • ^ 
V^ B £n « . 
(1.74) 
y la primera de estas ecuaciones se podría escribir como 
Sgn' (0 w. w u 6i)-
« « §r 
X' 
-1 -1 -1 
»fá g • • «) (1.75) 
donde las columnas de X' están formadas por los vectores prototipo del conjunto X 
donde la primera componente de cada vector ha sido suprimida y el miembro derecho de 
la ecuación es el vector que tiene como componentes precisamente éstas que se han 
eliminado en la construcción de X'. Como suponemos que para cualquiera p prototipos 
se verifica la ecuación (1.74) y por lo tanto la (1.75), si tomamos cualesquiera £} ,.., £" 
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la ecuación (1.75) se tiene que verificar, además la elección de los £} , 41 , ••> 41» deja 
invariable a la parte derecha. Una cierta elección de los £\ > %l > •••> E>\ > e s tomar un 
vector £ cualquiera de los 2?posibles del espacio {-1,1 } p y encontrar una función umbral, 
es decir valores apropiados de w¡2, w¡3,.., w¡„ y 0, tales que para todo ju desde 1 hasta n 
se verifique que (ver figura 1.4.) 
W M ^ . w « ^ - . . w / . ^ > e i (1.76) 
Figura 1.4. Función Umbral. 
Es decir tenemos que encontrar 2P funciones umbral definidas en/? puntos de {-1,1}" . Es 
decir, si llamamos Bf¡ al número de posibles funciones umbral que se pueden definir en p 
puntos de {-1,1}", se tendrá que verificar que BJ¡ > ?, pero esto es imposible que 
suceda úp> n, ya que, tal como se puede ver en [Abu 85], 
n-l r. 
B£<2Z 
i=0 v. 
p ; 
(1.77) 
es decir si/? > n, entonces 
•^ P " 1 
i-o V i J 
<2 
i=0 
p - r 
= 2p (1.78) 
con lo cual no se verificaría que B% > 2P. Veamos ahora, volviendo a nuestro ejemplo, 
cuántos puntos fijos obtenemos; tomando como umbral el vector cero; tomando como 
matriz de pesos Wfo que se puede ver en la figura 1.3., y que obtuvimos como aplicación 
de (1.43), y como patrones de X, los 37 patrones correspondientes a cierta codificación 
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de los 37 fonemas más importantes de la lengua castellana, ver Ap. 1.1. Para ello 
tomamos el conjunto de los 2* posibles patrones del espacio {-1,1}8, ver Ap. 1.3., y 
vemos cuales de estos vectores verifican que al aplicarles la ecuación dinámica (1.16) 
permanecen invariables; para ello primero diseñamos el algoritmo que teniendo como 
entrada el vector x(t) de {-1, l}8, la matriz de pesos Wy la componente>ás/>wa, da como 
salida el vector x(t+l) 
HebbHop[x(t),W, j ] (1.79) 
n <- Length[x]; 
Read["Cero.m"]; 
w <- Cero[n,0]; 
a <- x(t); 
b <- x(t); 
x(t+l) <- x(t); 
a[D]] <-1; 
b[D]]<--l; 
w = w[|j]]; 
If[x(t).w < 0, 
then 
x(t+l) <-b 
else 
lf[x(t+l).w>0 
then 
x(t+l) <-a 
else 
x(t+l) <-x(t)]]; 
Return[x(t+1)]] 
Fin-HebbHop 
En este algoritmo escrito en pseudocódigo y que se puede ver escrito en 
Mathematica en Ap. 1.4., la función Cero, tal como puede verse en Ap.3.3., es la 
función que teniendo como entrada los argumentos (n,m) da como salida la matriz cero 
de dimensión (n x m). La función Length es una función que viene implementada en el 
propio paquete Mathematica 2.2. y que nos da la longitud de un vector. Por a[\j¡\] 
queremos decir la componente j-ésima del vector a. Así, por ejemplo, si ejecutamos 
HebbHop[x(t),W,3], donde x(t) = {1, 1, 1, -1, -1, -1, 1, -1), W es la matriz de la figura 
1.3.; vemos en Ap. 1.4., que el vector de salida x(t+l) que obtenemos, es el vector {1, 1, 
-1, -1, -1, -1, 1, -1}. A continuación diseñamos un algoritmo que itere HebbHop desde la 
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primera a la última componente, este algoritmo al que llamaremos IterHop y tiene como 
entrada el vector x(t) y la matriz de pesos W y como salida nos dará el vector x(t+l) 
resultado de aplicar x(t) desde la primera a la última componente; el algoritmo puede 
verse escrito en Mathematica 2.2. eaAp.1.5., escrito en pseudocódigo será: 
IterHop[x(t), W] (1.80) 
a <- x(t); 
x(t+l)<-x(t); 
n <- Length[x]; 
Read["HebbHop.m"]; 
Repeat 
x(t+l) <- HebbHop[a,W,i]; 
a <r- x(t+l); 
Until i > n; 
Return[x(t+1)]] 
Fin- IterHop. 
Así, por ejemplo, si ejecutamos IterHop[x(t), W], donde x(t) = {1, 1, 1, -I, -I, -I, I, -1}, 
W es la matriz de la figura 1.3.; vemos en Ap. 1.5., que el vector de salida x(t+I) que 
obtenemos, es el vector {1, 1, -1, -1, -1, -1, 1, 1}. Para terminar el algoritmo de 
recuperación, solamente nos bastará iterar IterHop hasta que la entrada x(t) sea igual a la 
salida x(t+I). Esto lo hacemos con el algoritmo RecHop que tiene como entrada el 
vector x(t) y la matriz de pesos Wy como salida nos dará el vector x(t+J) resultado de 
aplicar IterHop tantas veces como sea necesario hasta que la entrada sea igual a la salida; 
el algoritmo puede verse escrito en Mathematica 2.2. en Ap.1.6., escrito en 
pseudocódigo será el que se puede ver en la siguiente hoja. Hay que tener en cuenta que 
tal como veremos en los siguientes apartados, la convergencia está asegurada debido a el 
gradiente descendente en la función de energía. Así, por ejemplo, si ejecutamos 
RecHop[x(t),W], dondex(t) = {I, 1, 1, -1, -1, -I, 1, -I}, Weste. matriz de la figura 1.3.; 
vemos en Ap. 1.6., que el vector de salida x(t+l) que obtenemos, es el vector {-1, -1, 1, -
1, 1, -1, 1, 1}. Estando en un espacio de dimensión ocho, solamente tenemos 28 vectores, 
estos 256 vectores los podemos meter en un fichero y recuperar todos ellos desde el 
primero hasta el último. Los vectores que obtengamos como salida serán los puntos fijos 
del espacio. En Ap. 1.3., se pueden ver los 256 vectores del espacio, y en Ap. 1.7., se ve 
el resultado de aplicar RecHop a todos ellos, vemos que nada más que se obtiene 2 
puntos fijos que son los puntos {-1, -1, 1, -1, 1, -1, 1, 1} y {1, 1, -1,-1, -1, 1, -1, -1} que 
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tal como se puede ver son simétricos, en el sentido de diferenciarse solamente en la 
orientación, es decir si cambiamos de signo cualquiera de ellos obtenemos el otro. 
RecHop[x(t), W ] (1.81) 
a <- x(t); 
n <- Length[x(t)]; 
Read["Cero.m"]; 
Read["IterHop.m"] 
If[a=Cero[n,0]] 
then 
x(t+l) +- Cero[n,0] 
else 
x(t+l) <r- Cero[n,0]]; 
t < - i ; 
Whilefa * x(t+l), 
I f [ t= l ] 
then 
x(t+l) <- IterHop[a,W] 
else 
a <r- x(t+l); 
b <- IterHop[a,W]]; 
t < - t + l ] ; 
Return[x(t+1)]] 
Fin-RecHop 
Hemos visto por tanto que de los 37 prototipos nada más que hemos obtenido un punto 
fijo y su simétrico. Esto se debe, por supuesto, a la gran cantidad de prototipos que 
hemos intentado instalar en una red de dimensión 8, de hecho, y tal como se puede ver 
en [Her 91], una buena estimación del numero de puntos fijos que se pueden instalar en 
una red cuando estamos en un espacio de dimensión n, es O'lS.n y por lo tanto parece 
lógico que en nuestro caso aparezcan solamente 2 puntos fijos, ya que 015' 8 es igual a 
1 '2. El por qué hemos elegido este ejemplo, que en principio parece desmesurado, es 
porque a partir del capítulo 3o que, tal como dijimos, vamos a intentar y conseguir 
implantar estos 37 patrones como puntos fijos. 
En el apartado 1.5.2., no solamente definimos la capacidad de la red, sino que 
vimos un importante teorema que nos decía que la capacidad de un RNRD está acotada 
por n. Este resultado es bastante pesimista y es uno de las mayores carencias que tiene 
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este tipo de redes. La acotación p<n es bastante general, en el sentido de que no se hizo 
consideración alguna en como la matriz de pesos Wfae obtenida. Por lo tanto, lo mismo 
si la matriz de pesos W fue obtenida mediante la ley de Hebb, la regla de proyección, o 
cualquier otra manera la acotación se mantiene, ya que está acotación depende en 
realidad de la definición de la función de energía y del algoritmo de recuperación, es 
decir de la ecuación dinámica. La única restricción que se impuso en el teorema del 
apartado 1.5.2., fue que la matriz de pesos W debía ser una matriz cero diagonal. 
Además, ya que se están en realidad recuperando aquellos estados de más baja energía, la 
acotación establecida en dicho teorema es independiente de si la recuperación se hace en 
forma síncrona, asincrona o secuencial por bloques. La regla de proyección tiene además 
una especial característica, ya que para que la matriz de pesos W conste de vectores 
linealmente independientes, se debe verificar que p<n. Como un complemento a la cota 
superior obtenida en el teorema del apartado 1.5.2., vamos a dar una cota inferior del 
número de puntos fijos que se pueden imponer en la red [Bal 88] 
1.5.2.2.- Teorema II. (De acotación inferior sobre la capacidad). 
Si la matriz sinóptica W es una matriz simétrica y si el conjunto de p vectores 
que se quiere memorizar es no degenerado, entonces una acotación inferior sobre la 
capacidad está dada por 
P ^ f (1.82) 
Demostración: 
Sabemos que los puntos fijos son aquellos mínimos locales de la función de 
energía, es decir aquellos puntos que verifican que todos los que están a su alrededor (a 
distancia Hamming uno de ellos) tienen un nivel de energía superior. Por lo tanto si se 
trata de imponer un vector como punto fijo, es suficiente conseguir que si la energía de 
este punto es, por ejemplo, a la energía de todos los que están a distancia Hamming uno 
de él sea mayor que a. Si pretendemos que esto se verifique para p vectores, se tendrán 
por lo tanto P(n+1) ecuaciones lineales con coeficientes pertenecientes al conjunto de 
n(n-l)/2 elementos Wy de la matriz de pesos W 
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1¿.- £N£KGÍA ASOCIADA A UN ASTADO DS LA RED. 
^ H t al como hemos explicado en los apartados anteriores, la eficacia de una 
I RNRD, cuando se quiere que actúe como una memoria asociativa radica 
' en la capacidad que se tiene de imponer como puntos fijos cierto número 
de prototipos que nos son dados de antemano, además nada más que estos prototipos 
pueden ser puntos fijos. Hasta ahora nada hemos hablado de los problemas que se 
pueden dar debidos a la ejecución de la ecuación dinámica (1.6), o lo que es lo mismo el 
algoritmo de recuperación RecHop, se debe de estar seguro de que dado un patrón 
cualquiera de entrada, siempre vamos a obtener un patrón como salida. ¿Que pasaría si el 
proceso cayera en un ciclo? Es decir, si partiendo del estado inicial x(0) al aplicar la 
ecuación (1.6) a este patrón obtuviésemos como salida el patrón x(l) y luego al aplicar 
otra vez la ecuación dinámica a x(l) obtuviésemos como salida el patrón correspondiente 
al estado x(2), y luego al aplicar a x(2) la ecuación dinámica obtuviésemos, por ejemplo, 
el patrón correspondiente al estado x(0). Sucedería que del estado x(0) pasaríamos al 
estado x(l) y luego al estado x(2) y luego de nuevo al x(0) cayendo así en un ciclo y por 
lo tanto no obteniendo ninguna salida al aplicar RecHop al patrón correspondiente al 
estado x(0). El propósito de este apartado, es investigar la ausencia de ciclos: para 
estudiar las condiciones bajo las cuales la red no puede caer en ciclos, Hopfield en su 
famoso artículo [Hop 82], basándose en técnicas similares a las basadas en la Teoría de 
la Estabilidad de un sistema de ecuaciones ordinarias, donde se tiene un sistema de 
ecuaciones diferenciales de primer orden 
— = W.v-6 (1.83) 
donde v es un vector de i?" que es una función del tiempo, W es una matriz real y 
simétrica de orden n y 0 es un vector escalar perteneciente también a FF. Para 
demostrar que dicho sistema no tiene soluciones periódicas, es suficiente encontrar una 
función escalar, quizás no demasiado afortunadamente llamada función de energía, E(v) 
de forma que dicha función vaya descendiendo a lo largo de cualquier trayectoria del 
sistema siempre que dv/dt *0. Tomando la función 
E(v) = - -v t .W.v + vt.6 (1.84) 
observamos que 
% • % -%"(-K • 2-W.v
 + 8).(W.v-e) = - | f%f (1.85) 
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Por lo tanto la energía es estrictamente decreciente en cualquier intervalo finito de 
tiempo. Este será el tipo de argumento (utilizado en una forma adaptada a sistemas 
discretos) que utilizaremos para demostrar la ausencia de ciclos. Este sistema es 
virtualmente idéntico al segundo método de Liapunov [Bar 70] para investigar la 
estabilidad de las soluciones v = 0 para un sistema de ecuaciones diferenciales. 
dv 
— = W.v (1.86) 
dt 
El origen es asintóticamente estable si y solo si existe una matriz definida positiva P la 
cual es la única solución de la ecuación de Liapunov 
W\P + P.W = - Q. (1.87) 
Para cualquier matriz estrictamente definida positiva Q. Se puede decir que la función de 
energía E' = V.P.v, estrictamente definida positiva para todo v *0, es también 
estrictamente decreciente sobre cualquier trayectoria del sistema, ya que 
dE' 
—- = - v \ Q . v < 0 Vv*0. (1.88) 
La analogía entre estas dos aproximaciones, radica en el hecho de que tanto E como E' 
son ambas decrecientes a lo largo de cualquier trayectoria del sistema. Pero en nuestro la 
matriz W á&\ sistema (1.79) puede utilizarse para definir E. Así que por analogía con la 
expresión (1.80) pero utilizada en forma discreta, podemos definir 
E(x) = - -x t .W.x + xt.G (1.89) 
donde x representa el vector de estado de la red, W es la matriz de pesos y 6 es el vector 
de parámetros. 
1.6.1.- Dinámica. 
Antes de demostrar la ausencia de ciclos en la dinámica de la red, es necesario ver 
las diferentes formas de dinámica de acuerdo con la ecuación (1.8) que se pueden dar, 
estas formas son de tres tipos: síncrona, asincrona y secuencial por bloques y la forma en 
que se aplica la ecuación dinámica según las tres formas es la siguiente: 
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1.6.1.1.- Comportamiento Asincrono: 
En este caso las componentes del vector de estado x(t) son actualizadas todas 
simultáneamente, es decir 
x(t+l) = Sgn [ W.x(t) - 9 ] (1.90) 
Es decir la función signo es aplicada a cada componente simultáneamente. Este modo de 
operar, es similar a el método de iteración de Jacobi para la solución de un sistema de 
ecuaciones lineales [Gol 83]. 
1.6.1.2.- Comportamiento Síncrono: 
En esta forma, cada componente del vector de estado es actualizado 
separadamente, es decir el cambio de estado de una neurona en un instante de tiempo 
determinado t afecta a todo el vector de estado x(t) de forma que en el tiempo t+1 
probablemente la situación sea diferente y de este modo afecte al cambio que se 
produzca en la siguiente neurona en el tiempo t+1. La forma de ir actualizando la 
neuronas puede ser siguiendo diferentes procedimientos; aunque la mas usual es la forma 
secuencial, donde se van actualizando las neuronas primera, segunda, .., etc. de forma 
secuencial; otra posible forma sería através de una función aleatoria de las neuronas, de 
esta manera la neurona que va a ser actualizada se elige de forma aleatoria según una 
determinada función de probabilidad. Cuando se elige la forma secuencial, que es la más 
usual, la actualización de la neurona i-ésima en el tiempo t+1 tendrá en cuenta la 
actualización que se hizo en todas las neuronas anteriores, por lo tanto 
i - l ni 
Xi(t + 1) = Sgn|2> i j.x j(t + l)+Zw i j. XJW-BÍ 
. j=l j=i 
(1.91) 
Este esquema de recuperación, recuerda al método utilizado por Gauss-Seidel para 
resolver un sistema de ecuaciones lineales [Gol 83]. En la forma asincrona secuencial se 
comienza con el vector de estado x(t) = (x¡(t), x2(t), ..., x„(t)} y la actualización para este 
estado termina una vez que hemos obtenido x(t+l) = {xj(t+l), x2(t+l),..., x„(t+l)}. 
1.6.1.3.- Comportamiento Secuencial por Bloques: 
Este modo de operar es una mezcla de los dos anteriores [Gol 82]. El vector de 
estado es dividido en subvectores, los cuales son actualizados de una forma asincrona y 
secuencial; sin embargo las componentes dentro de cada subvector son actualizadas de 
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forma síncrona. Es decir, se define una partición T = (I¡, I2,...., h} sobre el conjunto de 
subíndices {1,2,...,«/ de forma que 
V x e l ¡ , V y e l j , i < j = > x < y 
El esquema de actualización secuencial por bloques asociado con la partición T se define 
entonces de la siguiente forma. Para cada i e h(k = 1,2,.., K) 
Xi(t + l) = Sgn Swij.Xj-Gi 
Lj-i 
(1.92) 
donde 
Xj=
 Xj(t+1) si j e Ii U I2 U U Ik-i 
Xj=X¡(t) si j ^ I1UI2U Ulk-l 
El sistema secuencial por bloques es, por supuesto, el sistema más general, los otros 
sistemas pueden ser derivados de él sin más que hacer K = 1 ó I¡ = {l,2,..,n}. 
1.6.2.- Teorema de Convergencia. 
Al comienzo de este capítulo definimos la energía asociada a un estado de la red 
x(t) como 
E(x(t)) = - -x( t ) .W.x( t ) 1 +x(t).e l (1.93) 
en su famoso artículo [Hop 82], Hopfield demostró el siguiente teorema: 
Teorema I. 
Si la matriz de pesos W es una matriz simétrica y con elementos no negativos en 
su diagonal, entonces si la red opera en modo asincrono se verificará que no existen 
ciclos. 
Demostración. 
Sin perdida de generalidad el análisis que vamos a hacer se puede restringir al 
caso en que la componente que es actualizada de acuerdo con la expresión (1.6) es la 
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primera componente. Por lo tanto los vectores de estado en los tiempo / y t+J se pueden 
expresar como 
x(t) = [Xl(t), x'(t)], x(t+l)= [Xl(t+1), x'(t)] 
siendo 
(1.94) 
x(t) = [x2(t),x3(t), ,xn(t)] (1.95) 
haciendo 
W = Wl W'J (1.96) 
donde W'es igual a la matriz simétrica y con elementos no negativos en su diagonal de 
dimensión n-1 obtenida eliminando la primera fila y columna de la matriz Wy siendo 
Wi = [Wn, Wi3, .. . , Wi„] (1.97) 
Por otra parte 
e = [e^t),e(t)], donde e-<t)-[e2(t),e3(t), ,en(t)] (1.98) 
La energía asociada con vector de estado x(t) de acuerdo con (1.89) será 
E(x(t)) = -^x(t).W.x(t) t +x(t).9t -
-i(X l (t),x(t)(^ w')fe(t>)+ ( x , ( t x x ( t ) )£ 
x'
1t(t)J + (x1(t), x ' í t ) ) . ^ 
-i[w11.x?(t) + w1.x't(t).x1(t) + x'(t).wí.x1(t) + x'(t).W'.x't(t)] 
+[x1(t).e1,x'(t)e,t] = 
-i[w11.x?(t) + 2.w1.x,t(t).x1(t) + x'(t).W'.x' t(t)]+[x1(t).e i,x'(t)e , t] 
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Por otra parte 
, / . \ í w i i WjVx^t + 1) 
E(x(t
 + l)) = - i (x l ( t + l),x(t))[wti w . ) [ x , ( t K 
-i[w11.x?(t + l) + 2.w1.x't(t).x1(t + l) + x'(t).W'.x't(t)] + 
Xl(t + i).el5 x'W1 
y restando E(x(t)) de E(x(t+1)) - E(x(t)) obtendremos que 
E(x(t + 1)-E(x(t)) = 
l+fx^t + lXx'ít)).^ 
-¿wn .x?(t + l)-w1.x , t(t).x1(t + l ) -^x 
+iwn.x?(t)+w1.x'Ht).x1(t)+|x'(t)\x't(t)-x1(t).e1-^e't 
y por lo tanto 
E(x(t + 1))-E(x(t)) = 
-Íw11.x?(t + l)-w,.x' t(t).x1(t + l) + x,(t + l).ei 
+{w11.xí(t) + w1.x' t(t).x1(t)-x1(t).e, 
Si ahora sumamos y restamos en el lado derecho de la ecuación los términos wn.x](t) y 
x¡(t+l).wu.Xi(t) tendríamos que 
E(x(t + 1))-E(x(t)) = 
-iw11.x?(t + l) + iw11.x?(t)-w11.x?(t)-x1(t + l).w11.x1(t) 
+ wu.xf(t) + x1(t + l).wn.x,(t) 
-w,.x't(t).x1(t + l) + x1(t + l).ei+Wi.x't(t).x1(t)-x1(t).01 
es decir 
E(x(t + 1))-E(x(t)) = 
-|w11[x?(t + l) + xf(t)-2x1(t + l).x1(t)] 
+w11.x?(t) + x1(t + l).w11.x1(t) 
-w1.x'
t(t).x1(t + l) + x1(t + l).e,+w1.x' t(t).x1(t)-x,(t).01 
y por lo tanto 
E(x(t + 1))-E(x(t)) = 
- i w n l x ^ t + O-x^ t ) ] 2 
+w11.x?(t) + w1.x't(t).x,(t)-x1(t).ei 
-w1.x'
t(t).Xi(t + l) + x1(t + l).w11.Xi(t) + x1(t + l).91 
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y, por fin, podemos decir que 
E(x(t + l))-E(x(t)) = - ¿ w n [ x 1 ( t + l ) -x 1 ( t ) ] 2 + 
Xi^Wn-X^O + W^x'^Ol-X^t)^ 
-x 1 ( t + l)[w11.x1(t) + w1.x' t(t)]+x1(t).e i 
pero 
'x2 ( t )^ 
Wii^ iW + Wj.x ' í t ) = wnXi(t) + [w12,w13,...,Win] 
U»(tX 
= SwijXj(t) 
luego 
E(x(t + l))-E(x(t)) = - | w 1 1 [ x 1 ( t + l ) -x 1 ( t ) ] : 
-[Xl(t + 1)-Xl(t)] 
(1.99) 
Pero la ecuación dinámica (1.6) nos dice que -—w}j[X](t + ])-X](tj\ será siempre 
jó 
negativo, y 
Xl(t + l) = Sgn Ew^.XjíD-G, (1.100) 
Por lo tanto, la expresión (95), será tal que -—wn\xj(t + l)-Xj(t^ siempre es nega-
tivo. El término \x} (t +1) - x, (tj\ es igual a cero si Xi(t+J) y x¡(t) 
son diferentes, es decir (x¡(t+l) = 1 y x¡(t) = -1) ó (x¡(t+l) = -1 y xi(t) = 1). Si 
(xj(t+l) = 1 y xj(t) = 1), se verificará que dicho término es mayor que cero, ya que por 
ser x, (t +1) = Sgn 
U-i 
n 
, se verificará que Z w i / • xj (t)-&i > 0 y por lo 
y=i 
tanto dicho término será 2 poruña cantidad positiva. Si (x¡(í+l) = -1 y x¡(t) - -I), se 
verificará que dicho término es también mayor que cero, ya que en este caso por ser 
Xj(t + J) = Sgn se verificará que ^wlj.xJ(í)-0l < 0 y por lo 
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tanto dicho término será igual a -2 por una cantidad negativa. Por lo tanto en todo caso 
se verifica que 
E(x(t+1))-E(x(t))<0 (1.101) 
es decir 
E(x(t+1)) < E(x(t)) (1.102) 
y por lo tanto, tal como se quería demostrar, al haber nada más que un número finito de 
estados, en concreto {1,-1}", no puede haber ningún ciclo. Un procedimiento similar al 
seguido por Hopfield, pero con una visión totalmente diferente del espacio de energía, 
será el que sigamos nosotros, a partir del capítulo 3o, para demostrar la ausencia de 
ciclos. 
Volviendo ahora a nuestro ejemplo, si escribimos una función, ver Ap. 1.9., que 
nos da la energía asociada a un vector cualquiera del espacio, cuando el vector de 
umbrales es el vector cero y la matriz de pesos es la matriz que obtuvimos en Ap. 1.1. y 
después aplicamos esta función a todos los vectores del espacio {-1,1}" ordenando el 
resultado, obtenemos que el vector de menor energía, en concreto con una energía igual 
a -120/37, es el vector {1,1,-1,1,-1,1,-1,-1} y {-1,-1,1,-1,1,-1,1,1} los cuales efec-
tivamente se corresponden con aquellos que obtuvimos al aplicar el algoritmo de 
recuperación RecHop que vimos en Ap. 1.8. También observamos que este vector se 
corresponde con el patrón número 18 de los 37 que utilizamos como prototipos en el 
entrenamiento. Podemos deducir, por tanto, que la capacidad de la red es tan baja, 
debido a que solo se recuperan aquellos vectores de más baja energía, sin dar posibilidad 
a recuperar aquellos de una energía un poco menos baja. Si de los 256 posibles vectores 
del espacio, los 37 que utilizamos como prototipos en el entrenamiento fuesen aquellos 
37 de energía más baja, y fuese posible diseñar un algoritmo de recuperación que 
recuperase no solamente los 2, en nuestro caso, de energía más baja, sino hasta los 37 de 
energía más baja, la red así construida funcionaría como una memoria asociativa para 
estos 37 patrones. En esta línea es en la que vamos a trabajar a partir del capítulo 3o , 
veremos que nos podemos aproximar bastante a estos requerimientos, ya que en la red 
que vamos a construir, no solamente se recuperarán los de energía estrictamente más 
baja, sino que también se recuperarán aquellos de energía baja hasta un cierto orden de 
"profundidad", además este orden de profundidad dependerá de la clase a la cual 
pertenezca el vector que estamos recuperando, entendiendo que todos aquellos vectores 
cuya distancia Hamming al vector cero es la misma pertenecerán a la misma clase. Como 
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la ley de Hebb y la regla de proyección satisfacen las hipótesis del teorema anterior, se 
podría enunciar la siguiente propiedad. 
Corolario L 
Para las diferentes formas de la ley de Hebb (ponderada y cero ó no cero 
diagonal) y para la regla de proyección (con o sin ceros en la diagonal) no existen 
ciclos cuando se hace una recuperación asincrona. 
Podemos observar con un simple contraejemplo como las hipótesis del teorema I, 
son cruciales. En efecto, si tomásemos una matriz que no fuese simétrica, por ejemplo 
/ 
W = 0 \\ 
-i o (U03> 
si comenzásemos con el vector x(0) = {1,-1} y aplicásemos la ecuación dinámica (6), 
tendríamos que 
x,(l) = Sgn [{0,l},x(0) ] = -1 => x(l) = {-1,-1} 
x2(2) = Sgn [{-l,0},x(l) ] = 1 => x(2) = {-1, 1} 
x,(3) = Sgn [{0,l},x(2) ] = 1 => x(3) = { 1, 1} 
x,(4) = Sgn [{-l,0},x(3) ] = -1 => x(4) = {1, -1} 
por lo tanto x(0) - x(4), luego tenemos un ciclo de longitud 4. Por otra parte si la 
diagonal tuviese elementos negativos, aunque fuese una matriz simétrica, también habría 
ciclos. E efecto, si tuviésemos 
*-u 3 <i104» 
Comenzando con el mismo x(0) y llevando a cabo una recuperación secuencia!, 
tendríamos que 
x(l)={-l,-l}, x(2)={-l,-l}, 
x(3)={l,-l}, x(4)={l,-l}=x(0), 
con lo cual también se obtiene un ciclo de longitud 4. 
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Por lo tanto una red recursiva operando en forma asincrona y satisfaciendo las 
hipótesis del teorema 1, converge espontáneamente a mmimos locales de la función de 
energía asociada. 
1.6.3.- La energía como un problema de optimización. 
a definición de la función de energía hace que las RNRD no solamente 
tengan interés como memorias asociativas, sino que también podrían se 
consideradas como dispositivos capaces de buscar espontáneamente 
mínimos de una función de coste: lo único que se necesitará será definir una red cuya 
función de energía representa la función de coste que queremos minimizar. Aplicaciones 
de las redes recursivas a la solución del problema del viajante, programación lineal y 
codificación de imágenes, pueden encontrarse en [Hop 84], [Hop 85], [Hop 86] y [Chu 
88]. Así la aplicación de una red recursiva a la solución del problema del viajante sería: 
Problema del viajante The Traveling Salesman Problem (TSP) 
Este problema es similar a muchos otros que se dan en la vida real, como por 
ejemplo, como hacer el trazado de una red telefónica, donde situar los chips en una 
placa,.. etc. Muchas y diferentes metodologías han sido utilizadas para resolver el TSP. 
El problema del viajante es uno de los clásicos algoritmos NP duros, muchos algoritmos 
situados dentro del campo de la programación lineal se han implementado para dar 
solución al problema, pero incluso las soluciones más sofisticadas requieren un tiempo 
computacional que crece exponencialmente en relación al número de ciudades n que se 
deben de visitar. El TSP pertenece a la clase de problemas denominados NP-Completos, 
todavía no es sabido si el TSP se puede solucionar con un algoritmo que sea del tipo de 
los que su tiempo en computación crece según una función polinomial del número de 
ciudades n que se desea visitar. Recientemente se cree que, aunque no lo hayan 
publicado, el equipo de investigación de Bell Laboratories puede haber encontrado 
soluciones polinomiales a dicho problema. 
La solución que se propone haciendo uso de una RNRD es una solución que 
necesita hacer del orden de n2 iteraciones para llegar a una solución óptima; es decir, es 
una solución de tipo polinomial al problema del viajante. La descripción del algoritmo 
que da esta solución fue primeramente descrito por Hopfield y Tank en "Neural 
Computation of Decisions in Optimization Problems [Hop 85]. Las soluciones que se 
obtienen, son casi óptimas. 
I 
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La red de neuronas que vamos a implementar, va a ser descrita en términos de 
representación de la información, función de energía y parámetros. 
El problema del viajante The Traveling Salesman Problem (TSP), como se sabe 
consiste en la adecuada planificación que debe hacer un viajante que debe recorrer un 
conjunto de n ciudades, para que la distancia que recorra sea mínima; se sabe, por 
supuesto, la distancia que hay entre cualesquiera par de ciudades. Se puede asociar, por 
lo tanto, a cada ciudad una n-upla con todas las componentes iguales a cero, excepto 
una que vale / y que se encuentra en el lugar correspondiente al lugar que ocupa dicha 
ciudad en el itinerario marcado. Un itinerario será por lo tanto el conjunto de n n-uplas 
cada una de ellas representando a una ciudad. Por ejemplo, si tuviésemos un conjunto de 
10 ciudades A, B, ....,etc, y la ciudad A fuese visitada en cuarto lugar, la n-upla asociada 
con dicha ciudad sería 
Ciudad A = (0, 0, 0, 1, 0, 0, 0, 0, 0, 0) 
Representación de la información: 
Necesitamos, por lo tanto, n2 neuronas para representar un itinerario. Cada 
itinerario está representado por un vector de estado de la red, pero no todo vector de 
estado es posible que se alcance, ya que hay itinerarios imposibles. Por ejemplo, 
supongamos que tenemos cuatro ciudades a, b, c, y d, nuestra red tendrá por lo tanto 42 
neuronas. Un posible itinerario se podría, por ejemplo, corresponder con un vector de 
estado x(t), que podríamos representarlo en forma matricial de la siguiente manera: 
Ciudad 
Ciudad a 
Ciudad b 
Ciudad c 
Ciudad d 
1 
0 
1 
0 
0 
2 
1 
0 
0 
0 
3 
0 
0 
1 
0 
4 
0 
0 
0 
1 
El vector de estado por lo tanto es el vector 
x(t) = (0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1) 
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y el itinerario que representa es: la ciudad a se visita en segundo lugar, la ciudad b en 
primer lugar, la ciudad c en tercer lugar y la ciudad d en cuarto lugar. Es decir el 
itinerario es bacdb. Está claro, por lo tanto que para que un vector de estado represente 
un itinerario, cuando este vector se representa en forma matriciaL, tal como hemos hecho 
anteriormente, en cada fila tiene que haber nada más que un 7 y lo mismo en cada 
columna. Si hacemos, 
df,g = distancia entre la ciudad "f y la ciudad "g". 
y 
Xf,¡(t) = output de la neurona localizada en la fila/ columna / de la matriz en el 
tiempo /. 
La función de energía asociada con un estado cualquiera x(t) de la red podría ser 
entonces: 
E(x(t)) = M Z S S x f 4 ( t ) . x f J ( t ) + % S Z S x f , ( t ) . x g , ( t ) + 
f i j*i i f f*g 
(1.106) 
( Y 
+% I S x f j ( t ) - n +%Z£Zdf, gx f 4 ( t ) (x g 4 + 1 ( t ) + xg4_1(t) 
v f i / f f*g i 
Donde A, B, CyD son parámetros Ubres. El término en A será mínimo cuando estemos 
en un estado correspondiente a un itinerario válido, ya que entonces ese término será 
cero y en todos los demás casos será diferente de cero; El término en B será mínimo 
cuando estamos en un estado correspondiente a un itinerario válido, por el mismo 
motivo; El término en C será mínimo cuando se visitan exactamente n ciudades y el 
término en D representa la distancia del itinerario asociada a x(t). 
Para saber como debe ser el input fy,-a la neurona que ocupa la fila/y la columna 
/ del vector de estado x(t), de forma que el output de esta neurona, que será el resultado 
de aplicar una función no lineal a esta activación, sea tal que en el instante t+J la energía 
asociada disminuya, podemos hacer una función que represente la dirección en la cual 
cada neurona debe cambiar para que se reduzca la energía del sistema. Es decir 
necesitamos una ecuación que represente el cambio que produce en la función de estado 
el cambio de estado de una de sus neuronas, esta función es: 
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f v 
dhf4 /dt = -hf4 /T -Alx f i j ( t ) -BSx g j ( t ) -C S S x f j ( t ) - n 
j*i f*g V f j 
-DZdf,g(xg)i+1(t) + xg4_1(t)) 
(1.107) 
donde 
x f i(t) = X 1 + tanh 
U o 
(1.108) 
y donde r es la constante tiempo para una neurona individual. Para ajustar el valor de hf¡ 
utilizamos la siguiente ecuación: 
hx>¡ = hx,i + (dhx,i/dt)/At (1.109) 
El valor que le demos a los parámetros A,B,C,D, n, z, ho, y At determina si la red 
convergerá o no a soluciones adecuadas. Para más detalle ver referencias [Bur 88], [Dur 
87], [Wil 88] y [Van 88]. 
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K7«~ fc£D£S bl OkblH SUP£RIO¡L 
i as diferentes aproximaciones desarrolladas en apartados anteriores, han mostrado que la capacidad de almacenamiento de las redes que estamos 
estudiando es bastante limitada, además esta capacidad crece linealmente 
con la dimensión de la red: sin embargo el número de estados crece exponencialmente 
con la dimensión de la red ya que el numero de estados es igual a T. Una forma de 
aumentar la capacidad de la red, es explotar no solamente la información que nos puede 
aportar un elemento individual de la red, sino también la correlación entre los elementos 
de un estado determinado. De acuerdo con esta idea, el potencial sináptico, se podría 
definir como una combinación de las componentes xy- y de los productos xjxk entre las 
componentes de un vector de estado. La ecuación dinámica cobraría entonces la 
siguiente forma: 
x¡(t + l) = Sgtt Swij.xj(t)+SSwijk.xj(t).xk(t)-ei 
L J 
(1.110) 
La función umbral tendrá ahora como entrada la activación sobre la neurona x¡, que 
depende no solamente de la coincidencia en signo entre la componente x¡ y todas las 
demás en todos los patrones de aprendizaje, sino que también depende en alguna forma 
de la situación general 
1.7.1.- Propiedades. 
Si en la ecuación dinámica (3 intentásemos escribir el valor que toma el estado de 
la neurona x, en el tiempo t+J en términos de la función de energía, es decir si 
Xi(t + l) = Sgn 
n 
Swa.xjW-e, 
j=i 
, i = l , 2, ...,n, (1.111) 
E(x(t))=-2Zwí¡.xi(t).xj(t)+£ei.xi(t)+e0 
i=l j>i 
(1.112) 
i=l 
Podríamos escribir x¡(t+J) en términos de la función de energía E(x(t)) de la siguiente 
forma: 
xi(t + l)=Sgn[-5E/5x i], i=l,2,. . . ,n, (1.113) 
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conviniendo que si 9E/5x¿ = 0, entonces x/t+l) = x¡(t). La extensión de la forma 
asincrona de recuperación a las redes de orden superior, se podría entonces generalizar, 
tomando una forma cuadrática de grado d>2. Es decir, si consideramos 9¿ = {1,2, .., n} 
y denotamos por 9(¡ el conjunto ¡V! \ (0 obtenido cuando se suprime el elemento /. Sea 
ahora JyJ¡ subconjuntos de 9\C y 9& respectivamente. Para cada vector de estado x(t) de 
{-1,1}" se puede definir el monomial 
x j = r i x k (1.114) 
keJ 
siendo | J | el grado del monomial. Una forma multilineal de grado d en n componentes 
de un vector x, es una expresión polinomial del tipo 
P N ( X ) = 2 > J . X J
 W j e R , (1.115) 
donde la suma se extiende sobre ciertos, bien definidos, subconjuntos J de 9£ cumpliendo 
que \J\< d. Una forma multilineal homogénea de grado d se define como 
P N ( X ) = S W J . X J , D = {jcN: | j | = d} (1.116) 
jeD 
Una forma multilineal completa de grado d se define como 
P N ( X ) = Z W J . X J , ¿ = {JcN:|j |<d} (1.117) 
JeD 
y una forma multilineal completa y homogénea de grado d se define como 
r(n,d) = V 
A) 
d , n 
para D, y r(n,d) = 3 . para D (1.118) 
i=OVÍ 
respectivamente. Por otra parte para cualquier forma multilineal arbitraria de grado d se 
verifica la siguiente relación 
P¿(x)=x,PS-1(x) + PS(x), (1.H9) 
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donde las formas del lado derecho de la igualdad son homogéneas o completas respecto 
a las del lado izquierdo. Si ahora hacemos 
E = -P¿(x), (1.120) 
la ecuación dinámica (1.113) se puede escribir como 
xi(t + l)=Sgn[p¿-1x(t))] (1.121) 
donde P$_1 tiene r(n-l,d-l) grados de libertad. Así por ejemplo una forma homogénea 
de grado d = 3 en « = 4 variables {x¡, x2, x3, x4j tiene I I grados de libertad y se puede 
escribir explícitamente como 
P £ ( X ) = Xi[ Wi23.X2,X3 + Wi24.X2,X4 + Wi34.X3,X4 + Wi34.X3,X4 ] + [ W234.X2.X3.X4] 
donde la primera expresión entre corchetes es la forma homogénea P¿ y la expresión 
segunda es P¿ . En particular, la ecuación dinámica (1.111) para una actualización 
asincrona del elemento x¡ es 
Xi( t+1) = S g n [Wl23.X2,X3 + Wl24.X2,X4 + Wi34.X3,X4 + Wi34.X3,X4 ] ( 1 . 1 2 2 ) 
donde los valores de los elementos x2, x3, y x4 son medidos en el instante de tiempo /. Es 
decir la ecuación dinámica en redes de orden superior, pueden ser consideradas como 
funciones umbral en un espacio de dimensión r(n-l,d-l) y es precisamente esta 
dimensionalidad más alta la que puede facilitar una más alta capacidad, con el costo, por 
supuesto de un mayor número de pesos sinápticos. Como los estados de las neuronas 
pueden tomar únicamente los valores +1 ó -1, solamente las potencias 0 y 1 de las 
variables pueden ser consideradas y por lo tanto no hay perdida de generalidad cuando se 
restringe la energía a formas multilineales 
AE = [xi(t + l ) - x i ( t ) ] — (1.123) 
y, por lo tanto, la ecuación dinámica (1.113) es equivalente a decir que 
x¡(t+1) = -Xj(t) si y solamente siA<0 (1124) 
lo cual da lugar al siguiente teorema: 
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1.7.1.1.- Teorema I. 
En las redes de orden superior, para las cuales la ecuación dinámica es 
expresada en la forma 
xi(t + l)=Sgn[-3E/ax i], i=l,2,. . . ,n, donde E = -P¿(x), (1.125) 
no contiene ciclos cuando la actualización se hace en forma asincrona. Los puntos fijos 
son los mínimos locales de la junción de energía. 
Este resultado es una traslación del teorema antes visto para redes de orden 
simple. Para sistemas homogéneos se puede también decir que [Bal 88] 
Teorema II. 
Si consideramos una red para la cual la energía es una forma homogénea de 
grado "d" y si "x" es un punto fijo, entonces si "d" es par, "-x" es también un punto 
fijo, pero si "d" es impar, "-x" es un máximo local de la junción de energía. 
1.7.2.- Generalización de la ley de Hebb para redes de orden 
superior. 
En el apartado 1.4., vimos que la determinación de los pesos sinápticos de 
acuerdo con la ley de Hebb nos decía que 
w ^ p " 1 ! ^ (1.126) 
k=l 
Para redes de orden superior, la expresión, propuesta por Baldi [Bal 88], para 
generalizar la ley de Hebb a redes de orden superior es la siguiente: 
', = £# WJ = 2 J Í J (1.127) 
k=l 
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así, por ejemplo, para el monomial x¡ x2 x4 será w134 = ¿L¿;¡-4ll4¡k- Está extensión no 
*=; 
es sin embargo la única posible, así Lee y otros autores [Lee 86], proponen la siguiente 
función de energía 
E(x) = - ¿ ( x t . e ) d (1128) 
k=l 
pudiéndose demostrar que esta expresión se puede reducir a la suma de forma de formas 
multilineales homogéneas de paridad d teniendo en cuenta que x y £, son elementos de 
{1,-1}". En este caso, el coeficiente wj del monomial xj es de la forma 
w j = a ( | j | ) f e (1.129) 
k=l 
donde a (\J\) es un número natural que depende del grado \J] del monomial. Vimos que 
la ley de Hebb garantizaba una recuperación exacta cuando los prototipos eran 
mutuamente ortogonales. Esta propiedad se mantiene también en redes de orden 
superior, una demostración de esto se puede encontrar en [Bal 88]. 
Teorema: 
Las redes de orden superior cuando están actuando en modo asincrono, teniendo 
como función de energía la dada en la expresión (1.128) y como ecuación dinámica la 
(1.113), no pueden caer en ciclos si d es par 
Demostración 
La variación de la energía se puede expresar como 
AE = E(x(t)) + 5(x) - E(x(t)), (1.130) 
siendo dx = x(í+l) - x(t), podría expresarse que 
n a p 
AE=X[x i( t + l)-x i(t)] — + R, (1.131) 
i=i oxi 
donde por (1.131), i? viene dado por 
R = - £ Í Í %(ty -(e))d_j.(5.xt.e)j 0.132) 
k=l j=l w 
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Para cada componente que verifique que x(t+l) y x(t) no coinciden, la expresión (1.131), 
ofrecerá una contribución de signo negativo que vendrá dada por -2|d£ / dx¡ |. También 
se demuestra que la contribución al termmo R es también negativa, y consecuentemente 
la función de energía será monótona decreciente a lo largo del eje de los tiempos y por lo 
tanto los ciclos no podrán existir. Para ver R es negativo, se puede considerar que 
R=-£(x(t)\e)dzjzJ (L133) 
k=i j=i w 
con 
z = [8x^ k] j / [x( t )^ k] j (1.134) 
ya que d es par, es, por lo tanto, suficiente demostrar que 
fq(z) = ¿[2 jqJzJ = (l + z)2<*-(l + 2qz) (1.135) 
es siempre positivo ya que (J+z)2q es siempre convexo en z y tangente a la recta 
y = l + 2qz (1.136) 
1.7.3.- Límites en la capacidad, número total de puntos fijos. 
El teorema 1.6.1.2., nos dio una acotación en la capacidad de las redes que 
estamos tratando, una generalización de dicho teorema para redes de orden superior fue 
hecha por Baldi [Bal 88] y quedó estabecido en el siguiente teorema 
1.7.3.1.- Teorema III. 
Si, para cualquier subconjunto de p vectores tomados de {I,-J}", existe una 
forma multilineal de grado d para la energía, tal que dichos p vectores son puntos fijos, 
entonces una cota superior de la capacidad, viene dada por 
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p < r ( n - l , d - l ) , (1.137) 
donde r(n,d) es el valor definido en (1.118) para formas multiüneales homogéneas y 
lineales. Además, si cada uno de los conjuntos tomados dtp vectores es no degenerado, 
existe también una acotación inferior para la capacidad que viene dada por 
r(n,d) 
n+1 
(1.138) 
Demostración: 
Sean £7, ¿f2, ..., ¿f un conjunto de p vectores binarios. Por hipótesis suponemos 
que existe una forma multilineal Pf, tal que, de acuerdo con la ecuación dinámica 
% = Sgn [p^fc*)], i= 1,2, ....,n, k= 1,2, ....,p (1.139) 
Según hemos visto, la parte derecha de esta expresión puede ser considerarada como 
una función umbral definida en p puntos, aunque el número de variables es ahora r(n-l, 
d-1). Así, para el ejemplo dado en (1.122), de una forma homogénea de grado 3 y n = 4, 
la expresión anterior se escribiría como 
Sgn' lW 1 2 3 ,W 1 2 4 ,Wi34 
S24 eP eP S2-S3 
eP eP 
S2-S4 
eP eP 
%3-S 
VI 
AJ 
•-fe, ¿o (1.140) 
Por hipótesis para cada uno de los T posibles vectores del lado derecho en la expresión 
anterior, existe un vector de coeficientes (WUÍ, W124, •-.., W134) que hace que dicha 
expresión sea cierta. En un sentido más general, la hipótesis implica que el número 
Br(n-ij-\) de funciones umbrales en r(n-l, d-1) variables y especificados en p puntos, 
debe ser como mínimo igual a 2P. Por analogía con el teorema 1.6.1.2., se obtiene la 
desigualdad expresada en (1.137). Para que £ sea un punto fijo de la red, es suficiente 
encontrar una forma ( función de energía ) multilineal Pf¡, tal que si toma un valor a en 
t; tome un valor b > a en todo de los n vecinos de £. Por lo tanto para cada uno de los 
p prototipos £ un sistema dep(n+J) ecuaciones en r(n,d) coeficientes desconocidos de 
Pfi. El conjunto ¿,\ ¿f, ..., <f se dice que es no degenerado si dicho sistema de 
ecuaciones tiene solución cuando en número de ecuaciones es menor o igual al número 
de incógnitas, es decir si p(n+l) < r(n,d). El mínimo valor de p que hace que dicha 
desigualdad se verifique es el dado en (1.138). Por lo tanto, teniendo en cuenta el valor 
de r(n,d) definido en (1.118), está claro que el límite de capacidad para las redes de 
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orden superior es mayor que el límite dado en la aproximación clásica. Veremos también 
más tarde en el capítulo 3o que en una nueva aproximación de implementación de una red 
recursiva utilizando grafos, el límite de capacidad también va a poder ser ampliamente 
mejorado. Con este teorema terminamos la exposición sobre cual es el estado del arte 
actual en el desarrollo de las redes de neuronas de tipo recursivo y discreto en su forma 
determinista, únicamente se han expuesto los resultados más interesantes que se han 
obtenido hasta la actualidad. Para más resultados e información, se puede acudir a los 
textos dados en la bibliografía. 
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CAPITULO 2. 
MODELOS AVANZADOS D£ R£D£S NSU-
ROÑALES RECURRENTES DISCRETAS. 
2X- APROXIMACIÓN ESTADÍSTICA 
• I k n el modelo determinista expuesto en el capítulo anterior, hemos visto que 
• t no queda garantizada la exacta recuperación de los prototipos, que se 
'"'•rik desea instalar en la red, cuando estos no cumplen la condición de 
ortogonalidad. Este problema se agudiza aún más si consideramos que el estado inicial 
de la red, x(0), es una versión ruidosa del prototipo £;, ya que probablemente, x(0) tenga 
alguna componente diferente de cero en alguno de los restantes prototipos, y esto puede 
perturbar la recuperación exacta de dicho prototipo. El punto débil en la aproximación 
determinista, proviene del hecho de no disponer de herramientas adecuadas que permitan 
medir de forma eficiente la correlación entre los prototipos que se desea memorizar. El 
interés que ofrece la aproximación estadística que vamos a exponer a continuación, es 
proveer de herramientas que permitan medir tales correlaciones. Las diferentes variantes 
en esta aproximación, descansan en un principio común: supongamos que la correlación 
entre el prototipo caracterizado por el vector £ y el vector x(0), se considera como una 
señal perturbada con ruido proveniente de la correlación existente entre x(0) y los 
restantes prototipos ¿f, .., <f. En estas condiciones se puede deducir claramente que el 
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ruido o perturbación será mayor cuando el número de prototipos que se pretende fijar 
sobre la red aumente, o también cuando la distancia a £f se haga mayor. En ambos casos 
la correlación entre x(0) y los restantes prototipos se puede hacer tan grande que se hace 
imposible una correcta recuperación de los vectores prototipo. Para poder expresar 
cuantitativamente el efecto que se causa sobre la capacidad de la red y sobre el radio de 
atracción, debería poder expresarse el ruido en una forma fácilmente interpretable, por 
ejemplo, como una variable aleatoria con una distribución Gaussiana. Como el ruido es, 
de hecho, la suma de proyecciones tomadas aleatoriamente, la hipótesis Gaussiana está 
justificada por el teorema central del límite [Fe 66] [Cra 57]. Para que este teorema 
pueda utilizarse de manera correcta, se deben de verificar dos condiciones: las 
perturbaciones en cada prototipo deben ser variables independientes y aquéllos deben 
tender a un número infinito. Para satisfacer la segunda condición, el número de neuronas 
debería tender a infinito; es decir, se podrá aproximar asintóticamente al resultado co-
rrecto cuando el número de neuronas crezca. La hipótesis de la independencia de los 
ruidos es una cuestión más delicada. Se puede probar que está hipótesis se verifica de 
una forma bastante aproximada, cuando la ecuación dinámica se aplica una sola vez, pero 
en iteraciones sucesivas ya es más difícil establecer dicha hipótesis. Concluyendo, los 
resultados que se deriven de la aproximación estadística, solamente serán validos cuando 
estemos hablando de atracciones directas, siendo necesarias técnicas mucho más 
elaboradas, para obtener resultados correctos en atracciones largas. Si denotamos por d 
la distancia Hamming entre dos vectores, p = d/n representa la distancia entre esos dos 
vectores a nivel componente. Si se tolera un error residual, después de la convergencia la 
capacidad de la red, aumentará. La aproximación estadística consiste en estimar 
primeramente los errores residuales después de la convergencia. Posteriormente se 
determinará el límite superior del número de prototipos, para que este error tienda a 
desaparecer cuando el número de neuronas tiende a infinito. 
Una variante a la aproximación estadística, consiste en definir una variable ma-
croscópica o macrovariable que debería representar el estado global de la red y, si es po-
sible, el grado de vecindad de dicho estado respecto a un prototipo dado. Un atractivo 
candidato a este respecto, es el overlap m = n'.x7. £ Una ventaja obvia, es que este tér-
mino puede ser considerado como un estimador de la media. Las variables macroscópi-
cas son realmente útiles cuando es posible establecer una función transición m(t+J) = 
</>(m(t)), porque en estas condiciones, se permite que la evolución de la red pueda ser 
relacionada con resultados que conciernen con atracciones largas [Kin 85] y [Am 88]. 
En los resultados obtenidos en el capítulo anterior, vimos que una de las caren-
cias más importantes de las RNR era la pobre capacidad que ofrecían; en la aproximación 
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estadística, no se va a definir la ecuación dinámica tal como se hizo entonces, sino que se 
va a definir una macrovariable s(t) = S(x(t)), dependiente del vector de estado x(t). [Am 
71, 74]. En lo que sigue vamos a considerar esencialmente dos tipos de macrovariables: 
el nivel de actividad y el solapamiento. Si s(t+l) = S(x(t+1)) es el valor de la 
macrovariable en el instante de tiempo í+J, lo que se desea establecer es la ecuación de 
la evolución 
s(t+l) = <D(s(t)) (2.1) 
la cual describe el comportamiento dinámico de la red. La función 0 es llamada función 
de transición. La ecuación de evolución describe o define un sistema dinámico en tiempo 
discreto cuyos puntos de equilibrio son las soluciones de 
s = <D(s) (2.2) 
siendo un punto de equilibrio s* estable, si se cumple la inecuación: 
l<t>'(s*)|<l (2.3) 
2.1.1.- Ecuación de evolución para el nivel de actividad. 
El nivel de actividad de una red es una función del vector de estado definido por 
a(t) = - S x i ( t ) (2.4) 
n
 i=l 
El uso del nivel de actividad como una macrovariable para el análisis de una red recu-
rrente se debe a Amari [Am 71, 74] y los resultados más importantes al respecto, son los 
que vamos, en una forma escueta, a exponer a continuación. 
Si las componentes del vector de estado son independientes e idénticamente dis-
tribuidas de acuerdo con la ley de los grandes números, el nivel de actividad tiende (en 
probabilidad) a la media estadística de las variables de estado cuando n es suficiente-
mente alto. Por lo tanto se puede decir que: 
a(t) = E[x(t)] (2.5) 
Lnlerpretacicc geométrica de Redes Neuronales Recuirentes Discretas mediante Grafos Completos. 64 
Capítulo 2 
donde E es el operador esperanza. Consideramos ahora una red donde los pesos sináp-
ticos Wy son variables aleatorias de media co y varianza c¿. Los valores de los umbrales 
0¡ se suponen también, variables aleatorias de media 6 y varianza Og. Un teorema que 
justifica cual será la función de transición de un nivel de actividad a(t) dado es el siguien-
te: 
2.1 .1 .1 . - Teorema I. 
Para una red aleatoria cuyos parámetros son también variables aleatorias indepen-
dientes; es decir, donde tanto los pesos como los umbrales están uniformemente distri-
buidos, la función de transición O para un nivel de actividad a(t) dado, viene dada por: 
2 fVa(t)-© , V $(a(t)) = 2erf(Va(t)-0) = - ? = J e _ / ídy (2.6) 
V27t a 
donde erfes la función error, 
V = neo / -y/na* +o£ 
y (2.7) 
0 = 6/>/n<É+og 
Demostración: x¡(t+l) = Sgn[hi(x(t))], donde: 
h i(x(t))=i;(D i j.x i(t)-G i (2.8) 
El potencial sináptico h¡ esta expresado como la suma ponderada de n+1 variables alea-
torias independientes w,j y 0¡. Suponiendo que en esta suma la variables x¡(t) son indepen-
dientes de las Wi¡, debido al teorema central del limite, tendremos que para n suficien-
temente grande, la distribución de los h¡ tiende a la distribución normal cuya función de 
densidad viene expresada por: 
( 
f(hi)= 7r= exp 
V27iah 
1 ( ^ - h 2 ) 
H J (2.9) 
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donde según (2.4) y (2.8), la media y la varianza vienen dadas por: 
h = n.toa(t)-9 
y (2.10) 
Dado que x/t+J) se obtiene al aplicar la función signo a h¡(x(t)), llegamos a: 
a(t + l) = E[xi(t + l)] = Pr(h i(t)>0)-Pr(h i(t)<0) í 2J"f(h i)dh i-1 (2.11) 
2.1.1.2.- Teorema II. 
Con la ecuación de evolución dada anteriormente, el nivel de actividad se aproxi-
ma a un punto de equilibrio, o bien a un ciclo de período 2. (ÚV > 0 necesariamente 
tiende a un punto de equilibrio 
Demostración: 
Según (2.1), tendremos: 
a(t+2) = a(t+l) = 0>'(a)[a(t+l) - a(t)] (2.12) 
donde O'(a) denota la función de transición en un punto a del intervalo [a(t+l) , a(t)]. 
Por lo tanto si tenemos en cuenta (2.6) podemos escribir: 
<D'(a) = - ^ e ^ V a - e ) 2 (2.13) 
Es claro que si V > 0 entonces @'(a) > 0 para todo a, lo cual implica, según (2.12), que 
la sucesión de niveles de actividad a(l), a(2),.... es monótona creciente o decreciente, y 
como además, por (2.4), dicha sucesión está acotada, se tendrá que verificar necesa-
riamente que dicha sucesión converge. Consideremos ahora la relación entre los niveles 
de actividad de dos iteraciones consecutivas 
a(t+2) = v)/(a(t)), (2.14) 
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siendo y/(a) = <f>(<f>(a)). Utilizando la regla de la cadena, no es difícil verificar que la deri-
vada de y/ tiene la forma 
2V2 
v ' (a ) = e11 (2.15) 
donde rj es función de a, Vy 0. Como y/'(a) > 0 para todo a, con un argumento similar 
al utilizado anteriormente, se puede demostrar que la sucesión a(0), a(2), a(4),.... es 
convergente, lo cual nos conduce solamente a dos posibles situaciones: se alcanza un 
punto de equilibrio o un ciclo de periodo 2. Otros resultados importantes se pueden ver 
en[Am71]y [Am74]. 
2.1.2.- Ecuación de evolución para el solapamiento. 
En el apartado anterior, asumimos que los elementos de la matriz de pesos de una 
RNR eran variables aleatorias independientes. La mayor desventaja que incluye tal 
consideración, es que las matrices sinápticas construidas de acuerdo con la ley de Hebb 
no verifican tal hipótesis. Vamos a considerar a partir de ahora, la hipótesis menos fuerte, 
de que los prototipos sean variables independientes e idénticamente distribuidas y supon-
gamos además, que el umbral es cero y que los valores +/ y -1 son equiprobables. Es 
decir suponemos que: 
P r ( ^ = l ) = P r ( ^ = - l ) = l /2. 
(2.16) 
£f independiente de £| s i k * l ó i * j . 
Según la ley de Hebb, el peso sináptico estaba definido como: 
w ^ £ t f . 5 Í , 0*0 (2.17) 
Pk=l 
es decir, el elemento Wy se puede expresar como suma de p variables aleatorias indepen-
dientes con media cero y varianza uno. Por tanto si/7 tiende a infinito, de acuerdo con el 
teorema central del límite [Cra 57], la distribución de probabilidades de los Wy tenderá a 
la distribución normal con media cero y varianza 1/p; sin embargo, en contraste con los 
apartados anteriores, los Wy no son independientes para valores finitos de p, ya que como 
se puede verificar fácilmente, la media de WgWpWg no es cero sino 1/p2. Así si el vector de 
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estado x(t) es una versión ruidosa del prototipo ¿* definimos la macrovariable 
solapamiento como: 
m(t) = -x t(t) .4k (2.18) 
n 
y definimos la evolución de la red en términos de m(t). Para ello primeramente vemos 
que también podríamos expresar m(t) como 
m ( t ) = l - - d ( x ( t ) , e ) (2.19) 
n 
donde d es la distancia Hamming entre x(t) y <£*. Si al crecer el tiempo t, el valor de m(t) 
tiende a la unidad, entonces el número relativo de errores p = d/n tiende a cero; es decir 
si asumimos que el sistema se inicializa con valores aleatorios de x(0), independientes de 
los prototipos ¡*, £, ....,% y que tiene una cierta correlación con £ expresada por el 
solapamiento m(0), podemos escribir: 
Xi(0) es independiente de £?, ij = 1,2,..., n. \i = 2,...,p. 
(2.20) 
x¡(0) es independiente de £j, i * j . 
-7¿Xi(0).¡;í = m(0). (2.21) 
La ecuación de evolución del solapamiento fue establecida por Kinzel [Km 85], 
en el teorema que se expresa a continuación. 
2.1.2.1.- Teorema I. 
Si las componentes de los vectores prototipo son variables aleatorias 
independientes, con una distribución uniforme idéntica (expresada en (16)) y si la matriz 
sináptica es construida de acuerdo con la ley de Hebb, entonces para n —> oo la función 
de transición para el solapamiento viene dada por 
<Km(t) = 2.erf(m(t) /^)= V F J f ^ e ^ d y (2.22) 
donde a =p/n. 
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Demostración: 
Sin perdida de generalidad y para simplificar las cosas, vamos a suponer que la 
matriz de pesos es una matriz cero diagonal y que el vector de umbrales es el vector 
cero, las componentes del vector de estado en el tiempo í+J vendrá dado por 
Xi(t + l) = Sgn 
,j*i k=l 
(2.23) 
Si en el sumando del lado derecho separamos el término k=l y hacemos la aproximación 
m(t) = ^ E x j ( t ) . ^ , para n —• oo (2.24) 
obtendremos: 
Xi(t + l) = Sgn n.tí.m(t) + E¿Xj<t).tf.5Í 
j*i k=2 
(2.25) 
y, como a.Sgn[b] = Sgn[a.b] ú a = ±1, podemos escribir que: 
g.xKt + l^SgttliníO + Niít)] (2.26) 
donde N¡(t) es el término inductor del ruidos definido como: 
N i ( t ) ^ Z x j ( t ) L 5 í ¿ 5 ? . § . 
n
 j*i k=2 
(27) 
Si sumamos la expresión (2.26) para los valores i=l,2,..,n, obtenemos que: 
m(t + l) = ^ ¿Sgn[m(t) + Ni(t)] (2.28) 
En caso que los términos N¡(t) sean variables aleatorias independientes, para n -> oo, el 
solapamiento m(t+l) tiende a la media estadística de Sgn[m(t) + N¡(t)J; por tanto, con la 
convención definida anteriormente, tendremos que: 
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m(t+l) - PríNiít) > -m(t))- Pr(Ni(t) < -M(t)) = 2Pr(N¡(t) > -m(t))-1. (2.29) 
Si ignoramos la correlación entre el vector de estado y los prototipos y hallamos la fun-
ción de distribución de la variable N¡, la expresión (2.27) nos dará N¡(t) como la suma de 
(n-l)(p-l) variables aleatorias independientes x/í) £¡ £,* £* con media cero y varianza 
uno. El teorema central del límite [Cra 57], permite justificar que para valores grandes de 
n la distribución de los N¡(t) tiende a ser una distribución de Gauss de media cero y 
varianza (p-l)(n-l)/n2 = p/n =a. En estas condiciones se podría completar el lado 
derecho de la expresión (2.29) de forma: 
^+>>=*&^- (2.30) 
siendo este, el resultado perseguido. 
La función de transición </>(m) se muestra en la figura 2.1. para valores m>0, 
Figura 2.1. Función de transición <¡>(m). 
La derivada de la función de transición vendrá dada por 
*'<m> = fce2a (2.31) 
que será siempre positiva. Con un argumento similar al utilizado en el teorema 2.1.1.2., 
se demostraría que el solapamiento tiende necesariamente a un punto de equilibrio m* sa-
tisfaciendo la ecuación: 
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m ^ f ^ e - ^ d y (2.32) 
Al ser la función de transición impar, tendremos dos soluciones simétricas respecto al 
origen; tomando generalmente y por convenio, la positiva respecto al origen. 
M I * 
J
 > 
0.5 
J¡ 0Ü5 ÜJ OÍS Ü-2 >a 
Figura 2.2. Comportamiento de m* en/unción de a. 
La expresión (2.31) muestra que la pendiente en el origen es igual a v2/7ca por 
tanto, si a =p/n > 2/n, el único punto de equilibrio es el origen, esto significa que si hay 
demasiados prototipos, el vector inicial no converge a ¿?f. Si a =p/n < 2/n, el punto de 
equilibrio en el origen es inestable ya que la pendiente <¡>'(0) es mayor que la unidad. Apa-
recerá un segundo punto de equilibrio m* * 0, que será estable dado que \^'(m*)\ < 1-
Así que mientras menor sea a el valor más próximo a la unidad será m*. La figura 2.2., 
[Kin 85], muestra el comportamiento de m* en función de a. Cuando a =p/n < 0.15, la 
curva permanece casi horizontal y próxima a la unidad. 
Según lo visto anteriormente, si el número de prototipos no excede al 15% del 
total del número de neuronas, la red se comporta como una memoria asociativa, en el 
sentido de poder modificar el vector de estado, hasta llegar a un prototipo o a su 
correspondiente negativo. El valor crítico a = 0.15, está de acuerdo las observaciones 
realizadas experimentalmente [Hop 82]. Para valores de a *• 0, se tiene que m* < 1 y 
por tanto, el vector de estado no converge al prototipo. Mientras mayor sea a, más se 
desviara de la unidad, el valor de m*, lo cual, de acuerdo con la expresión (2.19) 
significa que el error residual crece. En general, cuando el numero de prototipos, p, crece 
proporcionalmente al tamaño de la red n, los puntos fijos alcanzados como estados 
finales, no coinciden exactamente con los prototipos. El resultado del teorema anterior 
no es totalmente riguroso, ya que x¡(t) no es independiente de los prototipos £*, (k 
>2/j,excepto para la fase de inicialización (/ = 0). En realidad, para t > 1, x¡(t) se obtiene 
según: 
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Xi(t)=Sgn Z*j(t-i)E5UÍ 
J*l k=l 
(2.33) 
y por tanto, el término ruidoso Nt(t) dado en (2.27), no es suma de variables aleatorias 
independientes, contrariamente a la hipótesis establecida. En consecuencia, algunos de 
los resultados obtenidos teóricamente, no coinciden exactamente con los resultados ex-
perimentales. En particular, no es cierto que m* = 0 cuando a > 2/K, es decir, no es 
cierto que el punto de equilibrio que se alcanza sea independiente de las condiciones 
iniciales. Amari y Maginu han presentado un análisis más extenso en el que consideran la 
correlación existente entre x¡(t) y los prototipos [Am 88]. Asumen como una primera 
aproximación al problema, que el ruido N¡(t), sigue manteniendo una media igual a cero 
mientras que la varianza es una función del tiempo, en lugar de mantenerse contante-
mente igual a a. Denotando esta varianza por c?(t) y reemplazando Va por a(t) en la 
expresión (2.22), se obtiene: 
m(t
 + l) = Vfí; m(t)/o(t) -y2/2 dy (2.34) 
Se puede demostrar entonces que la evolución de la varianza <f(t) es aproximadamente 
iguala: 
o2(t + l) = a + 4f2 fea] 
Vo(t)J 
m(t) lm.(i)\ 
+ 4a-4r L f Í - r r m(t + l) 
o(t) Wt). (2.35) 
donde la función/^ es la función de densidad de la normal; es decir: 
f(u) = 1 -5-
V27t (2.36) 
Se puede comprobar, que la correlación entre el vector de estado y los prototipos fuerza 
a tomar el par (m(t), a(t)J como macrovariables. Soluciones numéricas de (2.35) y (2.36) 
muestran que el solapamiento en el tiempo / depende de las condiciones iniciales y funda-
mentalmente, de si el solapamiento inicial m(0) es mayor o menor que cierto valor 
umbral g(a) función del grado de ocupación a =p/n de la memoria. Si m(0) > g(a), el 
solapamiento m(t) crece monótonamente hacia un valor de equilibrio m* cercano a la 
unidad, lo cual significa que el error en el vector de estado inicial se corrige progre-
sivamente; sin embargo, si m(0) < g(a), entonces m(t) primeramente crece, pudiendo 
posiblemente exceder el valor umbral g(a), para finalmente decrecer estabilizándose 
alrededor de un punto de equilibrio. En este último caso, la red no se comporta como 
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una memoria asociativa. Este paradójico fenómeno, se debe a que el mismo valor de 
solapamiento puede conseguirse por diferentes vectores estado. Recordemos la ecua-
ción (2.19) que expresa la relación existente entre el solapamineto y la distancia 
Hamming y sea dg = nfJ - g)/2 la distancia correspondiente al valor umbral g del 
solapamiento. La explicación dada anteriormente demuestra que d = dg no define una 
base de atracción y en la explicación propuesta por Amari y Maginu [Ama 88], incluso si 
la mayoría de los vectores a distancia dg son atraídos por los prototipos, siempre hay 
algunos de ellos que no lo son siendo precisamente estos vectores a los que converge la 
red, cuando es inicializada con un vector a distancia d > dg, es decir, cuando m(0) < 
g(cc). 
2.2.- APROXIMACIÓN TERMODINÁMICA. 
•Ék 1 interés de las RNR estriba, no solamente en su comportamiento como 
• f c memorias asociativas, sino también en el estudio de aquellos modelos que 
'^Ék nos permiten investigar sistemas magnéticos de tipo desordenado como 
por ejemplo los spin glasses. La mayoría de los materiales tienen solamente un punto de 
equilibrio en términos de reflexión o rotación, mientras que el caso especial de los spin 
glasses poseen un número infinito de ellos. Las propiedades de los spin glasses se han 
podido representar de una manera exacta mediante un sistema en el cual los spin 
interaccionan de acuerdo a un modelo de red de neuronas recurrente, con la restricción 
de que el estado de un spin no es una variable determinista, sino una variable aleatoria 
que sigue la distribución de Gibbs. Esta analogía entre las redes recursivas y los spin 
glasses va más allá del hecho de proveernos de una interesante interpretación de estas 
redes, dado que también nos sugiere que las técnicas utilizadas en la estadística mecánica 
podrían utilizarse para la investigación de las citadas redes. Una de estas técnicas 
consiste en asociar a cada vector de estado un nivel de energía H(x) similar a la función 
de energía definida en la aproximación determinista explicada en el primer capítulo. La 
diferencia fundamental es que esta energía define una variable aleatoria que sigue la 
distribución de Gibbs; es decir, la probabilidad de que la red esté en estado x viene dada 
por 
H(x) 
Pr(x)«e T (2.37) 
donde T es un parámetro llamado temperatura, que es una medida del caos. Así, desde 
este punto de vista, el vector de estado es ahora una variable aleatoria con una función 
de densidad dada por (2.37). En estas condiciones, estados con energía más baja tienen 
Interpretada! geométrica de Redes Neuronales Recurrentes Discretas mediante Grafios Completos. 73 
Capitulo 2 
mayor probabilidad de ser observados, aunque la medida dada por la temperatura, pueda 
reforzar o suavizar el efecto de la energía en la función de distribución. Se puede ver que 
mientras más alta sea la temperatura, los estados tienden a ser equiprobables con mayor 
intensidad. La expresión (2.37) así como la expresión general de la energía, son similares 
al sistema utilizado por Bohzmann para la descripción de máquinas sin unidades ocultas 
[Hin 86] y [Aar 90]. Las propiedades de las redes recursivas no son tan fácilmente 
deducidas de la distribución de Gibbs, se necesitan técnicas especiales para aproximarnos 
a los requerimientos deseados. Una de dichas técnicas son las ecuaciones del campo 
medio, que describen las interacciones en el punto de equilibrio entre las componentes 
del vector de estado medio x. Para un instante de tiempo dado, se puede considerar que 
una forma típica para las ecuaciones del campo medio podría venir dada por la siguiente 
expresión que representa el estado medio x(í +1) en función de x(t): 
x(t + l) = tanh|3.W.x(t) donde $ = T\ (2.38) 
Se puede comprobar que estas ecuaciones son similares a las de la aproximación 
determinista dada en el primer capítulo, a excepción de que en este caso la función signo 
es remplazada por la función tangente hiperbólica. Se puede comprobar también, que en 
el limite, cuando la temperatura es cero dichas ecuaciones coinciden exactamente con las 
de la ecuación determinista. Veremos que la aproximación termodinámica no nos 
proporciona nuevos resultados en relación con la aproximación estadística, aunque sí 
ofrece algunas ventajas especificas que comentamos a continuación: 
- Establece una estrecha similitud entre las redes recursivas, por una parte, y spin 
glasses por otra; es decir los problemas de transición de fase y problemas relativos a 
fenómenos críticos de la física. 
- Confirma claramente la experimentación observada de que existe un umbral 
crítico para el crecimiento del numero de prototipos, umbral que se mantiene alrededor 
de/? = 0.14n. 
- Enfatiza claramente la existencia de parásitos formados por combinaciones 
lineales de prototipos y el hecho de que alguno de ellos puede ser eliminado si se añade 
una perturbación terminal al sistema. 
La termodinámica nos da una descripción macroscópica de los fenómenos físicos 
sometidos a un gran número de grados de libertad. Los estados de equilibrio se 
caracterizan por un pequeño número de variables o funciones termodinámicas. En le 
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caso típico de los gases ideales, estas variables son el volumen V, la presión/?, el número 
N de moléculas y una variable intrínseca del sistema que es la temperatura T. estas 
variables no son independientes, ya que en el momento de equilibrio se debe verificar que 
pV = NrT. En este capítulo vamos a considerar una red recursiva como un sistema 
termodinámico, lo cual implicará que el número de neuronas deberá ser muy grande. Las 
variables termodinámicas serán: el número n de neuronas, la razón de ocupación de la 
memoria a = p/n y el solapamiento mi de los vectores prototipo. Estas variables 
tampoco van a ser independientes. Los dos principios de la termodinámica recaen en la 
existencia de las funciones de estado llamadas energía interna U y entropía S. La 
estadística mecánica establece la conexión entre las leyes microscópicas y las leyes 
macrocópicas de la termodinámica. En el curso de un proceso reversible siempre se 
satisface que 
dU = 5A + TdS (2.39) 
donde SA es el trabajo realizado por las fuerzas externas, y donde 
8Q = TdS (2.40) 
es la cantidad de calor cedido al sistema. Si un sistema aislado no recibe ni trabajo ni 
calor, su energía interna permanece constante. Sin embargo la entropía puede crecer 
aunque nunca decrecer. La entropía crece hasta alcanzar un punto de equilibrio 
termodinámico máximo. Si se cambia calor entre un pequeño sistema macroscópico y 
otro mucho mayor que él, el equilibrio termal se alcanzará, por supuesto, cuando se 
alcanza una temperatura parecida a la del sistema macroscópico mayor. El trabajo 
elemental cedido al sistema cuando se le proporciona calor durante un proceso 
reversible, viene dado por la expresión: 
SA = dU - TdS = d(U - TS) (2.41) 
Se observa entonces que el trabajo elemental es igual a la diferencial de la función 
de estado, es decir 
F = U - TS (2.42) 
a la cual se la conoce como energía libre del sistema. Si un proceso reversible no es 
isotérmico, es decir si la temperatura no permanece constante, entonces se cumple: 
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dF = dU-TdS-SdT = 8A-SdT (2.43) 
Consideremos sistemas dinámicos con un alto número de grados de libertad. Es-
tos sistemas están caracterizados por un espacio de estados de gran dimensionalidad. En 
nuestro caso particular, el espacio de estados es {1,-1}" donde n es el número de 
neuronas. Consideramos, por otra parte, que el sistema está sometido a una temperatura 
intrínseca T (algo similar a considerar que el sistema estuviese introducido en un baño a 
temperatura T ). Para una red recursiva, esto se traduce en que la evolución temporal no 
sigue una ley puramente determinista, sino que alguna fuente de perturbación está inci-
diendo continuamente con el sistema. La naturaleza estocástica del sistema significa que 
en cada instante de tiempo t no se puede determinar exactamente cual va a ser el vector 
de estado x(t) sino que únicamente conocemos la probabilidad p(x,t) de que la red en el 
instante / se encuentre en un estado x. Si inicializamos el sistema, t=0, con alguna fun-
ción de distribución de las probabilidades de los estados, la red converge a una distribu-
ción de equilibrio de forma que 
p(x) = limp(x,t) (2.44) 
t-»00 
y de acuerdo con la teoría de la estadística mecánica, la distribución límite está dada por 
e-pH(x) 
P(X> = £
 e-PH(y) (2-45) 
En esta expresión H(x) refleja una representación del sistema en el estado x y fi depende 
de la temperatura (del baño caliente) según la relación fi = 1/kT, donde k es la constante 
de Boltzmann. A la expresión (45) se la conoce como distribución de Gibss o distribu-
ción canónica y la función H es el hamiltoniano del sistema. La convergencia de la 
distribución inicial a la distribución de Gibss, de acuerdo con la expresión (44), ha sido 
probada para un caso muy especial de proceso estocástico. El factor de normalización 
dado por la expresión: 
Z = 2 > - 0 H « (2.46) 
se llama Junción de partición, y la suma se extiende a los T puntos del dominio {1,-1}". 
La expresión anterior también podría haberse escrito como 
Z = Trxe-pH(x) (2.47) 
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donde el sumatorio ha sido sustituido por el símbolo traza extraído de la teoría de la 
Estadística Mecánica. Establezcamos ahora la relación con la función termodinámica U. 
La energía interna va a ser, en principio, idéntica a H(x), pero la energía U es función del 
estado macroscópico, mientras H depende solo del estado microscopio x. Para un siste-
ma con gran número de estados de libertad (como es nuestro caso, 2"), la función de 
probabilidad se concentra alrededor del valor medio de H. Consecuentemente es factible 
identificar U con el valor medio de H, de forma que podríamos escribir 
U = TrxH(x)p(x) (2.48) 
Sean m¡, m¡, ..., mp otras funciones de estado cuyas funciones de densidad, generadas 
por p(x), están también concentradas alrededor de los respectivos valores medios: 
mk = Trk.mk.p(x), k = 1,2,..., p. (2.49) 
Las ecuaciones mk son variables termodinámicas. Particularizando para el caso de las 
redes de neuronas recurrentes, ntk(x) representa el solapamiento entre el vector de estado 
x y el prototipo ¡*. Más adelante pondremos en claro como el valor medio mk depende 
exactamente de los vectores prototipo. A partir de ahora y para simplificar las 
expresiones, vamos a suponer que el Hamiltonia.no para la ley de Hebb puede expresarse 
en términos de los solapamientos, así podríamos escribir 
H(x) = h(mi(x), m2(x),..., mp(x)) (2.50) 
Si modificásemos el prototipo ¡* de forma que m^x) variase en una pequeña cantidad, 
representada por dmtfx), entonces la energía asociada con el vector de estado x cambia-
ría en la cantidad 
dix dH(x) = ——(mi(x), m2(x),..., mp(x)).dmk(x) (2.51) 
dmk 
Esta relación podría interpretarse como si alguna fuerza externa aportase al sistema una 
cantidad de trabajo elemental 8A(x) = dH(x). La cantidad de trabajo resultante por una 
modificación de los prototipos sería entonces: 
5A = Trx8A(x)p(x) = Tr, 
Lk 
¿ , ^ - ( m i ( x ) , m2(x), ..., mpíx^.dm^x) p(x)(2.52) 
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esta expresión nos llevaría a la identificación de la fimción de energía F con el logaritmo 
de la partición de Z, es decir 
-pF = logZ (2.53) 
Este resultado se obtiene por comparación de los incrementos a ambos lados de la expre-
sión anterior. Para la parte izquierda se obtiene que 
d(-PF) =d(-F/kT) = - — + — ¿ a dF F 
kT + kT2 
(2.54) 
y teniendo en cuenta (42) y (43), tendríamos que 
d(-(3F) = -p8A-Ud|3 (2.55) 
Por otra parte la expresión (50) para el Hamiltoniano nos dice que 
d(logZ) = -1 P¿^(m1(x),...,mp(x))dmk(x)j(e-PH(x)+H(x)e-PH(x>dp) 
(2.56) 
-Tr M x ) ¿ ^ d m k + p ( x ) H ( x ) d p 
k=i ^ k 
y teniendo en cuenta (2.48) y (2.51) llegaríamos a que 
d(logZ) = -p8A-UdP (2.57) 
Comparando (2.54) y (2.56) obtenemos el resultado deseado (2.52). Observamos, por lo 
tanto, que se puede considerar que la energía libre F depende solamente de (3 y en los 
valores medios del solapamiento. Es decir, por una parte, el primer término de (2.56) po-
dría escribirse como el valor medio de una cantidad respecto a la distribución de Gibbs 
mientras que por otra parte el valor medio del solapamiento esta concentrado alrededor 
de su valor medio. 
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CAPITULO 3. 
UFOJIMUIACION DR ALGORITMO 
l)$ APRENDIZAJE D£ LAS R£D£S NEU-
RONALES RECURRENTES MEDIANTE 
TSORÍA D£ GRAFOS* 
3/L- INTRODUCCIÓN. 
| ^ ste capítulo tiene como objeto presentar una reformulación del algoritmo 
| ^ de aprendizaje de las Redes Neuronales Recurrentes desde el punto de 
^ • k vista de la teoría de grafos. La idea surgió después de leer el "report" A 
Geníle Introduction to Subsymbolic Computation: Conectionism for the A. I. 
Researches cuyo autor es K. Knight [Kni 89], el autor muestra una Red de Neuronas de 
tipo Recurrente Discreta (RNRD) como un grafo y aunque en dicho articulo no se aporta 
más novedad, esta forma de presentar la red nos sugirió intentar profundizar en esta 
visión e intentar aplicar las propiedades de los grafos completos para adaptar los 
algoritmos de aprendizaje de las redes neuronales recurrentes a esta nueva visión. 
Definiremos una RNRD como un grafo completo con tantas aristas como cone-
xiones y tantos vértices como neuronas diferentes posea. El proceso de aprendizaje va a 
estar basado en el siguiente razonamiento: a cada vector, ¿fr = {^¡ ,..,^¡ ,..,^}, 
perteneciente al espacio {0,1}", lo consideramos como un grafo completo, en el sentido 
de que habrá una y solo una arista conectando cualesquiera par de vértices diferentes 
correspondientes con las n componentes £,r del vector %r, si una arista se corresponde 
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con la unión de dos vértices con valor 7, le asignamos un valor de +7, si es una arista 
correspondiente a la conexión entre dos vértices de valor cero, le asignamos el valor -J y 
en otro caso no se hace asignación alguna. Posteriormente, mediante un proceso de 
agregación de todos los grafos correspondientes a los patrones de aprendizaje, llegamos 
al que denominaremos Grqfo Resultante [Gim 93]; este grafo encerrará cierta infor-
mación respecto a los patrones aprendidos. 
Para que esta forma de almacenar o aprender la información pueda asemejarse a 
la operativa de las KNRD clásicas, hemos de definir, en primer lugar, la condición que 
debe verificarse para que un estado (o grafo) de la red sea estable y en segundo lugar, 
hemos de determinar un procedimiento iterativo que conduzca la red desde un estado 
cualquiera a otro estable, también denominado punto fijo del espacio de patrones. Este 
procedimiento tendrá que tener garantía de convergencia, en el sentido de asegurar que 
cualquier patrón en la operación evolutiva de la red se dirigirá a un punto fijo del espa-
cio. La forma de asegurar esta convergencia está basada en las ideas de Hopfield [Hop 
82], pero con una nueva e importante visión del campo de energía. En nuestro algoritmo 
el campo de energía va a ser el plano euclideo o lo que es lo mismo todo estado de la red 
va a tener asociado un par de números reales, que serán las coordenadas del punto del 
plano, que definen la energía asociada con ese estado [Gim 95b]. Al igual que en la apro-
ximación clásica [Her 91], la convergencia va a estar también asegurada mediante un 
procedimiento basado en el teorema de Liapunov [Kam 90], de tal forma que cada vez 
que la red cambia de estado, su correspondiente punto del plano cambia a otro, pero este 
cambio se produce siguiendo una cierta dirección que nos asegura la imposibilidad de 
retroceso. Esta condición garantiza la convergencia, pues los ciclos de cualquier orden 
quedan eliminados. 
En una primera aproximación obtendremos un modelo similar al determinista 
basado en la ley de Hebb, desarrollado por Hopfield, aunque con evidentes ventajas al 
poder utilizar tanto técnicas y algoritmos derivados de la Teoría de Grafos como 
procesos geométricos y estadísticos derivados de la distribución de puntos del plano 
correspondientes a diferentes conjuntos de aprendizaje. 
En una segunda aproximación, quizá más interesante, diseñaremos un procedi-
miento de tipo recursivo y relativo, en el sentido de tener en cuenta no solo la relación de 
una neurona con todas las de uno de los subgrafos, asociados a cada estado, sino 
también la de todas entre sí. Esta segunda aproximación nos permitirá considerar este 
tipo de redes como estructuras capaces de extraer datos relativos a la distribución 
estadística de un conjunto de patrones. 
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Tanto en la construcción de la red, como en la extracción de la información 
adquirida por ella, se tendrán en cuenta dos áreas importantes de la Matemática Apli-
cada: la Teoría de Grqfos y la Geometría Euclidea. Respecto a la primera, una vez 
introducido el Grafo Resultante asociado con la Matriz de Pesos, podemos realizar una 
coloración que nos permita visualizar los grafos resultantes de una forma más gráfica, 
por ejemplo coloreando de rojo todas las aristas con un valor positivo asignado y de azul 
todas las negativas; las que tienen el valor cero no poseerán color. De esta manera el es-
tado de la red, al mostrarle un cierto vector de entrada £ r , se corresponde con una cierta 
bipartición del Grafo Resultante, G, en dos subgrafos G] y Gr0; siendo una bipartición 
estable si un subgrafo de la misma tiene, por ejemplo, todas sus aristas rojas y el otro 
todas azules. Definiendo las condiciones que deben cumplir los nodos de los subgrafos 
correspondientes a una cierta partición para que en uno de sus subgrafos, el G\ ,todas 
sus aristas sean rojas y en el otro, Gr0, todas azules y construyendo un procedimiento que 
nos permita a partir de cualquier partición, llegar a una bicoloreada con un subgrafo todo 
rojo y otro todo azul, tendríamos un método (basado en la Teoría de Grafos) de recupe-
ración de patrones, si este procedimiento verifica el teorema de convergencia. 
Por otra parte si consideramos los puntos del plano correspondientes a los dife-
rentes estados de la red y deseamos que cierto número de ellos sean estables; es decir, 
que se comporten como atractores o puntos fijos, si demostramos que puede existir 
cierta relación entre la distancia Hamming entre dos estados cualesquiera de la red y la 
distancia Euclidea entre sus respectivos puntos del plano asociados con ellos, podríamos 
diseñar un cierto procedimiento basado en conceptos tomados de la Geometría clásica, 
que nos puede llevar a recuperar patrones. Para ello diseñaremos un procedimiento de 
manera que en cada iteración en el proceso de recuperación de patrones, el punto del 
plano asociado con el nuevo estado, se va acercando cada vez más, en distancia eucli-
dea, a uno de estos puntos fijos, asegurando que no se generarán ciclos. Esto nos per-
mitirá clasificar todo el espacio en relación a los prototipos fijos. 
En este y los capítulos siguientes se van a ir introduciendo las definiciones, 
conceptos y algoritmos indicados, presentando paralelamente un ejemplo que permita 
visualizar con mayor claridad tanto los grafos construidos como las distribuciones. Este 
ejemplo toma como patrones de aprendizaje 37 patrones pertenecientes a {0, l}8 (ver Ap. 
3.1.) que corresponden a una cierta codificación fonética de los 37 fonemas más 
comunes de la lengua castellana (los posibles patrones de {0,1}8 se pueden ver en Ap. 
3.2.). Este conjunto ha sido utilizado en diferentes aplicaciones [Rod 92] y ésta es la 
razón por la cual se ha elegido este, en vez de otro tomado de forma totalmente 
aleatoria. 
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Todos los algoritmos, gráficas, distribuciones, desarrollos matemáticos, etc., han 
sido implementados utilizando una herramienta software muy potente tanto para las 
aplicaciones de tipo matemático como matemático gráfico: Mathematica 2.2. [Bla 92a], 
[Bla 92b], [Blu 92], [Ebe 90], [Fin 92] y [Fre 91]. El código fuente de tales desarrollos 
podrá encontrarlos el lector en los apéndices anexos, de forma que siempre que se obten-
ga algún resultado, se hará referencia a dichos apéndices. 
3.2.- GRAFO ASOCIADO A UNA R£D £>£ NEURONAS 
RECURRENTE. 
V amos a determinar las características particulares del grafo asociado a una Red de Neuronas Recurrente Discreta RNRD. Dicho grafo, que denotaremos por G, se elegirá del Conjunto de Grafos Completos GC, 
considerando que un grafo es completo cuando existe una y solo una arista conectando 
cada par de posibles vértices diferentes del grafo; cuando los vértices son iguales, no hay 
conexión [Rob 85]. Así: 
G={V,A} (3.1) 
donde V es un conjunto de n vértices, 
V = {v,,..., vn} (3.2) 
tantos como la dimensión n del espacio, y A el conjunto de aristas, 
A={a l3...,am} (3.3) 
el número total de elementos de A será ("j, es decir, el total de posibles pares de 
elementos de V sin tener en cuenta el orden, que se corresponde por supuesto, con todas 
las posibles conexiones (sin tener en cuenta el sentido), que se pueden hacer entre 
cualesquiera par de vértices v„ v,. Los elementos de A se pueden representar dentro de 
una matriz simétrica (a,j) de orden n, que también, con el fin de simplificar la notación 
representaremos por A. Cuando a los elementos de la matriz A se les asignen ciertos 
valores numéricos; es decir, cuando se asignen valores a las aristas del grafo, A será la 
llamada matriz de adyacencia del grafo G. En principio no vamos asignar valor alguno 
sobre los elementos de A. 
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Consideremos una RNRD con n neuronas, a cada una de las neuronas o nodos de 
la red, le haremos corresponder uno y sólo uno de los n vértices del grafo asociado G, 
coincidiendo las m conexiones sinápticas de la misma con una y sólo una de las m aristas 
del conjunto A que determina el grafo. La matriz de adyacencia del grafo G, podrá 
asimilarse con la matriz de los pesos asociados a las conexiones de la red. 
3.2.1.- Matriz de Adyacencia asociada a un patrón de apren-
dizaje. 
Dado un patrón <f del conjunto de aprendizaje de una RNRD definimos su Grafo 
Básico asociado, que denotaremos por G\ como aquel que se obtiene asignando valores 
a las aristas del grafo asociado G; es decir, dado el patrón 
V = £[,..&,..%} e{o,iy, (3.4) 
el GB, Gr se obtiene a partir de G, sin más que asignar valores w^ sobre el conjunto de 
aristas de A, de la siguiente forma: 
' i « ( 5 Í - 3 - 1 ) y ( i * j ) 
-1 s i ( S í = ^ = 0 ) y ( i * j ) (3.5) 
0 resto. 
w8 = 
La Matriz de Adyacencia Ar, que tiene como elementos los valores asignados a 
las aristas del Grafo Básico Gr asociado a ¿T y por supuesto será también una matriz 
simétrica de orden n, vendrá dada por: 
A f = ( i ¡ ) (3.6) 
En el modelo clásico de las Redes Recurrentes [Kam 90], la información dada en 
los patrones del conjunto de aprendizaje se asimila en una matriz W =(w¡¡), llamada 
matriz de pesos, ésta es una matriz simétrica de orden n y los patrones son vectores del 
espacio {1,-1}''• Al iniciar el proceso de aprendizaje la matriz de pesos se puede 
considerar como una matriz nula de orden n; cada patrón de aprendizaje dejará huella en 
la matriz acumulando ésta, la huella de todos los patrones en el proceso. Así la 
asignación que habrá que hacer sobre W cuando se esté aprendiendo el vector 
S' = £ ; , . . , s ; , . . , ^ } e { - L i } n , 
será: 
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í 1 si (S[=S) son de igual signo) 
w
« ~ [ - 1 si (Q = | j son de distinto signo) ^ ' ' 
el germen del aprendizaje en el modelo clásico esta basado en la correlación en signo 
como se mostrará con detalle en el apartado (4.2). Por lo tanto, en el modelo clásico la 
asignación de pesos se puede considerar como una aplicación: 
<D: {-1,1}"->W (3.8) 
siendo el número de elementos de W igual a (¿}, por tratarse de una matriz simétrica de 
orden n y cero diagonal. En nuestro modelo la asignación se puede considerar como una 
aplicación: 
O: {-l,0,l}n->A (3.9) 
siendo A la matriz de adyacencia de un grafo completo G de n vértices; por lo tanto A 
tendrá el mismo número de elementos que FFpero la forma de asignar los elementos a la 
matriz A es diferente a la forma en que se asignan los de W. Este cambio en la asignación 
enriquece el procedimiento ya que se añade una tercera posibilidad [Gim 93]. Tanto en el 
Proceso de Aprendizaje como en el de Recuperación de Patrones, los algoritmos estarán 
inspirados en gratos, contrariamente al método clásico que lo está en la relativa frecuen-
cia de coincidencia en signo. 
En la figura 3.1., se puede observar el Grafo Básico asociado a un patrón parti-
cular, <f = {1,1,1,1,1,0,0,0}: 
Figura 3.1. Grafo Básico asociado al patrón % = {1,1,1,1,1,0,0,0). 
Interpretación geométrica de Redes Neuronales Recurrentes Discretas mediante Grafos Completos. 84 
Capitulo 3 
3.2.2.- Gr - coloración asociada a un estado de la red. 
Otra forma muy intuitiva de visualizar el Grafo Básico definido en el apartado 
anterior, será interpretar Gr como una coloración de G que llamaremos Gr-coloración de 
G, de forma que la arista aih se colorea de rojo, caso de ser £,r igual a £/ e iguales a 7, 
mientras que en el caso de que £,r y gf fuesen iguales a 0, la arista quedaría coloreada de 
azul; el resto de las aristas quedaría sin colorear. Es decir, todas las aristas con +1 como 
valor asignado se las representa no como una asignación numérica, sino como una colo-
ración de rojo; y a todas las aristas con un valor asignado -1, se las colorea, por ejemplo, 
de azul; el resto de las aristas permanecen sin colorear. En el caso de no disponer de 
colores, como es nuestro caso, representaremos el color rojo como un tono gris, y el 
color azul como un tono negro: aunque seguiremos hablando de colores rojo y azul 
respectivamente. 
La Gr-coloración resultante de aplicar el patrón % = {1,1,1,1,1,0,0,0} sobre G 
se puede ver en la figura 3.2, resaltando las aristas que corresponden a cada subgrafo sin 
importar el valor asignado a cada una de ellas. También puede observarse en la misma 
figura los dos subgrafos también completos de G, el subgrafo rojo Gr¡ y el subgrafo azul 
Gr0, asociados al patrón %, Estos subgrafos los definiremos de forma rigurosa en el 
apartado 4.3, del siguiente capítulo. 
Figura 3.2. Gr-coloración asociada al patrón % = {1,1,1,1,1,0,0,0} 
Al iniciar el proceso de aprendizaje sobre las aristas del grafo G no hay valor 
numérico asignado; más tarde, cuando haya terminado el proceso, veremos que el 
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conjunto A de aristas de G tendrá un valor numérico; aplicar entonces sobre G la Gr-
coloración asociada a ¿f, servirá para la recuperación del patrón <f , que en alguna forma 
había quedado "impreso" en la red. Por lo tanto, en el proceso de aprendizaje de la red, 
la forma en que debemos considerar los Grafos Básicos asociados a los patrones, debe 
ser la de asignación numérica; en cambio, cuando estemos en el proceso de 
recuperación de patrones, la forma en que debemos considerar los Grafos Básicos, 
asociados a los patrones, será como se ha descrito en la C-coloración. 
En el proceso de aprendizaje se podría haber utilizado la asignación coloración. 
Al comenzar el aprendizaje el grafo G no tendrá ninguna arista coloreada, cuando se 
asimila el primer vector ¿f del conjunto de aprendizaje, se colorea de rojo la arista a,y, si 
£,¡ es igual a £/ igual a 7; en el caso de que £,r fuese igual a £/ e iguales a 0, la arista 
quedaría coloreada de azul; el resto de las aristas quedaría sin colorear. Posteriormente 
se asigna el valor +7 a todas las aristas rojas y el valor -7 a todas las azules, se borran los 
colores y se continua el mismo procedimiento con un nuevo patrón. 
3.2.3.- Simetría en el espacio de patrones. 
En la "Geometría" que genera el espacio booleano y tal como veremos más ade-
lante de forma gráfica, el concepto de ortogonalidad está ligado, al concepto de dis-
tancia Hamming. 
Dos vectores <f y % son ortogonales si y solo si la suma de los productos de sus 
componentes es nula; es decir: 
n 
% ± Z? si y solo si £ $ .£ = 0 (3.10) 
por otro lado, la distancia Hamming dH entre dos vectores ¿f y % se define como el nú-
mero de no coincidencias entre sus componentes, es decir: 
dH(r,r) = ¿fc(l-^) + (l-^)^] (3.11) 
i=l 
(El algoritmo que permite calcular la distancia Hamming entre dos patrones, 
desarrollado en Mathematica 2.2 se halla en Ap. 3.3.). 
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Definimos el patrón simétrico de un patrón dado, como aquel que verifica que la 
distancia Hamming al patrón dado es igual a n, así diremos que el vector o patrón 
simétrico del <f será el vector | r tal que: 
£[ = 1 si y solo si £{ = 0, Vi = l,...,n; 
y (3.12) 
£[=0 si y solo si £[=1, Vi = l,...,n. 
es decir, los vectores % y £r se obtienen uno a partir del otro sin más que intercambiar 
los unos por los ceros y viceversa. (El algoritmo que halla el vector simétrico de uno 
dado se halla en Ap. 3.4.). 
Esta claro que la distancia Hamming entre ¿f y ¿fr es n ya que: 
Ífc<l-Éñ+0-Sí)Éí] = ¿ f e -Éí5j"+Ü"-SI.Éí] = ¿ fe +ÉÍ] = n (3-13) 
i-1 i=l i=l 
ya que por la definición (3.12.) se verifica: 
e-ÉÍ-O, y ¿ f e + ^ ] = n, Vi = l,...,n. (3.14) 
i=l 
Veamos ahora que si flfof<f, %) = d, entonces también se verificará que dH (Q ,£?) = d. 
En efecto: 
dH(F,f) = ¿fe(l-¡!) + (l-í)^] = 
¿ [ O - 5 Í ) 5 Í + « ( I - 5 Í ) ] = dH(r,r) (3.15) 
i=l 
ya que según (3.12.) ^ = 7 - ^ y ^"=7^ ; . 
El resultado que recoge la ecuación (3.15) será utilizado en la mayoría de los 
algoritmos que se desarrollarán a lo largo del trabajo. 
Definimos el Grafo Básico Gr asociado al vector ¿fr simétrico del %, como 
aquel que se obtiene a partir del Gr intercambiando entre sí los +l's por Os, cuando 
Interpretación geométrica de Redes Neuronales Recurrentes Discretas mediante Grafos Completos. 87 
Capítulo 3 
utilizamos la asignación numérica. Cuando utilicemos la asignación "coloración", será 
aquella que se obtiene intercambiando entre sí sus colores. Así Gr -coloración será la 
que se puede ver en la figura 3.3. 
Figura 3.3. Gr - coloración asociada al patrón <f = {0,0,0,0,0,1,1,1}. 
La simetría es una característica importante que se verá reflejada a lo largo de to-
do el trabajo, en el sentido de que toda la estructura que vamos a construir será simé-
trica, verificándose todas las propiedades de un patrón en su simétrico sin mas que variar 
su orientación. Esto también se cumple en los algoritmos clásicos de Hopfield [Her 91], 
la ventaja en nuestra aproximación es poder reflejar sobre el Espacio Euclídeo la simetría 
respecto de una recta, en concreto respecto a la bisectriz del primer cuadrante. Dado que 
a cada Grafo Básico le corresponde un punto del plano euclídeo, el proceso de recupe-
ración de patrones se podrá observar de forma dinámica en el plano; los atractores serán 
ciertos puntos fijos y el resto de los puntos del espacio se irán desplazando hacia alguno 
de los fijos hasta que queden atrapados. Si la bisectriz del primer cuadrante fuese un 
espejo, todo cambio que se produzca en un lado del espejo quedaría reflejado en el otro 
lado y viceversa. Otra forma de contemplar esta simetría es imaginando que un cierto 
patrón se corresponde con la codificación binaria de una imagen. Imaginemos una 
ampliación de una fotografía, lo que vemos es un conjunto de puntitos negros que son 
los que definen la imagen. Si tomamos el negativo de esta fotografía, convirtiendo lo 
negro en blanco y lo blanco en negro, el patrón que define este negativo será por 
supuesto el simétrico del que definía al positivo. 
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3 ¿ . - ALGORITMO £>£ APRENDIZAJE (I). 
¡ ^ 1 procedimiento que utiliza el modelo clásico de Hopfíeld para generar la 
• k matriz de pesos W está basado en la siguiente idea [Bea 90]: se inicializa 
^ l h matriz de pesos W, con ceros o con un conjunto de valores aleatorios, 
posteriormente, si un patrón tiene componentes de igual signo en lugares i, j , se deja 
constancia de ello en la matriz W, sumando +7 al elemento Wy de dicha matriz, en caso 
contrario, es decir, si un patrón tiene componentes de diferente signo en los citados 
lugares se suma -7 al elemento w¡j de la matriz W. Al terminar el proceso de aprendizaje, 
el numero asignado a w¡¡ representa la ganancia relativa entre la coincidencia y la no 
coincidencia en signo de las componentes. Una vez hecho el recuento entre todas las 
asignaciones realizadas; es decir, entre todos los patrones de aprendizaje, el elemento Wy 
representará la ganancia relativa entre la coincidencia y la no coincidencia en signo. 
El procedimiento que estamos desarrollando se basa en ideas radicalmente dife-
rentes. En primer lugar se inicializan con ceros todos los valores asignados a las aristas 
del grqfo completo G, asociado a una RNRD; posteriormente, para que un patrón % sea 
asimilado por la red, se aplica a las aristas del grafo, la siguiente asignación: si el patrón 
tiene unos en sus componentes i,j, k,... sumaremos +7 a todas las aristas que unan entre 
sí cualesquiera par de vértices de los v¿ Vj, vfc>... del grafo G. En el caso en que en vez de 
unos se tratase de ceros, se sumaría -7 a dichas aristas. Las aristas que conexionan un 
vértice con valor uno y otro con valor cero, no reciben asignación. Al finalizar el proceso 
de aprendizaje, no solo se dispondrá de la información sobre la ganancia relativa de 
coincidencias en características entre cualquier par de componentes /, j , que quedará 
reflejada en el valor asignado a la arista a#de G, sino que también dispondremos de otros 
dos parámetros que representarán la suma de todos los valores asignados a las aristas 
que conexionan entre sí, todos los vértices v¿ vj, v*,, ... del grafo G, de valor uno y de 
valor cero, respectivamente. Estos valores, como veremos más adelante, serán los pesos 
totales de los subgrafos del grafo completo G. 
Para construir un algoritmo que tenga en cuenta también esta nueva correlación, 
procedemos de la siguiente forma. Supongamos que disponemos de un conjunto de p 
patrones de aprendizaje 
L={SU2, ,?} (3.16) 
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L podría ser considerado también como un conjunto de Grafos Básicos asociados a esos 
patrones; es decir, podríamos definir: 
L={G\G 2 , ,GP} (3.17) 
Extendiendo lo expuesto anteriormente a todos y cada uno de los patrones de L, resul-
tará que los valores a¡¡de la matriz A de adyacencia del grafo G, representará la ganancia 
relativa de coincidencia en características entre cualesquier par de componentes /', j de 
todo el conjunto de patrones de L. Dispondremos también de los valores que representan 
las ganancias relativas, de las suma de todos los valores asignados a las aristas que 
conecten los vértices v¡, vjt vh, ... de igual naturaleza. El algoritmo de aprendizaje escrito 
en pseudocódigo [Gim 93] se muestra a continuación: 
(3.18) 
A = (Wij)<-0. 
T<-1. 
Repeat 
mput^=(^,..,^,..,^,..,^) 
Repeat 
j < - l . 
Repeat 
then 
a¡j <-a¡j+l 
else 
i f [ | [ = i ; = o ] 
then 
a¡j < - a i j - l 
else 
a¡j T a¡j. 
j<-j+l-
Unt¡lj>n. 
i <- i+1. 
Untili>n. 
r<-r+l . 
Until r > p. 
(El código fuente está recogido en élAp. 3.5.) 
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Es conveniente observar, que en el algoritmo de Hopfield se toman vectores cu-
yas componentes pertenecen al conjunto {+], -]}, para reflejar con +7 las coincidencia 
en signo del producto de ambas componentes y con -7, las no coincidencias. En nuestro 
algoritmo, dado que se basa en la similitud o diferencia de naturaleza de las compo-
nentes, parece más apropiado tomar las componentes pertenecientes al conjunto {1, 0}\ 
es decir, tomando variables booleanas. Esto lleva la ventaja añadida de poder aplicar el 
Algebra de Boole a nuestro desarrollo. 
Sea L el conjunto de los 37 patrones tomados como ejemplo. Una vez aplicado al 
conjunto de patrones (Ap. 3.7) el Algoritmo de Aprendizaje I (ver Ap. 3.5.) se obtiene la 
matriz de adyacencia A = (a¡j) del grafo G. (Ap. 3.5.) Este resultado se muestra en la 
siguiente expresión: 
A = 
0 
21 
7 
16 
12 
16 
21 
0 
-1 
8 
4 
8 
7 
-1 
0 
- 6 
-10 
-6 
16 
8 
-6 
0 
-1 
3 
12 
4 
-10 
-1 
0 
-1 
16 
8 
-6 
3 
-1 
0 
4 
-4 
-18 
-9 
-13 
-9 
1 
-7 
-21 
-12 
-16 
-12 
4 -4 -18 -9 -13 -9 0 -24 
1 -7 -21 -12 -16 -12 -24 
(3.19) 
o; 
Al grafo resultante del aprendizaje de los patrones de L lo deberíamos llamar 
Grafo Resultante GL, pues evidentemente depende del conjunto L que tomemos para 
realizar el aprendizaje; sin embargo, para simplificar la notación y dado que en general 
nuestro conjunto de aprendizaje lo denotaremos siempre por L, al grafo de partida G, 
una vez finalizado el proceso de aprendizaje, le daremos el nombre de Grafo Resultante 
G, (el grafo resultante correspondiente al ejemplo está recogido en la figura 3.4). 
Figura 3.4. Grafo Resultante Gpara el conjunto ejemplo. 
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Si observamos en la figura 3.4., el valor asignado a la arista a¡2 es igual a 21, 
dado que utilizamos un conjunto de 37 patrones de aprendizaje, ha habido 21 veces más 
coincidencias de características "1" en los vértices V; y v2 que coincidencias en caracte-
rísticas "0". Si se hubiese utilizado el procedimiento clásico, que mide las coincidencias 
en signo, este valor hubiese sido igual a 5. 
Cabe destacar que dada la similitud numérica, su diferencia es únicamente con-
ceptual, entre Matriz de Pesos W de la red recurrente y Matriz de Adyacencia del Grafo 
Resultante G, a partir de este momento ambas matrices serán totalmente intercambia-
bles. 
3.3.1.- Algoritmo de Aprendizaje Ponderado (II). 
En el algoritmo de aprendizaje desarrollado en el párrafo anterior, para cada pa-
trón de aprendizaje, todas las aristas correspondientes a un color, por ejemplo rojo, de la 
coloración asociada con este patrón, se activan en una dirección, mientras todas las 
aristas coloreadas con mediante la otra coloración, azul, se activan en la dirección 
opuesta; estas activaciones opuestas eran función solamente del color de la arista en la 
coloración asociada al Grafo Básico, que está siendo capturada por la red, durante el 
proceso de aprendizaje. Podríamos tener en cuenta también, otras características como, 
por ejemplo, el número de nodos de cada uno de los subgrafos rojo y azul respecti-
vamente; esto sería interesante para tener la posibilidad de primar las características con 
menor aparición, de forma que puedan tener presencia en la red. Dado el patrón 
S'=(S;,..¿:,..,^) (3.20) 
para obtener el número ri¡ de características de ¿f correspondientes a valores 1, y el nú-
mero nr0 de características de <f correspondientes a valores 0, se aplican las siguientes 
expresiones: 
n;=S r(S r) ' (3.21) 
y 
n'o^-^r (3.22) 
Una forma sencilla de visualizar esta asignación ponderada, es pensar que la co-
loración de G asociada con % puede, dentro de ser una coloración roja y azul, tener 
diferentes grados de intensidad, según criterios adoptados a priori. Un criterio podría 
basarse en lo siguiente: por el hecho de que un patrón presentado a la red, tenga más ca-
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racterísticas (componentes) con valor 1 que 0, por ejemplo, ¿por qué se tiene que refor-
zar más o menos el subgrafo G\ respecto al Gr0 ? Esto permitiría ponderar las inten-
sidades de color, en función de un parámetro fijado de antemano al proceso de aprendi-
zaje. Normalmente el valor de este parámetro no será posible conocerlo con antelación a 
dicho proceso, por este motivo será mas lógico utilizar esta característica después del 
mismo. Veremos más adelante que dicho parámetro va a jugar un papel fundamental en 
problemas relacionados con la optimizacion de la capacidad de la red. Una posible 
ponderación, sería "primar" las características de % que se presenten menor en número y 
viceversa. El algoritmo modificado se muestra a continuación: 
(3.23) 
A = (a¡j)<-0. 
r < - l . 
Repeat 
Input % =(%,..&,..,%,..&) 
ao-e'.fc')1. 
i « - l . 
Repeat 
Repeat 
then 
a¡j <— a¡j + 1+ "k.n'o 
else 
then 
a¡j <- a¡j + 1+ X.. n¡ 
else 
a¡j <— a¡j. 
j <—J-i-1. 
Until j > n. 
i <- i+1. 
Until i > n. 
r«-r+l. 
Until r > p. 
(El código fuente del algoritmo puede verse en Ap. 3.6) 
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En el algoritmo queda reflejado, que cuando el subgrafo rojo G¡ tiene menor 
número de nodos que el subgrafo azul, el primero quedará primado, sumando a todas sus 
aristas la cantidad Xnr0, que será por supuesto mayor que Xn\. De forma similar pero en 
sentido contrario, sucedería si el subgrafo azul Gr0 tuviese menor número de nodos que 
el subgrafo rojo. 
3.3.2. - Generalización a un hiperespacio /7-dimensional (III). 
La forma en que hemos concebido nuestro algoritmo, nos permite hacer una 
extensión al caso de n dimensiones. Esta generalización tendría una clara aplicación en 
las redes analógicas, donde los estados de las neuronas no tienen porqué corresponderse 
con dos únicos estados, el 0 o el 1; sino que podrían corresponderse con un numero real 
entendido éste, como una representación binaria de la forma {0,1}". 
Podríamos pensar ahora que cada vértice del grafo G es a su vez un grafo de n 
vértices, por lo tanto si ahora el patrón ¿f es de la forma: 
V "(§;,.. .£,•..£) (3.24) 
siendo cada una de las m componentes £¿ un vector de n componentes, es decir, 
£={&,,. . . ,£,». . . ,£„}; es decir, ^ e {0,l}°;i= l,....,n; k = l , ,m. (3.25) 
El Grafo Básico asociado a Gr, podría definirse como el vector de Grafos Básicos 
G< = {G[,...,G[,...,G'J (3.26) 
donde cada uno de los grafos componentes Grk, será el Grafo Básico asociado a £,[ y es-
tará definido de la siguiente forma: 
GL=(V k ' ,Aa (3.27) 
donde, el valor de la arista que une los vértices / y j , vendrá dada por, 
(a,)L = 
1 si ((a^L =(ad)L =1) y ( i* j ) 
-1 si ( ( a j H - í a ^ O ) y ( i*j ) (3.28) 
0 resto. 
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Extendiendo esto a cada "grafo componente" Grk completaríamos la asignación corres-
pondiente al Grafo Básico Gr. A continuación hacemos esta asignación con cada grafo 
de L. Un diseño de algoritmo en pseudocódigo, sería: 
(3.29) 
A = (a^ ) <-0. 
r<-l. 
Repeat 
lnput|r-«;,....^,...^> 
k<-l. 
Repeat 
Repeat 
Repeat 
if mji = (y; = u 
then 
a i j < - a i j + 1 
else 
•u&x =(y; 
then 
= 0] 
else 
h<~h-1 
Until j >n . 
i< - i+ l . 
Until i > n. 
k<-k+l. 
Until k > m. 
r+1. 
Until r > p. 
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3.3.3.- Partición del Grafo Resultante. 
Una vez aplicado el algoritmo de aprendizaje a los patrones del conjunto de 
aprendizaje L, las aristas del grafo G han quedado valoradas mediante la acumulación de 
las correspondientes asignaciones para todos y cada uno de los patrones de L; así pues 
una vez finalizado el cómputo del correspondiente algoritmo, el aprendizaje habrá 
terminado. El conocimiento adquirido por la red habrá quedado grabado en el conjunto 
A de aristas del grafo G. Así definiremos Grafo Resultante G al grafo obtenido como 
resultado del aprendizaje de L. 
Finalizado el primer proceso, la red se debe volver operativa comportándose, en 
alguna manera, de forma equiparable a la memoria humana; y no sólo en el sentido de 
poder decirnos si un patrón cualquiera que le presentemos es uno de los que fue utilizado 
en el aprendizaje; sino que también, caso de no serlo, nos diría a cual de los utilizados en 
dicho proceso, se parece más. Así es natural pensar que presentarle a la red un patrón <f 
para que sea reconocido, es como colorear al Grafo Resultante G, con la coloración 
asociada %. Una vez hecha esta coloración en G, obtendremos como resultado dos 
grafos completos G¡ y G¿ subgrafos del Grafo Resultante G. Así podríamos definir la 
partición del Grafo Resultante G debida a la presentación, incidencia o superposición del 
patrón <f sobre él, como el par de subgrafos completos de G 
(G;, G'Q) (3.30) 
donde el vértice v, de G pertenecerá a 
v, e GJ si y solo si %\ = 1 
y (3.31) 
v¡ eG¡ , si y solo si £í = 0 
La figura 3.5., recoge la partición que produciría el patrón <f = {1,1,1,1,1,0,0,0} 
al presentarlo al Grafo Resultante G. Esta figura es equivalente a la figura 3.2., con la 
única diferencia de que en esta ahora, tal como comentamos, hay valores asignados a las 
aristas de G. Por ejemplo: el valor asignado a la arista que conecta los vértices v¡ y v2 es 
igual a 21, esto quiere decir que de los 37 patrones que le presentamos a la red durante el 
proceso de aprendizaje la ganancia relativa de coincidencia de 1 's respecto a la de coin-
cidencia de 0's entre las componentes primera y segunda para todos los patrones de 
aprendizaje ha sido 21: es decir ha habido 21 veces más coincidencia de 1 s que de 0's. 
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G'i 
Figura 3.5. Partición de G producida por % — {1,1,1,1,1,0,0,0} 
Por lo tanto, tal como puede verse en la figura 3.6., los dos grafos G¡ y Gr0 serán 
también dos grafos completos: 
Ir-' l.s'''J 
G; 
Figura 3.6. Subgrafos G¡ y G¿ asociados a <¿f. 
Evidentemente habrá tantas particiones como patrones posibles, es decir ["J que en nues-
tro ejemplo coincide con [f J, lo cual significa un total de 256 posibles particiones en co-
rrespondencia biunívoca con los 28 posibles patrones pertenecientes a {0,lf. Tal como 
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habíamos definido la condición de pertenencia de un vértice v, a G\ o a Gr0 ,si £ r es el 
patrón simétrico del ¿f, la partición (G], Gr0) producida por el patrón £ r , verificará que: 
G;=GÓ 
y (3.32) 
ya que según (2), 
V i e G J o ^ l o ^ O o V j e G ; 
y (3.33) 
v, eG'0 o ^ O o ^ l o v , eG[ 
Por tanto la partición (G] , Gr0) será la misma que la (Gr¡ , Gro),0 lo que es lo mismo, tal 
como se ve en la figura 3.7., sería la misma partición que la correspondiente a la 
producida por el patrón %, con la diferencia del intercambio de colores. 
Figura 3.7. SubgrqfosGj y Go asociados a £ r . 
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CAPÍTULO 4. 
EMERGÍA D£ LA R£D BASADA £N GfcAFOS 
4X- INTRODUCCIÓN. 
U na vez finalizado el proceso de aprendizaje mediante el procedimiento presentado en el capítulo anterior, la estructura obtenida; es decir, el Grafo Resultante G, debe encerrar algún tipo de información relativa a 
los patrones que sirvieron para su construcción. La utilidad o prestaciones que nos 
proporcionará dicha estructura será la de poder encontrar en la red, la citada informa-
ción. Asi, se podrá concluir que una red está bien construida cuando sea posible diseñar 
un procedimiento que permita extraer la información que previamente fue grabada sobre 
ella, en el proceso de aprendizaje. Si las redes trabajan como memorias asociativas, la 
información a extraer nos determinará si un patrón cualquiera presentado a la red es un 
ejemplar del conjunto de patrones de aprendizaje o en caso contrario, saber a cual, 
dentro de los que se utilizaron en dicho proceso, es más parecido. El procedimiento que 
diseñemos estará mejor construido mientras mejor verifique estos requerimientos. El 
desarrollo de las funciones relacionadas con estos procedimientos, es el objeto de este 
capítulo. 
Un avance importante dentro del campo de las RNRD, fue el relacionarlas con 
los sistemas dinámicos [Kha 90]. En síntesis, un sistema dinámico se puede interpretar 
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como una estructura sometida a una cierta dinámica en sus cambios de estado, esta diná-
mica está sometida, en general, a unas ligaduras o condiciones que actúan sobre ella, ex-
presadas matemáticamente por un sistema de ecuaciones diferenciales lineales; las so-
luciones de dicho sistema representan la estabilidad de la estructura o los puntos de 
equilibrio de la misma. Las soluciones de un sistema de ecuaciones diferenciales lineales 
serán aquellos vectores que lo verifiquen. Para asegurar que dichas soluciones pueden 
ser alcanzadas, Liapunov introdujo una función denominada, en terminología Física, 
Función de Energía, asignando una energía a cada estado del sistema [Lee 94]. Cuando 
esta función alcance un mínimo relativo, es decir cuando la diferencial de la función se 
anule, se puede asegurar que el sistema ha alcanzado uno de los puntos de equilibrio. 
Tomando como base esta teoría, Hopfield asoció una energía a cada uno de los estados 
de la red, demostrando que los mínimos locales de dicha función se corresponden con las 
estabilidades o puntos de equilibrio del sistema. Desde otro punto de vista, otra probable 
fuente de inspiración, podría haberse encontrado en la Programación Lineal [Ken 88], 
donde las ligaduras o restricciones que debe verificar un conjunto de variables, también 
puede representarse mediante un sistema de ecuaciones lineales; san función de coste al-
canzará sus valores óptimos cuando las variables verifiquen el sistema y la función de 
coste presente un mínimo. 
Pensemos ahora como aplicar estos conceptos al Grafo Resultante G construido 
a partir del conjunto L de patrones de aprendizaje. Los vectores de estado que repre-
senten los puntos de equilibrio del sistema, se tendrán que corresponder con los proto-
tipos utilizados en el aprendizaje, teniendo que establecer las condiciones que debe 
cumplir un estado de la red, para que su vector de estado se corresponda con uno de los 
prototipos de aprendizaje. 
En una primera aproximación, se podría pensar que un patrón % será del tipo de 
los de L, si la bicoloración producida en G por el vector g es tal que el peso de los sub-
grafos G¡ y Gr0 , producidos al particionar el Grafo Resultante G con tal coloración, tie-
ne una representación especifica en relación al conjunto de particiones posibles. Podría-
mos así decir, por ejemplo, que el patrón cuya bicoloración realizada en G, produce la 
mayor suma del valor absoluto de la suma de todas las asignaciones sobre las aristas del 
subgrafo rojo Gr¡ , mas el valor absoluto de la suma de todas las asignaciones sobre las 
aristas del subgrafo azul Gr0, es el prototipo más representativo del espacio; a este 
prototipo lo definiremos más tarde como el prototipo absoluto. El paso siguiente sería 
determinar cuales son el segundo más representativo, el tercero,...,etc. 
El algoritmo de Hopfield aplicado a nuestro grafo, se basaría en el siguiente 
razonamiento: un vector % se aproxima a alguno de los del conjunto L si para cada 
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vértice v„ correspondiente con un valor de £/" igual a +1, se verifica que la suma de 
todas las aristas que lo conectan a todos los vértices v, tales que gj igual a +/, es 
superior la suma de todas las aristas que lo conectan a todos los vértices vitales que %[ 
sea igual a -1; de forma similar sucedería si %[ fuese igual a -1, con la diferencia que en 
esta ocasión la segunda suma debe ser superior. Los estados en los que se verifica esta 
condición para cada una de sus neuronas, serán los estados de equilibrio del sistema, y 
estarán, por lo tanto, condicionados por la ganancia en signo relativa entre las 
componentes de todos los vectores de L. Ahora bien, si unos elementos ganan es debido 
a que otros elementos pierden; el número de estados ganadores del sistema o elementos 
de equilibrio es limitado de por si; además esta limitación es variable, dependiendo de la 
mayor o menor descompensación en estados gananciales que ocurrió durante el 
aprendizaje. Esta, como veremos más adelante, es una de las mayores limitaciones de las 
redes recurrentes y está relacionada con la capacidad de las mismas. 
Una vez definida la condición de estabilidad debe determinarse el procedimiento 
que nos permita, en caso de que un patrón de "testeo" no verifique las condiciones de 
estabilidad, llegar a conocer cual es el más próximo a él, que sí las verifica. En este 
punto, la Junción de energía nos va a garantizar tal procedimiento, de forma que 
asociando cada estado de la red con un punto del espacio de energía, donde los 
elementos estables se corresponden con mínimos locales de la función, si el 
procedimiento diseñado nos permite asegurar que en cada iteración se alcanza un estado 
de energía más bajo hemos logrado garantizar la convergencia. En las redes de Hopfield 
la función de energía está totalmente construida y justificada [Bia 94], pero ya se ha 
comentado, que la mayor limitación que conllevan las redes recurrentes, es la saturación 
de su capacidad, ya que la propia correlación entre los patrones de aprendizaje hace que 
la información quede difuminada, de tal forma, que se hace imposible discernir cual es el 
patrón más próximo, dentro del conjunto de patrones L, a un patrón que le presentamos 
para su reconocimiento [Gim 94]; en concreto, se ha demostrado que si el número de 
elementos de L es mayor que 0.75 veces el número de nodos de la red, esta se bloquea 
[Abu 85]. Esto es debido, en parte, a la propia definición de la función de energía que 
hace que dicha función no pueda generar más de los puntos de mínimo [Bia 94]. 
Introducir en nuestro sistema la función de energía y formalizar el proceso de 
recuperación de patrones, mejorando las limitaciones de los algoritmos clásicos de las 
redes recurrentes discretas, es el objeto de este capítulo. 
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4*2* - *AK D£ £N£RCÍ A ASOCIADO A UN £STADO D£ LA 
RED. 
V amos a definir la función de energía de nuestro sistema dependiendo del estado de la red y su correspondencia con el vector %. Si G es el grafo resultante después del aprendizaje, entonces, tal como vimos en 3.2.2., 
el vector % produce sobre el grafo resultante G una Gr-coloración, esta coloración da 
como resultado la obtención de dos subgrafos de G: uno rojo que llamamos Gr¡ y otro 
azul llamado G¿. Debido a la filosofía del algoritmo de aprendizaje dado en 3.3., es claro 
que mientras mayor sea la suma de los valores sobre las aristas de G¡, más patrones de 
aprendizaje habrán "descansado" sus componentes de valor uno sobre sus vértices y 
mientras menor sea la suma de los valores sobre las aristas de Gr0, más patrones de 
aprendizaje habrán descansado sus componentes de valor cero sobre sus vértices. 
Definimos pues el Par de Energía PE asociado con el vector ¿f, como en par de 
números: el primero, que denominaremos / , representa la suma de todas las aristas G\ y 
el segundo, que denominaremos (X, representa la suma de todas las aristas de G¿. 
Matemáticamente definimos T como la forma cuadrática: 
I^-S ' .W.O- ' )* (4.1) 
2 
que se corresponde exactamente con: 
r - ^ S S e - w ^ (4.2) 
2
 j=l i=l 
que evidentemente representa la suma de todos los valores sobre las aristas de G¡. (ver 
figura 4.1). Por otro lado, definimos el segundo elemento Cf del par como la forma cua-
drática: 
0T=-ÍT.VJ.(Z*y (4.3) 
2 
que se corresponde con 
O'-;ZZSÍ.W„.É;
 ( 4 4 ) 
2
 j=l ¡=1 
que representa la suma de todos los valores sobre las aristas de Gr0. 
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En el ejemplo considerado, si <f fuese igual a {1,1,1,1,1,0,0,0}, tendríamos que: 
r = - (ii 11 íooo). 
2 
0 
21 
7 
16 
12 
16 
4 
1 
21 
0 
-1 
8 
4 
8 
-4 
-7 
7 
-1 
0 
-6 
-10 
-6 
-18 
-21 
16 
8 
-6 
0 
-1 
3 
-9 
-12 
12 
4 
-10 
-1 
0 
-1 
-13 
-16 
16 
8 
-6 
3 
-1 
0 
-9 
-12 
4 
-4 
-18 
-9 
-13 
-9 
0 
-24 
i] 
-7 
-21 
-12 
-16 
-12 
-24 
o) 
í1] 
1 
1 
1 
1 
0 
0 
UJ 
= 50 (4.5) 
efectivamente tal como se puede observar en la figura. 4.1., la suma de todas las aristas 
del grafo G¡ es igual a 50 
Figura 4.1. La suma de todas las aristas en G¡ es f = 50. 
De la misma forma, para £r ~ {0,0,0,0,0,1,1,1}, obtendríamos: 
O r = - (0 0 0 0 0 1 1 1). 
2 
0 
21 
7 
16 
12 
16 
4 
1 
21 
0 
-1 
8 
4 
8 
-4 
-7 
7 
-1 
0 
-6 
-10 
-6 
-18 
-21 
16 
8 
-6 
0 
-1 
3 
-9 
-12 
12 
4 
-10 
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-6 
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-A 
-18 
-9 
-13 
-9 
0 
-24 
i) 
-7 
-21 
-12 
-16 
-12 
-24 
0, 
V 
0 
0 
0 
0 
1 
1 
,1, 
= -45 (4.6) 
y efectivamente tal como se puede observar en la figura 4.2., la suma de todas las aristas 
del grafo Gr0 es igual a -45 
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Figura 4.2. La suma de todas las aristas enGr0 es (X = - 45. 
El Par de Energía PE asociado con el patrón 5¡ = {1,1,1,1,1,0,0, Oj, será 
(r, Or) = (50, -45) (4.7) 
(El algoritmo que calcula el PE de un patrón respecto a una matriz de pesos dada, se 
puede ver en Ap. 4.1.). 
El PE puede interpretarse como la fuerza de polarización de las componentes 1 s, 
frente a la fuerza de polarización de las componentes OJ. Esta polarización será mayor; 
es decir, el patrón estará más atraído por la red, mientras menor sea la suma de las 
aristas intermedias, así podemos definir el Centro de Equilibrio E* de un patrón % me-
diante la siguiente expresión: 
Er = T-(r+O r) (4.8) 
siendo T la suma de todas las aristas del Grafo Resultante G, que en nuestro ejemplo to-
ma el valor: 
Er = T - (r +Or) = -70 -(50 -45) = -75 (4.9) 
es decir, la suma de todas las aristas conectando entre sí cualquiera de los vértices de G¡ 
con cualquiera de los de Gr0 es igual a -75. 
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(El algoritmo que halla el centro de equilibrio de un patrón respecto a una matriz de 
pesos dada, se puede ver en Ap. 4.1.). 
La figura 4.3., permite corroborar gráficamente este hecho 
Figura 4.3. La suma de todas las aristas conectando Gj conGQ es-75. 
4.2.1.- Representación cartesiana: líneas de nivel. 
Mediante una representación cartesiana sobre unos ejes (I, O), podríamos asociar 
un punto del plano Euclídeo con cada patrón. Teniendo en cuenta el apartado anterior 
podemos concluir que se verifica G\ = Gr0 y Gr0 = G¡ , y por tanto, también se 
verificará: 
( I ' ,0 ' ) = (O r,Í r) (4.10) 
siendo (Or ,i ) el PE correspondiente a £ r , patrón simétrico del %. Por lo tanto en la 
representación cartesiana de los PEs, se verificará que el PE de todo patrón % será 
simétrico respecto a la recta 1 = 0 con el PE de su patrón simétrico £r (ver figura 4.4); 
por lo tanto, ahora podríamos diseñar un algoritmo que representase gráficamente sobre 
los ejes cartesianos (I, O), una población cualquiera de patrones dada. 
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1=0 
Figura 4.4. Representación cartesiana de % y de su patrón simétrico £r . 
La distribución de todos los posibles 256 patrones junto con los propios patrones 
del conjunto de aprendizaje L , (puntos marcados en negrita) sería la que se puede 
observar en la figura 4.5, donde puede verificarse que dicha distribución guarda una 
simetría respecto a la diagonal del plano. 
1=0 
s* 
y 
s" 
y 
s" 
s 
y 
y 
' • ' % 
*r 
• • • ' . 
1 
-
s~ 
** 
• • 
• 
-
s-
• 
«" 
y 
s-
> • 
Figura 4.5. Pares (I, O) para todos los patrones de {1,0}8. 
(el código fuente que genera dicha distribución está recogido en e\Ap. 4.2.) 
La distribución anterior es esencial en el desarrollo del presente trabajo, pues nos 
va a permitir no solo el establecimiento de los criterios de convergencia, sino también 
introducir el procedimiento para fijar parámetros que modifiquen la capacidad de la red. 
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Considerando un patrón como un punto del plano cartesiano, podemos establecer 
los criterios de estabilidad que nos permitirían definir los puntos de equilibrio del sistema. 
Dado que el prototipo absoluto era aquel % cuya suma / / 1 + 1 0 1 sea máxima, tomando 
el conjunto de ecuaciones definidas en el plano de ejes I, O, podríamos escribir: 
| l | + | 0 | = k (4.11) 
siendo k un número entero cualquiera y se verificará que aquel o aquellos patrones para 
los cuales la k es máximo, serán los correspondientes valores al prototipo absoluto. 
Ahora bien, si dibujásemos la gráficas de todas las ecuaciones de la forma (4.11.) para 
los valores desde k = 1 hasta n igual a ese valor máximo, tendríamos en las diferentes 
capas los prototipos 2o, 3o, .., etc, más representativos en relación a la representación 
muestra ofrecida en el aprendizaje. 
Estas líneas de nivel definidas en (4.11), se corresponden, de una forma 
sorprendente, con las líneas de energía según el modelo clásico de Hopfield, como 
tendremos ocasión de comprobar en los siguientes capítulos. Observando la figura 4.6, 
puede verse que todos aquellos prototipos que caigan dentro de la misma línea de nivel, 
pertenecerán a la misma clase, por lo tanto aquellos que caigan en la línea más externa, 
serán los que se corresponden con los prototipo absolutos. Dicho de otro forma, el 
movimiento sobre la gráfica de rectas de nivel desde las líneas más externas hacia las 
internas, permite "categorizar" los prototipos según su peso de representación, de tal 
forma que según se descienda hacia el centro del gráfico, se encontrará el 2o prototipo 
más representativo, posteriormente el 3o,.., y así sucesivamente. 
Figura 4.6. Distribución de Líneas de Nivel. 
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4*3*- ÜN£AS i>l £N£RGÍÁ» 
^ k n el apartado anterior observamos que todos los PE correspondientes a 
• k todos los 256 puntos de nuestro ejemplo, quedaban situados sobre un 
^ É i conjunto de líneas rectas. ¿Qué significan esas líneas rectas? ¿Podríamos 
deducir sus ecuaciones? Si fuese así, ¿nos podrían ser de utilidad para encontrar mejoras 
en las prestaciones de nuestro modelo? En este capítulo vamos a intentar dar luz a todas 
estas cuestiones. Se deducirán las ecuaciones de las rectas [Gim 95b], se demostrará que 
la matriz de pesos puede ser parametrizada con un número de parámetros igual a la di-
mensión del espacio [Gim 95b]. Para demostrar todo esto, nos basaremos en que las ma-
trices de pesos que obtenemos al aplicar nuestro algoritmo de aprendizaje basado en gra-
fos [Gim 93] forman parte de un subespacio vectorial del espacio de las matrices cua-
dradas de orden n, este subespacio está generado por una base de cierto tipo de matrices 
que llamaremos tetraédricas básicas. La base de este subespacio consta de n matrices, 
toda matriz de pesos obtenida como resultado de aplicar nuestro algoritmo podrá ser ex-
presada como combinación lineal de elementos de esta base [Gim 95b]. Los n coefi-
cientes de la combinación lineal serán pues los n parámetros que redefinen la matriz de 
pesos. Con todo esto veremos como obtener las n rectas sobre las cuales descansan 
todos los posibles PE's asociados con los estados de la red. Así, el conjunto de puntos 
del plano correspondiente a todos los PE's queda clasificado en n clases [Gim 95b], 
siendo la propiedad que caracteriza a todos los elementos de una misma clase la de que 
todos sus elementos tienen la misma distancia Hamming al vector 0 (vector cero). En ca-
pítulos posteriores se demostrará que se precisan estos resultados para elaborar el teo-
rema de convergencia. 
El proceso llevado a cabo para obtener estos resultados, merece unas pocas pala-
bras. En un principio se pensó que la propiedad de las líneas rectas, era intrínseca al 
hecho de que la matriz de pesos fuese simétrica con ceros en la diagonal principal, pero 
rápidamente se encontró un contraejemplo, encontramos una matriz de estas caracte-
rísticas, que sin embargo, al considerarla como matriz de pesos de una RNRD resultado 
de la aplicación del algoritmo basado en grafos, a cierto conjunto de patrones de apren-
dizaje, resultaba que los PE's no verificaban la propiedad de estar situados sobre el haz 
de líneas rectas; sin embargo, nos resultaba imposible encontrar un conjunto de patrones 
de aprendizaje tal que la matriz de pesos, obtenida una vez aplicado dicho algoritmo 
[Gim 93], no verificara la citada propiedad. ¿Qué tenían de especial pues, estas ma-
trices? Por pura observación se encontró que todas ellas verificaban la siguiente, tam-
bién curiosa, propiedad: tomando cualesquiera cuatro elementos de la matriz, situados 
sobre los vértices de un rectángulo cualquiera y siempre que ninguno de estos vértices 
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recayera sobre un elemento de la diagonal, resultaba que la suma de los elementos de la 
matriz donde habían recaído dos vértices opuestos de ese rectángulo, era igual a la suma 
de los elementos de la matriz donde habían recaído los otros dos vértices (por supuesto 
también opuestos) [Gim 95b]. Considerando (ver la figura 4.7.) la matriz de pesos de nu-
estro ejemplo: 
W= 
( 
0 
21 
7 
16 
[2l] 7 16 [l2] 
0 - 1 8 4 
-l] 0 -6 [-10] 
8 - 6 0 -1 
16 4 1 
8 - 4 - 7 
-6 -18 -21 
3 -9-12 
12 4 -10 -1 0 -1 -13 -16 
16 8 - 6 3 -1 0 -9 -12 
4 - 4 - 1 8 - 9 -13 -9 0-24 
u -7 -21 -12 -16 
-24 -24 Oj 
Figura 4.7. Propiedad tetraédrica. 
vemos que: 
M>i2+ W35 [21]+ [-10] = 11. 
[12 ]+[-!] =11. (4.12) 
se puede comprobar que tomando cualquier rectángulo, siempre que no recaiga ningún 
vértice sobre la diagonal, se verifica la citada propiedad. A esta curiosa propiedad, por 
todo lo que a continuación explicaremos, la vamos a bautizar con el nombre de propie-
dad tetraédrica [Gim 95b]. A partir de la propiedad tetraédrica se pueden obtener tanto 
los n parámetros que definen la red así como las ecuaciones de las n rectas donde están 
situados todos los PE's. 
4.3.1.- Propiedad tetraédrica. 
La única explicación posible al hecho de que todas las matriz de pesos obtenidas 
como resultado de ejecutar el algoritmo de aprendizaje basado en grafos [Gim 93], te-
niendo como entrada cualquier conjunto de patrones de aprendizaje, verifique la propie-
dad tetraédrica, debe originarse en la propia concepción de dicho algoritmo, la matriz de 
adyacencia del Grafo Resultante no es una matriz cualquiera, no todos los grafos son po-
sibles, debe existir algún tipo de restricción en los valores asignados al Grafo Resultante. 
Tomando un caso muy simple, en el que el Grafo Resultante sea un triángulo y un con-
junto de aprendizaje formado por un único patrón, por ejemplo el {£,„, &, &}, vemos que 
no es posible obtener el Grafo Resultante (figura 4.8.), ya que si el valor asignado a la 
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arista (a,b) es +7 se debe verificar que £« = & = +7, y si el valor asignado a la arista 
(a,c) es +7, se debe verificar que & = & = +7. Por lo tanto el valor asignado a la arista 
(ft.cj no puede ser igual a -7, ya que eso significaría que & = & = 0, que no es cierto. 
Figura 4.8. Caso imposible (un patrón de tres componentes). 
Analizando todos los casos posibles, siempre que el conjunto de patrones de aprendizaje 
conste solamente de un patrón (de tres componentes), vemos que el conjunto de posibles 
Grafos Resultantes es el mostrado en la figura 4.9. 
Figura 4.9. Casos posibles para un patrón de tres componentes. 
Si considerásemos que el conjunto de patrones de aprendizaje constase también de un 
sólo patrón, pero ahora teniendo dicho patrón cuatro componentes, el Grafo Resultante 
sería un tetraedro, es decir el poliedro de cuatro caras donde cada cara es un triángulo. 
Teniendo en cuenta que solamente existen las cuatro posibilidades anteriores de formar 
triángulos, resultará que nada más existen las cinco posibilidades siguientes de formar 
tetraedros (figura 4.10) 
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Figura 4.10. Casos posibles (un patrón de cuatro componentes). 
Observamos que en cada uno de los cinco tetraedros de la figura 4.10., se verifica 
que la suma de las aristas opuestas es constante. Efectivamente, tal como se puede com-
probar para los cinco tetraedros de la figura 4.10., estas sumas son 2, 1, 0, -1, y -2 res-
pectivamente; por lo tanto evidentemente las matrices de pesos correspondientes a todos 
y cada uno de los tetraedros de la figura 4.10., verifican la propiedad tetraédrica. A par-
tir de aquí vamos a demostrar que en caso de tener/? patrones (de cuatro componentes) 
en el conjunto de patrones de aprendizaje, la matriz de pesos (matriz de adyacencia del 
grafo) asociada al Grafo Resultante, verifica la propiedad tetraédrica. Vamos a utilizar el 
método de inducción para realizar la demostración sobre un número p de patrones de 
aprendizaje. 
Caso/? = 1. 
En este caso es cierto que se verifica la propiedad tetraédrica tal como se deduce 
por simple observación de los cinco casos posibles (ver figura 4.10.) 
Hipótesis de Inducción: 
Se supone que se verifica la propiedad tetraédrica, es decir, la suma de aristas 
opuestas del Grafo Resultante, una vez aprendidos p-1 patrones (con cuatro componen-
tes), se mantiene constante. Por ejemplo, igual a k. 
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Caso p patrones: 
Por la hipótesis de inducción, una vez aprendidos los (p-J) primeros patrones, se 
verifica la propiedad tetraédrica, aprender a continuación el p-ésimo patrón de aprendi-
zaje será equivalente a sumar a todas las aristas del Grafo Resultante obtenido al apren-
der los (p-J) primeros patrones, los valores de las respectivas aristas de cualquiera de los 
5 tetraedros de la figura 4.10. Evidentemente se seguirá verificando que la suma de las 
aristas se mantiene constante. Esta constante será igual a k más 2, J, 0, -J, ó -2, depen-
diendo de que tipo de tetraedro es el Grafo Resultante asociado al patrón p-ésimo. 
Si ahora tuviésemos patrones con n componentes, está claro que si nos fijamos en 
cuatro vértices cualesquiera vit vj, v¿ v¡, haciendo abstracción de los demás vértices, y 
quedándonos solo con el subgrafo completo compuesto por los vértices /, j , k, l, se veri-
ficará que 
w¡j+ Wki = Wik+ Wji= w¡i+ w jk (4 .13) 
siendo M>¡J el elemento (i, j) de la matriz de pesos W que se obtiene como resultado del 
aprendizaje de los p patrones de n componentes. Todo esto demuestra que, efectiva-
mente, las matrices de pesos que se obtienen al aplicar el algoritmo de aprendizaje 4.18., 
es tal que verifica la propiedad tetraédrica. 
4.3.2.- Parametrización de la matriz de pesos. 
Supongamos el caso de tener un red recurrente con n nodos, hallar la matriz de 
pesos W es hallar los valores asignados a las (") aristas del Grafo Resultante. Es decir, 
conocer W, es conocer los valores de todos los elementos de la forma Wy, donde i yj, re-
corren todas las formas posibles de tomar los subíndices, teniendo en cuenta que hay n 
vértices en el grafo y por tanto el número de subíndices será n. Existirán ("2j elementos 
de la forma w^. Vamos a demostrar que debido a la propiedad tetraédrica, la matriz de 
pesos W = (Wjj), se puede expresar en función de n parámetros/?;, p2, , p„. Para ello, 
supongamos primero que existen p números reales pi, pz, ..., pn, tales que, para todo 
elemento de la matriz W, se verifica que p¡ + pj = Wy, dicha matriz se podría expresar 
entonces en la forma: 
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w= 
0 
P l + P 2 
P1+P3 
P l + P 2 
0 
P2 + P3 
P i + P 3 
P 2 + P 3 
0 
Pl + Pn-1 P2+Pn-1 P3 + Pn-1 
- Pl + Pn P2+Pn P3+Pn 
y podríamos decir entonces que: 
P l + Pn-1 Pl+Pn 
P2+P„_i P2 + Pn 
P3+Pn_l P3+Pn 
0
 Pn-1+Pn 
Pn-1+Pn ° 
(4.14) 
W = pi 
0 1 1 
1 0 0 
1 0 0 
1 0 0 
1 0 0 
1 ll 
0 0 
0 0 
0 0 
0 0) 
+ p 2 . 
fo 1 0 
1 0 1 
0 1 0 
0 1 0 
yO 1 0 
0 0 ] 
1. 1 
0 0 
0 0 
0 0) 
+ + Pn 
[ 0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
[ l i l i 
1) 
1 
1 
1 
0) 
(4.15) 
Llamando if a la matriz simétrica de orden n, con ceros en la diagonal principal, que 
tiene todos sus elementos iguales a cero excepto los de la fila y columna k-ésimas que 
valen uno, es decir, para todo k desde 1 hasta n, definimos 
U k =(uH) = 1 si(i = k ó j = k ) y ( i * j) 
0^ s i ( i * k ) y ( j * k ) ó ( i = j) (4.16) 
La ecuación 4.15. podría haberse expresado en la forma: 
W = P L U 1 + p2.U2 + + pnlT (4.17) 
A las matrices U1, U2, .... U", que evidentemente tienen la propiedad tetraédrica, las 
llamaremos matrices tetraédricas básicas. 
(El algoritmo que calcula las matrices tetraédricas básicas, se encuentra en el Ap. 4.3). 
Para hallar el conjunto de parámetros p¡, p2, 
el sistema de í" J ecuaciones: 
., p„, se tendrá que verificar que 
( P.+ Pj : W:: (4.18) 
tenga una y solo una solución. Eligiendo adecuadamente n de estas ecuaciones, el resto 
de las ecuaciones de 4.18. se pueden expresar como combinaciones lineales de estas n 
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ecuaciones elegidas. Además la solución del sistema de las n ecuaciones elegidas es úni-
ca; por lo tanto se puede decir que el sistema (4.18) tiene una única solución. 
A continuación demostraremos las propuestas anteriores y desarrollaremos un 
algoritmo que teniendo como entrada la matriz de pesos W, tenga como salida los n 
parámetros p\, p2 , p„. Existen diferentes formas de elegir las n ecuaciones iniciales, 
hemos optado por la siguiente: 
Pl 
Pl 
Pl 
Pl 
[Pl 
+ 
+ 
+ 
+ 
+ 
P2 
P2 
P3 
Pi 
Pn-1 
Pn 
Pn 
= 
= 
= 
= 
= 
= 
W; 
W 
W 
w 
w 
w 
2n 
12 
13 
l(n-l) 
(1 
(2 
(3 
(n-1 
(n 
(4.19) 
La idea al elegir estas ecuaciones correspondientes a los (n-1) últimos elementos de la 
primera fila junto con el último elemento de la segunda, que podría actuar como ele-
mento pivote, es que si se conociesen estos elementos de la matriz W, aplicando la pro-
piedad tetraédrica, se podría conocer el resto de los elementos de W. Ahora vamos a ver 
que efectivamente la solución del sistema (4.19) existe y es única, ya que el rango de la 
matriz de los coeficientes es igual a n. La matriz H de los coeficientes del sistema (4.19), 
es igual al rango de la matriz 
H 
0 1 0 0 . . 0 0 1 
110 0 . 0 0 0 
10 1 0 . 0 0 0 
10 0 1 . 0 0 0 
1 0 0 0 .. 1 o o 
1 00 0 .. 0 1 o 
U 0 0 0 . . 0 0 \) 
(4.20) 
Calculamos el determinante de H, desarrollando por la primera fila: 
|H|=(-l)1+2|H,|+(-l)1+n|H2| (4.21) 
siendo H¡ la matriz cuadrada de dimensión (n-1) obtenida al suprimir la primera fila y la 
segunda columna de la matriz H, y H2 la matriz cuadrada de dimensión (n-1) obtenida al 
suprimir la primera fila y la última columna de la matriz H. Es decir: 
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i H t l -
1 0 0 0 . 
1 1 0 0 . 
1 0 1 0 . 
1 0 0 1 . 
i Ó Ó Ó \ 
1 0 0 0 . 
. 0 0 0 
. 0 0 0 
. 0 0 0 
. 0 0 0 
'. ó i ó 
. 0 0 1 
|H2 | = 
1 1 
1 0 
1 0 
0 o 
1 o 
0 1 
1 0 0 0 
0 0 0 
0 0 0 
siendo n tanto par como impar, se cumple 
| H , I = 1 . 
Por otra parte, 
| H 2 | = 1 si «es par y |H2 | = -1 si «es impar 
luego 
|H| = (-1)1+2 (1) + (-l)1+n (-1)" = - 2 * 0 , Vn. 
(este resultado se puede comprobar en Ap. 4.4.) 
0 0 0 
0 0 0 
0 0 0 
1 o 
0 1 
o o 
(4.22) 
(4.23) 
(4.24) 
(4.25) 
El rango del sistema (4.19) es evidentemente igual a n. Por lo que el sistema tiene 
solución única. Además cualquier otra ecuación del sistema (4.18), se puede obtener co-
mo una combinación lineal de las ecuaciones de (4.19). En efecto, primero veremos que 
todas las ecuaciones de la forma: 
P2 + P(j-i)= w2(i-i), 3 < j < n (4.26) 
es decir, las correspondientes a los elementos de la segunda fila de la matriz W, pueden 
ser expresadas como combinación lineal de ecuaciones del sistema (4.19). Para demos-
trarlo utilizaremos un procedimiento inductivo sobre j en sentido inverso: para j igual a 
n, tenemos que, debido a la propiedad tetraédrica, se verifica que 
W2(„-l) = W 2 n + Wi ( n . i ) - Win (4.27) 
la ecuación (4.26) para y = n, es una combinación lineal de ecuaciones del sistema (4.19). 
En concreto es igual a la suma de la primera más la penúltima menos la última de las 
ecuaciones del sistema (4.19). Supuesto ahora que la ecuación correspondiente al ele-
mento w2j con 4 <j < n-2 es una combinación lineal de ecuaciones del sistema (4.19), 
veamos que la ecuación correspondiente al elemento vi^w; puede ser expresado también 
como combinación lineal de ecuaciones del sistema (4.19). En efecto, aplicando de nue-
vo la propiedad tetraédrica podemos asegurar que 
W 2 ( j - l ) = W2j + Wi( j - i ) - Wij (4.28) 
interpretación geométrica de Redes Neuronales Recurrentes Discretas mediante Grafos Completos. 115 
Capítulo 4 
que será igual a la suma de la ecuación (j-l)-ésima del sistema (4.19) más la combinación 
lineal de ecuaciones de (4.19) a que hubiera dado lugar expresar la ecuación corres-
pondiente al elemento w^como combinación lineal de ecuaciones del sistema (4.19) me-
nos la ecuación j-ésima del sistema (4.19). 
Mediante un sencillo procedimiento inductivo hemos demostrado que todas las 
ecuaciones correspondientes a los elementos de la segunda fila de la matriz de pesos W, 
pueden expresarse como combinación lineal de ecuaciones del sistema (4.19). Luego 
todas las ecuaciones correspondientes a las dos primeras filas (columnas) de la matriz W 
se pueden expresar como combinación lineal de ecuaciones del sistema (4.19), ver la 
figura 4.11, 
W = 
0 
w 21 
w 31 
w (n-l)l 
wnl 
w 12 
w 32 
w (n-l)2 
w n2 
W 13 
W 23 
0 
o 
w l(n-l) 
w 2(11-1) 
w ln 
W 2n 
v) 
Figura 4.11. Submatriz de pesos. 
Ahora es muy fácil demostrar que la ecuación genérica 
Pi+Pj = w ,^ con(i^j)
 y (Lj > 3) (4.29) 
se puede obtener como combinación lineal de ecuaciones ya conocidas, en efecto, según 
la propiedad tetraédrica tenemos que: 
W;: W y + W¡2 W 12 (4.30) 
es decir la ecuación (4.29) es la suma de la combinación lineal a que haya dado lugar la 
ecuación j-ésima mas la combinación lineal a que haya dado lugar la ecuación i-ésima 
menos la combinación lineal a que haya dado lugar la ecuación segunda. Por lo tanto la 
matriz de pesos W estará total y unívocamente determinada una vez conocidos los p pa-
rámetros/^, p2 pn. El resultado expresado en la ecuación (4.29), se puede observar 
gráficamente visualizando la matriz de pesos W, (ver figura 4.12.). 
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f o 
w= 
w12 
Wtf 
wl.i 
w¡i 
V 
o 
o 
A 
o J 
Figura 4.12. Determinación del elemento w¡jde W. 
Dado que los elementos w^, wi2 y w12 son conocidos (recordamos que las dos 
primeras filas y columnas son conocidas), por la propiedad tetraedrica puede obtenerse 
la ecuación (4.30) como combinación lineal de ecuaciones del sistema (4.19) La idea es 
formar el rectángulo de la matriz que tiene en un vértice el elemento w¡, y como vértice 
opuesto al elemento pivote w12. Los otros elementos wy y w12 son conocidos, pues son 
elementos de la matriz exterior representada en la figura 4.11. Por lo tanto todos los 
elementos de la matriz de pesos W han quedado unívocamente determinados sin más que 
conocer los/? parámetros/?;, p2 ...., /?„• Los;? parámetros se obtienen como solución del 
sistema (4.19). Por lo tanto nada más que necesitamos conocer ciertos n elementos de la 
matriz de pesos FFpara poder hallar el resto, (ver en Ap. 4.5). Por lo tanto hemos visto 
que para obtener los parámetros de la red, es decir la matriz de pesos, basta con conocer 
los n elementos w]2, w13, ...., wIn, w2„ es decir el algoritmo de aprendizaje (4.18), podría 
haberse simplificado bastante, ya que hubiese bastado con n iteraciones en lugar de ("J 
como hicieron falta; esto se debe, evidentemente, a que ahora el número de parámetros 
que rigen la red es n en lugar de ("J, por lo tanto el ahorro en computación durante el 
periodo de aprendizaje podría ser bastante sensible. 
Volviendo a nuestro ejemplo, donde Wes la matriz de la figura 4.13 
w = 
0 21 
21 0 
7 -1 
16 8 
12 4 
16 8 
4 -4 
1-7 
7 
-1 
0 
-6 
-10 
-6 
-18 
-21 
16 
8 
-6 
0 
-1 
3 
-9 
-12 
12 
4 
-10 
-1 
0 
-1 
-13 
-16 
16 
8 
-6 
3 
-1 
0 
-9 
-24 
4 
-A 
-18 
-9 
-13 
-9 
0 
-24 
1 
-7 
-21 
-12 
-16 
-12 
-24 
0 
Figura 4.13. Matriz de pesos W. 
el sistema que habría que solucionar para hallar los, en nuestro caso 8, parámetros sería: 
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Pl 
Pl 
Pl 
Pl 
Pl 
Pl 
Pl 
+ 
+ 
+ 
+ 
+ 
+ 
P2 
P2 
P8 = 
P3 
P4 
P5 
Pe 
P7 
p« 
-7 
21 
7 
16 
12 
16 
4 
1 
(4.31) 
Se puede comprobar (Ap. 4.5.) que el sistema anterior tiene como solución: 
P l = 29/2; p2 = 13/2; pa = -15/2; p4 = 3/2; p5 = -5/2; p6 = 3/2; p, = -21/2; pg - -27/2 (4.32) 
Comprobando efectivamente que: 
29 
2 
' 0 1 1 1 1 1 1 1 
10 0 0 0 0 0 0 
10 0 0 0 0 0 0 
10 0 0 0 0 0 0 
10 0 0 0 0 0 0 
10 0 0 0 0 0 0 
10 0 0 0 0 0 0 
Vi o 0 0 O 0 0 Oj 
^0 0 0 O O 1 O 0^ 
0 0 0 0 0 10 0 
0 0 0 0 0 10 0 
0 0 000100 
0 0000100 
111110 11 
0 0 0 0 0 10 0 
Vo O O O O 1 O OJ 
13 
^oioooooo' 
10 111111 
0 10 0 0 0 0 0 
0 10 0 0 0 0 0 
0 10 0 0 0 0 0 
0 10 0 0 0 0 0 
0 10 0 0 0 0 0 
Vo 1 o o o o o oj 
' O O O O O O 1 o' 
0 0 0 0 0 0 10 
0 0 0 0 0 0 10 
0 0 0 0 0 0 10 
0 0 0 00010 
0 0 0 0 0 0 10 
1111110 1 
VO O O O O O 1 OJ 
- 1 5 
2 
-27 
2 
' O O 1 o o o o o * 
0 0 1 0 0 0 0 0 
1 1 0 1 1 1 1 1 
0 0 1 0 0 0 0 0 
0 0 1 0 0 0 0 0 
0 0 1 0 0 0 0 0 
0 0 1 0 0 0 0 0 
Vo o i o o o o oy 
' o O O O 0 O 0 1^ 
0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 1 
Vi 1 1 1 1 1 O Oj 
' O O O 1 o o o o' 
000 10 000 
0 0 0 10 0 0 0 
1110 1111 
0 0 0 10 0 0 0 
0 0 0 1 0 0 0 0 
000 10 000 
Vo O O 1 O O O Oj 
-5 
O 21 7 
21 O -1 
7-1 O 
16 8 -6 
12 4 -10 
16 8 -6 
4 -4 -18 
16 12 
8 4 
-6 -10 
O -1 
-1 o 
3 -1 
-9 -13 
'O O O O 1 o o o' 
0 0 0 0 10 0 0 
0 0 0 0 10 0 0 
0 0 0 0 10 0 0 
11110 111 
0 0 0 0 10 0 0 
0 0 0 0 10 0 0 
Vo O O O 1 O O OJ 
V 1 -7 -21 -12 -16 -24 -24 Oj 
16 
8 
-6 
3 
-1 
0 
-9 
•24 
4 A 
-4 -7 
-18 -21 
-9 -12 
-13 -16 
-9 -12 
0 -24 
 0>
es decir: 
W = - u 1 + - U 2 - - U 3 + -U4 - - U 5 + -\f - - U 7 - - U 8 2 2 2 2 2 2 2 2 (4.33) 
Puede concluirse, que toda matriz de pesos resultado de aplicar nuestro algoritmo de 
aprendizaje [Gim 95b], queda definida por un vector de parámetros: 
(pi,P2,.. . , pn) 
En el ejemplo de aplicación: 
W = -(29,13,-15,3-5,3,-2-27) (4.34) 
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4.3.3.- Rectas equivalentes en distancia Hamming. 
Vamos a aplicar estos resultados para determinar cuales son las rectas sobre las 
que están situados todos los PE's. Para ello comenzamos considerando el Espacio Vec-
torial Mn de las matrices cuadradas de orden n, que como se conoce es de dimensión n2; 
si consideramos ahora el subespacio de M„ generado por el conjunto de matrices 
tetraédricas básicas U1, lf, .... U", antes mencionado y llamamos a este subespacio T„, 
está claro que el conjunto de las matrices de pesos obtenidas al aplicar nuestro algoritmo 
a cualquier conjunto de patrones de entrenamiento es una matriz perteneciente a este 
subespacio T„, por lo tanto, en lo sucesivo todas las propiedades algebraicas que se 
derivan de este hecho van a poder ser apUcadas. Si (T, (X) es el PE asociado al patrón ¿f 
¿Qué caracterizará a todos los patrones cuyos PE's recaen sobre la recta donde está 
situado el par (T, Cfp. Vamos a demostrar que si la distancia Hamming de un patrón ¿? 
al patrón nulo (0,...., 0)= 0, es la misma que la de <f a dicho patrón 0, entonces los PE's 
de los patrones <f y ¿? recaen sobre una misma línea recta. Si estamos en un espacio de 
dimensión n, la distancia Hamming de un vector cualquiera del espacio al vector nulo 9, 
será un número perteneciente al conjunto {1, 2, 3 , n}, por lo tanto el número de 
rectas posibles será n. El conjunto de 2" elementos correspondientes a todos los PE's de 
los vectores del espacio quedará por lo tanto clasificado en n clases, correspondiente a 
las n rectas; estas rectas se podrían llamar rectas distancia Hamming equivalentes. A 
continuación vamos a demostrar todos estos resultados hallando como resultado final, 
las ecuaciones de estas rectas. 
Dado el patrón <f , por (4.1) y (4.3), se cumple que (T, Cf) es tal que: 
Ir = l/2.^r.W.(^r)t y O r =l /2 . f .W.( f ) 1 , 
donde W es la matriz de pesos; es decir, 
W = p,U1 + p2U2+ +p„U" (4-35) 
siendo U1, lf, .... lf, las matrices tetraédricas básicas, y p¡,p2, ,pn los parámetros 
que definen la matriz W. Por lo tanto podremos escribir 
^ ^ ( P ^ + P . U ^ +pnunX^)' 
(4.36) 
o r =^ r ( P l u 1 +p 2 u 2 + • P ^ K Í ^ 
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Teniendo en cuenta que cualquier combinación lineal de elementos de T„ es tam-
bién un elemento de T„, tendríamos que 
ir=|.[p1féIu,(4r),)+p2féru2(^r)t)+ +pn(run(^),)] 
(4.37) 
O r=^.[p 1 fé IU , ( | r ) , ) + p2(| rU2(^ r) ,)+ +pn(^Un(^) ,)] 
Si llamamos (I¡, 0¡ ) , al PE del vector g, respecto a la matriz tetraédrica básica 
lf, teniendo en cuenta que I¡ = l/2.f.Ur(4"/, y que 0\ = l/Z^r.Ur(f/, 
I r=Pl(IÍ) + P,(I2)+ +Pl(In) 
y (4.38) 
or=Pl(oí)+P,(or2)+ +Pl(o;) 
Pensando en términos gráficos: el grafo cuya matriz de adyacencia es la matriz 
tetraédrica básica lf, es de tal forma que todas las aristas con un extremo en el vértice v, 
y el otro extremo en cualquier otro vértice, están valorados con "1", todas las demás 
aristas están valoradas con "0"; por lo tanto, si el vector % es tal que tiene n¡ unos y n0 
ceros, se verificará que si en el lugar i-ésimo de <¿f hay un 1 entonces (Jf,0[) será igual a 
(n¡ - 1, 0), ya que todas las aristas del subgrafo rojo que conectan con el vértice v, (es 
decir n¡ - 1) están valoradas con el valor uno y el resto con cero, es decir I¡ será n¡ -1; 
evidentemente como en el subgrafo azul no está el vértice v„ se verificará que Of es igual 
a cero. Un razonamiento similar nos llevaría a demostrar que si el vértice v, no pertenece 
al subgrafo rojo, entonces I¡ sería igual a cero, mientras 0¡ sería igual a no- I, es decir, 
en ese caso (l\,0\) sería igual a (0, n0 - 1). Suponiendo que /;, Í2„..,/„;, son los subíndices 
correspondientes a las componentes de % valorado con "1" , y que ji, J2.,~Jno son 
aquellos valorados con "0", podríamos escribir la expresión (4.38) de la siguiente forma: 
I^K-l^+P^+.-.+PiJ 
(4.39) 
Or=(n0-l)(Pji+pJ2+...+pJ 
es decir: 
^ = ( P Í , + P Í 2 + - + P J 
y 
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^ - 2 _
 = ( P i + P j i + . . . + p J (4.40) 
ahora bien, como 
P1+P2+ +Pn =(Pi, +Pi2+ •+PiniHPj, + Pj2 +"+P J (441> 
ya que, tanto el número de sumandos como los propios sumandos, son iguales en la parte 
izquierda y en la derecha; únicamente cambia el orden dado que en la parte izquierda 
están colocados primeramente los parámetros cuyos subíndices se corresponden con los 
unos del vector % y después aquellos correspondientes con los ceros. Sumando las dos 
igualdades de la expresión (4.40) se tendrá que verificar la siguiente relación 
Ir Or 
• + -- - = (pi+P2 + +Pn) (4-42) (11,-1) ( n 0 - l ) 
Si llamamos I„ al vector unitario de dimensión n, es decir, /„ = (1,1,...,1), podríamos 
decir que la suma de todos los valores sobre las aristas del Grafo Resultante es igual a la 
primera componente del PE del vector /„, en nuestro ejemplo, tal como se puede 
comprobar, este valor es igual a "-70". Esta suma es una constante del sistema que 
llamaremos K, pudiéndo ser obtenida mediante 
K=^.I n .W.l l (4.43) 
si sustituimos en (4.43) FTpor el valor resultante de la expresión (4.35), tendríamos: 
K = ^ .In .[p1U1+p2U2+ +pnUn].I^ (4.44) 
es decir, 
K = ^.[P l(ln .U1 . lO + p2(ln.U2.lO+ +Pn(ln.UM<)] (4.45) 
Además, evidentemente, se verifica que 
In .Ü. l[ = 2(n-l), V i, i e {1,2, ,n} (4.46) 
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luego 
K= l/2.[p1(2(n-l))+ p2(2(n-l))+ +pn(2(n-l))], (4.47) 
es decir 
K = (n-l)(p1+ p2+ +pn), (4.48) 
lo que significa que, 
Pi+P2+ " ^ Í T T ( 4 4 9 ) 
En nuestro ejemplo, (Ver Ap. 4.6.) se verifica: 
K 70 29/2 + 13/2 - 15/2 + 3/2 - 5/2 + 3/2 -21/2 -27/2 = -10 = — = — (4.50) 
De las expresiones (4.42) y (4.49) se deduce que 
r cy K +
 7 ^ = ^ T (4-51) (n,-l) ( v i ) n-1 
es decir: 
n-1 _ n-1 
(o,-!) r + ( í ^ - K <«•»> 
Concluyendo, el punto (T, <J) es un punto de la recta Ax + By + C = 0, donde 
los coeficientes son: 
A = ( n 7 ^ j ' B=0T) y C = -K <4-53> 
estos coeficientes dependen solamente del numero n¡ de unos (lo que determina también 
el número de ceros) que tiene el vector ¿f; es decir de la distancia Hamming del vector % 
al vector nulo 0. Si n¡ = 1 entonces el patrón ¿f nada mas que tiene una componente 
valorada con "/" , teniendo el resto de las componentes valor "0"; esto se traduce en 
que no existe el subgrafo rojo, lo cual significa que / = 0, es decir todos los puntos del 
plano correspondientes a patrones % cuya distancia Hamming al vector nulo 6 es igual a 
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uno recaerán sobre la recta del plano de ecuación x=0. De forma similar se probaría que 
todos los PE's de patrones ¿f con no= 1 recaen sobre la recta de ecuación y=0. En los 
casos singulares en los que el patrón <f es igual al vector unitario 1= (1, 1, .., 1) o igual 
al vector nulo 0- (0,0,.., 0), la partición sobre el Grafo Resultante dará lugar a un solo 
subgrafo (que es el propio Grafo Resultante) siendo este subgrafo rojo, en el primer 
caso, y azul en el segundo. Por lo tanto el PE, del patrón 1= (1, 1, .., 1) será el punto 
(K, 0), el cual, por supuesto, recae sobre la recta y=0; el PE del patrón 0 será (0, K) y 
recaerá sobre la recta x=0. Podríamos por lo tanto clasificar el conjunto de los 2" PE's 
en n clases, los representantes de estas clases podrían ser, 
[ i ] = [(o, o, o,...., o, o] 
[ 2 ] = [(0, 0, 0,...., 1, 1)] 
(4.54) 
[n- l ] = [(0, 1, 1,...., 1, 1)] 
[[n] =[(1,1, 1,...., 1, 1)] 
Tendremos un total de n clases correspondientes al caso singular, antes expuesto, junto 
con n-1 rectas distancia Hamming equivalentes, cuyas ecuaciones serán de la forma: 
* m» ( ^ - y-K = 0 si 2£i<n-2 (4.55) ün — 1/ \"0 
Como veremos, si n¡' = 1, la ecuación de r, es x = 0, y si nj = 0, la ecuación de r¡ será 
y - 0. En nuestro caso, las ecuaciones de las siete rectas junto al caso singular serán: 
Clase Ecuación Distancia Hamming a 6 Representante 
1 {0,0,0,0,0,0,0,1 
2 {0,0,0,0,0,0,1,1 
3 {0,0,0,0,0,1,1,1 
4 {0,0,0,0,1,1,1,1 
5 {0,0,0,1,1,1,1,1 
6 {0,0,1,1,1,1,1,1 
7 {0,1,1,1,1,1,1,1 
ular (Ou 8) No hay. 
0 
@ 
0 
0 
0 
0 
0 
íil 
x = 0 
5x+y<-50 = 0 
2x+y+40 = 0 
x+y+30 = 0 
x+2y+40=0 
x+5y+50 = 0 
y = 0 
Puntos (k,0): 
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rij y rio representan el número de unos y el número de ceros de la clase [i] 
respectivamente; es decir «/ = i y n0' = n-i, por lo tanto para estos valores las 
ecuaciones en (4.55) no están definidas. Sin embargo, sabemos que si un cierto patrón <f 
pertenece a la clase 1, es decir si para ese patrón es n¡ =1, entonces el grafo rojo se 
reduce a un punto, es decir la primera componente del PE de dicho patrón será igual a 
cero, con lo cual dicho PE pertenecerá a la recta x=0. En el caso de ser n0' =1, es decir 
n-i = 1, o lo que es lo mismo i=n-l, tendremos que grafo azul se reduce también a un 
punto luego la segunda componente del PE de dicho patrón será igual a cero, con lo cual 
dicho PE pertenecerá a la recta y=0. En la figura 4.14, (ver el algoritmo en Ap. 4.7.) 
podemos observar que todos los 2a PE's se distribuyen sobre estas rectas; es decir, r,es 
la recta donde están situados los PE's de los patrones pertenecientes a la clase [i] 
' • • - • ; : ' * 
y 
y 
/ ^ [{0,1,1,1,14,1,1}] 
/ 
•<-[{o,o,i,i,u,U}] 
^[{0,0,0,1,1,1,1,1}] 
N[{0,0,0,0,1,1,1,1}] 
[{0,0,0,0,0,0,0,1}] . \ [{0,0,0,0,0,1,1,1}] 
[{0,0,0,0,0,0,1,1}] 
Figura 4.14. Rectas distancia Hamming Equivalentes 
En el ejemplo considerado, donde n - 8 y K = -70., como puede observarse en la 
figura 4.14., las rectas Ia y 7a, 2a y 6a y 3a y 5a tienen sus pendientes opuestas, respecti-
vamente, esto es debido a que las rectas que verifican que la suma de sus distancias 
Hamming a 6 es n, verifican también que el coeficiente del termino en x de la recta para 
una, es igual al coeficiente del termino en y de la otra y viceversa, (ver expresión (4.85)). 
También se puede comprobar, que caso de ser n par, la recta cuya distancia Hamming a 
9 es n/2 tiene siempre como pendiente -J, (ya que en ese caso los coeficientes de x y de y 
coinciden) y como ordenada en el origen K(n-2)/[2(n-l)]. En efecto, sustituyendo en la 
expresión (4.55.)«/ y n¿ por n/2, tendríamos que la ecuación (81) quedaría en la forma: 
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n l
 p+ n 1 Q ' = K (4.56) 
n / 2 - 1 n / 2 - 1 
la cual expresada en coordenadas (x, y) quedaría: 
n - l n - l K . 
— - x + r y = r (4-57) 
n - 2 n - 2 J 2 
es decir 
x = . y + * ^ > ( 4 . 5 8 ) 
y
 2(n-l) V ' 
que es la recta de pendiente -1 y ordenada en el origen K(n-2)/[2(n-l)]. 
n 
Por otro lado, si hacemos s = ^ A y sustituimos este valor en (4.49), tenemos 
que K = s.(n-l);es decir, la expresión (4.55), se puede escribir como 
r¿: (n10-l).x + (ni1-l).y = (n10-l).(n11-l).s si 2<i^n-l (4.59) 
En el ejemplo considerado, s = -JO y así, por ejemplo, la recta r3 será 
2x+y = -40 
que efectivamente coincide con la expresión dada anteriormente. 
Observando la figura 4.14. podemos ver las rectas r¡, r2,..., r7 distancia Hamming 
equivalentes. Todos estos resultados se utilizarán posteriormente para realizar la 
interpretación de la distribución de los 2" puntos (PE'sJ sobre el plano de ejes (I, O) así 
como para demostrar la convergencia de la ecuación dinámica de la red recurrente. 
4.3.4.- Matriz de pesos Transformada. 
En la figura 4.14. se puede observar claramente que la distribución de las líneas 
rectas distancia Hamming equivalentes sobre las cuales recaen todos los 2" PE's es 
invariante respecto a cambios en el sistema de referencia de ejes (I, O). En estas 
condiciones podría pensarse obtener la matriz de pesos que hace que todas las rectas 
distancia Hamming equivalentes pasen por el origen de coordenadas del sistema carte-
siano de ejes I, O representado en la figura 4.14. 
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Para la matriz de pesos W, las (n-1) rectas distancia Hamming equivalentes son 
de la forma: 
r ¡ : Ax + By + C = 0, 
donde: 
i =1,2,...,(n-l); 
n r l n0-l 
por lo tanto las pendientes a¡ de estas rectas serán de la forma 
n-1 n-1 n¿-! 
ai=-Am=-r-r:--TT = -~TT (4.61) 
1
 nj-1 n¿-l nj-l ' 
en conclusión, el vector director u¡ de la recta r¡ será el vector 
ui={nj-l,-(n¿-l)}. 
Si tomamos los (n-1) patrones 
^ = {1,0,0, ....,0,0} 
?= {1,1,0, ....,0,0} 
r 1 = {1,1,1,--,1,0}. (4.62) 
se tendrá que verificar que: 
* el par (I1, O1) de t* será un punto perteneciente a la recta r¡, 
* el par (I2, O2) de £ será un punto perteneciente a la recta r2, 
* el par (T'1, O1'1) de ¿f"'0 será un punto perteneciente a la recta r„.;. 
Es decir, las rectas r, podrían expresarse en forma parametrica como las rectas que pasan 
por el punto de coordenadas (f, O) y tienen dirección «¿= {n'j-1, -(n'0-l)}; siendo sus 
ecuaciones paramétricas: 
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x = L+(nj-l).t 
y = Oi-(n¿-l).t (4.63) 
¿Cual será la matriz de pesos W para la cual las ecuaciones de las rectas son idénticas a 
las expresadas en (4.35) pero con el coeficiente C = 0? Para responder a esta pregunta 
seguimos el siguiente razonamiento. Las (n-1) rectas r¡ se tendrán que transformar al 
aplicarles unas ciertas traslaciones definidas por los vectores (ntj, rij); (m2, nj; ...(mn_}, 
nn_j), en las rectas s¡, que son aquellas que teniendo la misma pendiente que las r¡ pasan 
por el origen. Tomemos los n patrones definidos de tal forma que v¡ - {0,1,0,0,....,0,1} 
siendo v, \fi =1 «e l patrón que tiene todas sus componentes iguales a cero, excepto 
la primera y la i-ésima que toman el valor uno. Tomemos los patrones: 
V l = {0,1,0,0,...,0,1} 
v2 = {1,1,0,0,...,0,0} 
v3 = {1,0,1,0,...,0,0} 
v4 = {1,0,0,1,...,0,0} 
vn_, = {1,0,0,0,...,1,0} 
vn = {1,0,0,0,...,0,1) 
(4.64) 
y supongamos que, respecto a la matriz de pesos W, estos patrones tienen como PE's los 
puntos (Xj, y¡), (x2, yj, .... , (xn, yj. respectivamente. Al sufrir la recta r2, en la cual 
están todos estos puntos, una traslación definida por el vector (m2, nj, se tendrá que 
verificar que los PE's de estos patrones respecto a la matriz de pesos W serán 
(x '1 ,y '1) = ( x 1 + m 2 , y 1 + n 2 ) 
( x ' 2 , y ' 2 ) = ( x 2 + m 2 > y 2 + n 2 ) (4.65) 
( X 'n>y'n) = ( X n + m 2 > y n + n 2 ) 
Ahora bien, si p¡, p2, .., pn, son los parámetros que definen la matriz W. Según la 
expresión (4.37) 
x i = | [ P i ( v . U V 1 ) + p2(v2U1v2)+. . . .+pn(vnU1v^)] ,Vi = l,..,n. (4.66) 
pero, distinguiendo para el caso / * 1 los subcasosy-7 y j=i tendríamos: 
Interpretación geométrica de Redes Neuronales Recurrentes Discretas mediante Grafos Completos. 127 
Capítulo 4 
• s i i * 1 y j = 1 
ViUJvl=(l,0,..,0,l,0,..,0). 
fo 1 1 . 
1 0 0 . 
1 0 0 . 
, 1 0 0 . 
•
 l] 
. 0 
. 0 
. oj 
T 
0 
1 
0 
= (U .,1) 
o 
i 
o 
= 2 
• si i*_l y j = i 
viUJvl=(l,0,..,0,l,0,..,0)1 
(i 
(0 
0 
L 
0 
lo 
0 1 0 
0 1 . 
1 0 1 
0 1 0 
0 1 0 
• °1 
0 0 
. 1 
. 0 
• oj 
(i) 
0 
1 
0 
loj 
=(1,1,.. 
\ 
(i 
..,1). 
<i\ 
0 
1 
0 
A 
= 2 (4.67) 
• si i * 1. j g 1 y j_5LÍ 
ViUJvÍ=(l,0,..,(UO,..,0). 
(j 
Es decir, para el caso, / ¥=• 1, se verifica que 
(0 
0 
1. 
0 
lo 
0 1 0 
°1 
0 1. . 0 0 
1 0 1 . 1 
0 1 0 . 0 
0 1 0 oj 
T| 
0 
1 
0 
loj 
= (0,.,0,2,0,.,0). 
(i 
0 
1 
o 
= 0 
ViUJvl = 
[2 si ( j = l ó j = i) 
[0 si ( j * l y j * i ) (4.68) 
y para el caso i = 1, procediendo de forma similar, llegaríamos a demostrar que 
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Í2 si (j = 2 ó j = n) 
V i U V i
" l 0 si (j*2 y j*n ) (4.69) 
Por otra parte para / # 7 se verifica que 
x i=^v i .W.vl=^(l ,0 , . ,0 , l ,0 , . ,0) | 
W„ . W,j . Wfc 
W ; 
^wnl . wnj . w w 
T* 
w 
= w, 
(i 
(4.70) 
Para el caso i' = n se probaría que x¡ = w2„. Sustituyendo estos resultados en la expresión 
(4.19) tendríamos que 
* i = P2 + 
X2 = P l + p 2 
P2 + P3 * 3 = 
= w 
= w 
= w 
2n 
12 
13 (4.71) 
xn = Pn-l + Pn = W ln 
Si q¡, q2, .., q„, son los parámetros que definen la matriz W, la expresión anterior se 
transformaría: 
x'a = 
x', = 
q2 + 
qi + q2 
q2 + q3 
qn = w 
= w' 
= W 
2n 
12 
13 (4.72) 
X n = q„-i + q« = w ln 
Dado que las rectas s¡ han de pasar por el origen, se tendrá que verificar forzosa-
mente que K = 0; por lo tanto, según (4.49) q¡+ q¡+ ...+q„ = 0. Si ahora sustituimos los 
valores de x¡ y x't dados en (4.71) y (4.72), respectivamente, en la expresión (4.64) 
obtendríamos el sistema de ecuaciones: 
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q2 + 
qi + q2 
qi + q3 
qn - m 2 = 
— m2 = 
— m, = 
p 2 + 
Pl + Vi 
P2 + P3 
Pn 
(4.73) 
qi + 
U i + q3 
qn 
qn 
— m» = Pn-1 + Pn 
= 0 
La solución de este sistema existe y es única, ya que el rango de la matriz de los 
coeficientes es igual a n+1. En efecto, el rango de la matriz H de los coeficientes del 
sistema (4.73) es igual al rango de la matriz: 
H = 
0 1 0 . 
1 1 0 . 
1 0 1 . 
1 0 0 . 
1 0 0 . 
0 0 1 
0 0 0 
0 0 0 
0 1 0 
0 0 1 
-1 
-1 
-1 
-1 
-1 
(4.74) 
1 1 1 1 1 1 1 1 0) 
Para hallar el determinante \H\ de la matriz H, podemos desarrollarlo por la primera fila: 
H = (-1)1+1H!+ (-l)1"* H2+ (-l)1+<n+1> H3 (4.75) 
H,= 
1 
1 
1 
1 
1 
1 
0 
1 
0 
0 
0 
1 
0 . 
0 . 
1 . 
0 . 
0 . 
1 
. 0 
. 0 
. 0 
. 0 
. 0 
1 1 
0 
0 
0 
1 
0 
1 
0 
0 
0 
0 
1 
1 
-1 
- 1 
- 1 
-1 
-1 
0 
H2 = 
1 
1 
1 
1 
1 
1 
1 
0 
0 
0 
0 
1 
0 . 
1 . 
0 . 
0 . 
0 . 
1 
. 0 
. 0 
. 0 
. 0 
. 0 
l 1 
0 
0 
0 
0 
0 
1 
0 
0 
0 
1 
0 
1 
-1) 
-1 
-1 
-1 
-1 
0 
H,= 
1 
1 
1 
1 
1 
1 
1 
0 
0 
0 
0 
1 
0 . 
1 . 
0 . 
0 . 
0 . 
1 1 
. 0 
. 0 
. 0 
. 0 
. 0 
l 1 
0 
0 
0 
0 
0 
1 
0 
0 
0 
1 
0 
1 
°i 0 
0 
0 
1 
1 
desarrollando los determinantes de las matrices H¡, H2, y H3, y utilizando métodos in-
ductivos, se llega a demostrar que: 
| H | = - n 
Para < i < n, la solución del sistema (4.73) vendrá dada por: 
(4.76) 
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q¡ = -
1 
n 
0 
1 
1 
1 
1 
1 
1 
1 
0 
0 
0 
1 
0 . 
0 . 
1 . 
0 . 
0 
1 ] 
P2+Pn 
Pl+P2 
Pl+P3 
Pl+Pn-1 
Pl+Pn 
0 
(i 
0 1 -1 
0 0 - 1 
0 0 - 1 
1 o -1 
0 1 -1 
1 1 o 
1 
s — 
n 
0 1 0 
1 1 0 
1 0 1 
1 0 0 
1 0 0 
1 1 1 1 
P2+Pn 
P2 
P3 
Pn-1 
Pn 
l 0 
0 1 -1 
0 0 - 1 
0 0 - 1 
1 0 - 1 
0 1 - 1 
1 1 0 
0 1 0 
1 1 0 
1 0 1 
1 0 0 
1 0 0 
1 1 1 1 
0 
Pl 
Pl 
Pl 
Pl 
1 0 
0 1 -1 
0 0 - 1 
0 0 - 1 
1 0 -1 
0 1 -1 
1 1 0 
n . n 
= - -(-npi + S P i ) = P i - rZPi 
i=l i=l 
(4.77) 
• Para / = n+J 
m2 = - -
0 1 o 
1 1 o 
1 o 1 
o o 
o o 
0 0 1 p 2 + p n 
0 0 0 P1 + P2 
0 0 0 p j+pj 
O 1 O p ^ p » . ! 
O O 1 p 1 + P l l 
1 1 1 1 1 1 1 1 
-r*£p. 
1=1 
(4.78) 
El vector de parámetros (q¡, q2, .... <fo), correspondiente a la matriz transformada W es 
igual al vector de parámetros (pi, P2, .-., Pn) correspondiente a la matriz W más el vector 
traslación l/2(m2.I) 
q = P + - (m 2 i ) 
W = qi.U1 + q2.U2 + + q„.ir (4.79) 
además 
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«>—{£*,—{--¡Tñ (480> 
n
 i=l n (n _ 1) 
es decir, siM^es un elemento cualquiera de W, y w,/ es su correspondiente de W' será: 
2K 
Wy' = Qi + Qj = pi + Pj + m2 = W i i+— — (4.81) qi  q j = p i + pj + m2 = w i j + ^ r ^ 
Aplicando estos desarrollos a nuestro ejemplo, tendremos que 
1 2K 5 
m2 = — n ' ( n - l ) 2 ' 
por lo tanto según (4.79) 
q = P + - ( m 2 I ) => q = p + - . I =>(qi, q2,..., q„) = (pi, p2 , . . . , p„) + - . I 
»H±I^2illi(iiiiiiii)B 
2 ' 2 ' 2 ' 2 ' 2 ' 2 ' 2 ' 2 )
 4 VA,* , I ,A , I , Í ,A , I ; 
63 31 -25 11 -5 11 -37 -49] 
4 • 4 • 4 • 4 • 4 • 4 • 4 ' 4 J (4.82) 
(un procedimiento para hallar el vector de parámetros transformado q, en función del 
vector de parámetros/», puede verse en Ap.4.8.) 
Concluyendo, ahora no solo disponemos de los parámetros q¡, q2,.., q„, que defi-
nen la matriz transformada W respecto a la cual todas las rectas distancia Hamming 
equivalentes pasan por el origen de coordenadas, sino que también tenemos la abcisa m2 
del vector traslación (m2, nj que transforma la recta r2 en la recta s2. 
En el ejemplo, aplicando el procedimiento anterior (ver Ap. 4.9) y teniendo como 
entrada los parámetros q}, q2, .., q„, que definen la matriz transformada W" nos ofrece 
como salida la matriz de pesos transformada, (Ver figura 4.15.) 
W = 63/4.U1 + 31/4.U2 - 25/4.U3 + 11/4.U4 - 5/4.U5 + 11/4.U6 - 37/4.U7 - 49/4.U8 (4.83) 
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W - | 
0 
47 
19 
37 
29 
37 
47 
0 
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Figura 4.15. Matriz de pesos Transformada. 
Aplicando el procedimiento que nos permite obtener la representación gráfica de 
las rectas sobre las que recaen los 28 puntos PE's del espacio, (ver Ap. 4. JO) , compro-
bamos que efectivamente las rectas distancia Hamming equivalentes pasan por el origen, 
(figura 4.16.) 
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y 
y 
100 150 
• 
. 
Figura 4.16. Rectas Hamming equivalentes (transformadas). 
4.3.5. - Clasificación del espacio de energía. 
Una de las principales aportaciones que se pueden extraer del uso de la bico-
loración del Grafo asociado a la red, como forma de contemplar el estado de la misma, 
va a ser la de poder visualizar el campo de energía como un espacio afín, de forma tal 
que todos los puntos que se corresponden con estados de la red definidos por vectores 
de estado pertenecientes a la misma clase, van a recaer sobre la misma recta afín. El 
espacio va a quedar clasificado en un conjunto de clases de equivalencia, y cada clase de 
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equivalencia se corresponderá con una de las variedades afines antes mencionada. Por 
otro lado, cuando la matriz de pesos es la matriz transformada, estas variedades van a 
contener todas al vector 6, Es decir cuando la matriz de pesos es la matriz transformada, 
podríamos decir que las clases son elementos de los subespacios vectoriales asociados a 
estos subespacios afines. 
Como resultado de lo anterior, si una vez finalizado el aprendizaje de la red, úni-
camente se está interesado en la extracción o exploración del conocimiento de la misma, 
correspondiente con estados de una cierta clase, podríamos reducir el problema compu-
tacional, trabajando únicamente en su subespacio asociado. Es más, podríamos utilizar 
diferentes matrices de pesos, dependiendo del subespacio en el cual nos estemos movien-
do, e incluso, si estando en un subespacio nos interesa que la distribución de su energía 
sea particular, se puede reforzar la representación a sus elementos, lo que, como vere-
mos más adelante, nos conducirá a una mejora en el problema de rninimizar el número de 
parásitos de la red así como en el control de la capacidad por clases de la misma [Gim 
94]. 
Sobre nuestro caso particular, si tomamos, por ejemplo, la línea de energía cuyo 
representante es el vector {1,1,0,0,0,0,0,0}, la variedad afín asociada a esta clase, cuando 
tomamos la matriz de pesos definida en (4.79) será, como se puede ver en la figura 4.17., 
la variedad afín r2, mientras que esta misma clase respecto a la matriz de pesos transfor-
Figura 4.17. Subespacios Afines. 
mada definida en (3.18) será el subespacio vectorial s2. Si llamamos V¡ a la variedad afín 
asociada con la clase [i], el subespacio vectorial L, que define dicha variedad será tal que 
V¡ = Li + ti (4.84) 
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donde, como demostraremos más adelante, t¡ es el vector traslación definido por 
t^^-.fti-lXCn-iXn-i-l)} (4.85) 
siendo m2 el valor de traslación ya definido en (4.78). 
Si la expresión 
5x + 2y + 50 = 0 (4.86) 
es la ecuación implícita de la variedad V2, variedad correspondiente a la clase [2]. La 
ecuación implícita del subespacio asociado a esta variedad será 
5x + 2y = 0 (4.87) 
que en ecuaciones paramétricas toma la forma: 
x = t 
y - j t (4.88) 
es decir, tendrá que verificarse que la ecuación, expresada en coordenadas implícitas, de 
m. 
x = t - ^ i ( i - l ) 
y = -ft-mf(n-iXn-i-l) (4.89) 
se corresponde con la dada en (4.86). Pero sustituyendo en la ecuación anterior i por 2 y 
5 
"i; por - , 
i 
x = t - ^ 2 ( 2 - l ) 
y = - | t - ^ ( 8 - 2 X 8 - 2 - l ) 
O i 
x = t — 4 
5 75 (4.90) 
Lo cual implica que: 
y = - ^ ( x + % ) - ^ o y = - X x - 2 X - 7 X o ^ x +
 y +
 10% = 0 (4.91) 
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y efectivamente se corresponde con la ecuación del subespacio V¡, representada en coor-
denadas implícitas en (4.86). 
Otra conclusión interesante que se puede deducir de los resultados anteriores es 
que cuando la matriz de pesos es la matriz transformada W no puede haber diferentes n-
poliedros con el mismo peso diferente de cero; no puede haber, por ejemplo, un pentae-
dro coloreado en rojo cuya suma de valores en sus aristas sea igual a las de un tetraedro 
coloreado en el mismo tono de color. Evidentemente esto es debido a que el PE del 
pentaedro recaerá sobre la recta rs y el PE del tetraedro recaerá sobre la recta r4 y el 
único punto común que tienen ambas es el origen. Esto hace que la energía quede mucho 
más distribuida, de forma que cuando entremos en el proceso de recuperación, se podrán 
evitar más fácilmente los mínimos locales, y por lo tanto disminuir el número de pará-
sitos. 
4.4.- R£*ARÁMnRI2ÁCIÓR 
U no de los objetivos del presente trabajo, es la reparametrización del clásico algoritmo de Hopfield. En el algoritmo clásico, los parámetros de la red constituyen la matriz de pesos W y el vector de umbrales 6, 
aunque el citado vector se puede interpretar como un sistema de referencia., ver 1.6. En 
los puntos anteriores de este capítulo hemos demostrado que una vez obtenida la matriz 
de pesos W resultado de aplicar el algoritmo de entrenamiento basado en grafos, al 
conjunto de patrones de aprendizaje, esta matriz queda perfectamente definida 
conociendo el vector de parámetros p, parece pues natural reconsiderar ahora el 
algoritmo de aprendizaje 3.18., de forma que dicho algoritmo en vez de darnos la matriz 
de pesos, lo que nos de sea el vector de parámetros. Vamos a ver en este apartado que 
efectivamente este algoritmo se puede volver a diseñar de forma que consigamos como 
salida del algoritmo el vector de parámetros p. también hemos definido el PE asociado a 
cualquier estado de la red como una forma cuadrática asociada a la matriz W, vamos a 
ver también que este PE se puede definir única y exclusivamente en función de p y de la 
clase a la cual pertenece dicho PE. Posteriormente, cuando estudiemos la dinámica de la 
red basada en grafos (capitulo 5 de esta memoria) y diseñemos el algoritmo de recu-
peración de patrones, veremos como este algoritmo puede ser diseñado también en 
función del vector de parámetros p. Por lo tanto, aunque siempre será aconsejable 
mantener en mente cual es el grafo asociado a la red, así como la matriz de pesos y las 
coloraciones asociadas con estados de la misma, toda nuestra implementación se va a 
poder escribir en función del vector de parámetro p. 
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4 .4 .1 . - Del algoritmo de Aprendizaje. 
Tal como vimos en 4.18., si W es la matriz de pesos, y p es el vector de 
parámetros, se debe verificar que 
Pi + Pj=Wii, Vi,j = l,...,n. (4.92) 
Por otra parte según el diseño de nuestro algoritmo de aprendizaje [Gim 93], cada vez 
que hay coincidencia en características 1 s entre las componentes / y j para cada uno de 
los patrones % de entrenamiento en el conjunto de aprendizaje L = {%, ¿f, , ¿*), se 
sumaba +7 al elemento Wg de la matriz W (inicializada a ceros). Si hay hay coincidencia 
en características O's entre las componentes / y j se sumaba -7 al elemento w,j de la 
matriz W. En caso de no coincidencia no se hacía nada. En 4.93., hay un rediseño del 
algoritmo de aprendizaje 3.18. Teniendo en cuenta (4.92), se podría reconsiderar el 
diseño de dicho algoritmo de forma tal que cada vez que haya coincidencia en 7 s entre 
las componentes /' y j para cada uno de los patrones <f de entrenamiento en el conjunto 
de aprendizaje L se sume V2 a las componentes i yj del vector/;, es decir a Piypf, lo cual 
evidentemente significa que se suma +7 al elemento w¿de la matriz W. 
(4.93) 
p = (p¡)<-0. 
r<-l. 
Repeat 
Input^=(^,..^[,..,^,..,^) 
Repeat 
if[Sl = i] 
then 
Pi <-PÍ+V4 
else 
pi <- p¡ - Vi 
i <— Í-H1-
Until i > n. 
r<-r+l. 
Untilr>p. 
Fin-Algoritmo-de-aprendizaje-l. 
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Cada vez que haya coincidencia ea Os entre las componentes i yj se restará V2 a las 
componentes i y j del vector p; lo cual evidentemente significa que se suma -1 al 
elemento w^de la matriz W. En caso de no coincidencia no se hará nada. Es decir que el 
algoritmo de aprendizaje (4.18) quedaría. Una vez ejecutado dicho algoritmo para el 
conjunto de patrones de aprendizaje L en Ap. 4.1L, obtenemos como salida el vector de 
parámetros, p = (29/2, 13/2, -15/2, 3/2, -5/2, 3/2, -21/2, -27/2), el cual, evidentemente 
coincide con el obtenido en (4.32). El vector de parámetros q asociado a la matriz de 
pesos transformada, como vimos en (4.79) es tal que 
q = p - |(m2 .I) (4.94) 
i n 
donde, según (4.80), m2 = - ~ 2 2 J P Í « En 4.95., tendríamos el diseño del algoritmo de 
n
 i=l 
aprendizaje ponderado definido en 3.3.1., 
(4.95) 
p = (p¡) <-0. 
q = (q¡)<-0. 
r<-l . 
m 2 < - 0 . 
Repeat 
Input^=(^ , . . , | í , . . ,^ , . . ,^ ) 
Repeat 
I f f é [ = l ] 
then 
Pi^-Pi+Vi 
else 
Pj^-Pj-1/*. 
i <- i+1. 
Untili>n. 
r<-r+l. 
Until r > p. 
i < - l . 
Repeat 
m2 <-p¡/n+m2 
i<- i+ l . 
Until i >n. 
q = p + m2. 
Fin-Algoritmo-de-aprendizaje-ll. 
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Para ello, si ahora en el algoritmo anterior, cada vez que asignamos valores a las 
componentes ph también sumamos la parte proporcional de m2 correspondiente, 
tendríamos que el algoritmo que temendo como entrada el conjunto de patrones L tiene 
como salida el vector de parámetros q sería el siguiente:(Se puede comprobar en Ap. 
4.12. que el resultado de aplicar este algoritmo al conjunto de patrones L da como salida 
q = JA (63/2, 31/2, -25/2, U/2,- 5/2, U/2, -37/2, -49/2). 
4.4.2.- Del Par de Energía asociado. 
Según (4.40), en un instante de tiempo / el par de energía PE asociado al vector de 
estado x vendrá definido por 
I(x) = (n1-l)p.x y O(x) = (no-l)p.x~ (4.96) 
ahora bien, en el caso en que hubiéramos utilizado el algoritmo de aprendizaje en (4.95), 
es decir, en caso, de trabajar con la matriz transformada W como matriz de pesos, se 
verificaría que 
n 
ZPi = 0 (4.97) 
es decirp.I= 0, donde / =(7,!,...,!), por lo tanto,p.fx+xj = 0, o lo que es lo mismo 
p.x(t) = -p.x(t) (4.98) 
Por lo tanto sustituyendo en (4.46), tendríamos que 
I(x) = (m - 1) p.x y O(x) = - (no - 1) p.x (4.99) 
luego, teniendo en cuenta que ni - x.x, (4.86) podría escribirse como 
I(x) = [x.x-1] p.x = (|xf - l)p. x (4.100) 
0(x(t)) = - [ (n-x .x) - l ]p .x = [x.x-(n-l)]p.x(t)=(||x|2-(n-l))p.x (4.101) 
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Sabemos por otra parte que si p es el vector de parámetros asociado a la matriz de pesos 
transformada W, los PE's de los estados equivalentes recaen sobre la misma linea de 
energía. Así si clasificamos el espacio de estados podemos decir por (4.89) y (4.90) que 
si los estados xey pertenecen a la misma clase [n¡, n0] 
I(x) > I(y) <» p.x > p.y (4.102) 
por lo tanto el estado x de la clase [nh n0] que mayor I(t) tiene, será aquel que se 
corresponde con las n¡ componentes del vector de parámetros p que mayor valor tengan. 
Por otra parte si (x, y) es el PE correspondiente al patrón £ donde £ e r„ se verficará 
que n¡ = i, ya que r, es la recta donde están los vectore con / unos, luego por (4.96) 
tendremos que 
x=( i - l ) . p .£ 
y (4.103) 
y = ( n - i - l ) . p . £ 
El punto (x, y') corrspondiente al PE del vector transformado del £ pero en el 
subespacio que pasa poe el origen s¡ será tal que 
x' =(i-l) .q.^ 
y (4.104) 
y' = ( n - i - l ) . q . C 
pero según (4.94), se verifica que q-p = i/2(m2.I), por lo tanto el vector translación que 
í¡; = (x' -x, x' -x), que transforma el uno en el otro será de tal forma que 
x ' - x = ( i - l X q - p £ = 
i/2(i-lXq-p)S = 
i/2(i-l).(m2.l)¡; = 
1/2. m2.i(i-l) (4.105) 
ya que 
(m2.I) % = m2.( I . % ) = m2.i (4.106) 
Por otra parte 
y'-y= (n-i-lXq-p)í = 
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i / 2 ( n - i - l X q - p ) | = 
i/2(n-i-l).(m2.I)S = 
i /2 .m 2 . (n- i ) . (n- i - l ) (4.107) 
yaque 
(m2.I) l = m2.( I . \ ) = m2.(n - i) (4.108) 
Por lo tanto, y tal como dijimos en (4,85), 
t i =^- .{ i ( i - l ) , (n - iXn- i - l )} (4.109) 
Un algoritmo en Math. 2.2. que halla el PE de un vector x respecto al vector de 
parámetros p puede verse en Ap. 4.13. En este mismo apéndice, también pueden verse 
todas las funciones definidas hasta ahora, pero escritas en relación al vector de 
parámetros p, en vez de estar escritas en relación a la matriz de pesos W, como se vio en 
los apéndices anteriores. Estos algoritmos tendrán el mismo nombre que los anteriores, 
pero con la terminación "PP". 
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CAPÍTULO 5. 
COMPORTAMIENTO DINÁMICO DE 
LA RED BASADO EN GRAFOS 
5/L- INTRODUCCIÓN. 
U na red de neuronas recursiva (recurrente) discreta se puede definir como un sistema dinámico el cuál, en un instante de tiempo determinado, está caracterizado por un vector de estado [Kam 90]. Si en el instante de 
tiempo t el vector de estado es x(í), saber cual va a ser el vector de estado en el instante de 
tiempo í+J es la cuestión principal que se debe resolver para poder establecer la dinámica 
de la red. Conocer cual es el valor de la componente x, en el mstante de tiempo t+1, es 
decir conocer x/í+J) es establecer una función o relación entre x/t+J) y x(t); está relación 
viene expresada por la ecuación dinámica de la red, que en el modelo clásico está 
claramente establecida [Kam 90]. 
En el nuevo modelo que proponemos, el vector de estado en el instante de tiempo t 
está definido por [Gim 95] 
x(t) = [x,(t), x2(t), ,x„(t)] e {0, l}n (5.1) 
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y los parámetros de la red constituyen la matriz de pesos W = (wy) e M„ y el vector de 
umbrales q = [qi ,q2, ,qn], donde Mn es una matriz real simétrica tetraédrica de 
dimensión nxn, con ceros en la diagonal, y q es un vector perteneciente a R1. Asociados 
al vector de estado x(t) tenemos los subgrafos G\ rojo y G'0. azul. Si al igual que ocurre 
en el modelo clásico, nos basásemos en la ley de Hebb, parece natural pensar que el estado 
de x/t+J) deberá tomar el valor +7, si la suma de todas las conexiones de la neurona x¡ 
con todos los nodos del subgrafo rojo G\ excede al valor dado por la suma de todas las 
conexiones de la neurona x¡ con todos los nodos del subgrafo azul G'0 en una cantidad 
mayor que la componente j-ésima del vector de umbrales q. Con esta idea en mente se ha 
establecido, en una primera aproximación, la ecuación dinámica de la red de nuestro 
modelo y veremos que ofrece unas prestaciones bastante equivalentes a las que nos ofrece 
el modelo clásico. Posteriormente, estableceremos otra nueva ecuación dinámica, 
inspirada en la teoría de grafos, la cual mejorar sensiblemente las características 
establecidas por el modelo clásico. A lo largo de los próximos capítulos, demostraremos 
como con esta ecuación tanto la capacidad de la red como el número de parásitos que 
aparecen como puntos fijos, pueden quedar notablemente mejorados [Gim 94]. 
S.2.- MODELO MATRICIAL BASADO EN LA LEY DE HEBB. 
1 primer modelo de la dinámica de la red recurrente, particularizado para 
nuestra aproximación basada en teoría de grafos, está regido por la si-
guiente ecuación: 
Xj(t + l )=f h ZtwijXiO + WijXiOJ-qj 
i=l 
(5.2) 
donde 
1 si x > 0 
f
'
( x > " O s i X < 0 <5-3> 
conviniendo que 
n n _ 
Zw i jx i(t) + S w i j x i ( t ) - q j = 0=>Xj(t) = xj(t + l) (5.4) 
i=l i=l 
habrá que ver si la siguiente expresión: 
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i W ^ + WijMt)) (5.5) 
i=l 
es mayor o menor que % lo que equivale a la verificación de (5.2). La matriz Wy el vector 
umbral q son los parámetros de la red que coincidirán con la matriz W, que se obtuvo 
como matriz de pesos una vez aplicado el algoritmo de aprendizaje 3.18. y tomamos como 
parámetro q, por razones que explicaremos más adelante, el vector: 
q = f ,f] (5.6) 
n n J 
siendo K la constante definida en (4.78); es decir: 
K = (n-l)(p1+p2+ 4pn), (5.7) 
Según (4.81), todo elemento (excepto los de la diagonal) de la matriz W se puede 
expresar en función de los elementos de la matriz transformada W como 
2K 
Wy =
 n ( n l ) + w'jj (siendo wt, = 0 si i =j) (5.8) 
y por lo tanto la expresión (5.5) se podría escribir como: 
¿(w^ítHw^w) = | | - ^ + W j ] X i ( t ) + ( - ^ + w : . ) ; i ( t ) | 
2K n / — \ 
= — + ZKxi(t)+w;jXi(t)) 
en consecuencia: 
¿(wijXi^H-w i jXi(t)) > qj <» Z ^ M O + w^Kt)) > 0 (5.9) 
i=l i=l 
De forma similar puede demostrarse para el caso menor que cero; es decir, la ecua-
ción dinámica expresada en (5.2) es equivalente a la ecuación dinámica 
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Xj(t + l) = fh ¿ [wi jXj^ + WijXiít)] (5.10) 
conviniendo que: 
n n _ 
SwsXi(t)i =ZwsXi(t)¡ => x¡(t) = Xi(t + 1) (5.11) 
i=l i=l 
donde, en este caso, el vector de umbrales q es el vector cero y la matriz de pesos es la 
matriz transformada W a la cual también llamaremos W, pues al ser la distribución de 
energía invariante por traslación (ver apartado 4.3.5.), será la matriz transformada la que a 
partir de ahora utilizaremos. La ecuación (5.11) nos dice que la neurona x,- en el instante 
de tiempo t+1 da como salida el valor uno; es decir: 
x/t+1) = 1, ú 
n n _ 
Zw i j x i ( t )+2w i j x i ( t )> 0 (5.12) 
i=l i=l 
por otra parte si 
n n _ 
EwijXiW+ZwijXiít) < o (5.13) 
i=l i=l 
se verificará que x/t+1) =0. 
y por último x/t+1) = x/t) si 
n n 
Sw i jx i(t)+i;w i jXi(t) = 0 (5.14) 
i=i i=i 
Ahora bien, teniendo en cuenta que W es la matriz de pesos transformada y que para los 
vértices v, pertenecientes al subgrafo azul, se verifica que x/t) es cero, la expresión: 
n 
2> i j X i(t) (5.15) 
i=l 
representa la suma de los valores de las aristas que tienen un extremo en el vértice y, del 
grafo resultante G y el otro, en cualquier vértice del subgrafo rojo G\, asociado al estado 
de la red caracterizado por el vector x(t). De forma similar la expresión: 
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Sw i jXi(t) (5.16) 
i=l 
representa la suma de los valores de todas las aristas que tienen un extremo en el vértice y, 
del grafo resultante G y el otro, en cualquier vértice perteneciente al subgrafo rojo G¡ del 
grafo G' complementario del G' asociado al estado de la red x(t). Pero, según (4.10.), se 
verifica que el grafo G/, es el mismo que el G0; luego concluyendo, la ecuación dinámica 
establecida en (5.10.), nos indica que x/t+1) deberá ser igual a / si se verifica la siguiente 
desigualdad: 
Z w i k x i ( t ) > - Z w f c X i í t ) 
i=l(i*j) Vi=l(i*j) 
(5.17) 
es decir, si la suma de los valores en las aristas que tienen un extremo en el vértice y, del 
grafo resultante y el otro en cualquier vértice perteneciente al subgrafo rojo, es mayor que 
la suma de los valores en las aristas que tienen un extremo en el mismo vértice y, y el otro 
en cualquier vértice perteneciente al subgrafo azul (hay que pensar que el subgrafo azul 
tiene menor energía mientras más negativa sea la suma de los valores de sus aristas, por lo 
tanto para comparar su energía con la del subgrafo rojo, debemos de cambiar el signo). 
Por otra parte la ecuación dinámica establecida en (5.11), nos indica también, que x/t+1) 
deberá ser igual a 0 si se cumple la condición "< " en la expresión (5.18); es decir, si la 
suma de las conexiones del vértice y, con vértices del subgrafo azul es mayor que la suma 
de las conexiones con vértices del subgrafo rojo. 
La ecuación dinámica así establecida, está basada en las mismas ideas que la clásica 
introducida para las redes recursivas deterministas discretas [Kam 90], con la diferencia de 
que en nuestro algoritmo en vez de evaluar la correlación en signo que incorpora una neu-
rona Xj respecto a los +l's ó los -l's, se pondera la aportación que refleja sobre los 
subgrafos, evaluando si la que ofrece al subgrafo rojo es mayor o menor de la que ofrece 
al subgrafo azul; dicho de otra forma, en nuestra formulación tenemos en cuenta si en un 
estado de la red x(t), una neurona particular contribuye a la coloración de un tono en 
mayor o menor grado que a la del otro. En apartados posteriores, se formalizara la 
contribución a la coloración de un subgrafo, relativizando la ganancia según el peso 
especifico que tengan los correspondientes subgrafos rojo y azul. 
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5.2.1.- Teorema de Convergencia I. 
En el proceso de testeo o de recuperación de la información almacenada en una 
red, es cuando ésta, nos permite evaluar las prestaciones para la cual ha sido diseñada. 
Como caso particular las redes recurrentes se diseñan, en general, para que trabajen como 
memorias asociativas, o bien para que actúen como clasificadores. En ambos casos la red 
debe tener un funcionamiento relativamente similar, la diferencia fundamental entre un 
comportamiento y el otro, depende de si construimos la red como un reconocedor de 
patrones, con lo cual actuaría como una memoria asociativa, o como de clasificador. En 
ambos casos se parte de un estado inicial x(0) y se llega a un estado final x(T). Cuando la 
red actúa como memoria asociativa el estado final que alcanza, debe ser alguno de los 
prototipos fijados a priori para reconocer, y cuando la red actúa como un clasificador el 
estado final es inicialmente, un prototipo desconocido que la propia maquina se ha encar-
gado de clasificar. En cualquier caso, es de vital importancia, que partiendo de un estado 
inicial cualquiera x(0), siempre se llegue a un estado final. Tal como explicamos en el 
capítulo 1, este problema queda resuelto asociando a cada estado de la red un valor 
escalar, y asegurando que cuando la red cambia de estado este valor disminuye. En el 
algoritmo clásico el campo de estos escalares es R que es cuerpo ordenado y, por lo tanto, 
queda rotundamente especificado cuando la energía asociada a un estado es mayor o me-
nor que la asociada a otro. En nuestro caso, el campo de escalares es R2, lo cual nos 
ofrece varias posibilidades de definir diferentes órdenes. Supongamos, por ejemplo, que 
valoramos si un estado tiene menos energía o más que otro, según sus PE's corres-
pondientes estén más o menos distantes del origen de coordenadas, en este caso las líneas 
de nivel serían circunferencias concéntricas de centro el origen. Una segunda opción 
permitiría determinar si un estado tiene menos energía o más que otro, según sus PE's 
correspondientes recaigan sobre líneas rectas paralelas a la bisectriz del primer cuadrante 
más o menos alejadas de ésta; en este caso las líneas de nivel serían las rectas paralelas a 
la bisectriz del primer cuadrante,...,etc. Vamos a justificar que para el caso de la ecuación 
dinámica recogida en (5.3), las líneas de nivel son rectas paralelas a la bisectriz del primer 
cuadrante. 
La energía asociada al vector de estado x(t) la definimos como 
E(x(t)) = 0(x(t)) - I(x(t)) (5.18) 
donde {I(x(t)), 0(x(t))} es el PE asociado con el vector x(t). Demostraremos que si la red 
evoluciona según la ecuación (5.2), y una neurona cualquiera x¿ cambia de valor del 
instante de tiempo / al t+1; es decir si xk(í+J) * xk(t), entonces 
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E(x(t+l))<E(x(t)) (5.19) 
En estas condiciones no se pueden producir ciclos, ya que como el número de estados de 
la red es finito, en concreto tenemos T estados, se tendrá que verificar que si partiendo de 
un estado inicial x(0) y dejamos evolucionar a la red, después de un número finito de pasos 
el proceso se estabilizará, en el sentido de que existirá un periodo de tiempo T para el cual 
se cumple que ninguna neurona cambia de estado. Matemáticamente: 
3 T, tal que x¡(T) = x¡(T+l), Vi =1,..., n. (5.20) 
y por lo tanto según (5.11) se verificará que x(T) = x(T+J), y el proceso se estabilizará. 
Vamos a demostrar que cada vez que una neurona x¿ sufra un cambio de estado 
desde el instante de tiempo t al (t+1), en este último instante presenta un nivel de energía 
más bajo que el estado anterior x(t). En primer lugar aislamos en las expresiones I(x(t)) y 
0(x(t)) que definen el par de energía de x(t), el sumatorio correspondiente a las conexiones 
con vt para ello escribimos 
n i n 
I (x( t ) )=£ Zwij.XjOXXjít) +2> ik.X i(t).Xk(t) 
i=iVj=i(j*k) i=l 
(5.24) 
0 ( x ( t ) ) = S Z w r x K t ) . X j ( t ) U Z w f c . X i O W t ) 
¡=l Vj-i(j#k)) i-l 
(5.25) 
y por tanto: 
E(x(t)) = 0(x(t))-I(x(t)) = 
S Swij .xKtXxjí t) +2> i k . x i ( t ) . x k ( t ) -
i-i Vj=¡(j*k)) J ¡-i 
n I o n 
S Zwij.x^tXXjít) +Ew ik.x i(t).xk(t) = 
¡=i Vj=i(j*k) J i-i 
u( n ^
 n r n ^ 
S Zwij.Xií^.Xjít) - 2 Zw i j.x i(t).x j(t) 
»=1 Vj=i(j"k) J i=l Vj=i(j*k) J 
n _ _ n 
Zw i k . x i ( t ) . x k ( t ) -2 ]w i k . x i ( t ) . x k ( t ) 
i=l i=l 
(5.26) 
llamando 
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»f » >^ nf n 
A= £ Zwij.XiW.Xjít) - 2 Zw i j.x i(t).x j(t) 
i=ivj=i(jA) y i=ivj=i(jA) 
(5.27) 
podemos escribir 
E(x(t))= A+ Zw f l c .x i(t).xk(t)-i;w i k .x i(t).xk(t) 
i=i i=i 
(5.28) 
De forma similar podríamos haber llegado a 
11 u. 
E(x(t+1))= A+Iw i k . x ¡ ( t ) .x k ( t+1) - Iw i k . x i ( t ) .x k ( t + 1) (5.29) 
i=l i=l 
Para demostrar que si la neurona xk sufre un cambio de estado en el tiempo t, entonces se 
verifica que E(x(í+J)) <E(x(t)), vamos a distinguir los dos posibles casos de cambio. 
Caso I: 
Xk(t) = 0 y Xk(t+l)=l, y, por lo tanto, (xk(t) = 1 y xk(t + l) = 0)(5.30) 
entonces según (5.10), se tendrá que verificar que 
n n 
Sw i k x i ( t )+Zw i k x i ( t )>0 (5.31) 
y teniendo en cuenta (5.28) y (5.29) podríamos escribir 
íí MI \ 
E(x(t+1))-E(x(t))= Zw*.x i ( t ) .x k ( t + l ) -£w i k . x i ( t ) . x k ( t + l) _ 
i=l i=l 
£w i k .x i ( t ) .x k ( t ) -Ew i k .x i ( t ) .x k ( t ) =- Zw^XiítJ+SwikXiít) <0(5.32) 
i=l i=l / Vi=l i=l / 
Casofl 
Xk(t)=l y Xk(t+1) = 0, y, por lo tanto, (xk(t) = 0 y xk(t + l) = 1) (5.33) 
según (5.11), se tendrá que verificar 
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n n 
Zw i kx i ( t )+Sw i kx i ( t )<0 (5.34) 
¡-i i - l 
de manera similar al desarrollo de (5.32) tendríamos que 
E(x(t+1)) - E(x(t)) = Iw i k .x¡(t) .xk(t + 1)-Sw i k .x i( t) .xk( t + 1) 
i=l 
n 
i=l 
Zw f l c .x i( t ) .xk( t )-Sw a c .x i( t ) .xk( t ) =Sw i kx i ( t )+i ;w i kx i ( t )< 0(5.35) 
i=l i=l i - l i - l 
Observemos este comportamiento de modo gráfico, considerando que una neurona 
Xk toma el valor 1 en el instante de tiempo (t+J) ú se verifica (5.16), y Xk(t+1) = 0, ú se 
verifica lo contrario. Siguiendo con el ejemplo considerado, donde W es la matriz definida 
en (4.14.), supongamos que x(t) = (l,1,1,1,1,0,0,Ó) y que estamos analizando la neurona x3; 
evaluemos si x3(t + l) = 1 o si por el contrario x3(t + l) = 0 (figura 5.1). Aislando el 
sumatorio correspondiente a las conexiones con v3 tendríamos que en el instante t: 
Zwi3Xi(t)=4(19 + 3-7-10) = ! 
¡-i ¿ ¿ 
(5.21) 
| > i 3 X i ( t ) = | ( - 7 - 3 7 - 3 1 ) = - ^ (5.22) 
por lo tanto 
p o 
Zw i 3x i ( t )+Zw i 3x i ( t )<0 
i - l 
es decir, habría un cambio de estado, desde x3(t) = 1 a x3(t+l) = 0. 
(5.23) 
¿x3=l? ¿x3=0? 
Figura 5.1. Aportación del vértice v3. 
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Además, y fijándonos en la figura 5.1., observamos que si x(t) = {1,1,1,1,1,0,0,0}, 
entonces 
E(x(t)) = 0(x(t)) - I(x(t)) = - 37.5 - 75 = - 112.5 
yúx(t+l) = (1,1,0,1,1,0,0,0) se verifica (ver Ap. 5.1. ) 
E(x(t+1)) = 0(x(t)) - I(x(t)) = - 75 - 75 = - 150 (5.36) 
cumpliéndose por lo tanto, que E(x(t+1)) <E(x(t)). En la figura 5.2. se puede apreciar 
tanto las lineas de nivel, como el cambio de estado (observar la flecha). 
Figura 5.2. Cambio de estado de X3 
Podemos pues definir las lineas de nivel como aquellas líneas tales que todos los 
PE's que recaigan sobre ellas están asociados con estados de la red que mantienen el 
mismo nivel de energía, estas líneas tendrán por ecuaciones: 
y = x-k, ke R. (5.37) 
y comprobamos como al cambiar del estado x(t) = (1,1,1,1,1,0,0,0) al estado 
x(t + 1) = (1,1,0,1,1,0,0,0), el PE correspondiente al estado x(i) se encuentra en una línea 
de energía más alta que el PE correspondiente al estado x(t+l), considerando que 
y = x - ki es más alta que y = x - k2 si y solo si ki < k2 (5.38) 
En nuestro ejemplo, el punto (75, -37.5) es tal que k¡ = 75 - ( -37.5) = 112.5 
mientras que el punto (75, -75) es tal que k2 = 75 - (-75) = 750. Por lo tanto efectiva-
mente x(t+l) se encuentra a un nivel más bajo en energía que x(t). 
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5.2.2.- Algoritmo de Recuperación I. 
Una vez probada la convergencia del algoritmo; es decir, una vez demostrado que 
si se deja evolucionar a la red desde un estado inicial x(0) se llega a un punto estable, 
podemos diseñar el algoritmo de recuperación de la información almacenada en el sistema 
(ver 5.39.). La salida de este algoritmo nos ofrecerá el estado estable de la red al cual se 
ha llegado cuando partimos de un estado inicial x(0). Este algoritmo podrá trabajar, igual 
que en la aproximación clásica, de forma síncrona, asincrona o secuencial por bloques. 
De forma similar a como se procede en las aproximaciones clásicas, vamos a pre-
sentar a continuación un algoritmo de recuperación de patrones, que desarrolla un modelo 
de funcionamiento asincrono, ya que en estas condiciones está garantizada la 
convergencia. 
AteOI^TMOOEttEC^ÉBAaÓNÍ, I (5.39) 
Input x(t) = (Xl(t), x2(t),..., x„(t)) 
X(t+1) <r- X(t). 
X(t) <r- 0 . 
Repeat 
x(t) <-x(t+l). 
i 4 - 1 . 
Repeat 
n n 
If [Sw 4x ¡ ( t )+Sw i kx i ( t )>0] 
i=l i=l 
Xj(t+1) < - 1. 
n n 
if [Zwikxi(t)+2;wikxi(t)<o] 
i=l i-1 
x¡(t+l) < - 0. 
n n _ 
If [Sw i kx i( t )+Sw i kx i( t ) = 0] 
i=l i-1 
Xi(t+1)<- Xi(t). 
i<-i+l. 
Until i > n. 
Until x(t) = x(t+l). 
Output x(t). 
(ver Ap. 5.2. para comprobar el algoritmo en Mathematica 2.2) 
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Para ver todas las estabilidades del sistema para el conjunto de patrones de nuestro 
ejemplo, al igual que hicimos en 1.81, ejecutamos (5.39.). Obtenemos como salida el 
mismo patrón que obtuvimos en 1.81.; es decir, el patrón (1,1,0,1,0,1,0,0), (verAp. 5.3.), 
y observamos que existen muy pocas estabilidades. Esto es debido a que al igual que en el 
algoritmo clásico, la propia correlación entre los patrones, impone una fuerte limitación 
para que un patrón pueda ser estable. Se ha comprobado que más o menos el número de 
elementos estables de la red se corresponde con 0'15n; por tanto la mejora que ofrece 
nuestro algoritmo, hasta el momento, no parece ser demasiado relevante. Sin embargo, los 
parásitos debidos a la simetría en el campo de energía desaparecen, al llevar una sola 
dirección en el citado campo. Si quisiésemos introducir la simetría o bipolarización en el 
campo de energía que ofrece el algoritmo clásico, no tendríamos más que tomar valores 
absolutos en las expresiones 5.15 y 5.16. Sin embargo en cuánto a la complejidad 
computacional del algoritmo, si que podríamos hacer una mejora, como resultado de 
aprovechar la disposición de todos los PE's en rectas cuyas ecuaciones son conocidas. 
&3.- MODRO VECTORIAL RASADO £N LA L£Y £>£ rl£BS. 
V isto el proceso de recuperación anterior cabe preguntarse si sería posible diseñar un procedimiento similar, pero suponiendo que en vez de tener la matriz de pesos transformada W, se dispone de su vector de parámetros 
asociado p = (pj, P2,—, pj. Para ello nos centramos en una visión puramente geométrica 
de la dinámica de la red y consideramos las coordenadas del PE asociado al estado x(t) por 
(I(t), 0(t)} (ver 4.99). Sabemos que el punto {I(t), 0(t)}, debe verificar la ecuación 
I(t) + 7 rO(t) = 0 (5.40) 
k(t)-i) k(t)-i) 
donde n¡(t) representa el número de unos y n0(t) representa el numero de ceros del vector 
de estado x(t). Por otra parte según (4.96) 
I(x) = (n,(t)-l)p.x 
y 
O(x) = (no(t)-l)p.x 
Según la ecuación dinámica introducida en (5.10), y disponiendo del vector 
asociado p, vamos a introducir el nuevo teorema de convergencia. 
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5.3.1.- Teorema de Convergencia II. 
Suponiendo que la neurona x* cambia de estado, se pueden presentar dos casos: 
Caso I 
luego 
Xk(t)=l y Xk(t+1) = 0 
ni(t+l) = ni(t) -1 y no(t+l) = no(t) +1 
(5.41) 
(5.42) 
por lo tanto la expresión (5.40.) podría escribirse como 
I(t + 1) + 
(n^ t + l ) - ! ) (n0(t + l ) - l ) 
O(t + l) = 0 (5.43) 
Por otra parte, caso que Xk(t) cambie del estado 1 al estado 0 el nuevo estado x(t+l) 
deberá caer en una linea de nivel mas baja. Pero la linea de nivel en la cual se encuentra el 
punto {I(t), 0(t)} es la recta 
x - y = I ( t ) - 0 ( t ) (5.44) 
hemos de obtener la intersección de esta línea, con la recta a la cual debe pertenecer 
{I(l+J),0(í+1)}, es decir hemos de resolver el sistema: 
x - y = I ( t ) - 0 ( t ) 
1 1 
x + -L n,(t + l ) - l n0(t + l ) - l 
•y = 0 
(5.45) 
teniendo en cuenta (5.42) podría escribirse: 
x - y = I ( t ) - 0 ( t ) 
1 1 
• x + — — y = 0 [ n 1 ( t ) - 2 n0(t) 
(5.46) 
Resolviendo (5.46) (ver \eiAp. 5.4.), obtenemos la solución: 
x0 = 
M+n^-iW+CKt)) 
2 - n 1 ( t ) - n 0 ( t ) 
y 0 = - I ( t ) + O(t) + x0 
(5.47) 
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Si ahora tenemos en cuenta que nj(t) + n0(t) = n podríamos expresar la solución anterior 
como 
x0=(I(t)-O(t) *cf-- 2 (5.48) 
y 0 =-I( t ) + O(t) + x0 
pero teniendo en cuenta que n¡(t) = n -n0(t), se verificará que 
^ ( 0 - 2 _ n - 2 - n 0 ( t ) _ n 0 ( t ) 
n - 2 n - 2 n - 2 
luego 
y0 = -I(t) + O(t) + x0 =(-I(t) + 0 ( t ) ) + ( I ( t ) - 0 ( t ) ) [ l - ^ t ) 2) 
(I(t)-0(t)(-l + l - ^ f ) = -(l(t)-0(t)(^f) 
(5.49) 
(5.50) 
Por lo tanto, si en el estado x(t), el PE correspondiente a ese estado es {I(t), 0(t)} y la 
neurona x* pasa del valor xt(t) -1 al valor xk(í+J) = 0; el punto de corte de la nueva 
línea de energía, donde se encuentra situado {I(t+1), 0(t+l)}, con la línea de nivel donde 
se encuentra el punto (I(t), 0(t)} viene dado por: 
x0 = (I(t)-O(t) {=£ - 2 
y0 = (I(t)-O(t) feS 
(5.51) 
La figura 5.3 representa estas ideas para el ejemplo considerado. El punto de corte 
de la recta (distancia Hamming equivalente) donde está situado el punto (75, -37.5) 
correspondiente al PE del vector (1,1,1,1,1,0,0,0) con la linea de nivel donde está situado 
el punto {I(t+1), 0(t+l)} correspondiente al PE de (1,1,0,1,1,0,0,0), vendrá dado por: 
x0 = (37 ' 5 - ( -75 ) ) | - | = 112'5| = 56'25 
y0 =-(37'5-(-75)) + ^  = -56'25 
(5.52) 
(5.53) 
podemos pues asegurar que si 0(t+l) <y0, entonces el PE correspondiente al vector de 
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estado de x(t+l), estará situado en una línea de nivel más baja que la del PE 
o 
ínea de Energía de x(t) 
Energía de x(t+l) 
Línea de Nivel dé"x(t) 
Figura 5.3. Cambio de Energía 
de x(t), es decir si 
0( t + l ) < - ( I ( t ) - 0 ( t ) ) nn 
n - 2 
(5.54) 
que de una forma más compacta podría expresarse por: 
Q(t + 1) n0 
0 ( t ) - I ( t ) > n - 2 (5.55) 
Ahora bien, si p es el vector de parámetros asociado a la matriz transformada W, sabemos 
por la expresión (65) del capítulo anterior que 
I(t) = (n i - l)p.x(t), O(t) = (no-l)p.x(t) , O(t+l) = nop.x(t+l) (5.56) 
la expresión (5.41) puede entonces escribirse como: 
p.x(t + l) 1 
( n . - l f c . x í O - K - l f c . x í t ) n - 2 (5.57) 
siendo/? = (ph p2, ..... Pt) el vector de parámetros que definen a la red. Llamaremos al tér-
mino de la izquierda de la desigualdad anterior, 
q k (*( t ) ) = 
p.x(t + l) 
( n 0 - l ) p . x ( t ) - (n 1 - l ) p . x ( t ) (5.58) 
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5.3.2.- Algoritmo de Recuperación II. 
En los apartados anteriores se ha demostrado que la función de energía es 
decreciente en iteraciones sucesivas del algoritmo. Dicho de otro modo, se ha demostrado 
que si: 
qk(x(t))> - , debe ser xk(t + l) = 1 para que E(x(t + l))<E(x(t)), 
n —2 
si 
qk(x(t))< - , debe ser xk(t + l) = 0 para que E(x(t +1)) < E(x(t)), 
n —2 
y si 
qk(x(t)) = - ^ , debe ser xk(t +1) = xk(t). (5.59) 
n —2 
Al igual que en el algoritmo de aprendizaje se restringía el número de actualiza-
ciones en cada paso, a n, en lugar de las n x n que se necesitarían en la actualización de 
los elementos de la matriz, también la recuperación se puede hacer en función de estos 
parámetros; lo cual quiere decir que tanto en el aprendizaje como en la recuperación de 
patrones, se puede prescindir de la matriz de pesos W, utilizando en su lugar el vector de 
parámetros p, lo que supone un ahorro considerable en tiempo de ejecución y en comple-
jidad computacional. Hemos diseñado un algoritmo de recuperación de patrones utilizando 
como parámetros de la red únicamente el vector de parámetros que permite definir la ma-
triz, (ver en Ap. 5.5.), el cual, en pseudocódigo, está recogido en la expresión (5.60). Una 
vez ejecutado este algoritmo, (ver Ap. 5.6.), comprobamos que el resultado se corres-
ponde exactamente tanto con el clásico algoritmo de Hopfield como con el algoritmo ma-
tricial de (5.39). A continuación presentamos el citado algoritmo, en el cual la recupe-
ración de un patrón de la red, estaba basada en las mismas ideas del algoritmo de 
Hopfield., es decir, el estado de un nodo en el instante de tiempo t+J depende únicamente 
de la correlación de este nodo con todos los demás, por lo tanto no se ha tenido en cuenta 
ninguna característica intrínseca a la partición asociada a x(t). 
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(5.60) 
Input x(t) = (xi(t), x2(t),..., x„(t)) 
P <~ (Pl, P2, -.., Pn). 
ni<-x(t).x(t). 
no <— n — ni. 
x(t+l) <- x(t). 
a <- x(t). 
b <- x(t). 
x(t) <- 0 . 
Repeat 
x(t) <- x(t+l). 
Repeat 
a¡ <r- x(t+l). 
b¡ <- x(t+l). 
q(i)<-
p.b(t + I) 
( n 0 - l ) p . a ( t ) - ( ^ - 1 ) ^ ( 1 ) 
•f [q(i)>r1^] 
n - 2 
then 
x¡(t+l) <- 1. 
If [ q ( i ) > - 1 r ] 
n — L 
then 
x¡(t+l) <- 0. 
a <r- x(t+l). 
b <- x(t+l). 
i <r- i+1. 
Until i > n. 
Until x(t) = x(t+l). 
Output x(t+l). 
FIN-ALGORITMO DE RECUPERACIÓN. 
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5 A - MOD5LO MATR1CIAL RELATIVO A GRAFOS. 
^ ^ asta este momento no se ha tenido en cuenta ninguna particularidad 
r l intrínseca a la partición asociada al estado x(t) de la red, ahora ' proponemos considerar las ventajas que se puedan derivar de observar a 
la red como un par de grafos uno rojo y otro azul. Los estados estables deben ser aquellos 
que se correspondan con ciertos estados de equilibrio o compromiso entre todas las 
neuronas; así si tenemos los sübgrafos G*(,) y GQ(,) correspondientes al estado x(t) se 
podría pensar que este estado mantiene un alto grado de compromiso entre todas sus 
neuronas si tanto las neuronas pertenecientes al subgrafo rojo Gft}como las perte-
necientes al subgrafo azul GQ,} mantienen un alto grado de compromiso entre sí. Si el PE 
correspondiente al estado x(t) es el par {I(x(t)), 0(x(t))}, sabemos que I(x(i)) se obtiene 
como la suma de todas las aportaciones que las neuronas del subgrafo G*(,) hacen a dicho 
subgrafo; lo mismo podríamos decir con las neuronas de Go(t) respecto a 0(x(t)). Parece 
natural pensar que una medida que permitiría valorar el grado de correlación de una 
neurona x, perteneciente a uno de estos sübgrafos, por ejemplo el rojo, con todas las 
neuronas pertenecientes a dicho subgrafo G*(,), podría ser el cociente de la suma de todos 
los valores en las aristas rojas que partiendo del vértice v„ tienen un extremo en el sub-
grafo Gj(t) entre todas las aristas de G*(,). Por supuesto que si el subgrafo hubiera sido 
el subgrafo azul GQ'* él peso relativo o la medida que pondera el grado de correlación de 
una neurona v, que pertenezca a é l con todas las demás de dicho subgrafo, sería el co-
ciente de la suma de todos los valores en las aristas azules que partiendo del vértice v, 
tienen un extremo en el subgrafo GQ,} entre todas las aristas de GQ,} . 
5.4.1.- Peso Relativo. 
Definimos el peso relativo w*(t) de la neurona x¡ en el estado x(t) como 
*(t) 4 
W¡ =1 
w 
1J 
Sxj(t) 
~ ( t ) ) 
Zxj(t).Wij 
1 
0(x(t)) 
_
 ú y . e G « t > 
______— a v¡ e G0l 
(5.61) 
si v, e grqfo rojo G¡('\ el peso relativo wf\ representa la suma de todos los valores 
asignados a las aristas rojas que conectan con el vértice v, dividido por la suma de todos 
los valores de todas las aristas rojas; en caso de que el vértice v, pertenezca al subgrafo 
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azul, w'(t) representa la suma de todos los valores asignados a las aristas azules que co-
nectan con el vértice v¿ dividido por la suma de todos los valores de todas las aristas azu-
les [Gim 93]. 
En la figura 5.4., se puede observar un caso particular como ejemplo, en el que 
W*V es igual a "1/10" suponiendo que la red se encuentra en el estado definido por el 
vector x(t) = (1,1,1,1,1,0,0,0). 
zy 
X¿£. 
l \ 
LA 
/ÉM>\ f^§W f
^W 
I r = 50 
2 h 
\ / V 
(12+4-1-10 = 
9 
= 5) 
6 
0 8 
Figura 5.4. Peso Relativo wx5(t>. 
La ecuación dinámica de la red, teniendo en cuenta esta nueva definición de peso 
relativo de una neurona, tendremos que definirla de forma que al establecer la dinámica, la 
neurona responsable, deberá pertenecer al color del subgrafo respecto al cual tiene mayor 
peso relativo. Asi, independientemente del color del subgrafo al cual pertenece la neurona 
x, cuando la red se encuentra en el estado x(t), definimos los valores w*(t) y wffl donde 
w*(t) representa el peso relativo de la neurona x, respecto al grafo rojo asociado a la red 
cuando esta se encuentra en el estado x(t), cambiando si es que es así necesario el color de 
la neurona x, a rojo para que de esta forma la neurona x, pertenezca al grafo rojo. De 
idéntica manera, pero "pensando en el color azul", se definiría w¡¿}. Para hallar el peso 
relativo w*(t), se ha desarrollado un algoritmo (ver en Ap. 5.7.) que considera como 
entrada la matriz de pesos, el vector de estado actual y el vértice respecto al cual 
queremos hallar el peso relativo y obtenemos como salida el peso relativo de este vértice 
respecto a todos los demás. Sobre el ejemplo considerado, teniendo en cuenta el vértice 
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Vj, tomando el vector de estado (1,1,1,1,1,0,0,0) y la matriz de pesos W definida en 3.19., 
obtenemos (ver Ap. 5.7.) como salida i/io, tal como se puede observar en la figura 5.4. 
5.4.2.- Teorema de Convergencia III. 
Establecemos la ecuación dinámica de forma que cuando la red se encuentre en el 
estado x(í) la neurona x, valga "1", en el tiempo t+1, si su peso relativo respecto a las 
demás neuronas valoradas con "1" en el tiempo t, es mayor que el peso relativo de la 
misma neurona, respecto a las neuronas valoradas con "0". Caso de ser menor el citado 
peso relativo, la neurona en el mismo instante de tiempo, tomará el valor "0"; en caso de 
ser igual se tendrá que verificar que Xi(t+1) - x¡(t). Es decir la dinámica de la red vendrá 
dada por la ecuación 
Xi(t + l)=fh(wf> - w g ° ) , i = l, ..., n. (5.62) 
donde f, es la función Heaviside 
(5.63) fh(x) = -
1 si x > 0 
0 si x < 0 
coviniendo que 
x(t) _ 
*ff => *i0 
aon, 
Xj(t+1) = x¡(t). (5.64) 
Una trayectoria con origen el estado inicial x(t) podría definirse como una suce-
x(0), x(l), x(2),...., x(t); donde x(t) = x(t+l). (5.65) 
y para determinar las condiciones que se deben de verificar para que la dinámica de la red 
no presente ciclos, sería suficiente encontrar una función llamada, quizás no demasiado 
afortunadamente, función de energía, que debe estar definida de forma que para cualquier 
trayectoria del sistema sea una función decreciente. 
Definimos la función de energía de manera que a cada vector de estado x(t) le 
haga corresponder el escalar: 
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E(x)=- | l (x(t) .0(x(t)) | (5.66) 
es decir, ahora las lineas de nivel serán hipérbolas equiláteras. 
Para probar que la función E(x) es estrictamente decreciente en cualquier trayec-
toria del sistema, distinguiremos dos casos. En el primero de ellos, supondremos que el 
vector de estado en el tiempo t, es 
x(t) = [x,(t), , x^t),...., x„(t)] (5.67) 
si suponemos que xi(t) = 0 y que el peso relativo de la neurona k respecto al grqfo azul, 
w^ es mayor que el que tiene respecto al grqfo rojo wff , entonces el vértice v* debe 
pertenecer al grqfo rojo, es decir el vector de estado 
x(t+l) = [x,(t+l), , Xk(t+1),...., x„(t+l)], con x,c(t+l) = 1 (5.68) 
deberá encontrarse en un estado de energía menor. Es decir debemos probar que: 
* |l(x(t + l)).0(x(t + l))| > |l(x(t)).0(x(t))| (5.69) 
teniendo en cuenta que: 
[x¡(t) = l o x i ( t ) = 0] y [Xi(t) = 0 o x i ( t ) = l] (5.70) 
y que 
x¡(t+l) = Xi(t), Vi * k; i = 1, .., n; (5.71) 
la expresión (5.54) podría haberse escrito como: 
[wg,} > w«'>] =»
 i ( x ( t
]
+ i ) ) Sxk(t-H)x j(t)wk j > ^ - l ~ ¿ x t ( t ) x j ( t ) w ^ (5.72) 
r x(t> ^ x(t> 
K > wko 
donde 
t ^(t+Ox/tK = 
E t x(t+l)x ( t + l ^ + t xk(t+l)wkj + ± ± Xi(t+l)x (t+Dw^ ] • 
i=l j=l J j=l i=k+l j=l J 
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E t (^t)x (t^ +1 \(tKj + t t W*ftiw$ = 
i=l j=l j=l i=4c+l j=l 
t t x / t + l W t + l ^ - t ¿ x ^ x / t ^ = I(x(t+1)-I(x(t)) (5.73) 
i=lj=l J i=lj=l 
Utilizando el mismo procedimiento pero operando en el espacio dual, hubiésemos 
obtenido: 
£ xk(t)Xj(tKj = 0((t))-0(x(t+l)). (5.74) 
por tanto la expresión (5.57) podría haberse escrito como: 
r
 x x , I(x(t + 1))-I(x(t)) 0(X(t))-0(x(t + l)) 
I(x(t + 1)) 0(x(t + l)) 
I(x(t))
 > i Q(x(t + l ) )^0(x( t + l)) I(x(t)) > Q 
I(x(t + 1))> 0(x(t)) ** 0(x(t)) I(x(t + 1))> 
I(x(t + l)).0(x(t +1)) - l(x(t)).0(x(t)) 
>0, 
(5.75) 
l(x(t + l)).0(x(t)) 
Si analizamos la expresión (5.60) para cada uno de los posibles signos de I(x(t), 
I(x(t+1)) y 0(x(t)), 0(x(t+J)), se obtiene que 
|l(x(t + l)).0(x(t +1))| > |l(x(t)).0(x(t))| (5.76) 
y 
E(x(t))>E(x(t+l)). (5.77) 
Un algoritmo de recuperación utilizando los criterios que acabamos de exponer, 
puede verse en Ap. 5. 8., además se comprueba que si recuperamos todos los vectores del 
espacio, los puntos fijos que se obtienen (ver Ap. 5.9.) son los mismos que los calculados 
mediante el algoritmo 1.81 (ver Ap. 1.7.), es decir los puntos fijos que se obtendrían si se 
aplicase el clásico algoritmo clásico de Hopfield. 
5 ¿ . - MODELO VECTORIAL RELATIVO A QRAFOS, 
i suponemos, por ejemplo, que cuando la red se encuentra en el estado 
^ v x(t) la neurona x* pertenece al grafo rojo, el peso relativo wxk(t} se define 
> ^ r como el cociente entre la suma de todos los valores de las aristas rojas 
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con un extremo en el vértice v* y la suma de todos los valores de las aristas rojas del grafo 
G. En un principio se estableció la dinámica de la red según el siguiente criterio: si el peso 
relativo de una neurona en el instante de tiempo t es negativo, esta debe cambiar de esta-
do, si es positivo o cero debe de permanecer en el estado que se encuentre; es decir, es-
tablecimos la ecuación dinámica de forma similar a la aproximación clásica [Kam 90], con 
la diferencia de que el vector que la determina no es el vector de estado, sino el vector de 
pesos relativos. El vector de pesos relativos en un instante de tiempo / lo definimos como 
el vector cuyas componentes son los pesos relativos, es decir (ver Ap. 5. 10.): 
w(t) = { w,(t), w2(t), , wn(t)} (5.78) 
donde para facilitar notación, hemos hecho w¡(t) = w*(t)- La ecuación dinámica será pues 
xi(t + l) = fh[fb(xi(t)).(wi(t))] (5.79) 
donde 
fb(x) = < 
y 
fh(x) = ' 
conviniendo que 
1 six = 1 
-1 six = 0 
1 si x > 0 
0 si x < 0 
(5.80) 
xi(t + l) = x i( t)<»w i( t)=0 (5.81) 
Como puede observarse la ecuación que modela la dinámica de la red (expresión 
5.79) es sencilla y elegante y permite aumentar el número de puntos fijos de forma muy 
considerable. Para nuestro ejemplo, se obtuvieron diecisiete pinitos fijos (ver Ap. 5.11. ) 
frente a los dos obtenidos hasta ahora, tanto con la aplicación del algoritmo clásico de 
Hopfield como con nuestras primeras aproximaciones. Si lográsemos demostrar la ausen-
cia de ciclos; es decir si pudiésemos demostrar la convergencia del algoritmo se habría 
conseguido una sustancial mejora sobre los algoritmos clásicos existentes, ya que se habría 
conseguido aumentar la capacidad de las redes recurrentes, que es una de las principales 
carencias de estos sistemas. 
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Para demostrar la convergencia, vamos a trabajar con el vector de parámetros y 
vamos a utilizar el Espacio Afín Euctideo J?2 con las lineas de energía y líneas de nivel 
anteriormente expuestas. 
5.5.1.- Teorema de Convergencia IV. 
Recordemos que la energía asociada con el estado x(t) la definíamos como: 
E(x(t)) = - | I ( t ) .0 ( t ) | (5.82) 
y vamos a demostrar que si la neurona x¡ cambia de estado, desde el instante / al instante 
t+1, entonces la energía verifica la siguiente desigualdad E(x(í+])) < E(x(t)). Si x¡(t) 
cambia su estado, se pueden distinguir dos casos: 
Caso I: 
• S\Xj(t)=l y x¡(t+l)=0 entonces se verifica que E(x(í+1)) <E(x(t)). 
En primer lugar, vamos a expresar el peso relativo wt(t) en función del vector de pará-
metros/? = (p¡, p2,.... pj que definen a la matriz de pesos transformada W. Según (5.46) 
u 
-M-^iwr (583) 
pero el numerador es el producto del vector de estado x(t) por la columna i-esima de la 
matriz de pesos W, es decir 
SxjW.w^xW.Wi (5.84) 
y según propiedades del álgebra matricial: 
W = p1.U1 +p2.U2+ +pn.Un =>W; =Pl .U| +p2.Uf+ +Pn.U° (5.85) 
donde: 
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UN 
(0,0,.,0,1 A-,0) s i i * j 
[(U..,1,¿,1,..,1) sii = j . 
(5.86) 
Por lo tanto (5.69) podrá escribirse en la forma 
Í;X j(t).w i j = x(t).Wi = P1.x(t).U;+p2.x(t).U?+ +Pn.x(t).U° (5.87) 
j - i 
si llamamos ni(t) al número de unos del vector x(t) y tenemos en cuenta (5.71), tendre-
mos que 
x(t).U^=" 
x¡(t) si i * j 
n, - 1 si i = j 
(5.88) 
es decir 
o 
Xxj(t).w ; j = x(t).W¡ = Pi-xi(t) + p2.x2(t) + +p¡(n, -l)x¡(t) + +p„.x„(t) = 
j - i 
Pi.xi(t) + p2.x2(t) + ... + p¡Xi(t) + ... +p„.x„(t) + p¡(ni -2)x¡(t) = 
p.x(t) + ps(n,-2) (5.89) 
Por otra parte, 
I(t) = (n, - 1) p.x(t) y 0(t) = (no - 1) p. x(t) (5.90) 
la expresión (5.83) podría escribirse entonces como 
["i-ffi P¡ p.x(t) + P i(nl -2) 1 (r W:(t)= = +V" (nj - l).p.x(t) nj - 1 tij - 4 . p.x(t) (5.91) 
Si nj=0, no puede ser que x,{t) = 1, y si que nj=J ó W/=2, hacemos w¡(t) = 0. 
(En Ap. 5. JO se recoge un algoritmo que calcula el peso relativo del vértice v„ conociendo 
solamente el vector de parámetros) 
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A continuación demostremos que si Wj(t) <0, entonces E(t+J) <E(t). Por obser-
vación directa de la expresión (5.91), llegamos a 
w¡(t) < 0 => ágno[ p¡ ] * ágno[ p.x(t)] (5.92) 
niego teniendo en cuenta que xt(t+l) = Ose verificará que ni(t+J) = n¡(t) - 1 = n¡ -1, y 
por tanto: 
I(t+1) = (ni(t+l) - l)p.x(t+l) = (ni- 2Xp.x(t) - p¡) = 
(n!- 2)p.x(t) - (n!- 2).p¡ 
es decir 
I(t+l) = (n,-2)p.x(t)-(n,-2).p i 
I(t) = (n,- l)p.x(t) (5.93) 
* si Wi(t) < 0 e I(t) > 0, entonces I(t+1) es también positivo, en efecto: 
w i ( t ) < 0 = > n 1 > 3 = > ( n , - l ) > 0 y ( n , - 2 ) > 0 (5.94) 
ya que [ n¡ = 1 ó 2] => fw,{í) =0J,y por tanto según (5.93) se verificará 
[(ni - 1) > 0 A I(t) > 0] => p.x(t) > 0 (5.95) 
Por (5.92.), se verificará que/?, <0, y por lo tanto teniendo en cuenta (5.94.), se cumplirá 
- (nj- 2).Pi > 0 (5.96) 
considerando (5.94.) y (5.95.), tenemos 
(n,- 2)p.x(t) > 0 (5.97) 
y por (5.96.) y (5.97.) concluimos que 
I(t+1) > 0 (5.98) 
además 
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w¡(t)<0 1 ( , , - 2 ^ 1 (n,- l ) (n,-l)p.x(t) 
( n i - 2 ) p j 
(n,-!) (n,-l)p.x(t) > 0 
(n,-2) (n, -1) (n1-2)p i > Q = > ( n i Z 2 ) _ 1 (n1-2)p i Q 
( n , - l ) ( n , - l ) (n , - l )p .x( t ) ( i i , - ! ) (n , - l )p .x ( t ) 
(n i-2)p.x(t) ( n , - 2 ) P i (n 1 -2)p .x( t ) - (n 1 -2)p i 
( n i - l )p .x( t ) ( n i - l )p .x( t ) ( n i - l )p .x( t ) 
<t + l) 
I(t) 
> 1 => I(t +1) > I(t) => |l(t +1)| > |l(t)| (5.99) 
y a q u e l ( t + l ) > 0 y l ( t ) > 0 
Veamos ahora que /0(t+1)/ > P(t)¡. Sabemos que I(t+1) >I(t) y por tanto el pun-
to de coordenadas {I(t+J), 0(í+J)} tendrá que estar situado a la derecha del punto de in-
tersección de la recta x = I(t+1) con la línea distancia Hamming equivalente donde se 
encuentra el punto {I(t+1), 0(t+l)} (ver figura 5.5.) 
Linea de Energía de I(t) 
Línea de Energía de I(t+1) 
Línea de Nivel |I(t).t)(t)| 
Figura 5.5. Cambio de Energía 
La linea de Energía sobre la que descansa el PE correspondiente al vector de esta-
do x(t+l) tendrá como ecuación, según la expresión (4.51.), y considerando que trabaja-
mos en la matriz de pesos transformada W: 
n„ y = -
«h-2 
(5.100) 
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El sistema 
no 
y = - — ^ x 
n i ~ 2 (5.101) 
U=i(t) 
tendrá por solución (I(t), -I(t).n0 /(ni - 2)} y por tanto 0(t+l) tendrá que ser 
0(t + l ) < — ^ - I ( t ) (5.102) 
nj — L 
como por otro lado, el par (I(t), 0(t)}, pertenece a la recta de ecuación 
y = 
entonces: 
m* 
n 0 - l 
- n , - l X 
. n 0 - l 
(5.103) 
n , Kt) (5.104) 
n j - 1 
verificándose por lo tanto que 
|0(t+l)| > |0(t)| (5.105) 
y en consecuencia 
|I(t+l)|. |0(t+l)| > |I(t)|. |0(t)| (5.106) 
Resumiendo, tal como queríamos demostrar se verifica que 
|E(t+l)| < |E(t)| (5.107) 
* si Wi(t) <0 e I(t) <0 entonces I(t+1) hubiese sido también negativo. En efecto, según 
(5.94), se verificará que 
[ (ni - 1) > 0 A I(t) < 0 ] =» p.x(t) < 0 (5.108) 
por (5.92.), se verificará que/?, > 0; teniendo en cuenta (5.94.), se verificará 
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- (m-2) . P i <0 (5.109) 
por (5.94.) y (5.95.) se verificará que 
(ni-2)p.x(t) < 0 (5.110) 
y por (5.96.) y (5.97.) concluimos que 
I(t+1) < 0 (5.111) 
además según (5.99.) 
^ ^ >1 =>I(t + l)< I(t) => |l(t +1)| > |l(t)| (5.112) 
(ya que I(t+1) < 0 y I(t) < 0) 
Cason 
• Si Xi(t) =0 y xt(t+l) =1; el peso relativo w/t) se define, pasando al espacio dual, según 
(l) _ P-Xft) + Pifoo -2> _ 1 no ~ 1 Pi f 5 1 1 3 , 
W i U
 (n0-l).p.x(t) n 0 - l n 0 - 2 P . x ( t ) l ' } 
o teniendo en cuenta p.x(t) = -p. x(t) (ver (4.88.)) podríamos haber dicho 
n\ ! n o ~ 1 Pi / « , i ^ x 
w¡(t) = - -.—=— (5.114) 
n o _ 1 n o - 2 P-x(t) 
como (í+1) = 1 se verificará que n0(t+l) - n0(t) -1 = n0-1; entonces según (4.96) 
0(t+l) = (no(t+l) - l)p. x(t+l) = (no- 2)(p. x(t) - p¡) = 
(no- 2)p. x(t) - (no- 2).p¡ (5.115) es decir 
0(t+l) = (no- 2)p. x(t) - (no- 2).p¡ 
0(t) = (no- l)p. x(t) (5.116) 
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y 
1 (n 0-2)p: 1 (n 0 -2)p: 
w f t )<0=> + - 1 - 2 -^— <0=> — -^— >0=> W , W
 ( n 0 - l ) (n0-l)p.x(t) ( n 0 - l ) (n0-l)p.x(t) 
K - 2 ) ( n 0 - l ) ( ^ - 2 ) ^ > 0 = > ( n p ^ 2 ) _ 1 _ (n0-2)Pi , Q _ 
( n 0 - l ) " ( n 0 - l ) (n0-l)p.x(t) ( n 0 - l ) (n0-l)p.x(t) 
(n0 -2)p.x(t) (n0 -2)p¡ > i ^ (n0 -2)p.x(t)-(n0 - 2 ) P i > t ^ 
(n0-l)p.x(t) (n0-l)p.x(t) (n0-l)p.x(t) ' ~" 
^ ^ > 1 => 0(t +1) > 0(t) => |0(t +1)| > |0(t)| (5.117) 
U(t) 
Ya que, por un razonamiento similar al seguido en el caso I, se verifica que el signo de 
0(t+l) es igual al signo de 0(t) y de la misma forma ¡l(í+J)/> ¡I(t)/. Es decir 
E(t+l)<E(t) (5.118) 
Como conclusión se verifica para todos los posibles casos que la energía disminuye 
para dos iteraciones consecutivas del algoritmo, con lo cual queda probada la convergen-
cia de la red. A lo largo de los capítulos 3°, 4o, y 5o se ha construido un nuevo modelo de 
aprendizaje para implementar una red neuronal recursiva discreta. Basándose en estas 
ideas y para completar esta nueva aproximación, en el siguiente capítulo se van a resolver 
las dos principales dificultades que limitan las prestaciones de los algoritmos de redes 
recurrentes clásicos basados en la ley de Hebb. La primera y más importante es la pobre 
capacidad de almacenamiento que presentan estos modelos, o dicho de otro modo, el 
relativamente pequeño número de puntos fijos que se pueden instalar en la red, causado 
por la facilidad de saturación que poseen estos algoritmos. Es conocida la evaluación de 
esta característica, que realizan algunos autores [Lip 87]. La segunda dificultad está 
relacionada con los parásitos o puntos que se fijan en la red y no se corresponden con los 
prototipos; es decir de los estados espurios. Para eliminar, con éxito, gran número de 
parásitos, se utilizará la distribución de los pesos relativos de un estado. Para ilustrar con 
mayor claridad las mejoras introducidas, haremos uso de un ejemplo más gráfico, la 
codificación de los dígitos arábigos. 
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CAPÍTULO 6. 
CAPACIDAD DS LA R£D Y CONTROL 
DS PARÁSITOS 
«*- INTRODUCCIÓN, 
a capacidad de una RNRD es la relación que existe entre el número de po-
sibles estados que puede poseer la red y el número de estos que son esta-
bles [Abu 85]. Recordemos que un estado es estable si partiendo de el, al 
evolucionar la red hasta alcanzar la estabilidad ésta no cambia de estado. Tal como vimos 
en los primeros capítulos una de las principales carencias e inconvenientes de las redes 
recurrentes es su baja capacidad, debido fundamentalmente a las limitaciones de la ley de 
Hebb, en la cual se basa su convergencia [Bru 90]. En este capítulo vamos a intentar 
superar estas carencias aplicando nuestra nueva aproximación basada en teoría de grafos 
[Gim 94]. Mostraremos que la capacidad de la red puede ser controlada mediante la 
introducción de un parámetro cuyo valor oscilará en un rango variable obtenido apli-
cando el Teorema de Convergencia Hiperbólico antes expuesto [Gim 95a]. Por otro lado 
también demostraremos que la capacidad va a poder ser controlada, dependiendo de 
cada clase de estado; es decir, podremos dotar a la red de mayor o menos capacidad so-
bre cada una de las lineas de energía, así tendremos un vector capacidad que permitirá 
controlar la capacidad de la red independientemente para cada clase [Gim 95a]. La idea 
es la siguiente: supongamos que mientras más positiva sea la primera componente del PE 
asociado a un cierto vector de estado x(t), la mayor intensidad en color rojo, es el grafo 
G'(", y que mientras más negativa es la segunda componente del PE asociado x(t), la 
mayor intensidad en color azul, es el grafo G%°. En estas condiciones, se podría definir 
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un parámetro de forma tal que al dejar evolucionar a la red, con una de las ecuaciones 
dinámicas antes expuestas, ésta se estabilizase cuando se llegase a un estado cuyo umbral 
de color, para cada subgrafo, fuese mayor que un cierto valor dado por un parámetro ¡a. 
Por lo tanto, mediante este umbral se controlaría la admisión de elementos estables y por 
tanto la capacidad de la red podría ser controlada [Gim 94]. Si permitiésemos diferentes 
intensidades para los subgrafos rojos y azules, dependiendo de si estos forman triángulos, 
tetraedros, pentaedros, etc., se podría permitir más o menos puntos fijos dependiendo de 
la línea de energía en la cual estén situados; en este caso, tendríamos un vector de pará-
metros 0, que controlaría la capacidad de la red por clases. 
Controlada la capacidad de las redes mediante la introducción del parámetro 
indicado, cabe plantearse la aparición de estados espurios. Parece evidente que si con 
motivo de pretender que aparezca como estado estable, un estado que mantiene un grado 
de correlación muy bajo, con los prototipos de aprendizaje, el hecho de minimizar mucho 
el valor del parámetro capacidad 0, seguro que lleva consigo una gran cantidad de 
estados también estables y que, sin embargo, no queremos que se comporten como tales: 
estos puntos son los parásitos. Para evitar estos parásitos asociaremos a cada estado un 
número que representa la desviación típica de su distribución de pesos relativos asociada, 
permitiendo como estables nada más aquellos vectores que además de verificar la 
condición de estabilidad impuesta por la ecuación dinámica, guarda la desviación 
impuesta por los prototipos. 
En este capítulo en el que claramente se podrán contemplar los resultados, vamos 
a determinar el valor que puede tener el citado vector de parámetros capacidad, para te-
ner garantizada la convergencia de la red, así como los algoritmos de eliminación de 
estados parásitos. También recogeremos los algoritmos de recuperación de patrones, en 
función del parámetro introducido, que hemos diseñado tanto para el caso en el que el 
número de estados estables es independiente de la clase en la que nos encontramos, 
como cuando el número de estados estables que se permite sea mayor o menor, 
dependiendo de la clase o recta a la cual pertenece. Aunque hasta este momento hemos 
utilizado el ejemplo de codificación fonética debido a su gran utilidad por tratarse de una 
red con 8 neuronas que permitía visualizar los grafos con gran facilidad, en este capítulo, 
por tratarse de la obtención de resultados prácticos, he creído más interesante desarrollar 
una aplicación más conocida, donde los prototipos son 10 vectores de 28 componentes 
representando los 10 dígitos arábigos. Todos estos resultados podrán ser visualizados y 
comprobados en los programas incluidos en los apéndices, desarrollados en Mathematica 
2.2. 
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*>&- UMBRALES DE CAPACIDAD. PARÁMETRO EXfERNO. 
i a ecuación dinámica de una KNRD, según puede verse en la expresión (5.79) del capítulo anterior, establecía que suponiendo que en el instante / 
una red recurrente se encuentra en el estado x(t), entonces una neurona 
cualquiera x¡ tomará el valor uno o el valor cero en el instante de tiempo t+1, dependien-
do de si la componente i-ésima Wi(t), del vector de pesos relativos w(t), es mayor o 
menor que cero. Ahora vamos a analizar en profundidad el significado de dicha ecuación: 
¿Por qué no considerar que x¡tomará el valor uno o el valor cero en el instante de tiempo 
í+J, dependiendo de si la componente i-ésima w,{t), del vector de pesos relativos w(t), es 
mayor o menor que un cierto parámetro 6 ? Es más, ¿por qué no considerar que el valor 
de dicho parámetro depende de la clase [j] a la cual pertenece el estado x(ip. Es decir, se 
trataría de establecer una ecuación que nos determine si en el instante t la red se 
encuentra en el estado x(í), y este estado se encuentra en la clase [j], (es decir, consta de 
j unos), entonces la componente i-ésima w¡(t), del vector de pesos relativos w(í) asociado 
a x(t), es mayor o menor que la componente j-ésima 6¡ de un cierto vector 0, que 
llamaremos vector de umbrales capacidad. 
Si si x(t) e ¡j], entonces: 
x i(t + l) = fh[fb(x i(t))(w i(t)-e j)] (6.1) 
donde 
fh(x) = 
1 six = 0 
(6.2) 
1 si x > 0 
10 si x < 0 
conviniendo que 
x i(t + l ) = x i ( t ) o w i ( t ) = e j (6.3) 
Analizando en profundidad la ecuación 6.1., indica, que x¡(t) cambia de estado si 
w¡(t) es menor que la componente j-ésima 9¡ de un cierto vector 6. La componente 6¡ 
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será un parámetro que dependerá de la clase [j] en la cual se encuentra el PE del vector 
x(t). Vamos a establecer cual puede ser el rango de variación de la componente 0¡ del 
parámetro 0, para que la convergencia de la red continúe asegurada. Tal como vimos en 
el capítulo anterior, la convergencia estaba asegurada, si 0¡•= 0, para todo y,. Ahora se 
trata de encontrar el dominio sobre el cual puede variar 6¡, de forma que al aplicar la 
ecuación (6.1) a una neurona cualquiera x¡, en el instante de tiempo t, el valor que tome 
dicha neurona en el tiempo í+1, x/t+J), sea tal que el nuevo estado x(í+J), tenga su PE 
asociado situado en una hipérbola más "exterior" que aquella donde estaba situado el PE 
de x(t). Si en el tiempo t la red se encuentra en el estado x(t) cuyo PE pertenece a la clase 
¡j] (donde, 2<j<n-l, ya que en caso contrario nos encontramos con casos singulares que 
analizaremos por separado); es decir, a la clase con y unos y (n-j) ceros y la neurona x¡ 
cambia de estado al pasar del instante í al instante /+/ , vamos a distinguir todas la 
posibles formas en que este cambio puede efectuarse. 
Primeramente consideraremos el caso en que 
p.x(t) > 0 (6.4) 
y dentro de esto consideraremos otros dos casos: 
• Caso I. 
X i í tMyx^t+ lH 
Hemos supuesto que x(t) pertenece a la clase ¡j], es decir es un estado con y unos, 
haciendo y =n¡ y (n-j)= n0, para facultar la notación. Según (4.89) 
l(t) = (m-l).(p.x(t))>0 (6.5) 
y 
O(t) = - (no - l).(p.x(t)) < 0 (6.6) 
podemos entonces asegurar (ver figura 6.1.), que siempre que 
I(t+1) > xo (6.7) 
la convergencia estará asegurada. 
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Según puede verse fácilmente en la figura 6.1., x0 es la abcisa del punto (x0, yo) 
intersección de la hipérbola de ecuación x.y = l(t).0(t) con la Imea de energía [j-1], ya 
que como x¡(t) = 1 y x¡(t+J) = 0, el nuevo estado x(í+J) tendrá evidentemente un cero 
más y un uno menos que el x(t) 
(xo, yo! 
Figura 6.1. Parámetro Capacidad OÍ. 
por lo tanto para hallar x0 tendremos que resolver el sistema 
x.y = I(t).0(t) 
f 
y = n„ U i - 2 , 
(6.8) 
pero 
I(t) = (n1-l)p.x(t) 
O(t) = -(no-l)px(t) 
(6.9) 
(6.10) 
y sustituyendo estos valores en el sistema (6.8), tendremos que 
x.y = - ( n 1 - l X n 0 - l X p . x ( t ) ) 2 
n r y = - Vx-1) 
(6.11) 
verificándose que 
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l0 , 2 
n x - 2 
x^-Oh-lXno-lXp.xít))2 (6.12) 
es decir 
x2 = 
( ^ - 2 X ^ - 1 X ^ - 1 ) (p.x(t))2 (6.13) 
luego 
x0 = 
( ^ - 2 X ^ - 1 X ^ - 1 ) 
nn 
(p.x(t)). (6.14) 
Haciendo 
q = 
( n t - 2 X ^ - 1 X ^ - 1 ) (6.15) 
tendremos que 
xo = q.(p.x(t)) (6.16) 
Veamos ahora si podemos establecer la condición que debe verificar el peso 
relativo w¡(t) para que I(t+1) > x0. Teniendo en cuenta que si x(t) es tal que x¡(í) = 7 y 
que cuando cambia al estado x(t+J) la neurona x, cambia de estado; es decir, x¡(t+J) = 0 
permaneciendo el resto igual, se verificará que 
xk(t) = xk(t + l) si k * i 
Xi(t + 1) = 0 
lxs(t) = l 
(6.17) 
luego 
p.X(t) = Pl.Xi(t) + ... + Pi.l + .... + pn.X„(t) (6.18) 
p.x(t+l) = pi.xi(t+l) + ... + pi.O + .... + p„.x„(t+l) = p.x(t) - pi (6.19) 
como x(t+l) e [n¡-l,n0+l]. Por (4.89) se verificará que I(t+1) = (nr2)px(t+l), y, por 
(6.16) y (6.19), podemos decir que I(t+J) = fa -2)(p.x(t) -p¡). Luego, 
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I(t+1) > xo <=> (ni - 2Xp.x(t) - p¡) > q(p.x(t)) <s> 
(n, - 2)(p.x(t)) - (nj - 2) p¡ - q(p.x(t)) > O <» 
(ni - 2 - qXP-x(t)) - (nj - 2)p¡ > O 
y como p.x(t) > O, podemos dividir porp.xft) obteniendo que 
(ni - 2 - qXp.x(t)) - (ni - 2)p¡ > 0 <* 
( n i _ 2 _ q ) _ ( n i _ 2 ) . _ l L _ > 0 ^ 
(n1-2-q)_(n1-2) P i 
K-l) (n,-l)p.x(t) 
(n,-l-q) 1 (n,-2)
 P i 
( n , - l ) ( n , - l ) ( n r l ) p . x ( t ) >0<5> 
1 (11,-2)
 P i (-n,+l + q) 
> —; rt— ^ (n,-l) (i,-l)p.x(t) (n,-l) 
1 (n,-2) p. > , - l - q ) 
(ii,-!) (n,-l)p.x(t) (n,-l) ° 
1 (n,-2) p¡ q 
(n,-l) + (n,-l)p^(0<1~(n1-l) ( 6 
Por (5.114) sabemos que: 
^-J^+J^^T) (6 
por lo tanto, la expresión (6.20) sería equivalente a: 
Ktfl) > * o wi(t) < 1 - - i - o wi(t) < 1- J ^ 1 " 2 ^ 0 " 0 (6 
(n, -1) }¡ (n, - l)n0 
y si a, y a¡.i son las pendientes de las rectas [j] y [j-1] respectivamente; es decir, si 
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n0 Otj-i = - -
n „ - l 
a ¡ = -
n i - 1 
tendríamos que si: 
0
 * (6.23) 
w¡(t) < 1- 1-^- (6.24) 
H-i 
la convergencia está asegurada. Recordando que, por facilitar notación, habíamos toma-
do j; = ri] y (n-j) =n„, podríamos escribir 
n 0 - l n - j - 1 a : = - - = - . J
 n j - 1 j - 1 
(6.25) 
n - ( j - l ) - l _ n - j 
Para que la convergencia esté asegurada deberá verificarse entonces, según (6.24), que 
W i ( t ) < 1
"fe = 1 Í (j-lXn-j) =1"m^ (626) 
evidentemente el termino m, es menor que uno, y por lo tanto 1- ntj será mayor que cero. 
Si hacemos, 6¡= 1 -mj, hemos demostrado que si w¡(t) < d¡, entonces I(t+1) >x0 y por lo 
tanto la convergencia está asegurada. 
En los casos singulares cuandoy < 2 o bien j > n-2, se sigue manteniendo el va-
lor cero para 0¡. En el ejemplo considerado, si aplicamos el algoritmo ReljPP[x,pJ], defi-
nido en Ap. 5.9., que calcula el peso relativo de un cierto vértice y, cuando el vector de 
estado es x y el vector de parámetros es p. Si tomamos como vector de estado x(t) = 
(1,1,1,1,1,0,0,0), como vector de parámetros el vector definido en (4.82), p = 
'63 31 -25 11 -5 11 -37 -49) . . 
—,—-,——,—,—>—,—— >~r > Y como vértice v,el vértice numero 4, es decir j = 4. 
\4 4 4 4 4 4 4 4 J J 
Obtenemos que el peso relativo de v4 es igual a ReljPP[x,pJ] = 0.302326, ver Ap. 6.1. 
Interpretación geométrica de Redes Neuronales Recurrentes Discretas mediante Grafos Completos. 179 
Capítulo 6 
Cuando la red se encuentra en el estado x(t) = (1,1,1,1,1,1,0,0) su PE es el punto (I(t), 
0(t)) = (215/2, - 43/2) y la hipérbola que pasa por este punto tendrá como ecuación x.y 
= - 9245/4. El punto x0 será la intersección de la hipérbola con la recta 7, de ecuación y 
= - (no/ni-2)x, es decir la solución del sistema: 
x.y = -9245/4 
y = - o 
n x - 2 
x.y =-9245/4 
2 
y = - 6-2 
(6.27) 
La solución de este sistema (tomando puntos del segundo cuadrante) es 
x = 
43V5 
41 
y = -
4 3 ^ 
V2\ 
(6.28) 
Por otra parte según (6.16), x0 = q(p.x(t)), donde según (6.15) 
q = K-2X^-1X^-1) (6.29) 
luego
 q = Jw y xo =^<y4,%-%%y4M.^4^/4).(lJJJJflM= 43%> 
que efectivamente coincide con el valor de x solución del sistema (6.28). Por otra parte si 
a¡ y CC2 son las pendientes de las rectas I y II respectivamente, es decir 
ai = -
a 2 = -
no 
n!~2 
n 0 - l 
n , - l 
2 
4 
1 
~5 
1 
2 
(6.30) 
Por otra parte, utilizando el algoritmo ReljPP visto en Ap. 5.10., el peso relativo w4(t) es 
iguala 
w4(t) = ReljPP[x,p,4] = 0.302326 (6.31) 
y que se verifica (6.24), ya que 
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Ía7 ¡2 
l- — = 1-, - = 0 Va, V5 0.302326 = w4(t) < 1-   -J -  .367544 (6.32) ]¡ ( X , V 5 
Efectivamente, si x* cambia de estado el nuevo estado x(í+l) = (1,1,1,0,1,1,0,0) es tal 
que su PE, es decir (I(t+1), 0(t+l)) = (75, - 75/2) es tal que x0 <I(t+l). En efecto: 
^jí = Xo < 75 = I(t+1) (6.33) 
Luego, cuando estamos en la clase [j], ú permitimos como estables nada más aquellos 
estados cuyos pesos relativos de sus neuronas sean todos mayores o iguales que el valor 
6j, aplicando la ecuación dinámica (6.1), la convergencia está asegurada. Además, evi-
dentemente, cuanto mayor sea el valor de 6¡ menor será el número de puntos fijos y 
viceversa. 
• Caso n. 
Xj(t) = 0 y x¡(t+l) = 1 
suponiendo también que x(t) pertenece a la clase ¡j], es decir es un estado con y unos, 
haciendo y = «; y (n-j)~ no, para facilitarla notación, entonces según (4.89), podemos 
asegurar (ver figura 6.1.) que siempre que: 
O(t+l)<y0 (6.34) 
está asegurada la convergencia. En (6.34), y0 es la ordenada del punto (Xo, yo), inter-
sección de la hipérbola de ecuación 
x.y = I(t).0(t) 
con la línea de energía ¿j+1], correspondiente a la clase [rij+1, no-1], ya que en caso de 
que haya un cambio de estado y x¡(t+l) = 1, el nuevo estado x(t+l) tendrá evidente-
mente un uno más y un cero menos que el x(t), ver figura 6.2. 
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n,-h 
Figura 6.2. Umbral de Capacidad. 
por lo tanto, para hallar y0 tendremos que resolver el sistema 
x.y = I(t).0(t) 
( 
y = - n 0-2 
v n i 
(6.35) 
pero según (4.89.) 
I(t) = (nrl)p.x(t) (6.36) 
0(t) = -(no - l)px(t) (6.37) 
sustituyendo estos valores en el sistema (6.28), tendremos que 
x.y = -(n1-lXn0-lXp.x(t))2 
( 
y = 
n 0 - 2 (6.38) 
por lo tanto, sustituyendo el valor de x = -fnj/(n0 - 2)]y, despejado de la segunda ecua-
ción del sistema, en la primera, se verificará que 
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M - a 
n 0 - 2 
y2=-(no-lXni-l)(p.x(t)r (6.39) 
es decir 
y ^ ( n 0 - 2 X n o - l X - - l ) ( p x ( t ) ) 1 
n 
(6.40) 
luego, teniendo en cuenta que .yo tiene que ser menor que cero, 
( n 0 - 2 X n 0 - l X n 1 - l ) 
y o = - J : (p-x(t)) 
n, 
(6.41) 
y haciendo: 
q = . 
( n 0 - 2 X n 0 - l X n 1 - l ) 
n, 
(6.42) 
tendremos que: 
yo = - q.(p.x(t)) (6.43) 
Veamos ahora si podemos establecer la condición que debe verificar el peso 
relativo w/í) para que 0(t+J) < y0. Teniendo en cuenta que x(t) = 0 y que en el instante 
de tiempo (í+J) la neurona x¡ cambia de estado, es decir x¡(t+l) = 1 permaneciendo el 
resto de las componentes igual, se verificará que: 
xk(t) = x k ( t + 1) si k ^ i 
Xi(t + l ) = l 
lxi(t) = 0 
(6.44) 
por lo tanto: 
p.x(t) = pi.X!(t) + ... + pi.O + .... + p„.x„(t) (6.45) 
luego 
p.x( t+ l ) = pi .Xi(t+l) + ... + Pi. 1 + .... + Pn.Xnít+l) = p.x(t) +
 P ¡ (6.46) 
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y como x(t+l) pertenece a [rij + 1, n0- 1], se verificará que: 
0(t+l) = -fn0 - 2)px(t+l) 
podemos decir entonces que: 
0(í+J) = -(no - 2Xp.x(t) + p¡), luego: 
0(t+l) < y0 <» -(no - 2)(p.x(t) + Pi) < -q.(p(x(t)) <» 
(no - 2Xp.x(t)) + (no - 2) p¡ - q.(p(x(t)) > 0 o 
(no - 2 - q)(p.x(t)) + (no - 2).p¡ > 0 <» 
(no-2-q) + (no-2) . -^ ->Ocí> p.x(t) 
( n 0 - 2 - q ) (n 0 -2 ) P i n 
(n0-l) (n0-l)p.x(t) 
(n 0- l -q) 1 +(n0-2) Pi Q 
(n0-l) (n0-l) (n0-l)p.x(t)> ° 
K - i - q ) 1 (n0-2) _p¡ 
(n0-l) (n0-l) (n0-l) p.x(t) 
* _ _ ! _ \ (no~2) Pi 
(n0-1) (n0-1) (n0-1) p.x(t) ° ( 6 4 7 ) 
teniendo ahora en cuenta que: 
m L_ (no~2) Pi Wi(,)=K^) - ^ Ó í ü o (648) 
la expresión (6.47) sería equivalente a: 
0(t+l) < y . o ws(t) < 1 - — 3 — - ^
 w . ( t ) < j _ ( n ° 2 X n i *> (6.49) 
( n 0 - l ) ^ (n 0 - l )n! 
y si a, y aJ+I son las pendientes de las rectas ¡j] y ¿j+JJ respectivamente, es decir si 
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a ¡ = -
n 0 - l 
"J « i 
Oj+1 
n 0 - 2 
n, 
(6.50) 
tendríamos que si 
W i ( t ) < l - a j+i 
Ct; 
(6.51) 
Recordando que tomamosy = «/ y (n-j) =n0, podríamos escribir: 
a¡=-
no-! j - l 
J
 n , - l n - j - 1 (6.52) 
(j + l ) - l 
a j+1
 n - ( j + l ) - l n - j - 2 
Según (5.24) para que esté asegurada la convergencia deberá verificarse que 
CC; / • w i / lj+1 i ( J - l X n - j - 2 ) 
w ¡ ( t ) < l - J = 1-J— ^ r : — = l - m ; 
Ot; j ( n - j - l ) (6.53) 
evidentemente el termino m, es menor que uno, y por lo tanto 1- ntj será mayor que cero. 
Si hacemos, 6i¡ = 1 - ntj, hemos demostrado que si w¡(t) < 6¡, entonces I(t+1) <y>o y la 
convergencia está asegurada. Por lo tanto, en todo caso, 6¡ = 1-ntj donde é^es 
«H 
i (n-j-lXJ-2) .
 M . ,.. 
^ (j-lXn-j) a X i ( t ) = 1 y X ( t ) e ^ 
(6.54) 
, (J-lXn-j-2) . 
1_V j(n-j-D a X i ( ) = y ^ ^ ^ 
El caso en quQp.xfí) <0, habría que particularizarlo para los dos casos I y II con-
siderados en el anterior. La demostración se realizaría de manera similar a la 
desarrollada, sin más que pasar al espacio dual. 
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< X i = -
n 0 - l 
*•> « i 
a j+i = — 
n 0 - 2 
(6.50) 
tendríamos que si 
W i ( t )< l - cc j+i 
a ; 
(6.51) 
Recordando que tomamos./ = n¡ y (n-j)=n0, podríamos escribir: 
O C : = -
n o " 1 j - l 
J
 n , - l n - j - 1 (6.52) 
« j + i = 
J (j + l ) - l 
n - ( j + l ) - l n - j - 2 
Según (5.24) para que esté asegurada la convergencia deberá verificarse que 
CL; / • w i / t j + 1 i ( J - l X n - j - 2 ) 
w i ( t ) < l - J = 1 - J — ^ ^ — = l - m ; 
<X: j ( n - j - l ) (6.53) 
evidentemente el termino m¡ es menor que uno, y por lo tanto 1- mj será mayor que cero. 
Si hacemos, 6¡= 1 - ntj, hemos demostrado que si w¡(t) < $Jt entonces I(t+1) <y<¡ y la 
convergencia está asegurada. Por lo tanto, en todo caso, 6j = l-itij donde é^es 
Oj-i 
i (n- j - lXJ-2) . 
W (j-lXn-j) a X i ( t ) = 1 y X( t ) e r^ 
(6.54) 
' - f l S ^ w y *>-., 
El caso en que p.x(t) <0, habría que particularizarlo para los dos casos I y II con-
siderados en el anterior. La demostración se realizaría de manera similar a la 
desarrollada, sin más que pasar al espacio dual. 
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De los desarrollos anteriores puede concluirse, que dada una RNRD si la red se 
encuentra en el estado x(t) correspondiente a la clase [j] = [n¡, n0] y deseamos que en 
esta línea descansen muchos puntos fijos, debemos asignar al parámetro 6¡ un valor muy 
bajo, ya que en este caso, muchos estados tendrían todos sus pesos relativos mayores 
que este valor; por lo contrario, si queremos que en la línea ¡j] descansen pocos puntos 
fijos debemos colocar ^ en un valor muy alto. Teniendo en cuenta estas consideraciones, 
definimos un vector 
e = (e1>e2,...,en), (6.55) 
donde debe verificarse $¡ < l-mh para todoy =1, ..,«, para garantizar la convergencia de 
la red. Este es el vector de umbrales que permitirá controlar la capacidad de la red. 
Tal como demostraremos en los próximos apartados existe una relación inversa 
entre 0¡ y el número de puntos fijos que soporta la recta r¡. Mientras mayor sea 9¡ menor 
es la cantidad de puntos fijos que aparecen sobre la recta r,; sin embargo tomando 0¡ los 
valores menores posibles, nos encontramos con la mayor cantidad de puntos fijos sobre 
la recta r,. El valor encontrado para los 6¡ garantiza la convergencia de la red, pero no 
nos permite asegurar si en la que clase particular ¡j], vamos a encontrar puntos fijos, 
pudiendo darse el caso, de que todos los estados escapen de esta recta, colocándose 
sobre otra. Para resolver esta cuestión hemos de determinar cual es el rango de variación 
en la asignación de estos parámetros que se puede permitir, para asegurar la aparición de 
puntos fijos en una recta determinada. En el próximo apartado vamos a definir el 
concepto de prototipo absoluto, que serán los patrones que se corresponden con 
aquellos vectores de pesos relativos que mantienen el más alto grado de equilibrio entre 
sus neuronas dentro de cada recta. Si tomamos como 6¡ un valor que además de 
asegurarnos la convergencia, nos asegure que al menos el prototipo absoluto de la clase 
[j] va a aparecer como fijo, ya habremos conseguido nuestro objetivo. 
6.2.1.- Prototipos absolutos. 
En cada una de las líneas de energía r¡ tenemos la distribución de puntos, corres-
pondientes a todos los posibles PE's, situados sobre la citada línea. Definimos como 
prototipo absoluto de la clase r„ aquel vector perteneciente a la citada clase, que posee la 
energía más baja de todos los de su clase; dicho de otra forma, aquel vector a¡ de r¡ cuyo 
PE asociado verifica que \I(a^.O(a¡)\ es mayor o igual que \I(x).0(x)\, para todo vector x 
de r¡. Matemáticamente: 
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a¡ es el prototipo absoluto de la clase r¡ <¿> ' 
ai e r i 
|l(a i).0(a i)|>|l(x).0(x)|,Vxer i 
Si la matriz de pesos utilizada es la matriz transformada W, se verifica que cuando 
I(x) es positivo 0(x) es negativo y viceversa, ya que las líneas de energía donde están 
situados los PE's de cualquier vector x, pasan todas por el origen. Además si x pertenece 
a la clase r„ cuya pendiente es at, se verificará que 0(x) = a,. I(x). Por lo tanto, si a, es 
el vector de r¡ cuyo PE asociado se separa del origen una distancia igual o mayor que 
cualquier otro vector x de r¡, se verificará que: 
^ ( a ; ) ] 2 +[0(a i)]2 > V[l(x)]2 +[0(x)]2, Vx e r¡ « • 
^ I ( a ¡ ) ] 2 +a12[l(ai)]2 > >/[l(x)]2 +«f[l(x)]2, Vx e r¿ •o (6.56) 
|l(ai)|VÍ+oJ > |l(x)|Ví^f, Vx e ri <=> |l(ai)| > |l(x)|, Vx e r¡ 
expresando I(x) en función de 0(x), llegamos a ver que: 
|0(ai)|>|0(x)|, V x e r i 
es decir: 
11(8^.0^)1 >|l(x).0(x)|, V x e r i . (6.57) 
Concluyendo si a¡ es el vector de r, cuyo PE asociado dista del origen un valor igual o 
mayor que cualquier otro vector x de r„ se verificará que a¡ es el prototipo absoluto de la 
clase r¡, ya que es el que tiene la energía más baja de todos los de su clase. Se cumple 
también, por supuesto, que si el vector a se corresponde con uno de los prototipos 
absolutos, el prototipo a se corresponderá también con un prototipo absoluto ya que 
I(a) = 0(a) así como O (a) = I(a) 
y por lo tanto \I(a).0(a)\ = \I(a).0(a)\. 
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Dejando evolucionar a la red según el algoritmo descrito en 6.1., se obtienen 
aquellos estados x(t) que tienen su PE asociado sobre la hipérbola más alejada del origen. 
En nuestro ejemplo una vez aplicado el citado algoritmo (ver Apéndice 5.6.), solamente 
se ha obtenido un prototipo absoluto y su simétrico, que coinciden con el vector de esta-
do a = (1,1,0,10,1,0,0) y su simétrico a = (0,0,1,0,1,0,1,1). El prototipo a se 
corresponde con la partición del Grafo Resultante que se puede ver en la figura 6.3. 
Figura 6.3. Prototipo Absoluto. 
Este grafo es, por lo tanto, aquel que guarda un mayor grado de correlación en-
tre todas sus neuronas, siendo sus coordenadas, tal como puede verse en la figura 6.4., 
1 = 0 
150 
•
 Í J D 0 
•\50 
-150 -100 -50 -s 
' -50 
s- -100 
s -150 
y 
y 
s" 
y 
y 
y 
'••'.•'•'•. 5 0 .; 1 0 0 1 5 0 
{I(a),0(a)}=(87,-8 
Figura 6.4. Representación Gráfica del Prototipo Absoluto a4. 
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aquellas que se corresponden con las coordenadas del punto situado en la hipérbola más 
exterior al origen de la línea r4; es decir, se trata del prototipo absoluto a4. Por otra 
parte, según las definiciones de I(x(t)) y 0(x(t)) dadas por (4.2) y (4.3), podríamos escri-
bir que: 
2I(x(t)) = ZZx i(t) .x j(t) .w i j 
i=i j=i 
2 = 
£2xi(t).xj(t).wij 
I(x(t)) 
2 = i;xi(t). 
i=l 
Zxj(t).W¡j 
ti 
I(x(t)) 
2 = Zx i(t).w i(x(t)) 
i=l 
2 = Zw¿(x(t)), Vi / X i ( t )= l 
i=l 
2 = Zw¿(x(t)), \fi/wieG¡ (t) 
i=l 
Pasando al espacio dual podríamos haber demostrado que : 
2 = Zw i(x(t)), Vi/X¡(t) = 0: 
i=l 
2 = 2>i(x( t ) ) , V i / V i eG* ( x t) 
i=l 
con lo cual: 
2>i(x(t)) = 4 (6.58) 
i=l 
Concluyendo, asociado con cualquier estado de la red, tendremos una distribu-
ción de pesos relativos de dicho estado. Independientemente del estado en el cual se en-
cuentre la red, tendremos una distribución del número 4 en n partes, asociada a él (ver 
figura 6.5.), por tanto, asociado al prototipo absoluto a habrá también un diagrama de 
pesos relativos. Considerando nuestro caso particular, el vector de pesos relativos w(a) 
asociado con él prototipo absoluto a = (1,1,0,1,0,1,0,0) será (ver Ap 6.1): 
w(a) = {0.695, 0.511, 0.477, 0.396, 0.362, 0.396, 0.545, 0.614} (6.59) 
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La distribución de pesos relativos asociada a w(a) para el ejemplo considerado será el 
que puede verse en la figura 6.5.: 
0 . 7 
1 2 3 4 5 6 7 8 
Figura 6.5. Distribución de Pesos Relativos de (1,1,0,1,0,1,0,0). 
Hallemos ahora los valores mínimos de las componentes de los vectores w(a¡) 
para todo prototipo absoluto a¡, y de este conjunto calculemos el máximo; es decir: 
Ui = máx{mín{ w(a¡), i =1,..., n}, Vprototipo absoluto a} (6.60) 
si por otra parte hacemos 
U2=mm{8i, i=l,..., n}, (6.61) 
El valor: 
u = mín { ui, u2} (6.62) 
nos dará el valor máximo del umbral permitido. Es decir tal como desarrollamos el algo-
ritmo de recuperación en (5.79) la dinámica de la red se definía, de forma tal que los 
patrones recuperados eran aquellos cuyo vector de pesos relativos verificaba que todas 
sus componentes eran mayores que cero. Ahora bien, una vez hallados los prototipos 
absolutos sabemos que por lo menos estos patrones verificarán que todas las componen-
tes de sus vectores de pesos relativos asociados, son mayores que ju; por lo tanto, 
tomando el parámetro 6 de la forma: 
0e(-oo,n] (6.63) 
tenemos asegurada la convergencia. Por otro lado, mientras menor sea 6, mayor número 
de patrones verificará que su vector de pesos relativos asociado, tiene todas sus compo-
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nentes menores que &, siendo esta condición la que nos permitirá construir un algoritmo 
de recuperación en función de un parámetro externo, controlando a través de este la 
capacidad de la red. La idea es permitir como puntos fijos, aquellos cuyos vectores de 
pesos relativos asociados tengan un diagrama de frecuencias del tipo del mostrado en la 
figura 6.5., de tal forma que todas las barras del diagrama estén colocadas por encima de 
un cierto parámetro ju. 
Por otra parte vimos en (4.99) que la primera componente I(t) del PE de 
cualquier estado x(t),opt pertenezca a la clase [i], es de la forma 
I(t) = (i-l).p.x(t) (6.64) 
Por lo tanto el de mayor I(t) de todos los de su clase será aquel x(t) de la clase [i] que 
tenga mayor valor dep.xfí). Por otra parte, para cualquier vector x(t) de la clase [i], se 
cumple: 
0(t) = -(n-i-l).p.x(t) (6.65) 
El estado de menor 0(t) de los de la clase [i], será aquel que tenga menor valor áep.x(t). 
En la clase [i] cualquier estado x(t) tendrá "i" unos, por lo tanto p.x(t), se puede 
considerar como la suma de ciertas / componentes del vector p dependiendo de la 
situación de los unos en x(t); por ejemplo, (1,1,1,1,1,0,0,0). (p,, p2, p3,, p<„ p¡„ p6„ p?„ ps) será 
igual a pi+p2 + P3 + P4 + Ps. Si listásemos todas las combinaciones de las 8 componentes 
del vectorp tomadas de 5 en 5, y sumásemos los cincos elementos de/? tomados en cada 
combinación, el que nos de proporcione mayor valor, nos indicará cual es el vector de la 
clase [5] que tiene mayor producto p.x(t) y por lo tanto mayor producto \l(t).0(t)\; es 
decir, una forma de hallar los prototipos absolutos a¡, a2, ..., a„ correspondientes a los 
PE's de menor energía de las clases [1], [2], .., [n], podría ser la siguiente: en primer 
lugar ordenar de mayor a menor las componentes del vector/?, para obtener el vector 
s(p)=(Pi,,Pi2,-,Piti) (6.67) 
y posteriormente hacer a; igual al vector que tiene todas sus componentes iguales a cero, 
menos una que vale uno y que ocupa el lugar que ocupa /?, en p. El prototipo a2 será 
igual al vector que tiene todas sus componentes iguales a cero menos dos que valen uno 
y que ocupan los lugares que ocupan /?, y p¡ en/?; y así sucesivamente.... 
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Un procedimiento que permite generar los prototipos absolutos ah ci2, .... a„ , 
puede verse en Ap. 6.2. En nuestro ejemplo, que tal como vimos en (4.82) 
(63 31 -25 11 -5 11 -37 -49"j , . . , - . 
P = IT -T-T- 'T -T 'T -T '~J ( 6 6 8 ) 
por lo tanto: 
.
 x (63 31 11 11 -5 -25 -37 -49) , . 
Los prototipos absolutos se formarán de la siguiente manera: el prototipo absoluto de la 
recta r¡ será el que tiene n-1 ceros y un uno que estará situado en el lugar donde está si-
tuada la componente 63/4 en p; es decir, en el lugar primero. El prototipo absoluto de la 
recta r2 será el que tiene n-2 ceros y dos unos, que estarán situados en el lugar donde 
están las componente 63/4 y 31/4 en p; es decir, en el lugar primero y segundo; y así 
sucesivamente.... Los prototipos absolutos juntos con sus PE's serán: 
a, = (1,0,0,0,0,0,0,0), PE de a, = {0, ^ } 
a2 = (1,1,0,0,0,0,0,0), PE de a2 = {f , ^ } 
a3 = (1,1,0,1,0,0,0,0), PE de a3 = {^ , -105} 
a4 = (1,1,0,1,0,1,0,0), PE de a4 = {87, -87} 
a5 = (1,1,0,1,1,1,0,0), PE de a5 = {111, ^ } 
a6 = (1,1,1,1,1,1,0,0), PE de a6 = { ^ , ^ } 
a7 = (1,1,1,1,1,1,1,0), PE de a7 = {&-, 0} 
a8 = (1,1,1,1,1,1,1,1), PE de a8 = {0, 0} 
(6.70) 
Estos resultados se pueden comprobar en Ap. 6.2. y aplicando el algoritmo (Ap. 
6.3.) que dibuja todos los PE's podemos observar cómo efectivamente los prototipos 
absolutos son aquellos de energía más baja dentro de cada uno de las líneas de energía, 
(figura 6.5.) 
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J.=U 
/ 
X 
y ' 
X 
X 
/ 
• • 
X 
S 
S 
Figura 6.5. Prototipos Absolutos 
A continuación aplicamos el algoritmo que permite hallar el vector de pesos relativos 
asociado a un patrón y así obtenemos los vectores de pesos relativos asociados a los 
vectores de pesos relativos de los prototipos absolutos que se muestran en la siguiente 
expresión (Ap. 6.4.): 
w<ai) = Iñ 
w ( a 2 ) = 235 
w(as) = los 
w(a4) = ^ 
w(a5) = Yn 
w ( a 6 ) = 215 
w(a7) = -fe 
w(a8) = 
{0, -46, 
{0, 0, 
{84, 68, 
{121, 89, 
{75, 51, 
{169, 105, 
{182, 102, 
{0, o, 
94, 
97, 
45, 
83, 
68, 
-7 , 
-38, 
0, 
dose los mínimos (Ap. 6.5.): 
mínlwía!)}: 
mín{w(a2)} 
mín{w(a3)} 
mín{w(a4)} 
mín{w(a5)} 
mín{w(a6)} 
mín{w(a7)} 
-46 
" 189 
= 0 
18 
-
 105 
63 
~ 174 
36 
~ 111 
-7 
"~ 215 
-68 
-
 147 
4, 
25, 
58, 
69, 
36, 
65, 
52, 
0, 
44, 
57, 
30, 
63, 
24, 
33, 
12, 
0, 
4, 
25, 
18, 
69, 
36, 
65, 
52, 
0, 
124, 
121, 
54, 
95, 
74, 
0, 
-68, 
0, 
154} 
145} 
63} 
107} 
80} 
0} 
0} 
0} 
min (w(a8)} 
(6.72) 
(6.73) 
= 0 
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Tomando, según (6.60.): 
ui = máx{mín{ wfa), i =1,..., n}, V prototipo absoluto a}= -^ = % (6.74) 
Este resultado, podría haberse calculado directamente aplicando el algoritmo re-
cogido en el Ap. 6.6. Por otra parte si aplicamos el algoritmo Umb para calcular los 
máximos umbrales permitidos para asegurar la convergencia, el valor de salida obtenido, 
será: ¿i2 = 0.292893, luego // = min{//;, /x2} = 0.292893 (Ap.6.6.). Sabemos ahora que 
al menos el vector {1,1,0,1,0,1,0,0}, verifica que el peso relativo de todas sus compo-
nentes es mayor ó igual que 0.292893, y que además con este valor, está asegurada la 
convergencia de la red; por lo cual, si diseñásemos un algoritmo que recuperase todos 
los patrones que verifican dicha condición, este algoritmo al menos ofrecería como salida 
el vector {1,1,0,1,0,1,0,0}. Para diseñar este algoritmo primeramente diseñamos uno, que 
teniendo como entrada un patrón x y el vector de parámetros p y caso de ser el peso 
relativo de la componente j-ésima del primer vector menor que /¿, nos dé como salida el 
mismo vector de entrada con la citada componente modificada. A este algoritmo le 
denominamos Heb3P. Posteriormente diseñaremos otro algoritmo que va reflejando la 
consideración anterior en todas las componentes del vector de estado x(t) desde la pri-
mera a la última de forma secuencial; a este algoritmo lo denominaremos IterHeb3P. Es 
decir IterHeb3P llamará a Heb3P desde j=l,...n. Para finalizar diseñaremos un tercer 
algoritmo RcHeb3P, que teniendo como entrada el vector de estado x(t) tendrá como 
salida x(t+l), resultado de aplicar IterHeb3P a x(t); caso de ser x(í+l) = x(t) se parará el 
proceso, mientras que en caso contrario, se volverá a llamar a IterHeb3P tomando como 
entrada x(t) = x(t+l). Tomando de una forma adecuada el parámetro capacidad, la 
convergencia estará asegurada. 
*>¿^ ALGORITMO D£ RECUPERACIÓN MEDIANTE CON-
TROL D£ LA CAPACIDAD* 
r on este algoritmo se intenta recuperar todos aquellos patrones cuyo vector de pesos relativos asociado, sea tal que todas sus componentes 
N ^ ^ sean mayores que el valor de un cierto parámetro (parámetro capacidad 
fi). Este algoritmo denotado por Heb3P[x,p,¡x,j] (ver 6.75), tiene como entrada el vec-
tor de estado x y el vector de parámetros/? que definen la red, el parámetro capacidad /¿ 
y la componente j sobre la cual estamos analizando si el valor de su peso relativo es 
mayor o menor que //. El módulo ReljPPfx.pJJ, es el peso relativo de x, en x. cuando A 
es el vector de parámetros que define la red. 
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Heb3P[x,p,mj] (6.75) 
Read[ReljPP.m]; 
v <- x; 
a <- x; 
b <- x; 
aj < - 1; 
bj < - 0; 
n <- Length[x]; 
Relj +- ReljPP[x,pj]; 
lf [vj = 1] 
then 
lf [Relj > n] 
then 
v<— a 
else 
lf [Relj < \i 
then 
v « - b 
else 
v<—x 
else 
lf[Relj > \i] 
then 
v < - b 
else 
lf [Relj < \i] 
then 
v <- a 
else 
v<— x; 
Output[v] 
Fin-Heb3P 
Teniendo en cuenta el ejemplo considerando, donde el umbral máximo es ¡J. = 0.292893 
y donde el vector de parámetros que controla la red es: 
_ ("29 1 3 - 1 5 2 - 5 2 - 2 -27 ^  
P _ l T ' 2 ' 2 ' 2 ' 2 *2' 2 *~2~ 
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tendríamos (ver Ap. 6.7) que el peso relativo ReljPP de la tercera componente del vec-
tor x = (1,1,1,1,1,0,0,0) respecto al vector de parámetros p es -7/5; es decir, 
ReljPP[x,pJ] = -1/5. Como 0.292893 > -1/5, la salida de Heb3P [x.p, 0.292893,3] deberá 
ser el vector (1,1,0,1,1,0,0,0). 
Si analizamos de forma secuencial y asincrona cada una de las componentes del 
vector x; es decir si diseñamos el algoritmo JterHeb3P (ver 6.76.) que itera Heb3P a 
todas las componentes de la primera a la última (ver Ap. 6.8.), tenemos: 
ltrHeb3P[x,p, u] (6.76) 
Read["Heb3P.m"]; 
a <— v; 
b < - v ; 
i 4 - 0 ; 
n <- Length[x]; 
Repeat 
b <- Heb3P[a,p, u,i]; 
a < - b , 
i < - i + l 
Until i > n 
Outputfb]; 
Fin-ltrHeb3P[x,p, u] 
Volviendo a nuestro ejemplo, si aplicamos el algoritmo JtrHeb3P al vector de es-
tado x = (1,1,1,1,1,0,0,0) respecto al vector de parámetros A y con un umbral 0.292893, 
obtenemos como salida el vector (1,1,0,1,0,1,0,0), (xerAp. 6.9.). Además si aplicamos la 
función que mide la energía de un estado respecto a un vector de parámetros, {Ap. 
6.10.,), vemos que efectivamente en cada iteración la energía de cada nuevo estado va 
cambiando (ver Ap. 6.11.) Para comprobar si el vector de estado (1,1,0,1,0,1,0,0) es un 
elemento estable, tendríamos que aplicar el algoritmo RcHeb3P (6.77.) que itera el 
algoritmo ItrHeb3P hasta que la entrada sea igual a la salida (Ap. 6.12.). En 6.59., vimos 
que el prototipo absoluto a4 verifica que todas las componentes del vector de pesos 
relativos asociado son mayores que 0.292893 (figura 6.3.) y (Ap.6.13.). En la figura 6.6, 
se puede observar el significado del parámetro capacidad p, cuando p = 0.292893. El 
único vector estado cuyo vector de pesos relativos asociado es tal que todas sus 
componentes superan o son iguales al valor dado 0.292893, es el (1,1,0,1,0,1,0,0), 
cualquier otro vector estado no verificará dicha condición (Ap.6.14.).. 
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0 . 7 
Umbral de capacidad // 
1 2 3 4 5 6 7 8 
Figura 6.6. Umbral de capacidad p 
El último algoritmo propuesto, RcHebSP, que mostramos a continuación, simple-
mente itera el algoritmo anterior, hasta que la entrada sea igual a la salida. 
RcHeb3P[v, p, [i] 
Fin-
a <— v; 
n <- Lengthfv]; 
While[a * b] 
lf[t=l] 
then 
b < -
else 
(6.77) 
ItrHeb3P[a,p, 
a-f-b. 
b <- ItrHeb3P[a 
t<-t+l 
End While 
Outputfb] 
RcHeb3P 
,p, n]] 
^] 
Si disminuimos el valor de p, observamos cómo van apareciendo nuevos puntos 
fijos. Recordemos que al aplicar a todos los posibles 2* octetos del ejemplo considerado, 
el algoritmo RcHeb3P (ver 6.14.) tomando un umbral de capacidad m - 0.292893, se 
observaba (ver Ap 6.15.) como único punto fijo el vector (1,1,0,1,0,1,0,0) y por 
supuesto su simétrico. Si recuperásemos todos los posibles 28 octetos aplicando el 
algoritmo RcHeb3P con los umbrales correspondientes a cada uno de los prototipos 
absolutos de (6.70); es decir, haciendo ju igual a cada uno de los mínimos pesos relativos 
de los correspondientes vectores de pesos relativos de los prototipos absolutos, 
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observamos que van apareciendo (ver Ap. 6.15.) como puntos fijos estos prototipos 
absolutos. Si se deseara fijar en la red nada más que los prototipos absolutos, 
observamos grandes dificultades, debido a que al ir disminuyendo el parámetro capacidad 
H para que aparezcan nuevos prototipos absolutos como puntos fijos, también se van 
fijando otros puntos, quizás no deseados. Por ejemplo (ver Ap. 6.15.), cuando se rebaja 
el umbral capacidad a -68/147 para que el prototipo absoluto ai aparezca como fijo, 
observamos que junto con él aparecen una gran cantidad de puntos fijos quizás no 
deseados. Más tarde resolveremos este problema, con lo cual la principal limitación que 
ofrecían las redes recurrentes queda solventada con esta nueva visión. En la figura 6.7., 
se puede observar un ejemplo para un umbral capacidad // = -46/189, que se corresponde 
con el valor de la componente del prototipo absoluto aj, que tiene valor mínimo, 
apareciendo esta como punto fijo; de la misma forma se observa como van apareciendo 
como puntos fijos los prototipos a2, a¡, ...., a7. Por ejemplo, observando la figura 6.7., 
vemos que a la vez que aparece, como punto fijo, el punto correspondiente al prototipo 
a¡ también aparecen como puntos fijos, "acompañándole", otros que quizás no 
queríamos como fijos; así sucede con todos los a¡ excepto con nuestro viejo conocido a4, 
esto es debido, tal como explicamos anteriormente, a que a4 es el que tiene el máximo ju 
permitido. 
Como conclusión podemos resumir que la capacidad de una red de neuronas 
recurrente puede gestionarse mediante la introducción de un parámetro externo de con-
trol, denominado umbral capacidad, que hemos denotado por //. Aún en condiciones, de 
poder controlar la citada capacidad, siguen existiendo problemas concernientes a la 
existencia de parásitos o estados espurios, que aparecen cuando se hace necesario 
disminuir demasiado el valor del umbral capacidad fx, con el fin de fijar un patrón, que 
quizás guarda una muy baja correlación con los otros que también aparecen como puntos 
fijos. Este problema va a ser el objeto de los siguientes apartados, donde haremos uso de 
los resultados teóricos del apartado 6.2., utilizando un vector de umbrales capacidad, de 
forma que en cada una de las líneas de energía se podrá permitir un número mayor o 
menor de puntos fijos. Para seguir de una forma más clara la solución propuesta hemos 
desarrollado un ejemplo, que posteriormente compararemos con las prestaciones que 
ofrece el algoritmo clásico de Hopfield al aplicarlo sobre este mismo ejemplo. 
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Figura 6.7. Puntos fijos para diferentes umbrales capacidad ju. 
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* A - RECUPERACIÓN POR CLAS£S. 
^ S egún hemos visto en el apartado anterior, (Ap. 6.15.) uno de los pro-
>
^ v blemas que se plantean cuando se desea ampliar la capacidad de la red 
N ^ r es la aparición de gran cantidad de puntos, también fijos, que no de-
berían comportarse como tales; es decir, la aparición de parásitos o estados espurios. 
¿Podríamos controlar de alguna forma que estos parásitos no aparecieran? ¿Podríamos, 
por ejemplo, hacer que aparecieran como fijos los prototipos absolutos y ninguno más? 
A continuación vamos a dar respuesta a estas preguntas viendo que, efectivamente se 
puede conseguir nuestro objetivo. 
La recuperación de patrones se basa en la siguiente idea: cuando el PE de un 
estado x(t) se encuentra en la línea de energía [j], esto significa que el vector de estado 
x(t) tiene y "unos", o lo que es lo mismo || x(t)\\2 = j ; además todos los estados que 
verifican la característica anterior, recaen sobre la misma línea de energía r/, esto, por 
otra parte se corresponde con una cierta coloración del Grafo Resultante G. En el ejem-
plo considerado, el vector de estado (1,1,1,1,1,0,0,0) lo podemos interpretar como una 
coloración de G, de forma que aparece un pentaedro rojo y un triángulo azul. Cualquier 
vector de estado perteneciente a la recta r5 tendrá como coloración asociada de G 
aquella que particiona al grafo G en un pentaedro rojo y un triángulo azul. Vamos a 
obligar a que todos los estados que cumplan está propiedad, sean recuperados bajo la 
condición de que todas las componentes de sus vectores de pesos relativos asociados, no 
superen un cierto umbral jus- Para controlar la capacidad de la red tendremos, por tanto, 
no un parámetro ju, sino un vector de parámetros // = (jui, ..., nJ, de forma que si por 
ejemplo un umbral, ju,, es muy alto y otro, JUJ, muy bajo, aparecerán muchos puntos fijos 
en la recta r¡ y muy pocos en la r¡. 
El algoritmo de recuperación desarrollado, es similar al anterior, pero conside-
rando los limites en los cuales se deben de mover los parámetros del sistema para que se 
verifique la condición de convergencia. Es decir /j, será el vector /i = (ju¡, ..., ¿i¡, ..... juj„ 
y para cada elemento que se desee recupera, se ha de determinar la clase ¡j] a la cual 
pertenece, para así aplicarle su correspondiente componente ¡Uj del vector de capacidad 
ju. Aplicamos los algoritmos Heb4P con entrada [x,p, ¡uit j] (ver Ap. 6.16.) ItrHeb4p que 
itera las componentes en Heb4P {Ap. 6.17.) y RcHeb4p que itera los vectores en 
ltrHeb4p(Ap 6.18.). 
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Heb4P[x,p, u j] 
Read[Heb4P]; 
n <- Length[x]; 
i<—x.x; 
Call[Heb3P[x,p, n,j]] 
Fin-Heb4P. 
(6.78) 
Aplicando al ejemplo de los 28 posibles estados, el algoritmo RcHeb4p, teniendo como 
vector de parámetros: 
29 13 -15 3 - 5 3 - 2 -27 
P
~ i 2 ' 2 ' 2 ' 2 ' 2 ' 2 ' 2 ' 2 
y como vector capacidad /i - (-46/189, 0, 6/35, 21/58, 8/37, -7/215, -68/147, 0), (Ap. 6.19.), 
observamos, (ver figura 6.8.), que se obtienen como puntos fijos solamente los proto-
tipos absolutos (Ap. 6.20.). Por ejemplo si quisiéramos recuperar muchos puntos fijos en 
la linea r3 y pocos, o hasta incluso ninguno, en el resto de las lineas, lo que tendríamos 
que hacer es poner un umbral de capacidad ju3 muy bajo y unos umbrales /i¡, fi2, ja* 1¿S< 
p.6, /¿7, fii8, muy altos (Ap. 6.21.). El ajuste de los parámetros capacidad, para conseguir 
los puntos fijos deseados, se podría hacer de forma interactiva; es decir, en modo de diá-
logo con el ordenador, de forma que pasado el tiempo de computación necesario para 
obtener la salida del algoritmo, si ésta no se alcanza, la máquina ofrezca un display indi-
cando que el parámetro se debe disminuir para que pueda aparecer el punto fijo deseado. 
J = U 
/ 
y 
s 
y 
y 
y 
y 
Figura 6.8. Puntos fijos con el vector de umbrales ju. 
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Vamos a presentar a continuación un ejemplo ilustrativo más clásico, que el que 
hemos estado utilizando hasta el momento. Supongamos que queremos construir una 
memoria asociativa mediante nuestro algoritmo, que almacene el conjunto de dígitos 
arábigosM7 = {1,2,3,4,5,6,7,8,9,0}; es decir, pretendemos que estos dígitos aparezcan 
como puntos fijos y además que cualquier otra señal de entrada, diferente de los 
parámetros NU, converja a uno de ellos. Para ello primeramente tendríamos que hacer 
una digitalización de los elementos, que mostramos a continuación: 
[0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1] [1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1] [1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1] 
[1,0,0,1,1,0,0,1,1,0,0,1,1,1,1,1,0,0,0,1,0,0,0,1,0,0,0,1] [1,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1] [1,0,0,0,1,0,0,0,1,0,0,0,1,1,1,1,1,0,0,1,1,0,0,1,1,1,1,1] 
[1,1,1,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1] [1.1.1.1.1.0.0.1.1.0.0.1,1.1.1.1.1,0.0.1.1.0.0.1.1,1.1.1] [1.1.1.1.1.0.0,1.1.0.0.1.1.1.1.1,0.0.0,1,0.0,0.1.0.0.0.11 
[1,1,1,1,1,0,0,1,1,0,0,1,1,0,0,1,1,0,0,1,1,0.0,1,1,1.1,1] 
DÍGITOS ARÁBIGOS 
Estando formado el conjunto de aprendizaje (ver Ap. 6.22.), por matrices de 28 elemen-
tos de blancos (0) y negros (1) y recogido en forma vectorial en la expresión que se 
muestra a continuación: 
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NU= 
{0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1}, 
{1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1}, 
{1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1}, 
{1 0 0,0,1,0,0,0,1,0,0,0,1,1,1.1,0,0,0,1,0,0,0,1,0,0,0,1}, 
{1,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1}, 
{1,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1,0,0,1,1,0,0,1,1,1,1,1}, 
{1,1,1,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1}, 
{1,1,1,1,1,0,0,1,1,0,0,1,1,1,1,1,1,0,0,1,1,0,0,1,1,1,1,1}, 
{1,1,1,1,1,0,0,1,1,0,0,1,1,1,1,1,0,0,0,1,0,0,0,1,0,0,0,1}, 
L{i,i,i,u,o,o,i,i,o,o,u,o,o,i,i,o,o,i,i,o,o,i,i,i,i,i} 
(6.79) 
Aplicando a este conjunto el algoritmo de aprendizaje paramétrico (Ap. 4.11.), 
obtenemos como vector de parámetros (Ap. 6.23.), el vector: 
P = 1/14 {53,25, 25, 53,11,-73,-73,39,11,-73,-73,39, 39,25,25,67,-17,-73,-73,53,-17,-73,-73, 53,11,11,11,67} 
Dibujamos las 27 lineas de energía, y en ellas reflejamos los PE s correspondien-
tes a los elementos del conjunto NU, obtenemos los puntos de la figura 6.9.(Ap. 6.24.). 
Los PE's de los puntos NU son respectivamente los siguientes : 
1/7{1113, -3710}, 1/7(3420, -2508}, 1/7(4470, -3278}, 1/7(3210, -3745}, 1/7(4050, -2970}, 
1/7(2821, -2418}, 1/7(2133, -4029}, 1/7(5548, -2044}, 1/7(4095, -3510}, 1/7(4539, -2403} 
que pertenecen respectivamente a las rectas r7, r¡6, r16, r13, r,6, r}5, r]0, r20, r]5, rI8. 
Figura 6.9. PE's de los dígitos arábigos. 
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Si queremos recuperar estos puntos, debemos fijar unos umbrales de capacidad 
suficientemente bien ponderados sobre las lineas, que permitan fijar solamente los puntos 
deseados. Las restantes lineas deberán tener unos umbrales capacidad muy altos para que 
de esta forma no aparezca ningún punto fijo sobre ellas. Hallamos estos umbrales, para 
ello primeramente calculamos los prototipos absolutos, (Ap. 6.25.) y a continuación 
obtenemos los mínimos pesos relativos de cada uno de ellos; es decir:: 
{{0, o, o, o, o, o, o, o, o, o, o, & 
{{0, o, o, o, o, o, o, o, o, o, o, o, 
{{1 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 . 
{ { 1 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 
{ { 1 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 
{ { 1 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 
{{1 ,0 ,0 ,1 ,0 ,0 ,0 ,1 ,0 ,0 ,0 ,0 . 
{ { 1 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 
{ { 1 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 
{ { 1 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 1 
{ { 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, -0.923077} 
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1}, -0.339701} 
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1}, -0.229947} 
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1}, -0.167754} 
0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1}, -0.127211} 
0, 0, 1, 0, O, O, 1, O, O, O, 1, O, O, O, 1}, -0.0597303} 
O, O, 1, O, O, O, 1, O, O, O, 1, O, O, O, 1}, -0.0462338} 
O, O, 1, O, O, O, 1, O, O, O, 1, O, O, O, 1}, -0.0345084} 
O, O, 1, O, O, O, 1, O, O, O, 1, O, O, O, 1}, 0.00455964} 
O, O, 1, O, O, O, 1, O, O, O, 1, O, O, O, 1}, 0.0106075} 
O, O, 1, O, O, O, 1, O, O, O, 1, O, O, O, 1}, 0.0168129} 
, O, 1, O, O, O, 1, O, O, O, 1, O, O, O, 1}, 0.0232962} 
, 1, O, O, O, 1, O, O, O, 1, O, O, O, 1}, 0.053286} 
, 1, O, O, O, 1, O, O, O, 1, O, O, O, 1}, 0.0592334} 
, 1, O, O, O, 1, O, O, O, 1, O, O, O, 1}, 0.0660969} 
, 1, O, O, O, 1, O, O, O, 1, 1, O, O, 1}, 0.0741306} 
, 1, O, O, O, 1, O, O, O, 1, 1, 1, O, 1}, 0.0794893} 
, 1, O, O, O, 1, O, O, O, 1, 1, 1, 1, 1}, 0.0755759} 
, 1, 1, O, O, 1, O, O, O, 1, 1, 1, 1, 1}, 0.0288408} 
, 1, 1, O, O, 1, 1, O, O, 1, 1, 1, 1, 1}, 0.0250541} 
, 1, 1, O, O, 1, 1, O, O, 1, 1, 1, 1, 1}, -0.0857143} 
, 1, 1, O, O, 1, 1, O, O, 1, 1, 1, 1, 1}, -0.111111} 
, 1, 1, O, O, 1, 1, O, O, 1, 1, 1, 1, 1}, -0.145455} 
, 1, 1, 1, O, O, 1, 1, O, O, 1, 1, 1, 1, 1}, -0.195652} 
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{{1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 0, 0, 1, 1, 1, 1, 1}, -0.277778} 
{{1, 1, 1. 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 1, 1, 1, 1, 1}, -0.44} 
{{1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1}, -0.923077} 
{{1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1}, 0.142857} 
Por tanto el vector p de umbrales será ju = {-0.923077, -0.339701, -0.229947, 0.142857}. 
Veamos ahora si respecto a este vector de umbrales los puntos de nuestro ejemplo, ele-
mentos de NU, son puntos fijos. Aplicando RcHeb4P[x,p,fx] con entrada, (NU(i),p,/i), 
siendo p el vector de parámetros definido en (6.80), y siendo NU(i) los 10 elementos 
diferentes de NU para /"=/, .., 10. Obtenemos que (ver Ap. 6.26.) los puntos NU(3), 
NU(8) y NU(9) son los únicos puntos fijos. Para conseguir que los otros puntos sean 
también fijos debemos rebajar el umbral de las rectas a las cuales pertenecen los puntos 
de NU, para ello hallamos el ju permitido para cada uno de ellos, viendo, en primer lugar, 
a que rectas pertenecen, encontrando: 
PE de L(l) e r7 
PE'sdeL(2), L(3) y L(5) e r16 
PE de L(4) e r13 
• PE' s de L(6) y L(9) e r15 (6.82) 
PEdeL(7)er10 
PE de L(8) e r20 
PEdeL(10)er18 
Calculamos ahora el máximo umbral permitido para cada uno de ellos, (Ap. 6.27.) y 
obtenemos que los mínimos pesos relativos de los vectores de nuestro conjunto son, 
respectivamente: {-0.0857143, -0.0147528, 0.0741306, 0.0280374, 0.0252525, -0.0372208, -
0.018615, 0.0250541, 0.0660969, 0.028861}. Por otro lado, según (6.82), los mínimos pesos 
relativos de los prototipos absolutos de las clases a las cuales pertenecen son respectiva-
mente: {-0.0462338, 0.0741306, 0.0741306, 0.053286, 0.0741306, 0.0660969, 0.0106075, 0.0250541, 
0.0660969, 0.0755759}. Observando los vectores anteriores, los únicos valores que 
coinciden son los umbrales: 
* 0.0741306 correspondiente a Nu(3) de la clase r2; 
* 0.0250541 correspondiente a Nu(8) de la clase r2o 
* 0.0660969 correspondiente a Nu(9) de la clase r15. 
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Este resultado es el que cabía esperar, ya que Nu(3), Nu(8) y Nu(9) fueron los puntos 
fijos obtenidos después de aplicar RcHeb4P[x,p,n] tal como se vio en Ap.6.26. 
Para que los prototipos de NU aparezcan como puntos fijos al aplicar 
RcHeb4P[x,p,fi], debemos diseñar dentro del algoritmo de aprendizaje que nos permite 
obtener los parámetros que controlan la red, no solo el algoritmo incluido en el apartado 
4.4.1., mediante el cual se obtiene el vector de pesos/?, sino también otro algoritmo que 
nos calcule el vector de umbrales capacidad ju. Este último algoritmo tomará para cada 
recta el umbral del prototipo absoluto, caso que en la recta no haya ningún elemento de 
NU, y tomará el mínimo de los valores mínimos de los pesos relativos asociados a NU(i) 
y a¡ cuando NU(i) pertenece a r¡. (ver Ap.6.28.). En el mismo apéndice se obtiene el 
vector de umbrales JU = {-0.923077, -0.339701, -0.229947, -0.167754, -0.127211, -0.0597303,-
.0857143, -0.0345084, 0.00455964, -0.018615, 0.0168129, 0.0232962, 0.0280374, 0.0592334, -
0.0372208, -0.0147528, 0.0794893, 0.028861, 0.0288408, 0.0250541, -0.0857143, -0.111111, -
0.145455, -0.195652, -0.277778, -0.44, -0.923077, 0.142857} (en Ap.6.28. lo hemos llamado 
umbral). 
En el Ap. 6.29., se aplica RcHeb4P[Nu(i),p,/jJ a los puntos de NU, obteniendo 
que todos ellos son fijos, cuando: p = 1/14 {53, 25, 25, 53, 11, -73, -73, 39, 11, -73, -73, 39, 39, 
25, 25, 67, -17, -73, -73, 53, -17, -73, -73, 53, 11, 11, 11, 67} y ju es el vector definido 
anteriormente; es decir RcHeb4P[Nu(i),p,fi] = Nu(i) para todo / desde uno hasta diez. 
Definimos el conjunto RU como aquel obtenido a partir de los patrones de NU en 
los que se ha introducido ruido en alguno de los prototipos, y observamos si la salida que 
nos ofrece el algoritmo RcHeb4P para este conjunto ruidoso, coincide con la salida del 
elemento de NU más próximo al patrón ruidoso. En el Ap. 6.30., se implementa el 
algoritmo Ruido[r, i] el cual introduce ruido en el patrón r de forma que la salida que nos 
ofrece es el patrón r con la componente iésima cambiada. Como ejemplo: 
ruido{Nu(l),4} = {0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1}, 
ruido{Nu(2),16} = {1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,0,1,0,0,0,1,0,0,0,1,1,1,1}, 
ruido{Nu(3),6} = {1,1,1,1,0,1,0,1,0,0,0,1,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1}, 
ruido{Nu(4),l} = {0,0,0,0,1,0,0,0,1,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,0,0,0,1}, 
ruido{Nu(5),7} = {1,1,1,1,1,0,1,0,1,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1}, 
Ru = (6.83) 
ruido{Nu(6),l} = {0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1,0,0,1,1,0,0,1,1,1,1,1}, v ' 
ruido{Nu(7),4} = {1,1,1,0,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1}, 
ruido{Nu(8),16} = {1,1,1,1,1,0,0,1,1,0,0,1,1,1,1,0,1,0,0,1,1,0,0,1,1,1,1,1}, 
ruido{Nu(9),24} = {1,1,1,1,1,0,0,1,1,0,0,1,1,1,1,1,0,0,0,1,0,0,0,0,0,0,0,1}, 
ruido{Nu(10),13} = {1,1,1,1,1,0,0,1,1,0,0,1,0,0,0,1,1,0,0,1,1,0,0,1,1,1,1,1} 
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Se verifica (ver Ap. 6.31.) que RcHeb4P[Ru(i),A, n] - NU(i) para todo i =2,...10 
(figura 6.10.); para y = 1, Ru(l) no converge a Nu(l), esto es debido a la baja 
correlación que tiene el patrón Nu(l) respecto al resto de los patrones de NU. En el apar-
tado siguiente resolveremos este problema. Es decir, tal como se puede ver en la 
siguiente gráfica, se verifica que 
[0,0,0,1,0,0,0,1,0,0,0,1,0,0,0.1,0,0,0,1,0,0,0.1,0,0,0.11 [1.1.1.1.0.0.0.1.0.0.0.1.0.0.0.1.0.0.0.1,0.0.0.1.0.0.0.1] 
[1,1.1,1,0,0,0,1,0,0,0,1,1,1,1,0,1,0,0,0,1,0,0,0,1,1,1,1] [1,1,1,1,0,0,0.1,0,0,0,1,1,1,1.1,1,0,0,0,1,0,0,0,1,1,1,1] 
(1.1.1.1.0.1.0.1,0,0.0.1.1.1.1,1.0.0.0.1.0.0.0.1.1.1.1.1] [1,1.1.1,0.0.0.1.0,0.0.1.1.1.1.1.0.0.0.1.0.0.0.1.1.1.1.1] 
[0,0,0,1,1,0,0,1,1,0,0,1,1,1,1,1,0,0,0,1,0,0,0,1,0,0,0,1] [1,0,0,1,1,0,0,1,1,0,0,1,1,1,1,1,0,0,0,1,0,0,0.1,0,0,0,1] 
[1,1,1,1,1,0,1,0,1,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1] [1,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1] 
[0.0,0.0.1.0.0j0.1.0,0.0,l.l,l.l,1.0.0.1.1,0,0,l.l,l.].l] [1.0.0,0.1,0.0,0,1.0,0.0.1.1.1,1.1.0,0,1.1,0,0.1,1.1,1,1] 
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[1,1.1.0.0.0.0.1.0.0.0.1.0,0,0.1.0.0.0.1.0.0.0.1.0.0.0,1] 
[1,1,1,1,1,0,0,1,1,0,0,1,1,1,0,1,1,0,0,1,1,0,0,1.1,1,1,1] 
[1.1.1.1.1.0.0.1.1.0.0.1.1.1.1.1.0.0.0.1,0.0.0.0,0,0.0.1] 
[1.1.1,1.0.0.0.1.0.0,0.1.0,0.0.1,0.0,0.1.0,0,0.1,0.0.0,1] 
[1,1,1,1,1,0,0,1,1,0,0,1,1,1,1,1,1,0,0,1,1,0,0,1,1,1,1,1] 
[1.1.1.1.1.0.0.1.1 .0.0.1.1.1,1.1.0.0.0.1.0.0.0,1.0.0.0.1) 
[1,1,1,1,1,0,0,1,1,0,0,1,0,0,0.1,1,0,0,1,1,0,0,1,1,1,1,11 [1,1,1,1,1,0,0,1,1,0,0,1,1,0,0,1,1,0,0,1,1,0,0,1,1,1,1,1] 
Figura 6.10. Patrones ruidosos convergiendo a sus atractores. 
Aplicando el algoritmo Ruido[r,i] a los siguientes patrones con ruido {Ap. 6.32.): 
ruido{Ru(l),3} = {0,0,l,l,0,0,0,l,0,0Al,0A0,l,0,0,0,l,0,0,0,l,0,0,0,l}, 
ruido{Ru(2),2} = {1,0,1,1,0,0,0,1,0,0,0,1,1,1,1,0,1,0,0,0,1,0,0,0,1,1,1,1}, 
ruido{Ru(3),10} = {1,1,1,1,0,1,0,1,0,1,0,1,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1}, 
ruido{Ru(4)^} = {0,l,0,0,l,0,0,0,l,0,0,0,l,l,l,l,0,0,0,l,0,0,0,l,0,0,0,l}, 
ruido{Ru(5),4} = {1,1,1,0,1,0,1,0,1,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1}, 
ruido{Ru(6),2} = {0,0,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1,0,0,1,1,0,0,1,1,1,1,1}, 
ruido{Ru(7),6} = {1,1,1,0,0,1,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,1}, 
ruido{Ru(8),7} = {1,1,1,1,1,0,1,1,1,0,0,1,1,1,1,0,1,0,0,1,1,0,0,1,1,1,1,1}, 
ruido{Ru(9),23} = {1,1,1,1,1,0,0,1,1,0,0,1,1,1,1,1,0,0,0,1,0,0,1,0,0,0,0,1}, 
ruidio{Ru(10),ll} = {1,1,1,1,1,0,0,1,1,0,1,1,0,0,0,1,1,0,0,1,1,0,0,1,1,1,1,1} 
RuRu = (6.84) 
observamos que excepto los elementos RuRu(l), RuRu(4) y RuRu(6), los demás 
convergen a los respectivos atractores de NU, (ver figura 6.11.): 
Interpretación geométríca de Redes Neuronales Recurrentes Discretas mediante Grafos Completos. 208 
Capítulo 6 
[0,0,0,1,0,0.0.1.0,0.0.1.0,0.0,1.0.0,0.1,0.0.0,1.0.0.0,1] 
i 
[1,1,14.0.010,1,0.0.04.1.14.0.1,0,0,0,1,0.0,0,1.14.1] 
i 
[i.i.i,1.0,1.0,1,0,0,0,1.1,1,1,1.0,0,0.1.0.0.a í.i, 1,1,1] 
1-4 
10.0,0,1, 1,0,0.1,1.0.0.1, 1.1.1.1,0,0,0,1,0.040,0,0,0,1} 
[1.1,1,1.1,0,1,0,1,01 0,0,1,1,1,1,0.0,0.1,0,0,0,1,1,1,1,1) 
i 
¡o.no,cu.no,cu.o,o,cu.u.u.ao,u,ao,i,u,ui 
i 
lu.i .o,fto.o.i.c,o, oj.o.o.ni.o.o.o.i.o.aoj.no.ai| 
BEBB 
(1.1.1,1,1,0,0,1.1 A0.1.U ,0,1.1,0,0,1,1,0,04.1.1.1.1] 
1 
i 
[i,uj.o.ao4.aao4.aoAi,oio,ai,o.o,o.iAo.ai] 
B 
[1.1,1.1,0,0.0,1,0.0,0444.1.14.0.0.04.0.0.0.1.1.1.1] 
m 
(1.1.1.1.0,0.0.1.0,0.0,1,1,1.1.1,0,0,0,1,0.0,0,1.1,1,1.1] 
§ 
[1.1,1.1. 1,0,0,1. 1.0.0,1.1,14.1,0,0.0,1.0,0.0.1,0,0,0,1] 
i 
[i.i.i,i,i.o.a,a,i.aaai.1.1.1.0,0,0.1,0,0,0,1. ¡.i.í.i i 
33 
[1444 . 1.0.0.0,1.0,0,1». 1.1.1.0,0.0,1,0.0,0.1,1,1.1,1] 
• 
|1.1,14.0,0,04,0,0,04.0.0,0,1,0,M,1.0.0,0.1,0.0,0,1] 
B 
Jl,1,1,14,0,0,1.1A0.1.U 4,1,1,0,0.1,1,0,04,1,1.1,11 
BHBH 
[1.1,144,0,044,0.044.1.1,1,0,0,0,1,0,0.0,0.0,0,0,1] 11,14.1.1,0.0.1.1.0.0,1,1 ,1.1.1,0,0,0.1,0,0,0,1.0,0.0.1] 
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i D 
lu.u.1,0,011.i,o,ai.ao,ai.i.íi.o,i.i.o,&i.u.ui IM.U.UULI.UUU.UUU.MUU.1AIU.U.MI 
figura 6.11. Patrones ruidosos convergiendo a sus atractores. 
Las figuras anteriores demuestran que al introducir más ruido en los patrones, la 
convergencia hacia los prototipos se sigue cumpliendo; sin embargo, todavía existe gran 
cantidad de parásitos, en el sentido que gran numero de patrones correspondientes a 
prototipos del conjunto NU a los cuales simplemente se les ha introducido un ligero 
ruido, se quedan como elementos estables. Como ejemplo observemos en la figura 6.12: 
[0,1,1,1,0,0,0,1,0,0,0,1,1,1,1,0,1,0,0,0,1,0,0,0,1,1.1,1] 
[1,0,1,1,0,0,0,1,0,0,0,1,1,1,1,0,1,0,0,0,1,0,0,0,1,1.1.1] 
[0,1,1,1,0,0,0,1,0,0,0,1,1,1,1,0,1,0,0,0,1,0,0,0,1,1,1,1] 
[1,0,1,1,0,0,0,1,0,0,0,1,1,1.1,0,1,0,0,0,1,0,0,0,1,1,1,1] 
[1.1.1.1.0.0,0,1,0,0.0.1.1.1.1.1.0.0.0.1.0.0.0.1.1.1.1.0] [1.1.1.1.0.0.0.1.0.0.0.1.1.1.1.1.0.0.0.1.0,0.0.1.1,1.1.0] 
figura 6.12. Algunos parásitos. 
De hecho la mayoría de los patrones obtenidos a partir de los patrones del conjunto NU 
con ruido en una sola neurona, no convergen a los prototipos (Ap.6.33.); dicho de otra 
forma, el problema de los parásitos hace que los entornos de radio 1 de los prototipos no 
sean atraídos, en su gran mayoría, por los atractores. Para solucionar este problema, 
definimos un proceso de desparasitación que se incluye en el siguiente apartado. 
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*>£.- CONTROL t>£ PARÁSITOS. 
| ^ n el apartado anterior hemos reflejado la dificultad que conllevan los 
^ t algoritmos de control de la capacidad al no soportar, en algunas ocasio-
' ^ ^ nes, la convergencia de un patrón ruidoso a otro del cual procede, pero 
sin contaminar. Reflejemos esta característica de una forma gráfica. El patrón RU[2,2], 
no converge a NU(2) (Ap.6.32.); es decir; RcHeb4P[RU[2,2], p, /¿] * NU(2). Como ya 
sabemos RU[2,2], es el patrón que se obtiene a partir del NU(2), introduciendo ruido en 
la segunda componente y dado que NU(2) es un patrón que pertenece a la clase r]6, el 
RU[2,2], tal como puede verse en la figura 6.13., será un patrón de la clase r]5, 
[1,0,1,1,0,0,0.1,0,0.0,1,1,1,1,0.1,0,0,0,1,0,0.0,1,1,1,1] 
Figura 6.13. Patrón RU[2,2] 
En la clase r]S hay dos prototipos (figura 6.9.) NU(6) y NU(9), cuyos umbrales son res-
pectivamente -0.0372208 y 0.0660969: por tanto el umbral capacidad de la recta ri5, (ver 
Ap. 6.28) es el mínimo de estos dos, n¡5 = -0.0372208. Esto supone que el grado de corre-
lación que se impone a los patrones de r¡¡ para que se comporten como puntos fijos, es 
muy bajo, y de ahí se deriva que el patrón RU[2,2] (figura 6.13.) se fije, dado que el mí-
nimo peso relativo de RU[2,2] es -0.029389 que evidentemente es mayor que n¡5.. (ver 
Ap. 6.34.). La figura 6.14 representa vector de pesos relativos de RU[2,2](ver Ap.6.34.): 
HjS=-0.037 
Figura 6.14. Vector Pesos Relativos de el Patrón RU[2,2] 
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En la citada figura, vemos como el vector de pesos relativos w, asociado a RU[2,2J, veri-
fica que todas sus componentes son mayores que -0.0372208 y por lo tanto el patrón 
RU[2,2] es un punto fijo. Para evitar este problema, ¿se podría tomar alguna medida 
característica del patrón Nu(2), de forma que garantizase que RU[2,2] no es un punto 
fijo? Para responder a esta pregunta, haremos uso del resultado obtenido en la expresión 
6.14., que verificaba que la suma de todas las componentes del vector de pesos relativos 
de cualquier patrón x es siempre igual a 4 (ver Ap.6.34.; es decir, el patrón que, en caso 
de existir, mantendría un mayor grado de equilibrio o compromiso entre sus neuronas 
sería aquel que distribuye sus pesos relativos uniformemente. A este patrón lo llama-
remos prototipo medio x, y el vector de pesos relativos asociado con el, sería tal que: 
- - - - - 4 
w(x)= {wi(x),w2(x), ....,w„(x)} tal que w¡(x) = - , Vi = l,...,n.(6.85) 
n 
Vamos a definir un procedimento que denotaremos por Desvfv.pJ, (ver Ap. 
6.35.), que teniendo como entrada el vector v y el vector de parámetros A, halla las 
desviaciones del vector de pesos relativos w(v) respecto al vector de pesos relativos 
medio w(x) cuando el vector de parámetros que controla la red es/7. Es decir 
i n -
Desv[v, p] = J E [ W Í ( V ) -
 Wi(x)] (6.86) 
Disponemos de otra medida que caracteriza a los prototipos, esta medida es la desvia-
ción del vector de pesos relativos de cada uno de ellos respecto al vector de pesos 
relativos medio w(x). Podemos por tanto definir en el proceso de aprendizaje, un nuevo 
vector de parámetros que llamaremos, ParDes en el cual cada componente representa la 
desviación de cada prototipo. En el ejemplo considerado, donde el conjunto de patrones 
f29 13 -15 3-5 3-2 -27~\ 
es Nu y el vector de pesos de la red es p = \-j —,—,-,—, - . y . — J » e l vector 
ParDes que define las desviaciones de los vectores de Nu es igual a (ver Ap.6.36.): 
ParDes={0.6953, 0.4195,0.2397, 0.3048, 0.3064, 0.5015, 0.4386, 0.3982, 0.2390, 0.3587} (6.87). 
Para responder a las preguntas planteadas al principio, podemos hacer uso de esta 
nueva medida, que se puede considerar como una función del estado actual de la red y 
no de la neurona que se está investigando. Podríamos entonces diseñar un proceso de 
desparasitación que consistiría en lo siguiente: primero comprobar si el vector de entra-
da coincide en clase y en desviación con alguno de los de la tabla ParDes y si fuese así, 
incluirlo como estable; mientras que en caso contrario, se buscaría en el entorno de radio 
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1 del vector de entrada, si existiese algún elemento que verificase la misma condición an-
terior; en caso afirmativo, éste sería el elegido. En caso de no encontrar solución con las 
dos opciones anteriores, someteremos al vector de entrada al proceso dinámico 
RcHeb5P, sometiendo al vector de salida de este proceso, a las dos preguntas ante-
riores. Únicamente en caso de volver a ser negativas ambas preguntas, nos encontraría-
mos con un parásito. Si en lugar de tomar el radio de vecindad igual a 7 lo hubiésemos 
tomado igual a 2, el número de parásitos evidentemente disminuiría, aunque, por supues-
to, el tiempo de computación crecería de forma exponencial con radio de vecindad. 
En la figura 6.15., observamos la vecindad de radio 1 del prototipo Nu(2). Todos 
los patrones pertenecientes a la vecindad de radio 1 de Nu(2) son parásitos excepto el 
ruido[Nu(2), 16], (ver Ap. 6.33.). La causa se puede analizar sobre la figura 6.15; los 
puntos negros se corresponden con aquellos patrones que están en la vecindad de radio 1 
de Nu(2) y pertenecen a la clase r¡¡. En la recta riS tenemos dos prototipos de Nu, el 
prototipo Nu(6) y el Nu(9), esto nos obliga a tomar el umbral de la recta r¡5= -0.0372208 
lo cual hace que posiblemente la mayoría de los puntos negros se correspondan con vec-
tores que tengan la suficiente correlación para que se comporten como estables. Lo que 
es bastante más difícil es que estos vectores coincidan en desviación con los prototipos 
Nu(6) y Nu(9); en efecto, las desviaciones de Nu(6) y Nu(9) son 0.5015 y 0.2390 res-
pectivamente, en cambio las desviaciones de los vectores correspondientes a los puntos 
negros son diferentes de estos valores, (ver Ap.6.37.), las desviaciones de los puntos de 
r]S que están a distancia Hamming uno de Nu(2), es decir de los puntos azules, son 
0.501304, 0.452757, 0.452757, 0.501304, 0.476455, 0.476455, 0.476455, 0.452757, 0.452757, 
0.527456, 0.387308, 0.387308 y 0.430079, respectivamente y ninguno de ellos, tal como puede 
observarse, coincide con 0.5015 ó 0.2390. Los patrones de r¡s son parásitos debido al 
umbral de r¡¡, en cambio de los patrones de r¡7 no hay ninguno que sea estable, ya que al 
no haber ningún prototipo en esta recta, el umbral es el del prototipo absoluto a,7 y este 
umbral al ser muy alto, hace que los puntos de r,7 escapen muy pronto a un lugar, que no 
tiene por qué ser precisamente Nu(2). 
Para evitar este problema vamos a diseñar el algoritmo RcHebSP (ver Ap.6.37'.), 
recogido en 6.88., que utilizará como entrada el vector ParDes. Una vez diseñado dicho 
algoritmo, veremos como la mayoría de los parásitos queda eliminada. 
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Figura 6.15. Vecindad de radio 1 de Nu(2) 
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RcHeb5P [v,p,|i,q] 
Variables locales <-»{a,b,n,t,Ui,c,d,s,e,f}, 
t <- Length[q]; 
n <- Length[v]; 
Read["Desv.m"]; 
(* Primero comprobamos si el vector de entrada tiene alguna desviación respecto al vector de 
desviaciones; si es así se le da salida en s y se activa el switch h *) 
h < - 0 ; 
c <- Desv[v,p]; 
For [i = 1, i<t, ++ i, 
If[c = q¡] 
then 
s«-v;h<-1, 
End-If 
End-For 
(* Si el switch h está activado no se realiza ninguna operación, en caso contrario si algún vector del 
entorno de radio 1 del vector de entrada, tiene alguna desviación del vector de desviaciones, se le da 
salida en s y se activa el switch / *) 
l < - 0 ; 
l f [h*0] 
Then 
Go to Fin, 
Else 
For[j = 1 j<n,++j, 
b = ruido [vj]; 
c = Desv[b,p]; 
For [i=l,tét,++i, 
If[c=qi] 
then 
s<-b j<-nj<-t¿<r-1 
End-If 
End-For 
End-If 
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(* si en ninguno de los dos casos anteriores se obtuvo salida, se recupera el vector de entrada en a y se comprueba 
si tiene alguna desviación del vector de desviaciones, dándole salida en s y activando/*) 
H [ ( h * 0 o r l * 0 ) ] 
then 
Goto Fin 
Else 
t <- Length[q]; 
n <- Length[v]; 
f < - 0 ; 
Read["RcHeb4P.m"]; 
a <- RcHeb4P[v,p,n]; 
d <- Desv[a,p]; 
For[ i=l ,i<t,++i, 
If[d = qü 
then 
s<-a;f<-l 
else 
Go to Fin; 
(* Si no hay ningún switch activado se busca entre los vecinos de a, si existe alguna desviación del 
vector de desviaciones, dándole salida en s si es Asia) 
If[[b+l+f * 0] 
then 
Goto Fin 
else 
ForQ =1 j<n,++j, 
b <- ruido[aj]; 
d <- Desv[b,p]; 
For [i =l,i<t, -H-Í, 
If[d =
 qi] 
then 
s<-bj<-n^<-t,s<-a 
End-If 
End-For 
End-For 
End-If; 
Fin Retumfs]] 
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En el apéndice Ap.6.38., podemos ver el resultado de aplicar el algoritmo 
RcHeb5Pfv, p, //, q] a todos los vectores v que están a distancia Hamming uno de 
Nu(2), siendo p el vector de pesos, // el vector de umbrales (que llamamos umbral) y q el 
vector de desviaciones ParDes. Para ello inapñaúmos RcHeb5Pfruido[Nu(2),iJ cuando / 
varía desde 1 hasta 28, es decir recuperamos todos los patrones que están en la vecindad 
da radio uno del prototipo Nu(2), evaluando a continuación si la salida del proceso es 
igual a Nu(2). Es decir ejecutamos: 
DorPrmt[{i,Nu[[2]]==RcHeb5P[ruido[Nu[[2]],i],ParNu,Umbral,ParDes]}],{i,l,28}] 
La salida que obtenemos, tal como puede verse en Ap. 6.38., es 
{l,True} 
{2, Trae} 
{3, Trae} 
{4, Trae} 
{5, Trae} 
{6, Trae} 
{7, Trae} 
{8, Trae} 
{9, Trae} 
{10, Trae} 
{11, Trae} 
{12, Trae} 
{13, Trae} 
{14, Trae} 
{15, Trae} 
{16, Trae} 
{17, Trae} 
{18, Trae} 
{19, Trae} 
{20, False} 
{21, Trae} 
{22, Trae} 
{23, Trae} 
{24, False} 
{25, False} 
{26, False} 
{27, False} 
{28, Trae} 
Es decir, de los 28 vectores pertenecientes a la vecindad de radio 1 del prototipo Nu(2), 
solamente 5 no han sido atraídos por el prototipo Nu(2), lo cual representa un pequeño 
porcentaje. Observamos como los parásitos que aparecían en la figura 6.12. ahora ya no 
son parásitos, sino que convergen a su atractor más próximo. En efecto, estos parásitos 
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se correspondían con ruido [Nu[[2]],l] y ruido[Nu[[2]],2], que tal como se ha 
comprobado en el resultado anterior convergen a su atractor más próximo, que es Nu[2]. 
Si ahora aplicamos el algoritmo RcHebSP a todas las vecindades de los patrones de Nu 
que caen dentro de un entorno de radio 1, observamos viendo Ap. 6.38., que en 
comparación con el resultado obtenido en Ap. 6.33., el número de parásitos ha 
disminuido en una forma muy notable, como resultado del proceso de desparasitación 
RcHeb5P. Si analizamos, por ejemplo, RcHebSP [ruido[Nu(2),20], observamos (Ap. 
6.38.) que esta salida es el vector fO, l, 1,1, 0, 0, 0, l, 0, 0, 0,1,1, l, l, l, 1, 0, 0, l, l, 0, 0, 0, l, 
1, 1,1}, que se corresponde con el de la figura 6.16., 
[0,1,1,1,0,0.0,1.0,0,0,1,1.1,1,1,1.0,0,1,1,0,0.0,1,1,1,11 
Figura 6.16. Patrón RcHebSPfruido[Nu(2),20] 
Podemos observar también (Ap. 6.38.) que la desviación de este vector es igual a 
0.419525 que se corresponde exactamente con la de Nu(2). Por lo tanto el patrón 
RcHeb5P[ruido[Nu(2),20], no solamente está en la recta r¡6 como élNu(2), sino que su 
vector de pesos relativos también cae por debajo del umbral fijado para esta recta y su 
desviación es exactamente igual que la de Nu(2). Además el PE de ambos patrones Nu(2) 
y RcHeb5P[ruido[Nu(2),20] también coincide, siendo para ambos {3420/7, - 2508/7} (ver 
Ap.6.38.). Este es el único caso en que pueden aparecer parásitos pero la probabilidad de 
que esto suceda es bastante pequeña. Los resultados obtenidos, por lo tanto, son 
bastante óptimos, ya que tal como se puede observar en Ap. 6.38., de los 280 vectores 
que están en las vecindades de radio 1 de los respectivos prototipos de Nu prácticamente 
todos convergen al prototipo más cercano. Obteniendo además por supuesto, que los 
propios prototipos son fijos. Podemos pues darnos por satisfechos, ya que no solo hemos 
conseguido que, en nuestra implementacion de una RNRD utilizando grafos, los 
prototipos que pretendíamos fijar en la red aparezcan efectivamente como fijos, sino que 
también prácticamente todos los que están en su vecindad queden atraídos por ellos. 
Además el número de parámetros que hemos utilizado ha quedado dimensionalmente 
optimizado y el algoritmo paralelizado, tal como era nuestra intención. 
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PRINCIPALES APORTACIONES. CONCLUSIONSS Y 
CONTINUACIÓN DU TRABAJO 
a nueva implementación de Red Neuronal que hemos desarrollado, ha 
conceptualizado una Red de Neuronas Recursiva ateniéndose a principios 
que en esencia (se aplica el término esencia refiriéndose a lo que es), des-
cansan en las mismas premisas que la solución clásica. Sin embargo tanto en el origen, es 
decir en los elementos utilizados en su construcción, como en la forma de operar y en las 
prestaciones que puede ofrecer, hay substanciales diferencias entre ambos modelos. 
Una Red de Neuronas se puede interpretar como un cierto sistema u organismo 
capaz de asimilar, aprehender o memorizar un determinado número de objetos o señales 
diferentes, que se le han ensenado previamente. Cuando se presentan a una red las se-
ñales o patrones que se pretende memorice, ésta tiene que estar preparada para tal 
operación; no estaría mal que con anterioridad hubiese recibido algún curso para des-
arrollar la memoria utilizando las herramientas mnemotécnicas más avanzadas que estén 
disponibles y por otro lado como ocurre en las personas, es posible que solicite se le 
muestren los objetos una segunda vez, o incluso sucesivas veces, para poder captar de 
los patrones una mayor información. El modelo clásico, lo único que hace es extraer las 
características o rasgos comunes más coincidentes del conjunto de patrones de 
entrenamiento; con estos rasgos comunes construye unos estereotipos que guarda en su 
memoria. De esta manera los patrones de aprendizaje que sean muy diferentes del "míni-
mo común denominador" de todos ellos no pueden ser memorizados. 
En la aproximación que presentamos la operativa de la red es, desde nuestro 
punto de vista, mucho más rica, dado que el entrenamiento de la red se realiza de la 
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siguiente forma. En una primera presentación del conjunto de patrones de aprendizaje, la 
red toma nota de los rasgos comunes, dependiendo además de la categoría a la cual 
pertenece el patrón que se le está mostrando, y en una segunda calcula la distancia 
existente entre cada patrón de aprendizaje y los valores medios establecidos en la primera 
etapa. Resumiendo: se ha construido una Red de Neuronas Recurrente Discreta basada 
en teoría de grafos y cuyas principales aportaciones se recogen a continuación: 
PRINCIPALES APORTACIONES 
• El aprendizaje de la red se realiza en dos etapas. En una primera etapa se puede 
concebir la red como un grafo completo de n nodos con todas sus aristas sin 
colorear, si utilizamos el color para representar gráficamente el sistema. Cada 
patrón de aprendizaje que se refleje en la red, bicoloreará las aristas de dicho grafo 
con los colores, rojo y azul, teniendo en cuenta que si una arista de un color 
cualquiera, se vuelve a colorear con ese mismo color, aumenta la intensidad de 
dicho color; en cambio, si se colorea de nuevo, pero con un color diferente, 
disminuye la intensidad del mismo. Por otro lado, si la intensidad de color de una 
cierta arista es la mínima permitida, respecto a un umbral determinado y al recibir 
un nuevo patrón se colorea con un color diferente, el color desaparece, pudiendo 
darse el caso que en una próxima coloración esta arista comience a tomar un color 
diferente. Al finalizar la primera etapa de aprendizaje, las aristas del grafo habrán 
quedado coloreadas en azul y rojo con diferentes intensidades; estas intensidades 
se representan por números positivos para el caso de color rojo, y negativos para 
las intensidades de color azul. Una vez finalizado el aprendizaje la matriz de 
adyacencia del grafo, será la matriz que representa las intensidades de color. 
• Finalizada la primera etapa de aprendizaje, la matriz de adyacencia del grafo 
resulta ser de un cierto tipo muy peculiar de matrices, que hemos denotado, por 
sus propiedades, matrices tetraédricas. Las matrices tetraédricas forman un 
subespacio vectorial de dimensión n del espacio de dimensión n2 del espacio de 
matrices de orden n. Se ha encontrado una base de dicho espacio, formada por las 
llamadas matrices tetraédricas básicas; por tanto cualquier matriz de pesos (matriz 
de adyacencia del grafo), puede ser expresada mediante n coeficientes, lo cual 
permite redimensionar o, mejor dicho, reparametrizar la red. 
Los parámetros que controlan la red quedan, de esta manera, recogidos en 
un vector de n componentes, en lugar de en una matriz de dimensión (nXn), por 
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tanto los requerimientos de memoria disminuyen considerablemente. A este vector 
de n componentes lo podemos denominar vector de pesos. Se ha diseñado un 
algoritmo de aprendizaje con el cual se obtienen directamente los n coeficientes a 
partir de los patrones de aprendizaje, con lo cual además del ahorro en memoria se 
obtiene también un considerable ahorro en tiempo de cómputo, dado que el algorit-
mo solamente tendrá que iterar n componentes, en lugar de hacerlo sobre n x n 
como hace el modelo clásico, para la actualización de los pesos de la matriz sináp-
tica, cada vez que ésta asimilaba un nuevo patrón de aprendizaje. 
• Un estado cualquiera de la red lo consideramos como una partición del grafo re-
sultante en dos subgrafos. Si la red tiene n nodos, tendremos T posibles particio-
nes o estados; si contemplamos de forma gráfica un estado, observamos dos 
subgrafos, también completos, del grafo resultante. El par de números (par de 
energía ó PE) que representan respectivamente la suma de los valores asignados a 
cada uno de estos subgrafos, lo interpretamos geométricamente como un punto del 
plano. Todos los PE's que se corresponden con estados de la red, cuya distancia 
Hamming al vector cero es la misma, están situados sobre una misma linea recta 
del plano. De esta forma se puede clasificar el espacio de patrones y como resul-
tado de esta clasificación se "paraleliza" o clasifica todo el algoritmo de recupera-
ción de patrones; para ello antes de proceder a la etapa de recuperación, se efectúa 
una segunda etapa de aprendizaje. Como resultado de esta segunda etapa se 
calcula un vector que depende del vector de pesos obtenido en la primera etapa. 
• Cada estado de la red además de corresponderse con una partición del grafo, 
tiene asociada una distribución de frecuencias de pesos relativos. El peso relativo 
de un nodo del grafo para un estado determinado, es la aportación de dicho nodo a 
la energía de su subgrafo. Una vez encontrado el vector de pesos mediante la 
primera etapa de aprendizaje, se realiza la segunda, en la cual se mide la desviación 
que presenta cada patrón de aprendizaje, respecto a la distribución media; así se 
obtiene un nuevo vector de parámetros, que se ha considerado como vector de 
desviaciones. En resumen, los parámetros que permiten controlar la red; es decir, 
recuperar los patrones de una u otra forma, son el vector de pesos y el vector de 
desviaciones. 
• Finalizada la etapa de entrenamiento, puede realizarse la recuperación de patro-
nes también denotada dinámica de estados. Dado que la energía de un estado está 
representada por un punto del plano, las posibilidades de establecer criterios que 
aseguren la convergencia son prácticamente ilimitadas. En nuestro modelo, cada 
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criterio de convergencia debe basarse en la idea de que cada cambio de estado de 
la red, provoca un avance hacia una linea de nivel más baja. 
Se han utilizado dos criterios de convergencia. En el primero de ellos, di-
rectamente inspirado en el algoritmo clásico, las líneas de nivel son rectas paralelas 
a la bisectriz principal, mientras que el segundo, mucho más interesante, está 
inspirado en la idea de peso relativo, y las líneas de nivel son hipérbolas equiláteras. 
• Una vez demostrada la convergencia, entramos en el proceso de recuperación 
utilizando un vector de parámetros externo que controla la capacidad, cada 
componente de este vector nos regula hasta que punto se permiten elementos 
estables dentro de cada clase. De esta forma la capacidad es controlada por clases. 
• Para eliminar los parásitos no deseados, medimos la desviación media de cada 
prototipo. Aquellos elementos que siendo estables, según los criterios impuestos 
por el vector capacidad, sin embargo no guarden el valor correspondiente a la 
desviación de la clase de prototipo a la cual pertenece, no se permitirán como 
estables. Con ello se disminuyen, tal como ha quedado demostrado a lo largo del 
presente trabajo, gran cantidad de parásitos. 
CONCLUSIONES 
• Los algoritmos clásicos de redes recurrentes, suelen presentar dos carencias 
importantes: la saturación de la capacidad de las estructuras y la aparición de 
elementos parásitos. El nuevo algoritmo basado en grafos presenta, debido a las 
características antes expuestas, una mayor plasticidad, que se traduce en un mayor 
control en la recuperación de los patrones, lo cual hace posible unas substanciales 
mejoras en las dos limitaciones antes expuestas. 
En la aproximación clásica, se extraen del conjunto de patrones de aprendi-
zaje, las características o rasgos comunes con mayor coincidencia; los estados 
estables de la red son aquellos estados, generalmente pocos, que comparten estas 
características; esta es la causa de que la red ofrezca tan baja capacidad. Por otro 
lado, si un determinado patrón, aunque no se corresponda con uno de aprendizaje, 
comparte estas características comunes, aparece como un elemento estable inde-
seado, es decir se comporta como un parásito. Haciendo uso de las peculiaridades 
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de nuestro algoritmo, hemos solucionado estos dos importantes problemas. La 
capacidad se ha controlado mediante la introducción de un vector de parámetros 
externo, cuyas componentes nos determinan la intensidad que debe presentar un 
nodo en una coloración, para que pueda ser considerado como estable. La citada 
intensidad dependerá de la clase de estados en la cual se encuentra el patrón que 
estamos recuperando. Para controlar los parásitos se ha utilizado la distribución 
estadística asociada a cada uno de los estados de la red. Puede ocurrir que un cier-
to patrón presente el grado de correlación respecto a la red, adecuado para ser 
considerado estable; sin embargo, si no mantiene la desviación contenida en el vec-
tor de desviaciones, no será considerado como tal; esta característica permite redu-
cir de forma considerable el número de parásitos. 
LÍNEAS FUTURAS 
Para terminar se van a resumir algunas futuras líneas de ampliación o generaliza-
ción del trabajo, como posibles vías de continuación del mismo. 
Podría plantearse la utilización de k características de los patrones o señales, en 
vez de las dos diferentes introducidas en este trabajo. De forma gráfica esto se traduciría 
en la utilización de k colores, y en un campo de energía k-dimensional. Esto puede ser de 
utilidad en la implementación de redes analógicas, donde los estados de la red están 
representados por números reales. En el capítulo 3o se ha apuntado un posible algoritmo 
de aprendizaje para tales casos, dejando abierta la investigación de los demás algoritmos. 
Desde otro punto de vista, y considerando el campo de la Estadística Matemá-
tica, se pueden concebir los patrones de aprendizaje de una Red Recurrente, como una 
muestra que se presenta a la red, cuyos elementos son variables «-dimensionales de 
números binarios. Por ejemplo un elemento de la muestra, podría ser las respuestas que 
una determinada persona da a un cuestionario de n preguntas, donde las respuesta se 
contestan como si o no; una vez realizado el muestreo, se presenta el resultado a la red 
en cuestión, para obtener el vector de pesos y el vector de desviaciones. La red una vez 
entrenada, puede extraer información de cuales son los k elementos de la población que 
se presentan con una mayor frecuencia relativa; es decir, cuales son los más 
representativos, cuánto se aleja de la media un elemento cualquiera de la población, 
cuales han sido las h preguntas más contestadas en sentido afirmativo, etc. El producto 
desarrollado podría actuar de una forma dinámica, en el sentido de incorporar 
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interactivamente los nuevos elementos que se van añadiendo a la muestra; esta 
característica dinámica, se podría utilizar, por ejemplo en la detección de bordes, en 
aplicaciones que lo precisen. Para detectar los bordes se calcularía la distancia del nuevo 
elemento que se incorpora al conjunto a los k anteriores almacenados; las distancias 
máximas se corresponderán con los bordes de la serie temporal. 
Otra posible línea de investigación se podría abrir en aplicaciones dirigidas a la 
optimización de caminos. Como es conocido se han utilizado redes recurrentes para 
solucionar problemas de optimización de caminos, como por ejemplo el problema del 
viajante, con un coste computacional mucho menor que el ofrecido por las soluciones NP 
dadas a tales problema. Considerando que la nueva visión planteada para las redes 
recurrentes considera estas como grafos, dadas n ciudades y conocidas las distancias 
entre dos cualesquiera de ellas, se trata de encontrar el itinerario de distancia mínima que 
recorre dichas ciudades; si consideramos una red con nXn neuronas, en la línea de 
energía o clase [n], se encontrarán todos los patrones con n "unos"; es decir, en esa línea 
se encontrarán todos los posibles itinerarios; si se consiguiese asociar el PE de un patrón 
con la distancia del itinerario, el problema quedaría resuelto una vez hallado el elemento 
de la clase [n] que siendo un itinerario es de energía mínima, para ello simplemente se 
disminuiría el parámetro que controla la capacidad de esta clase, hasta que apareciese el 
primer itinerario. 
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