Abstract. A theorem of B. Green states that if A is a Dedekind ring whose fraction field is a local or global field, every normal projective curve over Spec(A) has a finite morphism to P 1 A . We give a different proof of a variant of this result using intersection theory and work of Moret-Bailly.
Introduction
In this paper we will use intersection theory to prove a variant of a theorem first proved by B. Green. We will make the following hypotheses: [4] .) The proof of Theorem 2 in [3] is written in the language of valuation theory, and follows from a more general result giving sufficient conditions for a family of valuations on the function field of Y to be principal.
Since Theorem 1.2 is a geometric result, it is natural to seek an entirely geometric proof. In this paper shall provide such a proof using intersection theory and the work of Moret-Bailly in [7] . To give a little more insight into the structure of the proof, we remark that first step is to show in §2 that the result follows from the existence of effective horizontal linearly equivalent ample divisors D 1 and D 2 on Y which do not intersect. Note that if there is a finite morphism Y → P 1 A , then pulling back the divisors on P 1 A associated to homogeneous coordinates x 0 and x 1 results in such D 1 and D 2 .
We then use results of Moret-Bailly [7] to produce an element f of the function field K(Y) for which div Y (f ) = D 1 − D 2 for some D i of the above kind. Moret-Bailly's method does not lead directly to f for which div Y (f ) has no vertical components. Instead we produce a finite set {f i } i of functions for which the horizontal parts of div Y (f i ) are of the desired kind, and for which the vertical parts of the div Y (f i ) have the following property. The vertical parts as i varies generate a subgroup of finite index in the subgroup of the divisor class group of Y generated by divisors contained in the reducible fibers of Y over Spec(A). We then use the negative semi-definiteness of the intersection pairing in fibers to show that a constant times a product of positive integral powers of the f i has a divisor D 1 − D 2 of the required kind.
In conclusion, we note that Theorem 1.2 and B. Green's results in [3] or [4] 
Proof. Since Y is normal it is the disjoint union of its connected components, so we can reduce to the case in which Y is connected. Given D 1 and D 2 as in the Lemma, we can replace each of these divisors by a high integral multiple of themselves to be able to assume that there is a projective embedding Y → P n A and hyperplanes H 1 and
. Let h i (x) be a linear form in the homogenous coordinates x = (x 0 ; . . . ; x n ) of P n A such that H i is the zero locus of h i (x). There is a morphism f :
A of f to Y is quasi-finite. Let c be a point of Spec(A), and let Z be the reduction of an irreducible component of the fiber Y c of Y over c. Since Y c has finitely many irreducible components, it will suffice to show that the restriction f Z :
A . This is a contradiction, and similarly H 2 cannot contain Z. Thus h(x) = h 2 (x)/h 1 (x) defines a nonzero rational function on Z, and it will suffice to show that h(x) is not in the field of constants ℓ(Z) of the function field k(Z) of Z. Suppose first that c is the generic point of Spec(A). Since Y is normal and connected, its generic fiber Y is regular and irreducible. Thus Z = Y . If h(x) ∈ ℓ(Z), the ample divisors which D 1 and D 2 determine on Y are equal, contradicting
Suppose now that c is a closed point of Spec(A). Then ℓ(Z) is a finite extension of the residue field k(c) of c. By Hypothesis 1.1(i), k(c) is an algebraic extension of a finite field, so ℓ(Z) is also such an extension. Therefore if h(x) ∈ ℓ(Z), the fact that h(x) is non-zero implies that there is an integer
Since the projective morphism Y → Spec(A) factors through f Y , we see that f Y must be projective. By [5, 
A is finite and flat, so Lemma 2.1 is proved.
Intersection numbers and ample divisors
In this section we define some notation and we recall some well known results about intersection numbers and ample divisors. We will assume throughout that Y is connected. The value of E, C clearly depends only on the linear equivalence class of E. We will need the following result. 
Let T be a horizontal Cartier divisor on Y, and let T be the general fiber of
Proof. The first assertion is shown in [7, Lemme 3.3] . Since E, C v is bilinear over Cartier divisors E, it follows that we can extend this pairing to all Weil divisors E. The proof of the second assertion concerning (3.1) is indicated immediately after [7, 
for all n ≥ n 0 and all i > 0. Consider the long exact cohomology sequence associated to the exact sequence of sheaves
Because nE is horizontal, it is affine, and the higher cohomology of coherent sheaves on nE is trivial. It follows that D + E is ample because D is ample.
Note that if E is allowed to have vertical components, then D + E might have negative degree on some irreducible vertical component of Y. Thus the conclusion of Lemma 3.4 need not hold for arbitrary effective Cartier divisors E.
We will leave the proof of the following Lemma to the reader. 
where 0 < n ∈ Z, E v is a Cartier divisor supported on Y v for v ∈ M and the following is true:
f ) is an effective, horizontal Cartier divisor and is equal to the Zariski closure of its general fiber
iii. Let m be the degree of f on the general fiber Y . If v ∈ M and C ∈ S v then 0 < nD, n C C v < m. intersects is the C(v) we have chosen. For C ∈ S v one has
Proof. We use the construction given in the proof of [7, Prop. 3.8] . To match the notation used in [7] , let X = Y. Define Z to be the union of D with To show (iv), suppose v ∈ M and that C(v) = C ∈ S v . Since C ⊂ Z and C is fibral, (4.1) and (4.7) imply that the multiplicities of C in −n(D + ∆), −n∆, div Y (f ) and E v must be equal. We conclude from (4.1) and (4.7) that if D 1 (f ) intersects a point c ∈ C ⊂ Z, then t would not be a local generator of the stalk of L at c. This contradicts condition (ii) in the definition of t following equation (4.6). Thus
This shows (4.4) and completes the proof of (iv).
Finally, the inequalities in (4.5) of part (v) are a consequence of (4.2), (4.3) and (4.4). 
Controlling vertical divisors
where D 1 and D 2 are horizontal effective divisors which do not intersect, D 2 has the same support as D, E v is supported on Y v , and for v ∈ M ′ and C ′ ∈ S v we have
Proof. We use induction on the number of elements of M − M ′ . If M = M ′ , the Lemma is shown by Proposition 4.1. Suppose now that Lemma 5.1 holds
we thus can find a function h C with the following properties:
where D C,1 and D C,2 are horizontal effective divisors which do not intersect, D C,2 has the same support as D, and E C,v is supported on
iii. For C ′ ∈ S v 0 we have
We claim that there are positive integers {a C } C∈Sv 0 such that the divisor
a C E C,v 0 has the property that
Before showing this, let us first show how it can be used to complete the proof of Lemma 5.1. By Lemma 3.3, the intersection pairing , v 0 is negative semi-definite on the vector space spanned by S v 0 . Hence (5.6) implies that E v 0 is a rational multiple of the fiber Y v 0 . Since Pic(A) is finite by Hypothesis 1.1(ii), there is a positive integer d such that d · E v 0 is the principal (vertical) divisor of a constant a ∈ K * . We have
where
and 
will have all the properties required to show the induction step for Lemma 5.1 and complete the proof. It remains to produce positive integers {a C } C∈Sv 0 such that
has property (5.6), i.e. is perpendicular to every irreducible component C ′ of Y v 0 . It will suffice to show that we can do this using positive rational numbers a C since the intersection pairing is well defined for all rational linear combinations of fibral divisors. Consider the square matrix W = (W C,C ′ ) C,C ′ ∈Sv with integral entries
where n(C ′ ) > 0 is the multiplicity of C ′ in the fiber Y v . The sum of all the entries in the row indexed by C is
where the last equality is from Lemma 3.3. Condition (5.5) of the induction hypothesis now says that W satisfies the hypotheses of the following Lemma, and this Lemma completes the proof of Lemma 5.1. Proof. We prove this assertion by ascending induction on the size t of W . If t = 1 then W has to be the zero matrix since the sum of the entries in any row of W is trivial. If t = 2 then the rows of W have the form (−a, a) and (b, −b) for some positive rationals a and b, so b times the first row plus a times the second is (0, 0). We now suppose the statement is true for matrices of smaller size than t ≥ 3.
Without loss of generality, we can multiply the i-th row of W by −1/w i,i > 0 to be able to assume that the diagonal entries are all equal to −1. Since every off diagonal entry is positive, every off diagonal entry has to be a rational number in the open interval (0, 1) because the sum of the entries in each row is 0 and t ≥ 3.
Thus when we add w i,t times the last row to the i th row for i = 1, . . . , t−1, we arrive at a matrix W ′ = (w ′ i,j ) t i,j=1 such that w ′ i,t = 0 for i = 1, . . . , t − 1. It is elementary to check that the the (t−1)×(t−1) matrix W ′′ = (w ′ i,j )
which results from dropping the last row and the last column of W ′ satisfies our induction hypotheses. We now conclude by induction that there is a positive rational linear combination of the rows of W ′′ which equals 0. The corresponding linear combination of the rows of W ′ is then also 0. Since each of the first t − 1 rows of W ′ is the sum of the corresponding row of W with a positive multiple of the last row of W , we arrive in this way at the a positive linear combination of the rows of W which is the zero vector.
Completion of the proof of Theorem 1.2
Let M ′ be the empty set in Lemma 5.1. This Lemma now produces divisors D 1 and D 2 which are horizontal, effective, disjoint, linearly equivalent, and for which D 2 has the same support as the horizontal effective ample divisor D. Lemma 3.4 shows there is an integer m > 0 such that mD 2 is ample. So on replacing D i by mD i for i = 1, 2 we arrive at divisors of the kind needed in Lemma 2.1, which finishes the proof.
