Abstract
Introduction
Dependence on complex computing systems is growing. Examples are systems to control satellites, aircraft or nuclear plants. Dependability is defined as that property of a system that allows reliance to be justifiably placed on the service it delivers [6]. The development of dependable systems consists in the combined utilisation of a wide range of techniques, including fault tolerance techniques, intended to cope with the effects of faults at run-time. Fault tolerance is carried out by error processing and by fault treatment [61. Error processing aims at removing errors from a computational state, if possible before any occurrences of failure; fault treatment aims at preventing faults from being activated again.
Common practice for increasing the reliability of a system consists in identifying some classes of faults and in developing several types of redundancy and techniques for tolerating them (e.g., [9] ). Redundancy involves increasing costs (and therefore a degradation in the performance-costs ratio, i.e., in the efficiency of the system) which are often considered unaffordable. Therefore we use systems with less than the desired level of dependability. Reducing costs can make it possible to afford developing dependable systems.
In this work we propose and analyse a solution for efficiently increasing the reliability of multiprocessor architectures. This problem has already been addressed in the literature, for example in [5, 81. Multiprocessors are particularly suitable for realising techniques to tolerate processors' operational faults, which occur during system execution owing to adverse phenomenological causes. In this context, fault tolerance must be introduced into the management of the processors, which are seen as redundant resources. Our approach, beside improving reliability by tolerating processors' operational faults, aims at reducing the associated costs focusing on operational transient faults whose appropriate management may lead to significant improvements in efficiency. The error processing and fault treatment strategies we develop are integrated in a complete fault tolerance strategy to exploit each other's benefits. They must be carefully analysed to find the best tuning of their respective parameters to avoid weak points that could defeat the strategy itself.
The rest of the paper is organised as follows. In Section 2 we describe our architectural model and fault assumptions. In Section 3 the adopted error processing technique is presented. In Section 4 we deal with transient faults from the point of view of diagnosis introducing the procedures for fault treatment. We model and quantify the loss of reliability due to the presence of latent faults, improve the capabilities of the error processing mechanism and discuss the issue of an efficient management of the available resources. In Section 5 we present a preliminary evaluation of our proposal performed by simulation. We compare the effectiveness of ours and more classical schemes and analyse the behaviour of the proposed fault treatment approach. Our conclusions are in Section 6.
System and fault assumptions
The system can be thought of as composed of n identi- Figure 1 . Logical architecture of the system. SCHED-IN and MNG-OUT have the task of managing the processors, including the provisions taken for fault tolerance purposes. The application programs, which may have an internal state maintained between successive executions, reside on some stable storage. Upon service request, SCHED-IN selects the processors and makes available to them both the input data and the application software to run. Every selected processor executes then this application. The correct execution by other processors (or by the same one at different times) of the same application on the same input, always yields the same output. In a non fault tolerant setting, the subsystem MNG-OUT collects the output from the processors and either redirects it to the users or stores it in the stable storage. In the systems we consider, where fault tolerance provisions are taken, MNG-OUT has to take ciare also of adjudicating the collected results, and to diagnose the faulty processors. These are then removed by SCHED-IN which stops sending them any further service request.
The any unit considered permanently faulty is removed; repairs and replacing are not considered.
Although this last assumption of not considering repairs and replacements represents a restriction, this limited environment is still sufficiently large for including many interesting and important applications. Many systems must operate for all their life or at least for the duration of a mission in circumstances where repairs and replacements are not possible or considered too expensive (e.g., space-exploring vehicles, highly automated manned vehicles, satellites). We intend to explore in next studies if this restriction could be released without significant changes in the model, but simply adding new features.
3
The proposedl error processing scheme
The error processing strategy we intend to adopt, called PEP in the following, originates from the SCOP (SelfConfiguring Optimistic Programming) scheme [l], which was developed to tolerate design faults at the software level. In SCOP, a subset of the available variants is initially executed which would be enough to satisfy a delivery condition (e.g., that the result be correct given that no more than two variants fail, or that the result be correct with a minimum stated probability) if no errors occurred; then, if errors do occur, additional variants may be executed. The adjudicator checks for the satisfaction of this delivery condition, in terms of agreement among the results produced, and then, if necessary, more variants are executed until either the variants are exhausted or so many errors have occurred that the delivery condition can no longer be satisfied. The scheme is thus configured by assigning the delivery condition, the number of variants available and, in addition, a maximum allowable number of execution rounds (to represent real-time constraints)
For tolerating operational faults, variants are replaced with replicas, i.e., with identical copies of the same component. As a first approximation, our choice is to have three replicas and the 2-out-of-3 majority delivery condition, with only two rounds allowable. PEP can be regarded also as a modification of TMR (triple modular redundancy) to improve efficiency. TMR is a particular case of the classic error-masking scheme NMR (Nmodular redundancy) used in many fault tolerant architectures, such as SIFT and FTMP [12] . NMR consists in the parallel execution of N replicas of a component (3 in the case of TMR), whose results are then compared by a majority voting algorithm. Figure 2 shows an iteration of the PEP scheme.
In the first phase Replicas 1 and 2 begin to execute (possibly at the same time). After both have completed their executions, the adjudicator compares their results. If they are consistent, it accepts them (it delivers one of them as the result of the redundant component). Path 1 in Figure 2 represents termination at the end of the first phase. Otherwise, the second phase begins, Replica 3 executes, and then the adjudicator decides on the basis of all three results, seeking a 2-out-of-3 majority. Path 2 in Figure 2 represents this second case.
PEP makes a trade-off between space and time redundancy and, since the redundancy actually used while providing a service depends on fault occurrence, it results in a low overhead in the absence of faults and provides an efficient use of the available resources. The reliability analysis of PEP is simplified with respect to SCOP thanks to the hypothesis of independent failures between the components. Denoting with qir the error probability of a replica and with qd that of the adjudicator, in [2] we derived, through a detailed dependability analysis performed adopting Markov chains, that PEP and TMR have the same failure probability, reported below:
The complete fault tolerance strategy
Fault treatment
Fault treatment consists of fault diagnosis and fault passivation. Fault diagnosis has the purpose of locating the source of the fault, i.e. the (hardware or software) component(s) affected, and understanding the nature of the fault (persistent, transient or intermittent [6] ). Many diagnosis strategies have been developed in the literature.
[ 101 presented the basic framework for system-level fault diagnosis (PCM model). In this model each unit in the system is able to test each other unit by sending stimuli and analysing the response. The derived information is collected by an ultra-reliable central unit which is then able to decide for each unit if it is fault-free or failed. Much work has been derived from it [3, 4, 11] . In particular, [3] proposed a more practical and interesting approach. The diagnostic tests' programs, which may have a low coverage and are often very expensive to run, are substituted by the application programs. Each application program is executed on pairs of processors and the results produced are compared. Two goals may so be reached: a syndrome is made available for diagnosis purposes and results obtained by fault-free processors may be released. In applications adopting fault masking methods based on voting, the diagnosis based on application programs seems particularly interesting. From the comparisons of the results of the redundant executions, performed during error processing, the syndrome w useful for obtaining information on the processors' status is derived.
The diagnosis model we adopt relies on the error processing mechanism and simply follows it. We define for each execution L of an application task in the system a syndrome w(L) With only permanent faults, the diagnosis is completed by producing the syndrome WO.): as soon as W(L)i becomes 0 the processor Ui can be removed. Experience shows that the majority of faults are transient [13] , so in systems where repairing or replacing is not allowed, removing a unit after just one failure is inappropriate. In such systems, an appropriate diagnosis strategy should aim to a trade-off between the cost in terms of general performance of the system and the cost in terms of reliability. The first is influenced by immediately removing the failed units (which could be affected by a transient fault), while the second suffers from maintaining in service units affected by permanent faults, leading to a premature failure of the error processing mechanisms.
In our solution, information on processors' behaviour is gathered at each execution. This information is then used to take a decision on whether processors are affected by permanent faults. A function a i is associated to each notyet-removed processor ui to record the previous failures experienced by Ui. ai is initially set to 0, i.e., ai(0) = 0, and accounts for the L-th service provided by the system as follows:
When the value of ai&) grows bigger than a given threshold a', Ui is diagnosed as permanently faulty and is then removed. The accuracy of the diagnosis depends on ai, on its parameters H and K, on the threshold a' and on the expected ratio between permanent and transient faults. For example, if only permanent faults are expected and H=l, a' should be set to 1. If both permanent and transient faults are expected, the same unit is used many times and its failures must be detected and masked until it is diagnosed as being affected by a permanent fault.
This approach to fault diagnosis avoids removing processors affected by transient faults, but introduces a delay in removing processors affected by permanent faults. This delay impacts the error processing mechanism and contributes to lower the overall reliability of the system.
Improving the error processing mechanism
Continuing to use a failed unit increases the probability of having two failures while providing the same service, introducing the problem of the so-called 'latent faults ' [12] : two sequential faults in two distinct units are perceived as simultaneous. This phenomenon reduces system reliability. The PEP strategy may become too weak for coping successfully with the latent faults' rate. Figure 3 shows the Markov chain of one execution of PEP, considering a non null probability to start the execution with some permanently faulty processors not yet recognised by the diagnosis mechanism. qhu) represents the probability that an execution starts with j already failed processors, j ranges from 0 to the maximum number of processors employed by the scheme (in our case 3). About the use of already faulty processors, we make the conserwative hypothesis that, if employed, they are used just from the first phase of the execution. In Table 1 By comparing this expression with the one reported earlier for PEP, it derives that, due to the latent faults' phenomenon, the probability of failure is increased by U -q i r ) 2 ( 1 -q d ) ( 2 q i r q h ( l ) + (I+ 2qir ) ( q h ( 2 ) + qh(311)) This positive quantity may become relatively large thus making the reliability of the scheme too low for being acceptable, as described in [21. To address this problem, we extend the proposed error processing strategy defining a failed processors execution of the adjudicator after RPj execution of the third replica failure of the execution (and of the variation called APEP in the following. APEP is composed of four replicas, two of which executed in the first phase. When two disagreeing results are observed, MEP re-executes the same service on two other units and not just on one, thus obtaining 4 results. A result value will be considered correct if agreed on by at least two units. So, unless two equal wrong results are obtained at the end of the first phase, APEP may have success in many cases when two processors are failed, either before starting execution or during execution. These are cases in which PEP fails, so using APEP in place of PEP improves reliability and helps in addressing the problem of latent faults.
The precise probabilities of starting an execution with some processors alread,y failed are quite difficult to model. For a precise evaluation of the gain in reliability that APEP offers this modelling effort is necessary. Still, from the simulation that will be described in the next section, one can qualitatively appreciate that APEP is more resilient than PEP. From the point of view of the costs we point out that APEP is not significantly more expensive than PEP since the first phase of APEP, the only one performed in the large majority of cases, has the same cost as the first phase of PEP.
Processor management
A dynamic and flexible management of the processors of a multiprocessor system, aiming at maximising their use, is generally always useful to increase efficiency, and is also fundamental to PEP and APEP. In fact, if we do not have a dynamic management of the processors, we lose the possible advantages in terms of either efficiency or reliability. The scheduling policy should also avoid delays due to synchronisation, immediately employing the free processors. In this way, there may be some results already produced by some processor, called pending results, that cannot be judged until the corresponding results are produced by some other processor. Of course the asynchrony between processors has to be limited taking into account the possibility that a processor may be removed. Two solutions seem to be practical. The first limits the asynchrony by keeping a processor ui idle after it has provided a number of pending results which, if all erroneous, will make the function a i to grow bigger than a' (as in this case Ui must be removed). In the second approach, processors are executed without condition and when a processor Ui i s removed, MNG-OUT must remove also the pending results provided by Ui and reexecute the same tasks on other processors.
Evaluation
In this section, a preliminary evaluation is carried out via simulation, with the sole purpose of comparing the different strategies considered. The results of the reliability and performability analyses, based on analytical models, of the main error processing schemes are largely available in the literature [l, 7, 141. Analytical models tend to become extremely complex if one wishes to include many parameters, and often the approximations introduced for obtaining models amenable to solution are such that the resulting solutions lose precision and usefulness. In this respect we consider simulation a useful complementary approach to evaluation since it permits more flexibly to investigate the different combinations of techniques and parameters.
Error processing and fault treatment strategies have complex relationships which depend, among other things, on their respective parameters. It becomes interesting to analyse different combinations of these techniques and their parameters in order to determine, if possible, suitable settings. With our simulation we looked for three quantities: 1) the average number of services the system correctly executes before its failure, 2) the average number of removed processors at system failure, and 3) the average discrepancy between how many processors the fault treatment strategy removed and how many were actually faulty. The first quantity gives a rough measure of combined dependability, performance and costs. The second is useful for checking the balance between the error processing and fault treatment strategies, consequently suggesting the subject of possible improvements. The third measure concerns only the fault treatment strategy and is useful to assess its quality: large discrepancies indicate the need for further refinements.
In the simulated system, processors are used without any synchronisation or scheduling delays, to reach the highest parallelism permitted by the employed error processing strategy assuming an 'infinite' load. Under our hypotheses, the system can fail due to the exhaustion of available processors (when less than a prefixed number of processors is working) or to the production of an incorrect value. Different kinds of services are accomplished by the system, each service requiring a constant execution time that is uniformly distributed in the interval 6-12. Due to our assumption of independence, the probability that independent faults result in coincident errors depends on the cardinality of the result type that we assume to be Boolean, Char or Integer. Each processor has the same probability of experiencing a fault, which is divided into probabilities of permanent and transient fault. The complete set of parameter values is reported in Table 2 .
We compare PEP and APEP with NMR in combination with three fault treatment strategies: 1) a processor which fails is always immediately removed (optimal if only permanent faults are admitted): 2) processors are never removed (optimal if only transient faults are admitted); 3) the function a described in
Parameters
Number of processors in the system Probability of permanent fault per execution Probabilitv of transient fault Der execution Section 4 is used with parameters as in Table 2 . The first two fault treatment strategies are at the extremes in the spectrum of possible fault treatment strategies and have been used just to get an idea of the behaviour of the system, although they are inappropriate in contexts where both transient and permanent faults are admitted. They have been combined only with PEP, while the third one is combined with both PEP and APEP.
Value

.0005 .0045
Necessary units for the system to be operational Probability that the result of a service is boolean Probability that the result of a service is a character Probability that the result of a service is an integer Table 4 . Average removed and permanently faulty processors at system failure. From Table 4 it can also be observed that combining the strategy a with PEP and 3MR leads the system to fail with a number of removed processors significantly smaller than the maximum allowed: this is due to the problem of latent faults. The usage of APEP and 4MR improves the utilisation of the processors, as the system only fails when the number of required operative processors is very close to the minimum allowed.
Conclusions
In this paper we have proposed a fault toler,ance strategy for multiprocessor architectures, composed by error processing and fault treatment, that shows interesting characteristics regarding both reliability and the associated costs. Under the faults hypotheses made, the adopted error processing scheme proves to be as reliable as TMR allowing also a lower degradation in performance. The proposed fault treatment policy a is flexible and efficient, resulting in the quick removal of permanently faulty processors. Further, it seeks to keep those units affected by transient faults in the system, so as to avoid an unnecessary reduction in performance. This approach introduces a delay in removing processors affected by permanent faults which causes the phenomenon of latent faults and lowers the overall reliability of the system. We addressed this problem by improving the capabilities of the error processing mechanism. Our fault tolerance strategy was then compared, by simulation, with TMR in combination with the a fault treatment strategy. Different combinations of the parameters of the two error processing and fault treatment strategies were analysed, yielding results that, although preliminary, confirm the benefits reachable by our proposed approach to fault tolerance.
