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ABSTRACT
A LORENTZ VIOLATING THEORY: ITS NONMINIMAL EXTENSION IN THE
PHOTON SECTOR
Albayrak, Soner
M.S., Department of Physics
Supervisor : Assoc. Prof. Dr. I˙smail Turan
February 2016, 105 pages
The relentless efforts of the physics community has not yet availed us the solution
of how to unify the Quantum Mechanics with General Relativity, a puzzle that has
engaged the minds of the physicists for almost a century. The insufficiency of to-
day’s and foreseeable future’s technology for a direct reach into the Planck energies
at which the fundamental theory, the Quantum Theory of Gravity, lies has lead to the
search of the low energy effects of that fundamental Planck level theory irregardless
of the details of it. In this thesis, one of the leading candidates of such an exotic
effect, that is the violation of Lorentz and CPT symmetries is analyzed. The action
level effective field theoretical framework for such an analysis called Standard Model
Extension has already been in the literature for the last two decades; here, the nonmin-
imal photon sector of such a framework is examined from a quantum field theoretical
point of view. All possible polarization vectors for different kinds of CPT violations,
the generic forms of the dispersion relations that these polarization vectors satisfy, and
the corresponding propagators of the photon field are explicitly calculated. Special
models of Lorentz violations are introduced, and a particular one called vacuum or-
thogonal model is analyzed extensively. It is found that this particular form of Lorentz
violation cannot induce any effects that is detectable in the vacuum propagation of the
photon. Isotropic and leading order cases of the Lorentz violation is studied and this
found result is explicitly shown.
v
Keywords: Lorentz violation, CPT violation, Standard Model Extension, nonminimal
SME, nonrenormalizable photon sector, vacuum-orthogonal models
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ÖZ
LORENTZ KIRAN BI˙R MODEL: BU MODELI˙N FOTON SEKTÖRÜNDEKI˙
UZANTISI
Albayrak, Soner
Yüksek Lisans, Fizik Bölümü
Tez Yöneticisi : Doç. Dr. I˙smail Turan
S¸ubat 2016 , 105 sayfa
Son yüzyıl boyunca fizikçileri mes¸gul eden Kuantum Mekanig˘inin Genel Görelilik
ile birles¸tirilememesi problemi, fizik camiasının bütün çabalarına rag˘men halen çö-
zülebilmis¸ deg˘il. Ne bugünün ne de yakın geleceg˘in teknolojisinin dog˘rudan Planck
enerjisinde bir gözlem yapmak için yeterli olması, Fizikçileri bu enerjide geçerli olan
temel kuramın –kuramın kendisinin ne oldug˘uyla ilgilenmeden– düs¸ük enerjilerdeki
sıradıs¸ı etkilerinin aras¸tırılmasına yönlendirmis¸ durumda. Bu tezde de, böyle sıradıs¸ı
olası etkilerin önde gelen adayı olan Lorentz ve CPT simetrilerinin kırılımı inceleni-
yor. Böyle bir analizi eylem seviyesinde etken alan kuramı ile inceleyen bir sistem,
Genis¸letilmis¸ Standard Model, son yirmi yıldır literatürde mevcut durumda; bu sis-
temin minimal olmayan foton sektörünün kuantum alan kuramsal analizi de burada
yapılmaktadır. Farklı çes¸it Lorentz kırılımları için olası bütün polarizasyon vektörleri,
bu polarizasyon vektörlerinin uydug˘u enerji momentum ilis¸kilerinin genel halleri, ve
bu foton alanlarına kars¸ılık gelen yayıcılar açık olarak hesaplanmıs¸tır. Lorentz kırı-
lımlarının özel modelleri tanıtılmıs¸, ve vakuma dik denilen bir model ayrıca kapsamlı
bir s¸ekilde çalıs¸ılmıs¸tır. Bu özel modelin, fotonun vakumdaki yayılımında gözlemle-
nebilecek bir etki olus¸turamayacag˘ı bulunmus¸; sadece es¸yönlü katsayılardan ve sa-
dece öncül seviyedeki katsayılardan olus¸an Lorentz kırılımı özel durumları için bu
bulgu bariz bir s¸ekilde gösterilmis¸tir.
vii
Anahtar Kelimeler: Lorentz kırılımı, CPT kırılımı, Genis¸letilmis¸ Standard Model, mi-
nimal olmayan SME, yeniden normalize olmayan Foton sektör, vakuma dik modeller
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CHAPTER 1
INTRODUCTION
One of the important quests in Physics for the last century, if not the most, has been
the unification of Quantum Mechanics (QM) with General Relativity (GR), in the
search for the ultimate theory of all known physics. The mathematical incompatibil-
ity of these two theories, along with the incline toward the incompleteness of Stan-
dard Model (SM), has kindled the desire to build another theory, so-called Quantum
Theory of Gravity, from which the SM and GR emerge under proper limits. Several
different approaches have been developed as to be candidates for the Quantum The-
ory of Gravity, among which string theories, loop quantum gravity, noncommutative
field theories, space-time foam, geometrodynamics, and many others can be named.
However, in contrast to the abundance of theoretical possibilities, a clue regarding
what the ultimate theory would be among those eludes us, as that would be experi-
mentally extracted in the Planck scales only. Therefore, that our technology for such
an experiment is impossible both today and in the foreseeable future leaves us in the
dark if the experimental results of those candidates are directly sought.
It has been realized for the last couple of decades that the progress can be turned
upside down: Instead of starting from the theoretical candidates and searching for
their effects, the exotic effects in the attainable energies can be searched from where
the high energy theory is reached. Indeed, it is much more practical to search for such
effects which can be treated as the low energy effects of the quantum gravity. Exotic
effects, in this sense, can be any phenomena that can be explained by neither SM nor
GR. Among such exotic effects, the violation of Lorentz and CPT symmetries is one
of the leading candidates. That is mostly because almost all current approaches to the
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quantum gravity naturally allow the violation of Lorentz symmetry [1–12]; however,
we can also bluntly see why Lorentz symmetry is at least to be modified in the Planck
scales with a simple example. In an almost flat part of the spacetime in which the
Special Relativity holds, one needs to be able to boost to another frame for which
the length of a stick is arbitrarily small due to the length contraction. However, it is
assumed that the Planck length is the shortest possible length, which indicates that
the Special Relativity as it stands cannot hold for the Planck level.
Once we accept that Lorentz symmetry can be broken, the validity of CPT symmetry
becomes weaker; because, CPT symmetry is dictated by so-called the CPT theorem
which states that any Lorentz invariant local quantum field theory with a Hermitian
Hamiltonian must have CPT symmetry [13]. Hence, the Lorentz Violation (LV) may
or may not induce CPT Violation (CPTV), whereas breaking of the CPT symme-
try directly induces breaking of the Lorentz symmetry as long as positivity of energy
(Hermitian Hamiltonian) and causality (locality of the fields) are preserved. There are
some theories in the literature, dealing with nonlocal models for the sake of CPTV
without LV [14]; however, it is generally assumed that locality is a much more strin-
gent bound, which should be respected, than the Lorentz symmetry whose violation
is already allowed in the leading quantum gravity candidates.
The breaking of Lorentz symmetry can be either spontaneous or explicit, which have
quite different implications. An explicit breaking of Lorentz symmetry means that
the fundamental theory at the Planck level does not have the Lorentz symmetry at all;
that means, the principle of relativity, the heart of Lorentz symmetry, is invalid at all
energies. Such a breaking is indeed a radical one, and results in not only physical
consequences, but also philosophical implications as the universe should be a biased
one about a particular position or velocity at all energies. There are some papers in
the literature dealing with such a breaking [15]; however, it has been shown in an
Effective Field Theoretical (EFT) approach that the usual Riemann geometry cannot
be maintained for gravity under an explicit breaking [16]. Alternative geometries like
Riemann-Finsler can overcome this problem [17], yet there is really not that much
motivation to consider explicit breaking of Lorentz symmetry by paying the price of
abandoning the usual Riemann geometry.
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For the case of the spontaneous breaking of the Lorentz symmetry, in contrast to the
explicit one, the fundamental theory in the Planck scale does respect the principal of
Relativity, and does have some form of Lorentz symmetry, probably an accordingly
modified one as we do not know the exact form of the quantum gravity either. The
key point is that this symmetry breaks for the vacuum solution, just like the Higgs
mechanism, hence is not reflected in the solution of the theory, that is the universe we
observe. In that sense, the spontaneous breaking attracts much more appeal than the
explicit one as there is no philosophical problems about how biased the universe is:
There is no specific reason for its particular bias, it would have as well been biased in
a completely different form as the occurrence is spontaneous. This is like the direction
that a pencil falls when it is let after being initially hold vertically: There is nothing
special relating to that direction, and any other direction would be as well; however,
a direction had to be picked as pencil went from high energy (vertical position) to
low energy (horizontal position). In the real world, the direction that the pencil takes
is surely a result of an unaccounted effect, like imperfect shape of the tip of the
pencil or a small wind; however, the spontaneous breaking in its essence is not an
ignorance of an unaccounted effect, but simply the implication of the necessity of
solution selection which would destroy the original symmetry. As explained earlier,
it is not of interest how this solution selection takes place in the fundamental theory
since it is beyond reach; instead, the solution of the breaking, that is our universe,
is examined by introducing LV into the conventional model in various ways, among
which modifications in transformation laws [18, 19] and field theoretical approaches
[4,15,20–24] have been pursued in the literature, albeit such different approaches can
be shown to be contained in a systematic field theoretical framework [25, 26].
Let us summarize the situation at hand. The last century has witnessed relentless
yet unsuccessful attempts to marry, if we use the jargon, the QM and GR, where it
is currently assumed that there is indeed an ultimate theory valid upto Planck level,
that is the Quantum theory of Gravity, or simply quantum gravity, for which SM
and GR are simply limiting cases. However, it is almost impossible to probe into
that realm to take hints regarding the validity of quantum gravity candidates, at least
in today’s technology; hence, instead, the low energy effects of this ultimate theory
is searched through the exotic phenomena, one of which is the violation of Lorentz
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symmetry, where we will be concerning ourselves with the spontaneous breaking of
this symmetry in this thesis. As for the means of introducing this violation to the
conventional SM, we will be dealing with a model called Standard Model Extension
(SME).
Standard Model Extension [16, 27, 28] is a systematic framework for the exploration
of Lorentz and CPT violations. This framework, which was constructed over 15
years ago, is an action level EFT approach in which LV is inserted to the model via
background fields named Lorentz Violating Terms (LVT), and has been analyzed and
investigated both in theoretical and experimental fronts [29]. Basically, it is assumed
that the effective low energy description of the high energy fundamental theory can be
expanded in energy over a mass scale, which is possibly related to the Planck scale.
In this expansion, the lowest order term becomes the SM. With the EFT approach,
next terms in this expansion can be examined with the field theoretical machinery
built within the SM since the process is inherently perturbative as the deviations from
the Lorentz invariance should be very small due to the current experimental bounds.
The leading term after the lowest order term is called minimal Standard Model Exten-
sion (mSME), and considers all possible LVT acceptable in SME with the restriction
of renormalizability [28]. The examination of mSME has been quite thorough in
all sectors, including the photon sector for which the experimental bounds are quite
impressive, almost enough to rule out any possible LV [29]. In contrast, there are al-
most no bounds in some LVT in the photon sector of so-called non-minimal Standard
Model Extension (nmSME) in which all nonrenormalizable LVT acceptable in SME
are accounted. As gravity itself is nonrenormalizable, it is reasonable to assume that
nmSME, with the operators of arbitrarily high mass dimensions, constitute the next
term after the mSME in the perturbation expansion of the fundamental theory.
The general introduction of SME and its constructional philosophy are left to the Ap-
pendix A along with the alternative LV theories in the literature, where more related
concepts such as the justification of using nonrenormalizable terms in the model and
how SME ascertains that physics remains independent of choice of reference frame
in the face of LV are covered in Chapter 2. The last item is actually a subtle issue
about breaking the Lorentz invariance, and at the same time, remaining independent
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of the reference system of the observer, which is handled in SME by inducing the
difference between so-called Observer Lorentz Transformations (OLT) and so-called
Particle Lorentz Transformations (PLT). In SME, LVT are chosen to make sure that
the Lorentz symmetry is never broken under OLT but only under PLT. The discrimi-
nation between these two transformations are elaborated there.
The outline of the thesis is as follows. In Chapter 2, the CPT-odd photon sector
of SME is briefly introduced. The necessary notations and definitions that will be
used throughout the thesis are covered; the ongoing test methods and relevant cur-
rent bounds are discussed, and possible special models, such as Vacuum Orthogonal
Model (VOM), are mentioned. Then, in Chapter 3, the quantum field theoretical
properties of the CPT-odd photon sector, namely the dispersion relations, polariza-
tion vectors, and the propagator, are investigated. It is shown that only a particular
subset of the LVT can produce physical results, and is also shown that the modified
propagator can be brought to the diagonal form for this particular subspace. In the
next chapter, Chapter 4, coefficient space is further restricted to vacuum-orthogonal
LVT only. It is demonstrated that the dispersion relations for this models split into
two sets, non-conventional and conventional; and, non-conventional dispersion rela-
tions are shown to be spurious whereas conventional dispersion relations are shown to
accept conventional polarization vectors. This means that vacuum orthogonal model
remains vacuum orthogonal at all orders; that is, vacuum orthogonal LVT do not pro-
duce any effect on vacuum propagation whatsoever; hence, this proves that there are
possible ways for the Lorentz symmetry to be broken for the photon although it seems
to be intact in the vacuum experiments as there would be neither birefringence nor dis-
persive effects. In Chapter 5, the focus of the coefficient space is further restricted,
with which some special cases are analyzed. It is demonstrated that there exists a
nontrivial coefficient subspace satisfying the results found in Chapter 4. Finally, the
results are discussed and the thesis is concluded with a conclusion.
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CHAPTER 2
PRELIMINARIES
2.1 Lorentz and CPT Symmetries
In physics, the mathematical formulation of observation of a phenomena requires an
observer dependent tool, like the coordinate system. Then, the findings of different
observers observing the same phenomena can be translated to each other by a proper
transformation.
Before Special Relativity, a concept called absolute time was considered to be valid;
that is, each and every observer measures the time exactly the same. The proper trans-
formation of space coordinates respecting this absolute time then was called Galilean
Transformations1. With the Special Relativity, however, concept of absolute time
had become inconsistent with the finite speed limit, which Einstein claimed to be the
speed of light in vacuum. It was realized by Minkowski in 1907 that the reference
frames should actually be four dimensional inertial frames [30].
Lorentz symmetry, named after Hendrik Lorentz, is the associated symmetry of the
mathematical group governing these four dimensional transformations. This group,
also called Lorentz group, ensures that the relative orientation or the relative velocity
(boost) of the laboratory in space do not affect the experimental results.
CPT invariance is the law that requires the physics to be unaffected under the com-
bined operations of charge conjugation (C), parity inversion (P), and time reversal
(T). In a nutshell, charge conjugation, parity inversion, and time reversal correspond
1More precisely, the transformation between two inertial frames with the absolute time is called Galilean
Transformation.
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to the interchange between the particle and antiparticle, the inversion of the direction
of all true vectors in the coordinate space (like position and velocity), and the flip of
flow of the time, respectively. In that sense, CPT invariance bluntly guarantees the
physics to be exact for a particle in a spacetime and for the antiparticle in the inverted
spacetime.
The above relation between a particle and antiparticle suggested by CPT invariance
lead many natural expectations, regarding the symmetry between matter and antimat-
ter properties, such as mass, charge, decay rate, gyromagnetic ratio of elementary par-
ticles, and spectra and particle-reaction processes of atoms [31]. The test of whether
these properties are indeed identical for matter and antimatter ascertains a probe into
the test of CPT invariance.
As explained in the introduction, the CPT theorem is invalid once the Lorentz sym-
metry is broken; hence, one could see CPT violation if Lorentz symmetry is violated,
and definitely expects Lorentz violation if CPT symmetry is broken, as long as local-
ity is respected. In this thesis, we will deal with a model which breaks both CPT and
Lorentz symmetries, but respects the locality nonetheless.
2.2 Observer and Particle Lorentz Transformations
In the context of Special Relativity, there are two types of transformations: passive
transformations, and active transformations. The passive transformations are those
in which the observer is boosted or rotated for an unchanged particle, and the ac-
tive transformations are those in which the observer is left invariant for a boosted or
rotated particle.
In the context of Quantum Field Theory, the passive Lorentz transformations carry
over as they are, with the name Observer Lorentz Transformations (OLT); however,
the active transformations are redefined as Particle Lorentz Transformations (PLT)
such that, crudely, the background fields as well as the observer are left invariant
under PLT.
In the more precise terminology, constant background fields in the theory transform
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as Lorentz tensors under OLT, yet transform as scalars under PLT. If these constant
background fields couple to usual currents that transform as Lorentz tensors under
both transformations, the Lorentz symmetry is broken under PLT [28].
There is a subtle point about whether observer or particle Lorentz symmetry is broken.
The observer Lorentz symmetry represents the fact that Physics is independent of the
coordinate system that we use. This is vital as it would be nonsense if two observers
observing the same phenomena obtain different results just because they labeled their
origin or their axis differently. The SME guarantees that observer Lorentz symmetry
is intact. This is ensured firstly because all background fields are proper Lorentz
tensors under OLT, and secondly because the Lagrangian consists only of properly
contracted terms.
The origin of these background fields are beyond the scope of SME, however they are
expected to be vacuum expectation values of some Lorentz tensors in the underlying
theory. The reasoning for this conclusion is that the other option, that they arise from
localized experimental conditions, is vetoed due to the fact that these background
fields transform as scalars under PLT [28].
The breaking of Lorentz symmetry under PLT on the other hand, does not pose any
conceptual problem. It merely means that the vacuum may have preferred directions.
Since the breaking is also spontaneous, we can simply conclude that even though the
underlying theory is Lorentz invariant, the vacuum solution is not on the symmetry
point, hence the spontaneous symmetry breaking occurs, giving some background
tensors expectation values2.
A direct example to distinguish between OLT and PLT might be hard to find; how-
ever, an analogy can be given for a charged particle in a cyclotron motion due to an
homogeneous magnetic field. For the purpose of the illustration, let us accept the
magnetic field as a background field, which would then transform as a scalar under
particle boost, that is the change of the speed of the charged particle. Hence, under
particle boost, the charged particle still accepts a cyclotron motion, only with a dif-
ferent radius. In contrast, the magnetic field transforms as a second rank tensor under
OLT, which would then yields a nonzero electric field; therefore, the charged particle
2For more details, please refer to Appendix B.
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Figure 2.1: Particle versus Observer Lorentz Transformations. The effect of the dif-
ference between the behavior of the background field in OLT and PLT can be demon-
strated for the cyclotron motion of an electron in a constant homogeneous magnetic
field. If this magnetic field is taken as a background field, it would transform as
scalar under particle boost, after which the electron is still in a cyclotron motion, al-
beit with a different radius. After an observer boost on the other hand, the magnetic
field which behaves as a second rank Lorentz tensor under OLT transforms into a
mixture of electric and magnetic fields in which the electron now follows a helical
motion. That illustrates how PLT and OLT leave the system in different states.
moves in a helix. The situation is depicted in Fig. 2.1.
2.3 Effective Field Theoretical Approach and the Photon Sector
There are various approaches in literature that deals with Lorentz and CPT violations.
A brief introduction of the model that will be used in this thesis, Standard Model Ex-
tension, and some other approaches are listed in Appendix A. Here, we will briefly
mention the effective field theoretical (EFT) approach, and its relevance to nonrenor-
malizable LV.
Effective field theory is basically a field theory which is considered as an approxima-
tion to an underlying fundamental theory whose structure is unknown. In some sys-
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tems, low energy behavior can be quite independent of high energy states. Therefore,
a model of low energy states can be used as an effective theory which is valid upto a
cutoff energy. For other systems, the high energy model can be unknown, which leads
to construction of an EFT by a "bottom-up" approach where candidate Lagrangian’s
are built with symmetry and naturalness constraints. In either case, EFT turns out to
be quite useful, and is used as a tool in particle physics and statistical mechanics [32].
Renormalization, in the context of Quantum Field Theory, is the technique to cure the
infinities in the calculation of interested quantities, like energy or mass. Therefore,
renormalizability of a theory is its ability to cope with the renormalization techniques.
Thus, if a theory is nonrenormalizable, there arise infinities in some calculations that
cannot be avoided. That is one of the main reasons why Gravity is still not properly
quantized: It is a nonrenormalizable theory.
In the past, nonrenormalizable theories were considered to be ill-natured; however,
this attitude has changed once nonrenormalizable theories are seen as effective field
theories. Indeed, the appearance of the infinities in the calculations indicates this:
Nonrenormalizable theories are not the fundamentally valid ones, they are merely
approximations to their underlying theories.
Let us briefly show the usefulness of EFT approach in a nonrenormalizable theory by
considering Euler-Heisenberg theory [33]. In their theory, Hans Heinrich Euler and
Werner Heisenberg introduce nonlinear photon behavior in vacuum. But we can see
how this quantum effect can arise in the Lagrangian of the classical electromagnetic
theory via the nonrenormalizable EFT approach. Clearly, we can include any higher
order terms like F 4 or
Ä
FF˜
ä2
to the classical Lagrangian F 2 once we abandon
renormalizability3. However, these terms represent light-by-light scattering, which
are completely in quantum nature. Therefore, without knowing the underlying quan-
tum theory, we can extract the light-by-light scattering information in the classical
regime using an EFT approach. That could be seen as the power of nonrenormaliz-
able theories.
3Here, F denotes the second rank field strength tensor and F˜ denotes the dual field strength tensor.
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2.3.1 Standard Model Extension
There are several methodologies to obtain a model with Lorentz and CPT violations.
In this thesis, we work with an EFT model called Standard Model Extension, which
was constructed over almost two decades ago by the seminal paper Lorentz violating
extension of the standard model [28].
For the case of LV, EFT is quite a convenient framework. The power of EFT comes
from the fact that it is expected to be applicable only in a validity range. Therefore,
if we are dealing with small deviations from a known model, an effective model can
easily be built upon it to explain these deviations. As current bounds on LV are quite
stringent, we expect very small deviations in the interested low energy regimes, thus
can easily use EFT.
Constructing an EFT extension of SM with the relaxation of Lorentz symmetry is
quite straightforward: All combinations of contractions of usual SM field operators
with some constant background tensors, respecting still intact symmetries like gauge
invariance, are added to SM Lagrangian. As explained in Section 2.2, these constant
background tensors called LV coefficients are assumed to be the vacuum expecta-
tion values of some fields in the underlying theory, hence any contraction with these
terms, called LVT, break the Lorentz symmetry under PLT. The details regarding to
the construction of SME and the alternative theories in the literature are presented in
Appendix A; nonetheless, let us quote the Lagrangian of the renormalizable part of
the photon sector in SME, that is the photon sector Lagrangian of mSME:
LmSMEphoton = −
1
4
FµνF
µν − 1
4
(kF )κλµνF
κλF µν +
1
2
(kAF )
κκλµνA
λF µν ,
from Eqn. (A.1).
The constant background tensors mentioned above correspond to the coefficients
(kF )κλµν and (kAF )κ, which are simple constants4 to be bounded by experiments.
These coefficients are of mass dimensions 4 and 3 respectively; hence, they satisfy
power counting renormalizability as expected, since they constitute the minimal por-
tion of the SME.
4In the nmSME, they will not be simple constants, but operators comprising of differentiations and contracted
coefficients, as will be seen in the next section.
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In this thesis, however, we will be dealing with the nonrenormalizable part of the
SME, called nonminimal Standard Model Extension (nmSME), despite that we will
still be interested in the photon sector only. We will briefly discuss the extraction of
the Lagrangian for nmSME below, and analyze its CPTV part throughout the thesis.
It should be remarked that although there are potential effects of other sectors, like
fermion sector, on the photon sector LV, these effects are beyond the scope of this
thesis.
2.3.2 Examination of Photon Lagrangian
The generic LV Lagrangian of the photon sector can be extracted from the most gen-
eral LV action
S(d) =
∫
d4x Kα1α2α3...αd(d) Aα1∂α3 ...∂αdAα2 .
Conservation of the energy and the momentum restrictK to be constant. Additionally,
the inherit symmetries of K and the requirement of U(1) gauge invariance reduce the
possible representations of K into two sets only [26]. Glossing over the details, we
can make the following definitions
(k
(d)
AF )
α1...αd−3
κ :=
1
3!
κµνρKµνρα1α2...αd−3(d) ,
(k
(d)
F )
κλµνα1...αd−4 := Kκµλνα1α2...αd−4(d)
for convenience, which in turn lead to the Lagrangian
L = −1
4
FµνF
µν +
1
2
κλµνAλ(kˆAF )κFµν − 1
4
Fκλ(kˆF )
κλµνFµν , (2.1)
where the differential operators5 (kˆAF )κ and (kˆF )κλµν are defined as series expansion
of the initial LV coefficients (k(d)F ) and (k
(d)
AF ):
(kˆAF )κ =
∑
d=odd≥3
(k
(d)
AF )
α1...αd−3
κ ∂α1 ...∂α(d−3) , (2.2a)
(kˆF )
κλµν =
∑
d=even≥4
(k
(d)
F )
κλµνα1...αd−4∂α1 ...∂α(d−4) . (2.2b)
In this notation, the subscript AF refers to the fact that LV introduced by the respec-
tive coefficient comes from a contraction with a photon field A and a field strength
5The quantities with a hat are operators, constituting of infinitely many coefficients of all possible dimensions.
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tensor F ; hence, the corresponding LV brings also CPTV. Hence, the operator kˆAF
is CPT-odd. Contrarily, the operator kˆF , as its subscript denotes, contracts only with
F ’s, hence does not violate CPT invariance. Therefore, it is called CPT-even.
In operators, the quantities are denoted by a hat, and does not carry a d index. The
coefficients on the other hand carry this index, which denotes the dimension of the
associated field operator in the corresponding LVT. Therefore, the mSME is already
contained within nmSME, and can be obtained from it if we restrict d to its minimum
value, d = 3 for (k(d)AF )
α1...αd−3
κ and d = 4 for (k
(d)
F )
κλµνα1...αd−4 .
Due to the way they are constructed, there are various symmetry conditions on the
coefficients. These conditions are as follows.
• (k(d)AF ) α1...αd−3κ
– is totally symmetric on its last d-3 indices.
– obeys the trace condition (k(d)AF ) α1...αd−3α1 = 0.
• (k(d)F )κλµνα1...αd−4
– has the symmetries of Riemann tensor in its first 4 indices.
– is totally symmetric on its last d-4 indices.
– is equal to zero if any 3 indices of it is antisymmetrized.
These conditions taken into account, the overall number of independent components
for each coefficient becomes
N
(d)
AF =
1
2
(d+ 1)(d− 1)(d− 2) ,
N
(d)
F = (d+ 1)d(d− 3) ,
where this counting includes the total trace term of k(d)F which is Lorentz invariant.
Although it will not be explicitly utilized in this thesis, a new field tensor Gµν can be
defined such that the form of the conventional Equations of Motion (EOM)
∂νF
µν = 0
can be preserved even in the presence of LV,
∂νG
µν = 0 .
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This can be done if Gµν is defined as
Gµν := F µν − 2µναβ(kˆAF )αAβ + (kˆF )µναβFαβ .
Here, the EOM is gauge invariant even though the definition of Gµν is gauge depen-
dent.
Lastly, it is possible to write this LV field tensor Gµν in terms of the conventional F µν
and Aµ. It can be shown that
Gµν = χˆµνρσFρσ + 2Xˆ
µνρAρ , (2.3)
where
χˆµνρσ =
1
2
(ηµρηνσ − ηνρηµσ) + (kˆF )µνρσ , (2.4a)
Xˆµνρ = µνρσ(kˆAF )σ . (2.4b)
The relation given by Eqn. (2.3) is called constitutive relation, where χˆµνρσ and
Xˆµνρ, defined by Eqn. (2.4), are called constitutive 4 tensor and constitutive 3 tensor
respectively.
2.3.3 Spherical Decomposition
The LV coefficients, given by Eqn. (2.2), are in coordinate-free form as they are;
however, what is measured in the experiments are the components of these coeffi-
cients with respect to a specific coordinate system. The Cartesian coordinate system
is mostly the usual choice for a field theory; however, it is more convenient to work
in so-called helicity basis6 for the photon.
In helicity basis, which is actually nothing more than a complex spherical coordinate
system, the coefficients decompose into spin weighted spherical harmonics7. This is
the main reason to use, and main advantage of using, the helicity basis, as spherical
decomposition is a natural classification with direct relevance to observations and
6For more details, please refer to Appendix C.
7This process is called spherical decomposition. Since its details are not necessary, the process of that decom-
position is not included in this thesis; however, an interested reader can consult to [26].
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experiments. Then, the LV operators kˆF and kˆAF decompose as
kˆAF −→

(k
(d)
AF )
(0B)
njm
(k
(d)
AF )
(1B)
njm
(k¬(d)AF )(1E)njm
,
kˆF −→

(c
(d)
F )
(0E)
njm
(k
(d)
F )
(0E)
njm
(k¬(d)F )(1E)njm
(k¬(d)F )(2E)njm
(k
(d)
F )
(1B)
njm
(k¬(d)F )(2B)njm
.
In its spherically decomposed version, the notation becomes a little bit nontrivial.
How to read them is as follows.
• The symbol k (c) means that the associated operators are birefringent (nonbire-
fringent).
• As usual, the subscript AF (F ) means that the associated LVT is CPT-odd
(CPT-even).
• As usual, the superscript d shows the dimension of associated field operator.
• The presence of a negation diacritic ¬ indicates that the associated LVT is vac-
uum orthogonal, a term to be precisely defined below.
• In the subscript njm, n determines the frequency dependence, j determines
the total angular momentum, and m determines the z-component of the total
angular momentum.
• In the superscript (iA), i (A) denotes the spin-weight (parity) of the associated
operator8.
There is also a further decomposition of these coefficients according to their effects
on the vacuum propagation: Those with leading order dispersive and birefringence
8The parity (−1)j is labeled as E whereas the parity (−1)j+1 is labeled as B.
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Table 2.1: Spherically Decomposed Coefficients And Their Vacuum Properties. The
Lorentz violating coefficients in the photon Sector of nmSME can be divided to
their CPT and vacuum properties like below. Those in the left column are CPT-odd,
whereas those in the right column are CPT-even. Likewise, top row corresponds to
the coefficients with leading order vacuum effects, and bottom row corresponds to the
coefficients with no leading order vacuum effect.
kˆAF kˆF
Vacuum Coefficients k(d)(V )jm c
(d)
(I)jm, k
(d)
(E)jm, k
(d)
(B)jm
Vacuum Orthogonal Coefficients (k¬(d)AF )(0B)njm , (k¬
(d)
AF )
(1B)
njm ,
(k¬(d)AF )(1E)njm
(c¬(d)F )(0E)njm , (k¬
(d)
F )
(0E)
njm ,
(k¬(d)F )(1E)njm , (k¬
(d)
F )
(2E)
njm ,
(k¬(d)F )(1B)njm , (k¬
(d)
F )
(2B)
njm
effects, and those with neither leading order dispersive nor leading order birefrin-
gence effects. The first group is called vacuum coefficients, as their effects are de-
tectable in the vacuum propagation of the photon. The second group is called vacuum-
orthogonal coefficients, as these coefficients are constructed from the complement co-
efficient subspace of vacuum coefficients’ subspace. They are denoted by a negation
diacritic as can be seen in Table 2.1.
The decomposition according to the vacuum properties is actually quite important for
the nmSME because it turns out that the vacuum orthogonal coefficients are nonzero
only for d > 4; hence, they represent LV effects not possible in the mSME. That is
another solid reason to consider a nonrenormalizable theory as there are indeed some
kinds of LV that cannot be obtained in the renormalizable model.
2.3.4 Tests and Bounds
The most important aspect of a scientific theory in the view of Popper’s falsifiability
is just how much that theory can be tested with empiric experiments; in the same
spirit, the most vital part of the LV theories is how much they can be tested as well.
However, there is a subtle issue in the tests of LV: As the effect is expected to be very
suppressed, and since there is no actual lower bound for the violation, a test with a
result of no LV is incapable of invalidating LV. The best that such a test can do is to
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Table 2.2: Some of the Maximal Bounds on the CPT Violating Photon Sector. The
table to the left demonstrates the bounds on the minimal photon sector while the
table to the right demonstrates those on the nonminimal photon sector (Table S3.
in [29]). Clearly, the possibility of LV in the renormalizable part is almost wiped
out, whereas there is more and more room for LV with increasing dimensions in
the nonrenormalizable part. Also, all of the bounds in the photon sector are for the
vacuum coefficients: There is yet no bounds on the vacuum orthogonal ones.
d = 3 Coefficient Sensitivity
k
(3)
(V )00 10
−43 GeV
k
(3)
(V )10 10
−42 GeV
Rek(3)(V )11 10
−42 GeV
Imk(3)(V )11 10
−42 GeV
d ≥ 5 Coefficient Sensitivity
k
(5)
(V )00 10
−34 GeV−1
k
(7)
(V )00 10
−27 GeV−3
k
(9)
(V )00 10
−21 GeV−5
eliminate the possibility of LV down to the order of the accuracy of the test, which is
called the bound on the particular type of LV that the test was addressing.
There are quite different types of tests that have been actively engaged in the search of
LV, which is actually a necessity as there are a variety of possible forms for LV in SME
to be bounded. Yet, all of the tests search for any interaction between the particles
and the background tensors explained in Appendix B. Such interactions can be found
via effects depending on the couplings and the particle properties like velocity, spin,
and flavor [34].
The bounds on the LV coefficients of SME are collected under data tables [29], which
is first published in 2008 and annually updated ever since. According to the tables,
current bounds on the CPTV photon sector of mSME are extremely stringent, as can
be seen in the Table 2.2. However, the bounds loosen as the dimension increases; in
fact, there is no bounds at all on the vacuum orthogonal coefficients, which are absent
in the minimal theory.
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CHAPTER 3
CPT-ODD PHOTON SECTOR
The construction of a general photon sector with spontaneous Lorentz violation is
discussed and the motivation for considerations of nonrenormalizable terms are pre-
sented in Chapter 2. In this chapter, we will elaborate on the photon sector with CPT
violating terms only, by extracting its field theoretical properties; firstly the disper-
sion relation in a covariant and in explicitly helicity basis form, then the polarization
vectors associated with the roots of the dispersion relations, and finally the propagator
in finite order covariant form and in exact but explicitly helicity basis form.
The CPT-odd part of the general nmSME photon Lagrangian, given by Eqn. (2.1),
can be extracted by imposing the condition kˆF = 0, which in turn yields
Lmodified = − 1
4
FµνF
µν +
1
2
κλµνAλ(kˆAF )κFµν (3.1)
Then, one can directly write the corresponding CPT-odd action as
Smodified = − 1
4
∫
d4x
(
FµνF
µν − 2κλµνAλ(kˆAF )κFµν + 2(∂µAµ)2
)
,
where ζ = 1 Feynman ’t Hooft gauge fixing term is used. Then,
Smodified = −1
4
∫
d4x
Å
(∂µAν − ∂νAµ)(∂µAν − ∂νAµ)
− 2κλµνAλ(kˆAF )κ(∂µAν − ∂νAµ) + 2(∂µAµ)(∂νAν)
ã
,
Smodified = −1
4
∫
d4x
Å
∂µAν∂
µAν − ∂νAµ∂µAν − ∂µAν∂νAµ + ∂νAµ∂νAµ
+ 2∂µA
µ∂νA
ν − 4Aλ(κλµν(kˆAF )κ∂µ)Aν
ã
.
If the terms in the first column are rewritten and the surface terms are eliminated, the
most general form of modified action arises:
Smodified = 1
2
∫
d4xAµ
(
ηµν∂2 − 2µκλν(kˆAF )κ∂λ
)
Aν . (3.2)
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As the gauge field propagator is of the form
Smodified = 1
2
∫
d4xAµ(Gˆ
−1)µνAν ,
the modified action immediately gives the propagator in the configuration space, that
is
(Gˆ−1)µν = ηµν∂2 − 2µκλν(kˆAF )κ∂λ .
But one can go to the momentum space with the prescription ∂µ → −ipµ; hence,
the most general form of the modified inverse propagator in the momentum space
becomes
(Gˆ−1)µν = −ηµν(pσpσ) + 2iµκλν(kˆAF )κpλ (3.3)
The next thing that should be sought is the form of the equations of motions. But,
they are given by the Euler-Lagrange equations1
∂ν
∂L
∂(∂νAµ)
=
∂L
∂Aµ
,
and from Eqn. (3.2), the equivalent Lagrangian we have is
L = Aµ
(
ηµν∂2 − 2µκλν(kˆAF )κ∂λ
)
Aν ,
however, this is the Lagrangian in which the gauge is fixed; hence, it would not yield
the gauge solution. To be able to obtain all solutions, we restore back the term which
the gauge fixing removed; therefore,
Lequivalent = Aµ
(
ηµν∂2 − ∂µ∂ν − 2µκλν(kˆAF )κ∂λ
)
Aν .
Clearly,
∂L
∂Aµ
=
(
ηµν∂2 − ∂µ∂ν − 2µκλν(kˆAF )κ∂λ
)
Aν ,
∂L
∂(∂νAµ)
= 0 .
Here, although equation Eqn. (2.2) suggests that (kˆAF )κ has a constant term in it
which corresponds to d = 3, as the main focus in this thesis is in nonrenormalizable
part which starts with dimension 5, that experimentally highly suppressed constant
1It is actually not that straightforward to use these equations as there arises Ostrogradski instabilities. It is
discussed in [26] in detail, and the EOM that will be derived here is provided there as well. We will perform a
simplistic approach disregarding the details, and obtain the correct result nonetheless.
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term can be ignored, meaning that (kˆAF )κ is an operator which comprises of at least
two derivatives; hence, there is no first derivative of the field Aµ in Lequivalent2. Hence,(
ηµν∂2 − ∂µ∂ν − 2µκλν(kˆAF )κ∂λ
)
Aν = 0 .
But with the adoption of the plane wave ansatz
Aµ(x) = Aµ(p)e
−ix.p ,
equations of motion take the form
MµνAν = 0 (3.4)
for
Mµν = ηµνpαp
α − pµpν − 2iµναβ(kˆAF )αpβ (3.5)
Finally, the constitutive relations3 for the CPT-odd case are simply
χˆµνρσ =
1
2
(ηµρηνσ − ηνρηµσ) , (3.6a)
Xˆµνρ = µνρσ(kˆAF )σ , (3.6b)
which can be obtained from the general relations, Eqn. (2.4), by the substitution
kˆF = 0.
3.1 The Dispersion Relation
In a classical theory, the dispersion relation is the functional form of the energy in
terms of the momentum for the corresponding system; for example, E = 1
2m
p2,
2The assumption, or simply the shrink of the focus to nonrenormalizable part, in the derivation is not actually
essential. In [26], the same EOM’s are derived under no assumption by a different methodology unlike the usual
variation of the action. Nonetheless, the important point is that the resultant EOM is established in the literature.
3In general, a constitutive relation is roughly an equation which specifies the response of a material to a
physical disturbance. In the context of standard electromagnetism, the constitutive relations are those which
relate the usual E and B fields to the displacement field D and magnetic field H. In the four vector notation, the
constitutive relation relatesGµν , which is the solution of the EOM in the material for the photon field, to the usual
field strength tensor Fµν where Gµν = Fµν in the vacuum. In the presence of the Lorentz violation, Gµν is
different from Fµν and their relation is given by the constitutive tensors via Gµν = χˆµνρσFρσ +2XˆµνρAρ [26].
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E =
√
p2c2 +m2c4, and E = pc are the dispersion relations for a nonrelativistic
particle, relativistic particle, and light respectively.
In the field theory, the dispersion relation becomes the constraint on the four mo-
mentum space for which there exists a nontrivial solution for the field living on that
four-momentum space. For example, Eqn. (3.4) indicates that there exists a nontriv-
ial photon field Aµ satisfying the EOM only if the determinant of M is zero; hence,
detM = 0 will be the dispersion relation.
It can be easily checked that this dispersion relation is actually nothing but the classi-
cal dispersion relation which relates energy and momentum. For example, the EOM
of the conventional photon is
∂µFµν = 0 .
With the usual Lorenz gauge choice ∂ρAρ = 0, this equation becomes
∂µ∂
µAν = 0 ,
which is
pµp
µAν = 0
in the momentum space, meaning that M = pµpµ. But detM = 0 then simply means
pµp
µ = 0, which is nothing but E = pc in the covariant form.
3.1.1 Extraction of CPT-odd Sector
The dispersion relation for the Lagrangian given by Eqn. (3.1) can be obtained by a
similar, standard procedure: Firstly the gauge is fixed, and then the determinant of the
reduced linear equations is calculated. However, this methodology breaks the covari-
ance due to the explicit gauge choice; thus, one can alternatively use the rank-nullity
of the EOM to find the covariant form of dispersion relations without sacrificing the
gauge invariance. In [26], this procedure is employed, and the covariant dispersion
relation
0 = − 1
3
µ1µ2µ3µ4ν1ν2ν3ν4pρ1pρ2pρ3pρ4χˆ
µ1µ2ν1ρ1χˆν2ρ2ρ3µ3χˆρ4µ4ν3ν4
+ 8pαpβ(kˆAF )µ(kˆAF )νχˆ
αµβν
(3.7)
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is obtained. But, from here, the dispersion relation for the CPT-odd model can be
deduced by imposing the constitutive relations, that are Eqn. (3.6):
0 = − 1
24
µ1µ2µ3µ4ν1ν2ν3ν4pρ1pρ2pρ3pρ4 (η
µ1ν1ηµ2ρ1 − ηµ2ν1ηµ1ρ1)
× (ην2ρ3ηρ2µ3 − ηρ2ρ3ην2µ3) (ηρ4ν3ηµ4ν4 − ηµ4ν3ηρ4ν4)
+ 4pαpβ(kˆAF )µ(kˆAF )ν
Ä
ηαβηµν − ηµβηανä ,
0 = − 1
24
µ1µ2µ3µ4ν1ν2ν3ν4pρ1pρ2pρ3pρ4
Å
ηµ1ν1ηµ2ρ1ην2ρ3ηρ2µ3ηρ4ν3ηµ4ν4
− ηµ1ν1ηµ2ρ1ην2ρ3ηρ2µ3ηµ4ν3ηρ4ν4 − ηµ1ν1ηµ2ρ1ηρ2ρ3ην2µ3ηρ4ν3ηµ4ν4
+ ηµ1ν1ηµ2ρ1ηρ2ρ3ην2µ3ηµ4ν3ηρ4ν4 − ηµ2ν1ηµ1ρ1ην2ρ3ηρ2µ3ηρ4ν3ηµ4ν4
+ ηµ2ν1ηµ1ρ1ην2ρ3ηρ2µ3ηµ4ν3ηρ4ν4 + ηµ2ν1ηµ1ρ1ηρ2ρ3ην2µ3ηρ4ν3ηµ4ν4
− ηµ2ν1ηµ1ρ1ηρ2ρ3ην2µ3ηµ4ν3ηρ4ν4
ã
+ 4pαp
α(kˆAF )µ(kˆAF )
µ − 4
(
pα(kˆAF )
α
)2
.
Before the explicit calculation, it is worthwhile to note the relation between the co-
variant and contravariant Levi-Civita tensor densities. As the underlying space is of
Minkowski metric,
µ1ν1ρ1σ1 = −ηµ1µ2ην1ν2ηρ1ρ2ησ1σ2µ2ν2ρ2σ2 . (3.8)
With that in mind, one can calculate the terms in the dispersion relation one by one.
1. − 1
24
µ1µ2µ3µ4ν1ν2ν3ν4pρ1pρ2pρ3pρ4η
µ1ν1ηµ2ρ1ην2ρ3ηρ2µ3ηρ4ν3ηµ4ν4
=
1
24
µ1µ2µ3µ4
µ1ν2ν3µ4pµ2pµ3pν2pν3
=
1
12
Ä
δν2µ2δ
ν3
µ3
− δν3µ2δν2µ3
ä
pµ2pµ3pν2pν3
= 0
2. 1
24
µ1µ2µ3µ4ν1ν2ν3ν4pρ1pρ2pρ3pρ4η
µ1ν1ηµ2ρ1ην2ρ3ηρ2µ3ηµ4ν3ηρ4ν4
= − 1
24
µ1µ2µ3µ4
µ1ν2µ4ν4pµ2pµ3pν2pν4
=
1
12
Ä
δν2µ2δ
ν4
µ3
− δν4µ2δν2µ3
ä
pµ2pµ3pν2pν4
= 0
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3. 1
24
µ1µ2µ3µ4ν1ν2ν3ν4pρ1pρ2pρ3pρ4η
µ1ν1ηµ2ρ1ηρ2ρ3ην2µ3ηρ4ν3ηµ4ν4
= − 1
24
µ1µ2µ3µ4
µ1µ3ν3µ4pµ2pρ2p
ρ2pν3
=
1
4
δν3µ2p
µ2pρ2p
ρ2pν3
=
1
4
Ä
pαp
α
ä2
4. − 1
24
µ1µ2µ3µ4ν1ν2ν3ν4pρ1pρ2pρ3pρ4η
µ1ν1ηµ2ρ1ηρ2ρ3ην2µ3ηµ4ν3ηρ4ν4
=
1
24
µ1µ2µ3µ4
µ1µ3µ4ν4pµ2pρ2p
ρ2pν4
=
1
4
δν4µ2p
µ2pρ2p
ρ2pν4
=
1
4
Ä
pαp
α
ä2
5. 1
24
µ1µ2µ3µ4ν1ν2ν3ν4pρ1pρ2pρ3pρ4η
µ2ν1ηµ1ρ1ην2ρ3ηρ2µ3ηρ4ν3ηµ4ν4
= − 1
24
µ1µ2µ3µ4
µ2ν2ν3µ4pµ1pµ3pν2pν3
=
1
12
Ä
δν2µ1δ
ν3
µ3
− δν3µ1δν2µ3
ä
pµ1pµ3pν2pν3
= 0
6. − 1
24
µ1µ2µ3µ4ν1ν2ν3ν4pρ1pρ2pρ3pρ4η
µ2ν1ηµ1ρ1ην2ρ3ηρ2µ3ηµ4ν3ηρ4ν4
=
1
24
µ1µ2µ3µ4
µ2ν2µ4ν4pµ1pµ3pν2pν4
=
1
12
Ä
δν2µ1δ
ν4
µ3
− δν2µ3δν4µ1
ä
pµ1pµ3pν2pν4
= 0
7. − 1
24
µ1µ2µ3µ4ν1ν2ν3ν4pρ1pρ2pρ3pρ4η
µ2ν1ηµ1ρ1ηρ2ρ3ην2µ3ηρ4ν3ηµ4ν4
=
1
24
µ1µ2µ3µ4
µ2µ3ν3µ4pµ1pρ2p
ρ2pν3
=
1
4
δν3µ1p
µ1pρ2p
ρ2pν3
=
1
4
Ä
pαp
α
ä2
8. 1
24
µ1µ2µ3µ4ν1ν2ν3ν4pρ1pρ2pρ3pρ4η
µ2ν1ηµ1ρ1ηρ2ρ3ην2µ3ηµ4ν3ηρ4ν4
= − 1
24
µ1µ2µ3µ4
µ2µ3µ4ν4pµ1pρ2p
ρ2pν4
=
1
4
δν4µ1p
µ1pρ2p
ρ2pν4
=
1
4
Ä
pαp
α
ä2
24
Hence, the dispersion relation Eqn. (3.7) becomes
0 = (pµp
µ)2 + 4pαp
α(kˆAF )µ(kˆAF )
µ − 4
(
pµ(kˆAF )
µ
)2
(3.9)
This dispersion relation of CPT-odd nonrenormalizable photon sector is not available
in the literature, as there is no study of general CPT-odd photon sector; however, its
leading order form can be checked with the general leading order photon dispersion
relation
(pµp
µ − (cˆF )µνpµpν)2 − 2(χˆω)αβγδ(χˆω)αµγνpβpδpµpν − 4
(
pµ(kˆAF )µ
)2 ' 0 .
But the CPT-odd part can be extracted simply by imposing kˆF = 0, which in turn
yields4
(χˆω)αµγν = 0 ,
cˆF = 0 ,
hence
0 ' (pµpµ)2 − 4
(
pµ(kˆAF )
µ
)2
,
which is exactly our dispersion relation above in the leading order limit5 Further
details regarding these formulae can be obtained in [26].
3.1.2 Spherical Decomposition
Special models such as vacuum, general vacuum-orthogonal and camouflage models
can be most transparently applied if the spherical decomposition method is employed.
To do that, we first set the helicity basis as the space part of the coordinate system.
4Here, χˆω is trace-free Weyl component of constitutive tensor χˆ. As the focus of this thesis is the CPT-odd
part only, any further information such as what Weyl component means is beyond the scope at hand.
5In the leading order limit, the condition ω ' p is enforced only on the LVT; in other words, ω and p are still
free variables in the dispersion relation. Nonetheless, the deviation is expected to be small because we are in an
EFT regime. Then, we can take ω = p(1 + ) for  < 1 in the dispersion relation and check the order of each
term in Eqn. (3.9). Clearly, pµpµ = ω2− p2 is of orderO(), hence the first term is ofO(), and the second term
is of O(|kˆ|2) where |kˆ|  1 is the regime of the EFT at hand. The last term on the other hand is of O(|kˆ|2);
hence, with the leading order approximation, the lowest term that is the second one vanishes.
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The details of helicity basis is available in the Appendix C. As it can be seen, in this
basis with the order {0,+, r,−}, the four momentum takes the form
pµ
.
=

ω
0
p
0
 , (3.10)
where ω is the usual frequency and p is the magnitude of the space part of four mo-
mentum: p := |p|. Hence, we have
(kˆAF )µ(kˆAF )
µ =
(
(kˆAF )0
)2 − (kˆAF )+(kˆAF )− − (kˆAF )r(kˆAF )r − (kˆAF )−(kˆAF )+ ,
pµ(kˆAF )
µ = ω(kˆAF )0 − p(kˆAF )r .
Here, (kˆAF )i are just summations of components of pµ, spin-weighted spherical har-
monics and LV coefficients as can be seen from Eqn. (3.12), hence they are not opera-
tors in the momentum space, meaning that they commute with each other. Therefore,
the dispersion relation Eqn. (3.9) becomes
0 = (pµp
µ)2 + 4
Ä
ω2 − p2ä Å((kˆAF )0)2 − 2(kˆAF )+(kˆAF )− − ((kˆAF )r)2ã
− 4
(
ω(kˆAF )0 − p(kˆAF )r
)2
,
0 = (pµp
µ)2 + 4
Å
ω2
(
(kˆAF )0
)2 − 2ω2(kˆAF )+(kˆAF )− − ω2 ((kˆAF )r)2
− p2
(
(kˆAF )0
)2
+ 2p2(kˆAF )+(kˆAF )− + p2
(
(kˆAF )r
)2
−
(
ω(kˆAF )0 − p(kˆAF )r
)2 ã
,
0 = (pµp
µ)2 + 4
Å
− 2ω2(kˆAF )+(kˆAF )− − ω2
(
(kˆAF )r
)2 − p2 ((kˆAF )0)2
+ 2p2(kˆAF )+(kˆAF )− + 2ωp(kˆAF )0(kˆAF )r
ã
,
0 = (pµp
µ)2 − 4
Å
ω2
(
(kˆAF )r
)2
+ p2
(
(kˆAF )0
)2 − 2ωp(kˆAF )0(kˆAF )rã
− 8 Äω2 − p2ä (kˆAF )+(kˆAF )− ,
which gives
0 = (pµp
µ)2 − 4
(
p(kˆAF )0 − ω(kˆAF )r
)2 − 8pµpµ(kˆAF )+(kˆAF )− (3.11)
that is the General CPT-odd Dispersion Relation in the helicity basis.
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Here, (kˆAF )i can be expanded over spin-weighted spherical harmonics. The prescrip-
tion for this expansion is
(kˆAF )0 =
∑
dnjm
ωd−3−npn 0Yjm(pˆ)(k
(d)
AF )
(0B)
njm , (3.12a)
(kˆAF )r =
∑
dnjm
ωd−3−npn 0Yjm(pˆ)
−1
n+ 2
(
(k
(d)
AF )
(1B)
njm + (d− 2− n)(k(d)AF )(0B)(n−1)jm
)
,
(3.12b)
(kˆAF )± =
∑
dnjm
ωd−3−npn ±1Yjm(pˆ)
1»
2j(j + 1)
Å
±(k(d)AF )(1B)njm + i(k¬
(d)
AF )
(1E)
njm
ã
,
(3.12c)
whose details can be checked in Ref. [26]. Then, Eqn. (3.11) becomes
0 = (pµp
µ)2 − 4
Ñ ∑
dnjm
ωd−3−npn 0Yjm(pˆ)
Ç
p(k
(d)
AF )
(0B)
njm +
ω
n+ 2
Å
(k
(d)
AF )
(1B)
njm
+ (d− 2− n)(k(d)AF )(0B)(n−1)jm
ãåé2
− 8pµpµ
∑
d1n1j1m1
ωd1−3−n1pn1 +1Yj1m1(pˆ)
× 1»
2j1(j1 + 1)
Å
(k
(d1)
AF )
(1B)
n1j1m1 + i(k
¬(d1)
AF )
(1E)
n1j1m1
ã ∑
d2n2j2m2
ωd2−3−n2pn2
× −1Yj2m2(pˆ)
1»
2j2(j2 + 1)
Å
−(k(d2)AF )(1B)n2j2m2 + i(k¬
(d2)
AF )
(1E)
n2j2m2
ã
.
Hence, finally,
0 = (pµp
µ)2 − 4
Ñ∑
dnjm
ωd−3−npn 0Yjm(pˆ)
Ç
dp
n+ 3
(k
(d)
AF )
(0B)
njm +
ω
n+ 2
(k
(d)
AF )
(1B)
njm
åé2
− 8pµpµ
∑
d1d2n1n2j1j2m1m2
ωd1+d2−6−n1−n2pn1+n2 +1Yj1m1(pˆ) −1Yj2m2(pˆ)
× 1»
4j1j2(j1 + 1)(j2 + 1)
Å
(k
(d1)
AF )
(1B)
n1j1m1 + i(k
¬(d1)
AF )
(1E)
n1j1m1
ã
×
Å
−(k(d2)AF )(1B)n2j2m2 + i(k¬
(d2)
AF )
(1E)
n2j2m2
ã
.
(3.13)
This is the most general dispersion relation for CPT-odd photon sector of nmSME.
As it stands, it is quite complicated; however, we will show in the next section that
the last term will drop so as to have a corresponding physical polarization vector.
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3.2 Polarization Vectors
In order to determine the photon field Aµ, one needs to solve the EOM, MµνAν = 0.
The necessary condition for non-trivial solution is det(M) = 0, through which one
finds the dispersion relations. The standard method is to apply these conditions on
M and find the corresponding polarization vectors. As extracting the generic explicit
forms of the dispersion relation out of the implicit formula given by Eqn. (3.13) is
quite formidable, we will pursue an alternative way here. We will calculate the rank
of M using a generic frequency ω, and obtain the constraints from the requirement
M having at most rank 2.6 Then, these constraints will be applied to the dispersion
relations, which we already worked out, in order to determine whether there exists a
nontrivial coefficient subspace with a physical polarization vector obeying the general
dispersion relation Eqn. (3.13).
In the beginning of the chapter, the general form of the tensor M is derived in the
covariant form, which is readily given by Eqn. (3.5). This covariant form can be
expanded with the explicit choice of a basis, which is chosen to be the helicity basis
conveniently. Then,
Mµν = ηµνpαp
α − pµpν − 2i Äµναβä (kˆAF )αpβ
= ηµνpαp
α − pµpν − 2i Äδµ0 δνi δαj δβk − δµi δν0δαj δβk + δµi δνj δα0 δβk − δµi δνj δαk δβ0 ä
× ijk(kˆAF )αpβ
= ηµνpαp
α − pµpν − 2iijk
Å
δµ0 δ
ν
i (kˆAF )jpk − δµi δν0 (kˆAF )jpk
+ δµi δ
ν
j (kˆAF )0pk − δµi δνj (kˆAF )kp0
ã
= ηµνpαp
α − pµpν − 2iijrp
(
δµ0 δ
ν
i (kˆAF )j − δµi δν0 (kˆAF )j + δµi δνj (kˆAF )0
)
+ 2iijkδµi δ
ν
j (kˆAF )kω
= ηµνpαp
α − pµpν + 2 Äδi+δj− − δi−δj+ä pÅδµ0 δνi (kˆAF )j − δµi δν0 (kˆAF )j
+ δµi δ
ν
j (kˆAF )0
ã
+ 2
Å
δi+δ
j
rδ
k
− − δi+δj−δkr + δi−δj+δkr − δi−δjrδk+ + δirδj−δk+
− δirδj+δk−
ã
δµi δ
ν
j (kˆAF )kω
= ηµνpαp
α − pµpν + 2δµ0 δν+(kˆAF )−p− 2δµ+δν0 (kˆAF )−p+ 2δµ+δν−(kˆAF )0p
6A rank-3 M gives the gauge solution only, and a rank-4 M gives the trivial solution, that is Aµ = 0. That
one solution should be the gauge solution can be understood as there is still the gauge freedom on M [26].
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− 2δµ0 δν−(kˆAF )+p+ 2δµ−δν0 (kˆAF )+p− 2δµ−δν+(kˆAF )0p+ 2δµ+δνr (kˆAF )−ω
− 2δµ+δν−(kˆAF )rω + 2δµ−δν+(kˆAF )rω − 2δµ−δνr (kˆAF )+ω + 2δµr δν−(kˆAF )+ω
− 2δµr δν+(kˆAF )−ω
= ηµνpαp
α − pµpν + 2 Äδµ0 δν+ − δµ+δν0ä (kˆAF )−p+ 2 Äδµ−δν0 − δµ0 δν−ä (kˆAF )+p
+ 2
Ä
δµ+δ
ν
− − δµ−δν+
ä (
(kˆAF )0p− (kˆAF )rω
)
+ 2
Ä
δµ+δ
ν
r − δµr δν+
ä
(kˆAF )−ω
+ 2
Ä
δµr δ
ν
− − δµ−δνr
ä
(kˆAF )+ω
As pµ has only temporal and radial components in helicity basis
pµpν = δµ0 δ
ν
0ω
2 + (δµ0 δ
ν
r + δ
µ
r δ
ν
0 ) pω + δ
µ
r δ
ν
r p
2 .
Once this is inserted and the first index is lowered, M becomes
M νµ = δ
ν
µ (ω
2 − p2)− ηµ0δν0ω2 − (ηµ0δνr + ηµrδν0 ) pω − ηµrδνr p2
+ 2
Ä
ηµ0δ
ν
+ − ηµ+δν0
ä
(kˆAF )−p+ 2
Ä
ηµ−δν0 − ηµ0δν−
ä
(kˆAF )+p
+ 2
Ä
ηµ+δ
ν
− − ηµ−δν+
ä (
(kˆAF )0p− (kˆAF )rω
)
+ 2
Ä
ηµ+δ
ν
r − ηµrδν+
ä
(kˆAF )−ω
+ 2
Ä
ηµrδ
ν
− − ηµ−δνr
ä
(kˆAF )+ω .
Although index form is useful on its own, it is somehow more insightful to go to the
matrix representation. Hence, we employ matrix representation convention M νρ in
(0,+, r,−) basis:
M
.
=

−p2 2(kˆAF )−p − pω − 2(kˆAF )+p
−2(kˆAF )+p ω2 − p2 + 2p(kˆAF )s 2(kˆAF )+ω 0
pω 2(kˆAF )−ω ω2 − 2(kˆAF )+ω
2(kˆAF )−p 0 − 2(kˆAF )−ω ω2 − p2 − 2p(kˆAF )s
 .
(3.14)
where
(kˆAF )s := (kˆAF )0 − ω
p
(kˆAF )r (3.15)
is defined for brevity.
No LV Limit
One can test the method explained above in the conventional case. The standard
procedure for the derivation of dispersion relation for the conventional photon is to set
29
an explicit gauge choice, and to extract the required condition for nontrivial photon
field Aµ, which was shown for the Lorenz gauge ∂µAµ = 0 in the beginning of
Section 3.1.
In our alternative method, we check the rank of the matrix M for the dispersion
relation without an explicit gauge choice. It is obvious that the matrix M of the
conventional photon will be Eqn. (3.14) under the condition kˆAF = 0, as the transition
from the SME to SM is a smooth one; hence,
M
.
=

−p2 0 − pω 0
0 ω2 − p2 0 0
pω 0 ω2 0
0 0 0 ω2 − p2
 .
The condition for a physical solution to emerge is thatM should have rank not greater
than two. However, this matrix is of rank 3 unless ω = p; hence, the required disper-
sion relation for the conventional photon obtained by rank-nullity is ω = p.
Under the dispersion relation condition, M takes the form
M
.
=

−p2 0 − p2 0
0 0 0 0
p2 0 p2 0
0 0 0 0
 ,
for which MA = 0 yields the following solutions
Aµ ∈


1
0
−1
0
 ,

0
1
0
0
 ,

0
0
0
1


.
This is the desired result for the conventional photon. As can be seen, the dispersion
relation associates the scalar and longitudinal polarizations; in fact, the dispersion
relation and the first solution can be written as
ωA0 + pAr = 0 −→ pµAµ = 0 −→ pµAµ = 0 .
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But this is also true for other two equations as well, since p± = 0. But pµAµ = 0
under the prescription pµ → i∂µ is simply the Lorenz gauge ∂µAµ = 0. That means,
even though we did not specify any gauge condition, the rank requirement of M
with the resultant dispersion relation yielded the corresponding gauge. Clearly, when
one further applies the Coulomb gauge, A0 = 0, first solution will die out, and the
theory will remain with two transverse polarization vectors with a common dispersion
relation ω = p.
General Case
The rank nullity approach described and demonstrated in the conventional case above
can be directly applied for the general case given by Eqn. (3.14). Firstly, we write the
equations of motion
−p2 2(kˆAF )−p − pω − 2(kˆAF )+p
−2(kˆAF )+p pµpµ + 2p(kˆAF )s 2(kˆAF )+ω 0
pω 2(kˆAF )−ω ω2 − 2(kˆAF )+ω
2(kˆAF )−p 0 − 2(kˆAF )−ω pµpµ − 2p(kˆAF )s


A0
−A+
−Ar
−A−
 =

0
0
0
0
 ,
where the minus signs in the space components of the field vector is a result of the
convention used, whereMA = 0 readsM νµ Aν = 0 henceA should be in its covariant
form.
From now on, one can apply the rank-nullity approach by calculating the determinant
of M and finding the conditions for its rank to be less than three. However, the
mathematical burden of the approach can be greatly reduced by invoking the fact that
the rank of a matrix is invariant under row operations. By playing with the first and
third row of Eqn. (3.14), one can obtain the equivalent M as follows
Meq =

−p 0 − ω 0
−2(kˆAF )+p ω2 − p2 + 2p(kˆAF )s 2(kˆAF )+ω 0
0 (kˆAF )− 0 − (kˆAF )+
2(kˆAF )−p 0 − 2(kˆAF )−ω ω2 − p2 − 2p(kˆAF )s
 .
(3.16)
Further simplifications with the row operations are possible; however, they vary re-
garding whether (kˆAF )± = 0. Therefore, it is preferable to examine each case sepa-
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rately.
The case for which (kˆAF )+ 6= 0 & (kˆAF )− 6= 0 :
For this case, (kˆAF )± multiples of the first row of Eqn. (3.16) can be added to the
second and forth rows, resulting in the following form
Meq =

−p 0 − ω 0
0 ω2 − p2 + 2p(kˆAF )s 4(kˆAF )+ω 0
0 (kˆAF )− 0 − (kˆAF )+
0 0 − 4(kˆAF )−ω ω2 − p2 − 2p(kˆAF )s
 . (3.17)
It is clear that this matrix is of rank greater than two; hence, there cannot be any
physical solutions for this case.
The case for which (kˆAF )+ 6= 0 & (kˆAF )− = 0 :
For this case, −2(kˆAF )+ multiple of the first row of Eqn. (3.16) can be added to the
second row, and (kˆAF )− = 0 is imposed, which results in the upper triangular form
Meq =

−p 0 − ω 0
0 ω2 − p2 + 2p(kˆAF )s 4(kˆAF )+ω 0
0 0 0 − (kˆAF )+
0 0 0 ω2 − p2 − 2p(kˆAF )s
 . (3.18)
Not unlike the earlier one, this matrix is of rank greater than two as well; hence, there
cannot be any physical solutions for this case either.
The case for which (kˆAF )+ = 0 & (kˆAF )− 6= 0 :
For this case, 2(kˆAF )− multiple of the first row of Eqn. (3.16) can be added to the
fourth row, and (kˆAF )+ = 0 is imposed, which results in the form
Meq =

−p 0 −ω 0
0 ω2 − p2 + 2p(kˆAF )s 0 0
0 (kˆAF )− 0 0
0 0 − 4(kˆAF )−ω ω2 − p2 − 2p(kˆAF )s
 . (3.19)
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Again, this matrix is of rank greater than two; hence, there cannot be any physical
solutions for this case as well.
The case for which (kˆAF )+ = 0 & (kˆAF )− = 0 :
For this case, we simply impose 2(kˆAF )± = 0 into Eqn. (3.16), hence
Meq =

−p 0 − ω 0
0 ω2 − p2 + 2p(kˆAF )s 0 0
0 0 0 0
0 0 0 ω2 − p2 − 2p(kˆAF )s
 . (3.20)
This matrix is indeed of rank 2 if one of the equations ω2 − p2 ± 2p(kˆAF )s = 0 hold,
and of rank 1 if both equations hold at the same time.
The first case in which there are two different rank 2 matrices with two different
conditions physically means that there are two physical solutions with two different
dispersion relations. This is clear since each rank two matrix is associated with one
gauge and one physical solution, and since for each physical solution the required
condition, that is the dispersion relation, is different.
Let us find the associated physical solutions for each dispersion relation. Under the
condition (kˆAF )± = 0 with the dispersion relation ω2−p2−2p(kˆAF )s = 0, Eqn. (3.20)
gives the EOM
Meq =

−p 0 − ω 0
0 ω2 − p2 + 2p(kˆAF )s 0 0
0 0 0 0
0 0 0 0


A0
−A+
−Ar
−A−
 =

0
0
0
0
 .
This equation gives the solutions 

ω
0
p
0
 ,

0
0
0
1


,
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where the first one is the gauge solution and the second one is the left-circularly
polarized photon.
Similarly, under the condition (kˆAF )± = 0, Eqn. (3.20) with the dispersion relation
ω2 − p2 + 2p(kˆAF )s = 0 results in
Meq =

−p 0 − ω 0
0 0 0 0
0 0 0 0
0 0 0 ω2 − p2 − 2p(kˆAF )s


A0
−A+
−Ar
−A−
 =

0
0
0
0
 .
This equation gives the solutions 

ω
0
p
0
 ,

0
1
0
0


,
where the first one is the gauge solution and the second one is the right-circularly
polarized photon.
Therefore, the model have two physical polarization vectors, which are both trans-
verse solutions, however they obey different dispersion relations. That means, the
photon field is birefringent under Lorenz violation.
The two dispersion relations coincide, at which the rank ofM reduces to one as stated
above, if these constraints are equal to each other; that is,
ω2 − p2 + 2p(kˆAF )s = 0 ,
ω2 − p2 − 2p(kˆAF )s = 0 .
However, this is possible only if
ω = p ,
(kˆAF )r = (kˆAF )0 .
which means that the physical solutions arising with the LV under the restrictions
(kˆAF )± = 0 and (kˆAF )r = (kˆAF )0 are conventional transverse solutions obeying the
same conventional dispersion relation ω = p.
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Concisely, once the kˆAF is chosen, whether there arise any physical solutions and
whether these solutions are birefringent or not can immediately be determined by ex-
amining the components of kˆAF in the helicity basis. The whole possible coefficient
space for CPT-odd photon sector of nmSME then can be decomposed into three sub-
spaces: one with conventional solutions, one with birefringent solutions and one with
no physical solutions. We will denote these coefficient spaces as kˆ(cn)AF , kˆ
(bf)
AF , and kˆ
(np)
AF
where cn, bf , and np refer to nature of resultant polarization vectors: conventional,
birefringent, and nonphysical, respectively.
That physical solutions of photon field do exist vetoes the possibility kˆAF ∈ kˆ(np)AF ;
hence, it is merely considered for completeness. The results are summarized in Ta-
ble 3.1.
3.3 The Propagator
In the beginning of the chapter, the form of the inverse propagator is calculated in the
covariant form as Eqn. (3.3). Therefore, in index notation, the propagator is given by
the equation (
−ηµν(pσpσ) + 2iµκλν(kˆAF )κpλ
)
Gˆνρ = δ
µ
ρ . (3.21)
In the conventional field theory, corresponding equations for propagators are some-
how manageable, and one simply uses some index tricks to obtain the analytic and co-
variant form of the propagator. In this case however, the equation is quite formidable
and may even not have a both analytic and covariant solution. Therefore, we should
either give up the analytic form by using some approximations, or sacrifice the co-
variance by choosing an explicit basis. We will try the first approach in following two
sections, and the second approach in the last section.
3.3.1 Propagator Ansatz
In theory, one can construct an ansatz in a judiciously judged form for the propagator
by using the available tensors in the momentum space. In our case, these are pµ,
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Table 3.1: Coefficient Space of CPT-odd Photon Sector. In Section 3.2, it is shown
that any vector (kˆAF )µ can be categorized according to the relations between its com-
ponents in the helicity basis. These relations are sufficient to determine whether the
model with that LVT will have physical solutions, whether these solutions will be
birefringent, and what dispersion relations they will obey, as listed below.
Coefficient
Subspace
Conditions Dispersion Relation Polarization Vectors
kˆ
(bf)
AF
(kˆAF )+ = 0
(kˆAF )− = 0
(kˆAF )0 6= (kˆAF )r
pµp
µ − 2p(kˆAF )s = 0
pµp
µ + 2p(kˆAF )s = 0

Ü
ω
0
p
0
ê
,
Ü
0
0
0
1
ê
Ü
ω
0
p
0
ê
,
Ü
0
1
0
0
ê
kˆ
(cn)
AF
(kˆAF )+ = 0
(kˆAF )− = 0
(kˆAF )0 = (kˆAF )r
ω = p

Ü
1
0
1
0
ê
,
Ü
0
1
0
0
ê
,
Ü
0
0
0
1
ê
kˆ
(np)
AF
{(kˆAF )+ 6= 0}∨
{(kˆAF )− 6= 0} Eqn. (3.13) Gauge Solution Only
(kˆAF )µ and the metric ηρµ. Then, following ansatz can be proposed for the propagator
Gˆρµ = a˜ ηρµ + b˜ pρpµ + c˜ (kˆAF ){ρpµ} + d˜ (kˆAF )[ρpµ] + e˜ (kˆAF )ρ(kˆAF )µ . (3.22)
where (kˆAF ){ρpµ} and (kˆAF )[ρpµ] are symmetric and antisymmetric combinations of
(kˆAF )ρ and pµ respectively. In our notation, we define these contributions such that
(kˆAF ){ρpµ} + (kˆAF )[ρpµ] = (kˆAF )ρpµ ,
which is ensured if
(kˆAF ){ρpµ} =
1
2
(
(kˆAF )ρpµ + (kˆAF )µpρ
)
,
(kˆAF )[ρpµ] =
1
2
(
(kˆAF )ρpµ − (kˆAF )µpρ
)
.
From Eqn. (3.21):
δνρ =
(
a˜ηρµ + b˜pρpµ + c˜(kˆAF ){ρpµ} + d˜(kˆAF )[ρpµ] + e˜(kˆAF )ρ(kˆAF )µ
)
×
(
−ηµν(pσpσ) + 2iµκλν(kˆAF )κpλ
)
,
δνρ = − a˜(pσpσ)δνρ − b˜(pσpσ)pρpν − c˜(pσpσ)(kˆAF ){ρpµ}ηµν − d˜(pσpσ)(kˆAF )[ρpµ]ηµν
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− e˜(pσpσ)(kˆAF )ρ(kˆAF )ν + 2ia˜ηρµµκλν(kˆAF )κpλ + 2ib˜µκλν(kˆAF )κpλpρpµ
+ 2ic˜µκλν(kˆAF )κ(kˆAF ){ρpµ}pλ + 2id˜µκλν(kˆAF )κ(kˆAF )[ρpµ]pλ
+ 2ie˜µκλν(kˆAF )κ(kˆAF )ρ(kˆAF )µpλ .
As (kˆAF )µ are just functions of ω, p and LV coefficients, they commute with one
another, meaning that (kˆAF )[µ(kˆAF )ν] = 0. Similarly, p[µpν] = 0, hence
δνρ = − a˜(pσpσ)δνρ − b˜(pσpσ)pρpν − c˜(pσpσ)(kˆAF ){ρpµ}ηµν − d˜(pσpσ)(kˆAF )[ρpµ]ηµν
− e˜(pσpσ)(kˆAF )ρ(kˆAF )ν + 2ia˜ηρµµκλν(kˆAF )κpλ .
If the attention is restricted to the leading order LV in the propagator, the 5th term can
be discarded; in other words,
δνρ = − a˜(pσpσ)δνρ − b˜(pσpσ)pρpν − c˜(pσpσ)(kˆAF ){ρpµ}ηµν − d˜(pσpσ)(kˆAF )[ρpµ]ηµν
+ 2ia˜ηρµ
µκλν(kˆAF )κpλ .
Let us raise ρ:
ηρν = − a˜(pσpσ)ηρν − b˜(pσpσ)pρpν − c˜(pσpσ)(kˆAF ){ρpν}
− d˜(pσpσ)(kˆAF )[ρpν] + 2ia˜δρµµκλν(kˆAF )κpλ .
(3.23)
Since the left hand side is symmetric over {ρ, ν}, so must the right hand side. As the
last two terms are antisymmetric, they should cancel each other, hence
d˜(pσp
σ)(kˆAF )
[ρpν] = 2ia˜δρµ
µκλν(kˆAF )κpλ . (3.24)
Then, Eqn. (3.23) becomes
ηρν = −a˜(pσpσ)ηρν − b˜(pσpσ)pρpν − c˜(pσpσ)(kˆAF ){ρpν} .
This equality is satisfied for all pµ and (kˆAF )µ only if
a˜ = − 1
(pσpσ)
,
b˜ = 0 ,
c˜ = 0 .
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Thus, above equations with Eqn. (3.24) turns Eqn. (3.22) into
Gρµ = − 1
pαpα
ηρµ − 2i 1
(pαpα)2
ηρσηαµ
σκλα(kˆAF )κpλ .
With Eqn. (3.8), the general leading order covariant form of the propagator for the
CPT-odd modified photon in nmSME becomes
Gˆρµ ' − 1
pαpα
ηρµ + 2i
1
(pαpα)2
ρµκλ(kˆAF )
κpλ (3.25)
We see that the propagator smoothly reduces to the conventional one for no LV case.
3.3.2 Perturbation Expansion
Another covariant extraction method of the propagator out of Eqn. (3.21) would be a
perturbation expansion in the powers of (kˆAF )µ. In this method, the series formulation
of Gˆρµ can be written as
Gˆρµ =
∞∑
n=0
G(n)ρµ , (3.26)
where G(n)ρν is the term in the propagator with n
th order (kˆAF )µ only. Then, with
Eqn. (3.3), Eqn. (3.21) gives
δνρ =
∞∑
n=0
G(n)ρµ
(
−ηµν(pσpσ) + 2iµκλν(kˆAF )κpλ
)
,
δνρ = − (pσpσ)
∞∑
n=0
(G(n))νρ + 2i
∞∑
n=0
G(n)ρµ 
µκλν(kˆAF )κpλ ,
δνρ = − (pσpσ)(G(0))νρ − (pσpσ)
∞∑
n=1
(G(n))νρ + 2i
∞∑
n=0
G(n)ρµ 
µκλν(kˆAF )κpλ .
The perturbation expansion inherently assumes a smooth transition to the conven-
tional case, which can be invoked by turning off the Lorentz violation. Then, both
summations vanish; hence,
(G(0))νρ = −
1
(pσpσ)
δνρ ,
which dictates
0 = − (pσpσ)
∞∑
n=1
(G(n))νρ + 2i
∞∑
n=0
G(n)ρµ 
µκλν(kˆAF )κpλ ,
0 = − (pσpσ)
∞∑
n=0
(G(n+1))νρ + 2i
∞∑
n=0
G(n)ρµ 
µκλν(kˆAF )κpλ ,
0 =
∞∑
n=0
Ç
(G(n+1))νρ −
2i
(pσpσ)
G(n)ρµ 
µκλν(kˆAF )κpλ
å
.
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Table 3.2: First Few Terms in the Expansion of the CPT-odd Propagator. The covari-
ant form of the propagator can be extracted from Eqn. (3.21) with a series expansion
of the form Eqn. (3.26). In such an expansion, first few terms can be shown to be
those below.
Nth Term Expression
G(0)µν −
1
(pαpα)
ηµν
G(1)µν
2i
(pαpα)2
µνκλ(kˆAF )
κpλ
G(2)µν
2
(pαpα)3
ηνσρµκλ
ρσγδ(kˆAF )
κ(kˆAF )γp
λpδ
Due to the nature of perturbation expansion, the last summation is satisfied only if
each term is itself zero, which results in the recursion formula
G(n+1)ρν =
2i
(pσpσ)
µκλσ(kˆAF )κpληνσG
(n)
ρµ .
Clearly, the propagator can be written upto any order desired, where first few terms
are listed in Table 3.2. Particularly, the leading order propagator is same with that
obtained by the ansatz method in Section 3.3.1, that is Eqn. (3.25), which is a good
consistency check.
3.3.3 Helicity Basis Propagator
In sections Section 3.3.1 and Section 3.3.2, the main focus was on the covariance of
the propagator, that is, whether the form of the propagator makes any explicit refer-
ence to an explicit basis. As discussed at the beginning of Section 3.3, the complexity
of the inverse propagator Eqn. (3.3) makes it formidable, if possible, to preserve both
covariance and the analyticity; hence, the propagators extracted have been either in
leading order or in an expansion form. In this section, we will instead sacrifice the
covariance and find the analytic form of the propagator in a definite coordinate sys-
tem.
It is sufficient, though not generally necessary, to choose any particular basis so as to
find the analytic form of the propagator as one can always invoke the matrix repre-
sentation in any chosen basis, and that non-singular matrices are always analytically
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invertible. For relevance to the case at hand, the explicit basis will be chosen as the
helicity basis.
Let’s start by decomposing the inverse propagator Eqn. (3.3) to its temporal and spa-
tial components by utilizing
µκλν =
Ä
δµ0 δ
κ
i δ
λ
j δ
ν
k − δµi δκ0 δλj δνk + δµi δκj δλ0 δνk − δµi δκj δλkδν0
ä
ijk , (3.27)
which in turn gives
µκλν(kˆAF )κpλ =
Ä
δµ0 δ
κ
i δ
λ
j δ
ν
k − δµi δκ0 δλj δνk + δµi δκj δλ0 δνk − δµi δκj δλkδν0
ä
ijk(kˆAF )κpλ ,
µκλν(kˆAF )κpλ = δ
µ
0 δ
ν
k((kˆAF)× p)k − δµi δνkijkpj(kˆAF )0 + δµi δνkijk(kˆAF)jω
− δµi δν0 ((kˆAF)× p)i ,
hence
(Gˆ−1)µν = − ηµν(pσpσ) + 2iδµ0 δνk((kˆAF)× p)k − 2iδµi δνkijkpj(kˆAF )0
+ 2iδµi δ
ν
k
ijk(kˆAF)jω − 2iδµi δν0 ((kˆAF)× p)i ,
that is
(Gˆ−1)µν = −ηµν(pσpσ) + 4iδµ[0δνi]((kˆAF)× p)i + 2iδµi δνj ijk(pk(kˆAF )0 − (kˆAF)kω)
(3.28)
in a more compact manner.
Above equation, though it is in component form, does not yet refer to a specific
basis for its space part. Helicity basis can be chosen for the space part by inserting
the corresponding metric and the Levi-Civita tensor of the helicity basis, which are
explicitly discussed in Appendix C.
To keep track of the terms, let us calculate
Ä
(kˆAF)× p
äi
and
ijk
(
pk(kˆAF )0 − (kˆAF)kp0
)
one by one:
• ((kˆAF)× p)i:
= ijk(kˆAF )jpk
= ijr(kˆAF )jpr
7 = δi+
+−r(kˆAF )−pr + δi−
−+r(kˆAF )+pr
= ip(δi+(kˆAF )− − δi−(kˆAF )+)
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• ijk(pk(kˆAF )0 − (kˆAF)kp0):
= ijkpk(kˆAF )0 − ijk(kˆAF)kp0
= − ijr(ω(kˆAF )r − p(kˆAF )0)− ij+ω(kˆAF )+ − ij−ω(kˆAF )−
= i(δi−δ
j
+ − δi+δj−)(ω(kˆAF )r − p(kˆAF )0) + i(δirδj− − δi−δjr)ω(kˆAF )+
+ i(δi+δ
j
r − δirδj+)ω(kˆAF )−
where p0 = ω and pr = p are simply the usual frequency and the magnitude of the
momentum respectively. Once these are inserted into Eqn. (3.28)),
(Gˆ−1)µν = − ηµν(pσpσ)− 4pδµ[0δνi](δi+(kˆAF )− − δi−(kˆAF )+)
− 2δµi δνj
Å
(δi−δ
j
+ − δi+δj−)(ω(kˆAF )r − p(kˆAF )0)
+ (δirδ
j
− − δi−δjr)ω(kˆAF )+ + (δi+δjr − δirδj+)ω(kˆAF )−
ã
,
(3.29)
which can be expanded component by component as follows:
(Gˆ−1)µν = − ηµν(pσpσ)− 2δµ0 δν+p(kˆAF )− + 2δµ+δν0p(kˆAF )− + 2δµ0 δν−p(kˆAF )+
− 2δµ−δν0p(kˆAF )+ − 2δµ−δν+(ω(kˆAF )r − p(kˆAF )0)
+ 2δµ+δ
ν
−(ω(kˆAF )r − p(kˆAF )0)− 2δµr δν−ω(kˆAF )+
+ 2δµ−δ
ν
rω(kˆAF )+ − 2δµ+δνrω(kˆAF )− + 2δµr δν+ω(kˆAF )− .
As (Gˆ−1) νρ = (Gˆ
−1)µνηµρ, above equation becomes
(Gˆ−1) νρ = − δ νρ (pσpσ)− 2ηρ0δν+p(kˆAF )− + 2ηρ+δν0p(kˆAF )− + 2ηρ0δν−p(kˆAF )+
− 2ηρ−δν0p(kˆAF )+ − 2ηρ−δν+(ω(kˆAF )r − p(kˆAF )0)
+ 2ηρ+δ
ν
−(ω(kˆAF )r − p(kˆAF )0)− 2ηρrδν−ω(kˆAF )+
+ 2ηρ−δνrω(kˆAF )+ − 2ηρ+δνrω(kˆAF )− + 2ηρrδν+ω(kˆAF )− ,
which can be represented with the matrix notation in the basis {eˆ0, eˆ+, eˆr, eˆ−} as
(Gˆ−1) .=

−(pσpσ) − 2p(kˆAF )− 0 2p(kˆAF )+
2p(kˆAF )+ − (pσpσ) + 2p(kˆAF )s − 2ω(kˆAF )+ 0
0 − 2ω(kˆAF )− − (pσpσ) 2ω(kˆAF )+
−2p(kˆAF )− 0 2ω(kˆAF )− − (pσpσ)− 2p(kˆAF )s
 ,
(3.30)
7In helicity basis, the three momentum has only radial component by construction, which is why pr is the only
nonzero component of three vector pk, which can also be seen from Eqn. (3.10).
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where the matrix representation convention implied and used is
(Gˆ) νρ
.
=

Gˆ 00 Gˆ
+
0 Gˆ
r
0 Gˆ
−
0
Gˆ 0+ Gˆ
+
+ Gˆ
r
+ Gˆ
−
+
Gˆ 0r Gˆ
+
r Gˆ
r
r Gˆ
−
r
Gˆ 0− Gˆ
+
− Gˆ
r
− Gˆ
−
−

in component form.
The propagator is simply the inverse of this matrix and can easily be calculated analyt-
ically since each term in this matrix is simply a scalar function of ω and p. Nonethe-
less, we will not provide it here for two reasons: Firstly, it does not give any particular
insight; and secondly, Eqn. (3.30) can be further simplified once the attention is re-
stricted to physical solutions.
What is meant with the last remark is related to the fact that not all possible com-
ponent combinations of (kˆAF )µ yield a model with physical solutions, that is the
polarization vectors, for the photon field. As a matter of fact, what restrictions on
the combinations are required to limit the focus on the physical cases are already
found and discussed in Section 3.2. There, the splitting of the coefficient space into
so-defined kˆ(bf)AF , kˆ
(cn)
AF and kˆ
(np)
AF is introduced; hence, all that is required is to dis-
card the nonphysical coefficient subspace kˆ(np)AF , which is achieved by simply setting
(kˆAF )± = 0. Then, from Eqn. (3.30) we have
(Gˆ−1) .=

−(pσpσ) 0 0 0
0 − (pσpσ) + 2p(kˆAF )s 0 0
0 0 − (pσpσ) 0
0 0 0 − (pσpσ)− 2p(kˆAF )s
 .
(3.31)
This is the main superiority of explicit helicity basis over covariant approaches, and
other possible basis choices for this section’s analytic approach, as the nonphysical
possibility kˆ(np)AF can not be trivially eliminated in them.
With the attention restricted to the coefficient subspace of physical solutions then, the
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diagonal inverse propagator, Eqn. (3.31), can straightforwardly inverted, hence
Gˆ
.
= Diagonal
(
− 1
pµpµ
,− 1
(pµpµ) + 2p(kˆAF )s
,− 1
pµpµ
,− 1
(pµpµ)− 2p(kˆAF )s
)
.
(3.32)
3.4 Photon Sector Special Models
The general nmSME framework as it stands is quite complicated due to the vast num-
ber of LVT. Thus, it is generally appropriate to work with a subset of all possible
coefficients, selection of which can be categorized regarding the main focus in each
of these special models. Although a number of different such special models can be
constructed, we will list only the most common ones, which can be found in Ref. [26]
as well.
1. Minimal SME: This special model is actually the original version of the SME
as it was introduced in 1998 [28]. One can restrict the attention to minimal
SME, or simply mSME, by allowing only the power counting renormalizable
LV operators in the Lagrangian. Here, it should be stressed that although the
general SME, or simply nmSME, is nonrenormalizable by construction, mSME
is not necessarily renormalizable simply because all operators are of power
counting renormalizable dimensions. Whether the model is indeed renormal-
izable should be verified explicitly for each sector, about which several work
including that of QED have been conducted at least for one-loop renormaliz-
ability [35–38].
2. Isotropic Models: While examining possible Lorentz violations, one can re-
strict the attention to LVT which would preserve the rotational symmetry of
the system nonetheless. In nonminimal photon sector, this restriction translates
into the condition that all spherical coefficients with nonzero j are set to be
zero in the preferred frame. This ensures that the LV, whatever it is, is rotation-
ally invariant in the preferred frame. The subtle point about this special model
is that this isotropy is valid only in one frame as the LV coefficients will mix
once one boosts to another frame; hence, the preferred frame should be chosen
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wisely. The theoretically natural choice is that of Cosmic Microwave Back-
ground, where the canonical sun-centered frame can be chosen for practical
purposes as well.
3. Vacuum Models: The general dispersion relation for photon in nmSME is non-
trivial, as can be seen from Eqn. (3.13) for the CPT-odd case. However, one
can replace the dispersion relation with the conventional ω = p in the leading
order, as the electromagnetic fields in the vacuum can be approximated by vac-
uum plane waves. The imposition ω = p on kˆAF and kˆF then identifies which
parts of these coefficients contribute in the leading order. These coefficients,
which still contribute in the leading order under the conventional dispersion
relation, are then named vacuum coefficients.
In the CPT-odd case, the vacuum coefficients are obtained as the totally sym-
metric and traceless part of (k(d)AF )
κα1...α(d−3) . In terms of spherical decomposi-
tion, this reads as
k
(d)
(V )jm =
∑
n
(−1)j+1
Ç
d
n+ 3
(k
(d)
AF )
(0B)
njm +
1
n+ 2
(k
(d)
AF )
(1B)
njm
å
.
Further details regarding the decomposition of the coefficients with respect to
the vacuum propagation properties are presented in Table 2.1.
4. Vacuum Orthogonal Models: The so-called vacuum coefficients are defined
above. The remaining coefficients which do not have a leading order bire-
fringent or dispersive effect are called vacuum-orthogonal coefficients, and are
denoted by a negation diacritic ¬ as can be seen in Table 2.1. Hence, any
model whose focus is on the complementary part of the coefficient space to the
subspace of vacuum coefficients is called Vacuum Orthogonal Model.
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CHAPTER 4
VACUUM ORTHOGONAL MODEL FOR CPT-ODD PHOTON
In Section 2.3.4, the data table [29] is introduced in which the most up-to-date bounds
on the various coefficients are listed. One curious thing about the data table is that
there is no bound on any of the so-called vacuum orthogonal coefficients which are
mentioned in the end of last chapter and whose complete list can be seen in Table 2.1.
That is actually no coincidence, but a result of two important points: There is no
vacuum orthogonal coefficient in the renormalizable dimensions, but only in the non-
renormalizable ones which are barely examined; and most of the bounds come from
the astrophysical sources which are immune to the effects of vacuum orthogonal co-
efficients in the leading order.
That their effects are not bounded at all makes the vacuum orthogonal coefficients
theoretically attractive. Moreover, that they are not present in mSME which has
been thoroughly studied raises the possibility of accompanying new effects. Despite
these benefits, a model whose only LVT are vacuum orthogonal coefficient, or simply
Vacuum Orthogonal Model (VOM) has not been properly analyzed in the literature
though, except Ref. [39]. For the rest of the thesis then, that reference will be used as
the main source.
The VOM can be analyzed in any basis; yet, the advantages of the helicity basis
which have been stressed so far1 apply here as well; hence, the helicity basis will
1One of the main advantages is that helicity basis enables spherical decomposition, as studied in Section 2.3.3,
which is a natural classification with direct relevance to observations and experiments. Another main advantage
would be how it naturally divides the coefficient space into distinct subspaces, as derived in Section 3.2. Finally,
working explicitly in the helicity basis guarantees the removal of redundant components in the propagator, which
was shown in Section 3.3.
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be employed in this Chapter too. However, the VOM is simply a special case of the
general model, which means that one should be able to extract the field theoretical
quantities like dispersion relations or propagators of the VOM out of the same quan-
tities of the general model under suitable restrictions. It turns out that there indeed
exist some simple prescriptions for that, and the rest of the chapter is devoted to the
application of these prescriptions and analysis of the results.
4.1 Dispersion Relation and The Polarization Vectors
The restriction of the general model to the vacuum orthogonal coefficients only is
achieved by imposing
(k
(d)
AF )
(0B)
njm =
(d− 2− n)(n+ 3)
d(d− 2− n+ j)
Å
(k¬(d)AF )(0B)njm − (k¬
(d)
AF )
(0B)
(n−2)jm
ã
− 1
n+ 1
(k¬(d)AF )(1B)(n−1)jm , (4.1a)
(k
(d)
AF )
(1B)
njm =
j(n+ 2)
d− 3− n+ j
Å
(k¬(d)AF )(0B)(n+1)jm − (k¬
(d)
AF )
(0B)
(n−1)jm
ã
+
d
n+ 4
(k¬(d)AF )(1B)njm (4.1b)
on the dispersion relation Eqn. (3.13). Then, it becomes
0 = (pµp
µ)2 − 4
 ∑
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ωd−3−npn 0Yjm(pˆ)
Ñ
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n+ 3
Ç
(d− 2− n)(n+ 3)
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+
ω
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Ç
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AF )
(0B)
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ã
+
d
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− 8pµpµ
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× 1»
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ã
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+
d2
n2 + 4
(k¬(d2)AF )(1B)n2j2m2
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é
,
hence
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 ∑
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Ç
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The last summation can be further simplified by invoking the symmetries. Clearly,
last two rows are of the form (A(t1) + iB(t1)) (−A(t2) + iB(t2)) where ti is the col-
lective index for {di, ni, ji,mi}. But this is equal to − (A(t1)A(t2) +B(t1)B(t2)) +
i (A(t1)B(t2)− A(t2)B(t1)), and since the fourth row is symmetric over {t1, t2}, its
contraction with the second term, which is antisymmetric over {t1, t2}, gives zero;
hence, the equation finally reduces to
0 = (pµp
µ)2 − 4
 ∑
dnjm
ωd−3−npn 0Yjm(pˆ)
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Ç
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j
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Ç
ω2
d− 2− n+ j
− p
2
d− 4− n+ j
å
+
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(n+ 2)(n+ 4)
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é2 + 8pµpµ
× ∑
d1d2n1n2j1j2m1m2
ωd1+d2−6−n1−n2pn1+n2 +1Yj1m1(pˆ) −1Yj2m2(pˆ)
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Table 4.1: Index Ranges for Vacuum Orthogonal Coefficients. Due to their construc-
tion, the symmetries they obey and the other constraints restrict the frequency depen-
dence n and total angular momentum j of the coefficients as listed below, which can
be extracted from the more comprehensive table, Table XVIII of [26].
Coefficient d n j
(k¬(d)AF )(0B)njm odd≥ 5 0, 1, ..., d− 4 n, n− 2, n− 4, ...,≥ 0
(k¬(d)AF )(1B)njm odd≥ 5 0, 1, ..., d− 4 n+ 1, n− 1, n− 3, ...,≥ 1
(k¬(d)AF )(1E)njm odd≥ 5 1, 2, ..., d− 3 n, n− 2, n− 4, ...,≥ 1
1»
4j1j2(j1 + 1)(j2 + 1)

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é
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AF )
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 , (4.2)
where the range for each term is summarized in Table 4.1.
This equation does not give much insight as it stands. However, we will show that
it can be further simplified and be written in a more compact form. To do that, one
needs to reorganize the second term in Eqn. (4.2).
2nd Term = 4
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å
48
+
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thus,
2nd Term = 4
Ç ∑
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(4.3)
where
Kdnjm(ω, p) := p
2
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å
+ jω2
Ç
ω2
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is defined for convenience.
Simplification of the second term is now reduced to the simplification of the function
Kdnjm(ω, p). But this is a simple algebraic calculation, which can be carried out as
follows.
Kdnjm(ω, p) =
1
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Å
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,
which can be put in the form
Kdnjm(ω, p) = (pµp
µ)
Ç
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2 d− 4− n
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å
. (4.4)
Once Eqn. (4.4) is inserted into Eqn. (4.3), the second term becomes
2nd Term = 4(pµpµ)2
Ñ ∑
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å
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2 d− 4− n
d− 4− n+ j
åé2
. (4.5)
This was the compact form which was sought in the first place. With that, the most
general dispersion relation of the CPT-odd vacuum orthogonal nonrenormalizable
photon, Eqn. (4.2), can be cast into form
0 = (pµp
µ)× ((pµpµ)P(ω, p) +Q(ω, p)) (4.6)
where P and Q are defined as
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, (4.7a)
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The form of dispersion relation Eqn. (4.6) is quite suggestive: For the VOM, the LV
takes a multiplicative form instead of an additive form in the dispersion relation; that
is, the conventional root pµpµ = 0 remains as a valid root despite the violation of the
Lorentz symmetry.
In the general model, we showed that conventional dispersion relation indeed raises
for certain coefficients, whose combination comprises the so-defined coefficient sub-
space kˆ(cn)AF . However, there arises other cases, as shown in the Table 3.1, in which the
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conventional dispersion relation does not hold. This seems to be in contrast to what
we find here; after all, VOM is only the special case of the general CPT-odd pho-
ton, hence that conventional solution exists for all possible coefficients in the VOM is
possible if the only physically relevant coefficient subspace is kˆ(cn)AF ; in other words,
if kˆ(bf)AF is no longer a physical subspace for the VOM
2. But this is precisely the case
as we will demonstrate now.
Let the focus be restricted to the physical solutions, for which that kˆAF ∈ kˆ(np)AF can
be discarded. This translates into the restriction that (kˆAF )± = 0, which turns into
the constraint Q(ω, p) = 0 for the vacuum orthogonal subspace as can be seen by
comparing Eqn. (3.11), Eqn. (4.2) and Eqn. (4.7). Then Eqn. (4.6) becomes
0 = (pµp
µ)2 (1 +R(ω, p)) (1−R(ω, p)) , (4.8)
whereR is defined as
R(ω, p) := 2 ∑
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Ñ
ωd−4−npn 0Yjm(pˆ)
Ç
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d
(n+ 2)(n+ 4)
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AF )
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×
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ω2
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2 d− 4− n
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åé
.
(4.9)
The dispersion relation in Eqn. (4.8) has three roots: ω = p and R(ω, p) ± 1 = 0.
Now, it is claimed that ω = p is the dispersion relation which is associated with
kˆ
(cn)
AF , and R(ω, p) ± 1 = 0 are dispersion relations which are associated with kˆ(bf)AF .
Then, the coefficient subspace kˆ(bf)AF indeed becomes nonphysical as those dispersion
relations are not acceptable dispersion relations. But before we go into that, let us
first prove that they are indeed the dispersion relations associated with kˆ(bf)AF .
Actually, without any calculation, one can straightforwardly relate R(ω, p) ± 1 = 0
to kˆ(bf)AF from Table 3.1 by the fact that R(ω, p) ± 1 = 0 are birefringent solutions
which can be raised only in kˆ(bf)AF . Yet, let us carry out the details. From Table 3.1 and
Eqn. (3.15), it is clear that one needs to calculate p(kˆAF )0 − ω(kˆAF )r in the VOM.
2kˆ
(np)
AF is already a physically irrelevant case in the general model, and therefore is so in the vacuum orthogonal
one as well.
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Judging from Eqn. (4.5) then
p(kˆAF )0 − ω(kˆAF )r = (pµpµ)
Ñ ∑
dnjm
ωd−4−npn 0Yjm(pˆ)
Ç
(k¬(d)AF )(1B)njm
d
(n+ 2)(n+ 4)
å
+ωd−5−npn−1 0Yjm(pˆ)(k
¬(d)
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ω2
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d− 2− n+ j + p
2 d− 4− n
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,
hence,
p(kˆAF )s =
1
2
(pµp
µ)R(ω, p) (4.10)
from Eqn. (4.9). But this simply means that the dispersion relation of kˆ(bf)AF are
ω2 − p2 ± 2p(kˆAF )s = 0 −→ (pµpµ) (1±R(ω, p)) = 0 .
From this equation, pµpµ = 0 looks like a root but is actually not. This is due to the
fact that ω = p forces (kˆAF )s = 0, which is (kˆAF )r − (kˆAF )0 = 0 under ω = p.
But this contradicts with the defining constraint of kˆ(bf)AF ; thus pµp
µ 6= 0, meaning
thatR(ω, p)± 1 = 0 are the dispersion relations of kˆ(bf)AF , which is exactly the earlier
claim.
Now, as promised, let us go into the details of these dispersion relations. Without any
calculation, it is clear that R(ω, p)± 1 = 0 cannot be satisfied for finite ω and p if
we turn off the LV. That is, for finite energy and momentum, Eqn. (4.9) dictates that
R(ω, p) → 0 as {(k¬(d)AF )(0B)njm , (k¬
(d)
AF )
(1B)
njm} → {0, 0}, which contradicts with the dis-
persion relation. Actually, as it will be explicitly demonstrated in specific models in
Chapter 5, this implicit dispersion relation can be converted into an explicit dispersion
relation only if ω has an expansion in which one of the terms has a LV coefficient in
the denominator. These kind of solutions are called spurious solutions because they
blow up in the no LV limit. They are shown to be the artifacts of the fundamental
theory in the low energy regimes that are simply to be ignored. The physically inter-
ested solutions on the other hand are supposed smoothly to reduce to the conventional
solution in the no LV limit, and hence are named perturbative solutions.
That birefringent coefficient subspace is no longer physical in VOM has an inter-
esting consequence aside the fact that it explains how LV can take a multiplicative
form in the dispersion relation without raising contradictions. By the very construc-
tion of VOM, the solutions do not have leading order birefringence effects; however,
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whether they have higher order birefringence effects or not is not generally explored
in the literature. For CPT-odd case on the other hand, as it is demonstrated above,
which is based on [39], the VOM does not produce any physical birefringent solution
whatsoever.
Let us wrap it up. In Chapter 3, it was demonstrated that the coefficient space of
nmSME CPT-odd photon sector can be divided into three subspaces: kˆ(bf)AF , kˆ
(cn)
AF , and
kˆ
(np)
AF . The last one is physically irrelevant and is listed only for completeness, whereas
the first two ones produce birefringent and conventional solutions respectively. In the
general VOM on the other hand, kˆ(bf)AF produces spurious solutions only, hence be-
comes physically irrelevant as well. Therefore, the only physical solutions that ever
arise in the general VOM are the conventional solutions; but this also means that so-
lutions are nonbirefringent at all orders. The situations is summarized as the vacuum
orthogonal model is vacuum orthogonal at all orders, and all polarization vectors
and their dispersion relations remain conventional in vacuum orthogonal model.
4.2 The Coefficient Subspace
According to Table 3.1, the coefficient space of the VOM, that is kˆ(cn)AF , satisfies the
restrictions (kˆAF )± = 0 and (kˆAF )r = (kˆAF )0. In this section, we will convert these
restrictions into the language of vacuum orthogonal coefficients. In Section 3.1.2, the
spherical decomposition of these components were given as
(kˆAF )0 =
∑
dnjm
ωd−3−npn 0Yjm(pˆ)(k
(d)
AF )
(0B)
njm ,
(kˆAF )r =
∑
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−1
n+ 2
(
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(d)
AF )
(1B)
njm + (d− 2− n)(k(d)AF )(0B)(n−1)jm
)
,
(kˆAF )± =
∑
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ωd−3−npn ±1Yjm(pˆ)
1»
2j(j + 1)
Å
±(k(d)AF )(1B)njm + i(k¬
(d)
AF )
(1E)
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ã
,
in Eqn. (3.12). Additionally, in the beginning of this chapter, the prescription to limit
the focus to the vacuum orthogonal coefficients is given as well:
(k
(d)
AF )
(0B)
njm =
(d− 2− n)(n+ 3)
d(d− 2− n+ j)
Å
(k¬(d)AF )(0B)njm − (k¬
(d)
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ã
+
d
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which can be seen in Eqn. (4.1). Then, the helicity components of kˆAF become
(kˆAF )0 =
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, (4.11a)
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(4.11c)
Analysis of (kˆAF)0 − (kˆAF)r = 0 under the dispersion relation ω = p
The analysis of (kˆAF )0 − (kˆAF )r = 0 is actually a straightforward calculation.
Eqn. (4.11) indicates that
(kˆAF )0 − (kˆAF )r =
∑
dnjm
pd−3 0Yjm(pˆ)
Ñ
(d− 2− n)(n+ 3)
d(d− 2− n+ j)
×
ÇÅ
(k¬(d)AF )(0B)njm − (k¬
(d)
AF )
(0B)
(n−2)jm
ã
− 1
n+ 1
(k¬(d)AF )(1B)(n−1)jm
å
−
Ç
j
d− 3− n+ j
Å
(k¬(d)AF )(0B)(n+1)jm − (k¬
(d)
AF )
(0B)
(n−1)jm
ã
+
d
(n+ 4)(n+ 2)
(k¬(d)AF )(1B)njm +
(d− 1− n)(d− 2− n)
d(d− 1− n+ j)
×
Å
(k¬(d)AF )(0B)(n−1)jm − (k¬
(d)
AF )
(0B)
(n−3)jm
ã
− 1
n
(k¬(d)AF )(1B)(n−2)jm
åé
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= 0 ,
where ω = p dispersion relation is imposed as there is no other dispersion relation
valid in the VOM, which was discussed at the end of Section 4.1. This equation can
be rewritten as
0 =
∑
d
pd−3
∑
njm
0Yjm(pˆ)
Ñ
(d− 2− n)(n+ 3)
d(d− 2− n+ j)
ÇÅ
(k¬(d)AF )(0B)njm − (k¬
(d)
AF )
(0B)
(n−2)jm
ã
− 1
n+ 1
(k¬(d)AF )(1B)(n−1)jm
å
−
Ç
j
d− 3− n+ j
Å
(k¬(d)AF )(0B)(n+1)jm − (k¬
(d)
AF )
(0B)
(n−1)jm
ã
+
d
(n+ 4)(n+ 2)
(k¬(d)AF )(1B)njm +
(d− 1− n)(d− 2− n)
d(d− 1− n+ j)
×
Å
(k¬(d)AF )(0B)(n−1)jm − (k¬
(d)
AF )
(0B)
(n−3)jm
ã
− 1
n
(k¬(d)AF )(1B)(n−2)jm
åé
.
As magnitude of the photon momentum p is a free variable, above equation holds if
0 =
∑
njm
0Yjm(pˆ)
Ñ
(d− 2− n)(n+ 3)
d(d− 2− n+ j)
ÇÅ
(k¬(d)AF )(0B)njm − (k¬
(d)
AF )
(0B)
(n−2)jm
ã
− 1
n+ 1
(k¬(d)AF )(1B)(n−1)jm
å
−
Ç
j
d− 3− n+ j
Å
(k¬(d)AF )(0B)(n+1)jm − (k¬
(d)
AF )
(0B)
(n−1)jm
ã
+
d
(n+ 4)(n+ 2)
(k¬(d)AF )(1B)njm +
(d− 1− n)(d− 2− n)
d(d− 1− n+ j)
×
Å
(k¬(d)AF )(0B)(n−1)jm − (k¬
(d)
AF )
(0B)
(n−3)jm
ã
− 1
n
(k¬(d)AF )(1B)(n−2)jm
åé
for each dimension d. In addition, that 0Yjm(pˆ) are orthogonal functions for different
j,m values dictates that the multiplier of 0Yjm(pˆ) should be itself zero for each j,m
values; that is,
0 =
∑
n
Ñ
(d− 2− n)(n+ 3)
d(d− 2− n+ j)
ÇÅ
(k¬(d)AF )(0B)njm − (k¬
(d)
AF )
(0B)
(n−2)jm
ã
− 1
n+ 1
(k¬(d)AF )(1B)(n−1)jm
å
−
Ç
j
d− 3− n+ j
Å
(k¬(d)AF )(0B)(n+1)jm − (k¬
(d)
AF )
(0B)
(n−1)jm
ã
+
d
(n+ 4)(n+ 2)
(k¬(d)AF )(1B)njm +
(d− 1− n)(d− 2− n)
d(d− 1− n+ j)
×
Å
(k¬(d)AF )(0B)(n−1)jm − (k¬
(d)
AF )
(0B)
(n−3)jm
ã
− 1
n
(k¬(d)AF )(1B)(n−2)jm
åé
.
Let us try to regroup terms:
0 =
∑
n
(d− 2− n)(n+ 3)
d(d− 2− n+ j) (k
¬(d)
AF )
(0B)
njm −
∑
n
(d− 2− n)(n+ 3)
d(d− 2− n+ j) (k
¬(d)
AF )
(0B)
(n−2)jm
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−∑
n
(d− 2− n)(n+ 3)
d(d− 2− n+ j)(n+ 1)(k
¬(d)
AF )
(1B)
(n−1)jm −
∑
n
j
d− 3− n+ j (k
¬(d)
AF )
(0B)
(n+1)jm
+
∑
n
j
d− 3− n+ j (k
¬(d)
AF )
(0B)
(n−1)jm −
∑
n
d
(n+ 4)(n+ 2)
(k¬(d)AF )(1B)njm
−∑
n
(d− 1− n)(d− 2− n)
d(d− 1− n+ j) (k
¬(d)
AF )
(0B)
(n−1)jm
+
∑
n
(d− 1− n)(d− 2− n)
d(d− 1− n+ j) (k
¬(d)
AF )
(0B)
(n−3)jm +
∑
n
1
n
(k¬(d)AF )(1B)(n−2)jm .
Since the summations are over all possible values, we can shift the parameter n as we
want. Then,
0 =
∑
n
(d− 2− n)(n+ 3)
d(d− 2− n+ j) (k
¬(d)
AF )
(0B)
njm −
∑
n
(d− 4− n)(n+ 5)
d(d− 4− n+ j) (k
¬(d)
AF )
(0B)
njm
−∑
n
(d− 3− n)(n+ 4)
d(d− 3− n+ j)(n+ 2)(k
¬(d)
AF )
(1B)
njm −
∑
n
j
d− 2− n+ j (k
¬(d)
AF )
(0B)
njm
+
∑
n
j
d− 4− n+ j (k
¬(d)
AF )
(0B)
njm −
∑
n
d
(n+ 4)(n+ 2)
(k¬(d)AF )(1B)njm
−∑
n
(d− 2− n)(d− 3− n)
d(d− 2− n+ j) (k
¬(d)
AF )
(0B)
njm
+
∑
n
(d− 4− n)(d− 5− n)
d(d− 4− n+ j) (k
¬(d)
AF )
(0B)
njm +
∑
n
1
n+ 2
(k¬(d)AF )(1B)njm ,
hence:
0 =
∑
n
(k¬(d)AF )(0B)njm
Ç
(d− 2− n)(n+ 3)
d(d− 2− n+ j) −
(d− 4− n)(n+ 5)
d(d− 4− n+ j)
− j
d− 2− n+ j +
j
d− 4− n+ j −
(d− 2− n)(d− 3− n)
d(d− 2− n+ j)
+
(d− 4− n)(d− 5− n)
d(d− 4− n+ j)
å
+
∑
n
(k¬(d)AF )(1B)njm
Ç
1
n+ 2
− d
(n+ 4)(n+ 2)
− (d− 3− n)(n+ 4)
d(d− 3− n+ j)(n+ 2)
å
.
Let us simplify this a little bit using the equality
(d− 2− n)(n+ 3)
d(d− 2− n+ j) −
(d− 4− n)(n+ 5)
d(d− 4− n+ j) −
j
d− 2− n+ j +
j
d− 4− n+ j
− (d− 2− n)(d− 3− n)
d(d− 2− n+ j) +
(d− 4− n)(d− 5− n)
d(d− 4− n+ j)
= −4
d
+
4j(d+ 1 + j)
d(d− 2− n+ j)(d− 4− n+ j) .
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Then, the first condition becomes as follows.
0 =
∑
n
(k¬(d)AF )(0B)njm
Ç
−4
d
+
4j(d+ 1 + j)
d(d− 2− n+ j)(d− 4− n+ j)
å
+
∑
n
(k¬(d)AF )(1B)njm
Ç
1
n+ 2
− d
(n+ 4)(n+ 2)
− (d− 3− n)(n+ 4)
d(d− 3− n+ j)(n+ 2)
å
(4.12)
Analysis of (kˆAF)± = 0 under the dispersion relation ω = p
It is straightforward that the conditions (kˆAF )± = 0 are
(kˆAF )± =
∑
dnjm
pd−3 ±1Yjm(pˆ)
1»
2j(j + 1)
Ç
± j(n+ 2)
d− 3− n+ j
×
Å
(k¬(d)AF )(0B)(n+1)jm − (k¬
(d)
AF )
(0B)
(n−1)jm
ã
± d
n+ 4
(k¬(d)AF )(1B)njm + i(k¬
(d)
AF )
(1E)
njm
å
under the dispersion relation ω = p from Eqn. (4.11). Not unlike the earlier case,
that the magnitude of momentum p is a free variable and that spin weighted spherical
harmonics ±1Yjm(pˆ) are orthogonal to each other for different values of j,m can be
invoked, resulting in the simplified conditions
0 =
∑
n
1»
2j(j + 1)
Ç
± j(n+ 2)
d− 3− n+ j
Å
(k¬(d)AF )(0B)(n+1)jm − (k¬
(d)
AF )
(0B)
(n−1)jm
ã
± d
n+ 4
(k¬(d)AF )(1B)njm + i(k¬
(d)
AF )
(1E)
njm
å
,
which should hold for each possible value of d, j,m. But this equation too can be
further simplified:
0 = ±∑
n
j(n+ 2)»
2j(j + 1)(d− 3− n+ j)(k
¬(d)
AF )
(0B)
(n+1)jm
∓∑
n
j(n+ 2)»
2j(j + 1)(d− 3− n+ j)(k
¬(d)
AF )
(0B)
(n−1)jm
+
∑
n
1»
2j(j + 1)
Ç
± d
n+ 4
(k¬(d)AF )(1B)njm + i(k¬
(d)
AF )
(1E)
njm
å
.
Since the summations are over all possible values, we can shift the parameter n as we
desire. Then,
0 = ±∑
n
j(n+ 1)»
2j(j + 1)(d− 2− n+ j)(k
¬(d)
AF )
(0B)
njm ∓
∑
n
j(n+ 3)»
2j(j + 1)(d− 4− n+ j)
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× (k¬(d)AF )(0B)njm +
∑
n
1»
2j(j + 1)
Ç
± d
n+ 4
(k¬(d)AF )(1B)njm + i(k¬
(d)
AF )
(1E)
njm
å
,
which is
0 =
1»
2j(j + 1)
±∑
n
Ñ
(k¬(d)AF )(0B)njm
Ç
j(n+ 1)
(d− 2− n+ j) −
j(n+ 3)
(d− 4− n+ j)
å
+
d
n+ 4
(k¬(d)AF )(1B)njm
é
+ i
∑
n
(k¬(d)AF )(1E)njm
 (4.13)
in a more compact form.
Clearly, 1√
2j(j+1)
does not have any root; hence, above equation can be reduced to
0 = ±∑
n
Ñ
(k¬(d)AF )(0B)njm
Ç
j(n+ 1)
(d− 2− n+ j) −
j(n+ 3)
(d− 4− n+ j)
å
+
d
n+ 4
(k¬(d)AF )(1B)njm
é
+ i
∑
n
(k¬(d)AF )(1E)njm ,
where the finiteness of 1√
2j(j+1)
is explicitly exploited. This is not that trivial at the
first glance though, as j = 0 value blows up this multiplier3. However, a careful
examination reveals that Eqn. (4.13) for j = 0 is actually a trivial equation 0 = 0,
because there is no (k¬(d)AF )(1B)njm for j = 0, and (k¬
(d)
AF )
(1B)
njm is multiplied by
√
j in overall.
Hence the finiteness of 1√
2j(j+1)
is not ill-conditioned.
The form of the restrictions then reduces to
0 =
∑
n
Ñ
(k¬(d)AF )(0B)njm
Ç
j(n+ 1)
(d− 2− n+ j) −
j(n+ 3)
(d− 4− n+ j)
å
+
d
n+ 4
(k¬(d)AF )(1B)njm
é
+ i
∑
n
(k¬(d)AF )(1E)njm ,
0 =
∑
n
Ñ
(k¬(d)AF )(0B)njm
Ç
j(n+ 1)
(d− 2− n+ j) −
j(n+ 3)
(d− 4− n+ j)
å
+
d
n+ 4
(k¬(d)AF )(1B)njm
é
− i∑
n
(k¬(d)AF )(1E)njm .
These two restrictions can simultaneously hold only if both summations themselves
3Since j is a nonnegative integer, j + 1 is not a pole of this fraction.
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Table 4.2: Coefficient Space of Vacuum Orthogonal Model. The general situation of
CPT-odd Model demonstrated in Table 3.1 reduces to the following table when the
focus is restricted to the vacuum orthogonal coefficients only. In this special model,
birefringent solutions are no more physical as their dispersion relations are spurious,
whereas kˆ(np)AF is still nonphysical as it fails to produce non-gauge polarization vec-
tors in VOM as well. The dispersion relations of kˆ(np)AF and the polarization vectors
of kˆ(bf)AF are not calculated, simply because these coefficient subspaces are physically
irrelevant. They are defined as the coefficient subspaces which do not obey either
Eqn. (4.12) or Eqn. (4.14), which is shown with a negation diacritic ¬ in front of
the equation they fail to obey respectively. Finally, kˆ(cn)AF remains the same in vac-
uum orthogonal models, with its conventional dispersion relation and conventional
polarization vectors, that are one gauge plus two transverse solutions.
Coefficient
Subspace
Conditions
Dispersion
Relation
Polarization Vectors Aµ
kˆ
(cn)
AF
Eqn. (4.12)
Eqn. (4.14)
ω = p

á
1
0
1
0
ë
,
á
0
1
0
0
ë
,
á
0
0
0
1
ë
kˆ
(bf)
AF
¬Eqn. (4.12)
Eqn. (4.14)
Spurious Irrelevant
kˆ
(np)
AF ¬Eqn. (4.14) Irrelevant Gauge only
are zero. Hence, with a simple algebraic manipulation, the second condition read as
∑
n
Ç
− 2j(d− 1 + j)
(d− 2− n+ j)(d− 4− n+ j)(k
¬(d)
AF )
(0B)
njm +
d
n+ 4
(k¬(d)AF )(1B)njm
å
= 0
∑
n
(k¬(d)AF )(1E)njm = 0
(4.14)
Therefore, any VOM has physical solutions only if Eqn. (4.12) and Eqn. (4.14) hold,
and the resultant physical solutions are conventional transverse polarization vectors
obeying the conventional dispersion relation ω = p.
The results are summarized in Table 4.2.
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4.3 The Propagator
The propagator of the general VOM can be extracted from the general CPT-odd pho-
ton propagator, Eqn. (3.32), by imposing the appropriate restrictions. However, be-
fore we go into that, let us change our notation for mathematical easiness: Clearly,
one can rewrite Eqn. (3.32) as
Gˆ νµ = −
δ νµ
(pσpσ)
+ (GˆAF )
ν
µ (4.15)
for brevity, where the total propagator is now the conventional propagator receiving a
Lorentz violating propagator contribution. This contribution is
(GˆAF )
ν
µ = δ
+
µ δ
ν
+
(
1
(pσpσ)
− 1
(pσpσ) + 2(ω(kˆAF )r − p(kˆAF )0)
)
+ δ −µ δ
ν
−
(
1
(pσpσ)
− 1
(pσpσ)− 2(ω(kˆAF )r − p(kˆAF )0)
) (4.16)
in the general model.
In Section 4.1, it is shown that
2(ω(kˆAF )r − p(kˆAF )0) = (pµpµ)R(ω, p)
in the VOM, as can be seen from Eqn. (4.10), whereR(ω, p) is defined by Eqn. (4.9).
Then,
(GˆAF )
ν
µ = δ
+
µ δ
ν
+
Ç
1
(pσpσ)
− 1
(pσpσ) (1 +R(ω, p))
å
+ δ −µ δ
ν
−
Ç
1
(pσpσ)
− 1
(pσpσ) (1−R(ω, p))
å
,
hence,
(GˆAF )
ν
µ =
1
(pσpσ)
Ç
δ +µ δ
ν
+
R(ω, p)
1 +R(ω, p) − δ
−
µ δ
ν
−
R(ω, p)
1−R(ω, p)
å
.
This propagator contribution can be further simplified by noting that it contains re-
dundant generality as the relevant coefficient space still contains kˆ(bf)AF . But this redun-
dancy can be extracted by taking (kˆAF )r to (kˆAF )0 inR(ω, p). From the definition of
R(ω, p),
R(ω, p) = 2p(kˆAF )s
(pµpµ)
= 2
p(kˆAF )0 − ω(kˆAF )r
ω2 − p2 ,
lim
(kˆAF )r→(kˆAF )0
R(ω, p) = −2(kˆAF )0
ω + p
.
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Then, the propagator contribution becomes
(GˆAF )
ν
µ = −
1
(pσpσ)
(
δ +µ δ
ν
+
2(kˆAF )0
ω + p− 2(kˆAF )0
− δ −µ δ ν−
2(kˆAF )0
ω + p+ 2(kˆAF )0
)
,
from which Eqn. (4.15) reads
Gˆ νµ = −
δ νµ
(pσpσ)
− 1
(pσpσ)
(
δ +µ δ
ν
+
2(kˆAF )0
ω + p− 2(kˆAF )0
− δ −µ δ ν−
2(kˆAF )0
ω + p+ 2(kˆAF )0
)
(4.17)
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CHAPTER 5
SPECIAL MODEL ANALYSIS
In the earlier chapters, the model at hand contained a number of different LV coeffi-
cients at generic dimensions. In practice, however, it is quite formidable to work with
infinitely many coefficients, and one usually examine a LV model with a handful of
nonzero coefficients so as to avoid cumbersome calculations.
Special models, in which only some coefficients belonging to a particular category
are taken to be nonzero, are introduced in Section 3.4. However, in any particular
analysis, one usually goes further and simplify the LVT even more in the chosen
special model. Actually, the drastic simplification of an analysis is the case in which
only one coefficient at a time is taken to be nonzero and is analyzed by itself. This
procedure, which is also called Kostelecký’s Cutlass [40], is a general principle which
both simplifies the analysis and enables extraction of corresponding properties of
individual coefficients.
Even though the principle of Kostelecký’s Cutlass is promoted above, we will not
apply here in this chapter, but instead examine our general special model, that is the
vacuum orthogonal model developed in Chapter 4, with simplifications via different
limits: Firstly, its isotropic limit will be considered where all non-isotropic LV coeffi-
cients are taken to be zero; and secondly, its leading order dimension will be analyzed
in which only d = 5 LV coefficients are allowed in the model.
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5.1 Vacuum Orthogonal and Isotropic Model at All Orders
5.1.1 Derivation of the General Model
In Section 3.4, the isotropic model was introduced as a special model in which all LV
coefficients that are not rotationally invariant are taken to be zero in a preferred frame.
The model’s mathematical structure is quite simplified compared to the general case,
which is why it is also referred as “fried-chicken" model, emphasizing that it is quite
common yet not the whole story1. However, what is considered here is not the general
isotropic model, but instead the isotropic limit of VOM, in other words, hybrid model
of isotropic and vacuum orthogonal models.
As stated earlier, the isotropic nature of the coefficients are valid only in the preferred
frame, as LVT are Lorentz tensors under OLT; hence, their nature will change un-
der observer boosts and observer rotations2. Therefore, one should always choose a
definite observer frame before starting the specific analysis3. Again, as stated earlier,
Cosmic Microwave Background frame is a natural choice for its theoretical relevance
to the notion of an isotropic frame, yet it is much more practical for the purpose of
bounding the coefficients if sun-centered canonical frame is chosen as the isotropic
frame due to its direct relevance to experimental results.
Let us analyze the dispersion relation of the general VOM, Eqn. (4.6), under the
isotropic limit then. This is a wise limit for several reasons. Firstly, as mentioned
above, isotropic models are somewhat popular, hence such an analysis would be ben-
1The analogy is referring to the fact that one would not be able to get all necessary nutrients just by feeding on
fried chicken even though it is easy and available.
2What is meant here is that there will be nonzero j 6= 0 coefficients in the boosted frame even though all
coefficients with j 6= 0 are zero in the preferred frame.
3Actually, this is true for all LV analyses. Since LVT mix up under OLT, it is always advisable to fix the
observer frame, and then choose the LVT that will be analyzed in that frame, and finally search the effects of
these coefficients only on that frame to avoid any possible confusion. In this thesis, there is no specific LVT
analysis which is conducted to find some particular effects of some chosen coefficients and then to bound them
by comparing with the experimental data. Instead, the generic coefficient spaces are analyzed, and general results
such as that vacuum orthogonal models remain vacuum orthogonal at all orders are obtained. That is why no
specific reference frame is, and will be, chosen although it is strictly stressed that the choice of reference frame is
vital.
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eficial for the literature. Secondly, the assertion that is made in Section 4.1, which
states that dispersion relation of VOM does not have a nonconventional root, can be
more transparently seen in this limit, as we will se below. Finally, the transformation
from the general case to the isotropic one is quite trivial, hence is mathematically
advantageous. Actually, we simply impose j = m = 0 in the coefficients and the
dispersion relation. From Table 4.1, the only surviving coefficients are determined to
be (k¬(d)AF )(0B)n00 ; if we insert this to the P and Q, given by Eqn. (4.7), and also impose
j = 0, Eqn. (4.6) becomes
0 =
Ö
1− p
2
pi
Ñ ∑
d=odd>3
d−5∑
n=even≥0
ωd−5−npn(k¬(d)AF )(0B)n00
é2è
(pµp
µ)2 (5.1)
where we used
0Y00(pˆ) =
1√
4pi
,
which is the well known Y00 as spin weighted spherical harmonics with the spin
weight s = 0 are simply the usual spherical harmonics.
The simple derivation above is addition of isotropy restriction on already derived
general VOM dispersion relation. In general, however, one can derive the hybrid
isotropic VOM from the generic CPT-odd dispersion relation Eqn. (3.11) as well.
To do this, one would need the spherical expansion of the helicity components (kˆAF )i
of the operator kˆAF in terms of the only relevant LV coefficients, that are (k
(d)
AF )
(0B)
n00 .
But this expansion can be obtained the general one, given by Eqn. (3.12), with the
imposition j = m = 0, hence
(kˆAF )0 =
1√
4pi
∑
dn
ωd−3−npn(k(d)AF )
(0B)
n00 ,
(kˆAF )r =
1√
4pi
∑
dn
ωd−3−npn
2 + n− d
n+ 2
(k
(d)
AF )
(0B)
(n−1)00 ,
(kˆAF )± = 0 .
Moreover, one needs the prescription to convert (k(d)AF )
(0B)
n00 to (k
¬(d)
AF )
(0B)
n00 . This pre-
scription as well can be obtained from the general one, given by Eqn. (4.1), with the
same imposition, that is j = m = 0, thus
(k
(d)
AF )
(0B)
n00 =
n+ 3
d
Å
(k¬(d)AF )(0B)n00 − (k¬
(d)
AF )
(0B)
(n−2)00
ã
.
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Therefore
(kˆAF )0 =
1√
4pi
∑
dn
ωd−3−npn
n+ 3
d
Å
(k¬(d)AF )(0B)n00 − (k¬
(d)
AF )
(0B)
(n−2)00
ã
,
(kˆAF )r =
1√
4pi
∑
dn
ωd−4−npn+1
n+ 3− d
d
Å
(k¬(d)AF )(0B)n00 − (k¬
(d)
AF )
(0B)
(n−2)00
ã
,
which gives
p(kˆAF )0 − ω(kˆAF )r = 1√
4pi
∑
dn
ωd−3−npn+1
Å
(k¬(d)AF )(0B)n00 − (k¬
(d)
AF )
(0B)
(n−2)00
ã
.
Vacuum-orthogonality bounds the frequency n as n ≤ d−4 whereas isotropy restricts
it to even values only, both of which can be read from Table 4.1. Then
p(kˆAF )0 − ω(kˆAF )r = 1√
4pi
∑
d=odd
Ç d−5∑
n=even≥0
ωd−3−npn+1(k¬(d)AF )(0B)n00
−
d−5∑
n=even≥0
ωd−5−npn+3(k¬(d)AF )(0B)n00
å
,
which is simply
p(kˆAF )0 − ω(kˆAF )r = p (ω
2 − p2)√
4pi
∑
d=odd
d−5∑
n=even≥0
ωd−5−npn(k¬(d)AF )(0B)n00 , (5.2)
thus
(
p(kˆAF )0 − ω(kˆAF )r
)2
= (pµp
µ)2
p2
4pi
Ñ ∑
d=odd
d−5∑
n=even≥0
ωd−5−npn(k¬(d)AF )(0B)n00
é2
for isotropic VOM. Once this is substituted into the general dispersion relation of
CPT-odd modified photon, Eqn. (3.11), we obtain the same dispersion relation, that
is Eqn. (5.1).
Let us now check the claim in Section 4.1 about that the nonconventional dispersion
relation roots are spurious in VOM. Clearly, in the notation introduced there, the
dispersion relation above indicates that
R(ω, p) = p√
pi
∑
d=odd>3
d−5∑
n=even≥0
ωd−5−npn(k¬(d)AF )(0B)n00 ,
where the dispersion relations associated with the birefringent solutions are
R(ω, p) = ±1 .
66
In the leading order, there even does not arise nonconventional dispersion relations,
as the dispersion relation reduces to the form
0 =
Ñ
1− ((k
¬(5)
AF )
(0B)
000 p)
2
pi
é
(pµp
µ)2 , (5.3)
where the multiplicative term possesses no roots for ω. This multiplicative term is
practically irrelevant as SME is built on EFT approach, and it is expected to hold
only for |ξdnp|  1.
The spurious nature of the nonconventional dispersion relation roots can be exploited
only with next-to-leading order, and higher order terms. Particularly, in the next-to-
leading order,R(ω, p) reads
R(ω, p) = p√
pi
Å
ω2(k¬(7)AF )(0B)000 + p2(k¬
(7)
AF )
(0B)
200
ã
,
which simply means that
ω2 = ±
√
pi
(k¬(7)AF )(0B)000 p
− (k
¬(7)
AF )
(0B)
200
(k¬(7)AF )(0B)000
p2 , (5.4)
which blow up as Lorentz violation is turned off. The spurious nature is caused by the
first term, which will remain in all orders as moving on to the next order will simply
introduce extra perturbative terms without effecting the first term.
5.1.2 Ring Coefficients Form
In literature, it is somehow customary to work with so-called ring coefficients when
working with the isotropic models. The general derivation conducted above is carried
out with usual coefficients as they are more transparent to infer conclusions; however,
the ring-coefficient form will be derived here as well.
In [26], ring coefficients are defined by the expansion they satisfy; that is,
(kˆAF )0 =
∑
dn
ωd−3−npn√
4pi
(˚k
(d)
AF )n , (5.5a)
(kˆAF )r = −
∑
dn
ωd−3−npn√
4pi
d− 2− n
n+ 2
(˚k
(d)
AF )(n−1) , (5.5b)
where they are named after the ring above the coefficient denoting that the coefficient
is associated with an isotropic model only. Indeed, that there are no spin weighted
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spherical harmonics in the defining equations above clearly indicates the necessity of
isotropy for the usage of ring coefficients.
For the VOM, the isotropy condition reduced the general dispersion relation to
Eqn. (5.1) as we derived in Section 5.1.1. Once we compare Eqn. (5.5) with that, we
can deduce the transformation from the usual coefficients to the ring coefficients:
(˚k
(d)
AF )n =
n+ 3
d
Å
(k¬(d)AF )(0B)n00 − (k¬
(d)
AF )
(0B)
(n−2)00
ã
. (5.6)
Clearly, it is not possible to trivially replace the usual terms in Eqn. (5.1) with their
ring coefficient correspondents; one must instead derive the ring coefficient form from
the general dispersion relation Eqn. (3.11). However, this actually reduces to the
calculation of p(kˆAF )0 − ω(kˆAF )r in terms of ring coefficients.
For the isotropic VOM, p(kˆAF )0 − ω(kˆAF )r is given by Eqn. (5.2), which can be
written as
p(kˆAF )0 − ω(kˆAF )r = 1√
4pi
∑
d=odd
Ç
ωd−3p(k¬(d)AF )(0B)000 +
d−5∑
n=2
ωd−3−npn+1
×
Å
(k¬(d)AF )(0B)n00 − (k¬
(d)
AF )
(0B)
(n−2)00
ã
− pd−2(k¬(d)AF )(0B)(d−5)00
å
,
which then reads
p(kˆAF )0 − ω(kˆAF )r = 1√
4pi
∑
d=odd
Ç
ωd−3p(k¬(d)AF )(0B)000
+
d−5∑
n=2
ωd−3−npn+1
d
n+ 3
(˚k
(d)
AF )n − pd−2(k¬
(d)
AF )
(0B)
(d−5)00
å
.
But this is actually equivalent to
p(kˆAF )0 − ω(kˆAF )r = 1√
4pi
∑
d=odd
Ñ
ωd−3p(k¬(d)AF )(0B)000 +
d−5∑
n=2
ωd−3−npn+1
d
n+ 3
(˚k
(d)
AF )n
− pd−2
(
(k¬(d)AF )(0B)000 +
d−5∑
n=2
d
n+ 3
(˚k
(d)
AF )n
)é
,
p(kˆAF )0 − ω(kˆAF )r = 1√
4pi
∑
d=odd
ÇÅ
p(k¬(d)AF )(0B)000 (ωd−3 − pd−3)
ã
+
d−5∑
n=2
Ä
ωd−3−n − pd−3−nä d
n+ 3
(
(˚k
(d)
AF )np
n+1
)å
,
(5.7)
as Eqn. (5.6) dictates
(k¬(d)AF )(0B)(d−5)00 = (k¬
(d)
AF )
(0B)
000 +
d−5∑
n=2
d
n+ 3
(˚k
(d)
AF )n .
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Judging from Eqn. (5.6), if we additionally take
(˚k
(d)
AF )0 =
3
d
(k¬(d)AF )(0B)000 ,
we can rewrite Eqn. (5.7) as
p(kˆAF )0 − ω(kˆAF )r = 1√
4pi
∑
d=odd
d−5∑
n=0
d
n+ 3
Ä
ωd−3−n − pd−3−nä ((˚k(d)AF )npn+1) .
The apparent form of the equation is quite complicated at the first glance; yet, it can
be put in a nicely compact form once the equality
xn+1 − yn+1 = (x− y)
n∑
i=0
xn−iyi
is invoked. Since d − 3 − n is always greater or equal to 2, and is always even, we
can use the above equality as
ωd−3−n − pd−3−n = (ω2 − p2)
(d−5−n)/2∑
i=0
ωd−5−n−2ip2i
for the case at hand. Therefore,
p(kˆAF )0 − ω(kˆAF )r = (pµp
µ)√
4pi
∑
d=odd
d−5∑
n=0
(d−5−n)/2∑
i=0
d
n+ 3
ωd−5−n−2ip2i
(
(˚k
(d)
AF )np
n+1
)
.
If this is inserted into the general CPT-odd modified photon dispersion relation, the
isotropic VOM dispersion relation reads as
0 =
Ö
1− p
2
pi
Ñ ∑
d=odd
d−5∑
n=even≥0
(d−5−n)∑
i=even≥0
d
n+ 3
ωd−5−n−ipi
(
(˚k
(d)
AF )np
n
)é2è
(pµp
µ)2
(5.8)
Although it is provided for completeness, and because of its somewhat more popular
usage, the general form given by Eqn. (5.1) is more compact than the ring coefficient
form above.
5.2 Leading Order Vacuum Orthogonal Model
One of the main problems for any analysis in the nmSME is that the coefficient space
is infinite. Although generic examinations are possible to a degree, such as what is
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done throughout this study, the contact to the experimental results can be achieved
only when a subset of the coefficient space is considered. This subset is actually a
drastic reduction most of the time, as bounds on the coefficients are most effectively
given only when they are considered one by one, the one-at-a-time approach that is
sometimes called Kostelecký’s Cutlass as explained in the beginning of this chapter.
In this thesis, however, the main focus is on the generic analysis of the nonminimal
Lorentz and CPT violating photon sector, without specifying in any particular co-
efficient. Henceforth, the one-at-a-time approach invoked to analyze the effects of a
specific coefficient is not employed here; nonetheless, the restriction of the coefficient
space to a finite subspace will be demonstrated in this section for different purposes:
explicit analysis of the spurious roots and the relevant coefficients’ determination.
5.2.1 Analysis of Leading Order VOM
The dispersion relation of VOM is readily given by Eqn. (4.8), which is also valid
for this special case. All that is needed, then, is simply the restriction of Eqn. (4.9)
to d = 5 and expansion of it in relevant LVT. Despite this would give the physical
dispersion relation of the leading order VOM, the most general relevant dispersion
relation, one that includes the nonphysical contributions of (kˆAF )± hence is applica-
ble to the case kˆAF ∈ kˆ(np)AF , can only be obtained from the more general form that is
Eqn. (4.2). For the sake of completeness, we will start from the latter equation.
With d = 5, Eqn. (4.2) becomes
0 = (pµp
µ)2 − 4
∑
njm
ω2−npn 0Yjm(pˆ)
Ñ
(k¬(5)AF )(0B)njm
p
ω2
Ç
(3− n)ω2
3− n+ j −
(1− n)p2
1− n+ j
å
− 5p
2
(n+ 4)(n+ 2)ω
(k¬(5)AF )(1B)njm + (k¬
(5)
AF )
(0B)
njm
j
p
Ç
ω2
3− n+ j −
p2
1− n+ j
å
+
5ω
(n+ 2)(n+ 4)
(k¬(d)AF )(1B)njm
é2
+ 8pµp
µ
∑
n1n2j1j2m1m2
ω4−n1−n2pn1+n2 +1Yj1m1(pˆ) −1Yj2m2(pˆ)
× 1»
4j1j2(j1 + 1)(j2 + 1)

ÑÇ
ωj1(n1 + 1)
p(3− n1 + j1) −
pj1(n1 + 3)
ω(1− n1 + j1)
å
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× (k¬(5)AF )(0B)n1j1m1 +
5
n1 + 4
(k¬(5)AF )(1B)n1j1m1
é
×
ÑÇ
ωj2(n2 + 1)
p(3− n2 + j2) −
pj2(n2 + 3)
ω(1− n2 + j2)
å
(k¬(5)AF )(0B)n2j2m2 +
5
n2 + 4
(k¬(5)AF )(1B)n2j2m2
é
+ (k¬(5)AF )(1E)n1j1m1(k¬
(5)
AF )
(1E)
n2j2m2
 .
Let us expand the summation over n for the first part.
0 = (pµp
µ)2 − 4
∑
jm
ω2 0Yjm(pˆ)
Ñ
(k¬(5)AF )(0B)0jm
p
ω2
Ç
3ω2
3 + j
− p
2
1 + j
å
− 5p
2
8ω
(k¬(5)AF )(1B)0jm + (k¬
(5)
AF )
(0B)
0jm
j
p
Ç
ω2
3 + j
− p
2
1 + j
å
+
5ω
8
(k¬(d)AF )(1B)0jm
é
+
∑
jm
ωp 0Yjm(pˆ)
Ñ
(k¬(5)AF )(0B)1jm
p
ω2
Ç
2ω2
2 + j
å
− 5p
2
15ω
(k¬(5)AF )(1B)1jm + (k¬
(5)
AF )
(0B)
1jm
j
p
×
Ç
ω2
2 + j
− p
2
j
å
+
5ω
15
(k¬(d)AF )(1B)1jm
é2 + 8pµpµ ∑
n1n2j1j2m1m2
ω4−n1−n2pn1+n2
× +1Yj1m1(pˆ) −1Yj2m2(pˆ)
1»
4j1j2(j1 + 1)(j2 + 1)

ÑÇ
ωj1(n1 + 1)
p(3− n1 + j1)
− pj1(n1 + 3)
ω(1− n1 + j1)
å
(k¬(5)AF )(0B)n1j1m1 +
5
n1 + 4
(k¬(5)AF )(1B)n1j1m1
éÑÇ
ωj2(n2 + 1)
p(3− n2 + j2)
− pj2(n2 + 3)
ω(1− n2 + j2)
å
(k¬(5)AF )(0B)n2j2m2 +
5
n2 + 4
(k¬(5)AF )(1B)n2j2m2
é
+ (k¬(5)AF )(1E)n1j1m1(k¬
(5)
AF )
(1E)
n2j2m2
 ,
then, due to the restriction on j,
0 = (pµp
µ)2 − 4
∑
jm
0Yjm(pˆ)
Ç
(k¬(5)AF )(0B)0jm p
Ä
ω2 − p2ä− 5p2ω
8
(k¬(5)AF )(1B)0jm
+
5ω3
8
(k¬(d)AF )(1B)0jm
å
+
∑
jm
ωp 0Yjm(pˆ)
Ñ
(k¬(5)AF )(0B)1jm
p
ω2
Ç
2ω2
3
å
− 5p
2
15ω
(k¬(5)AF )(1B)1jm
+ (k¬(5)AF )(0B)1jm
1
p
Ç
ω2
3
− p2
å
+
5ω
15
(k¬(d)AF )(1B)1jm
é2 + 8pµpµ ∑
n1n2j1j2m1m2
ω4−n1−n2
pn1+n2 +1Yj1m1(pˆ) −1Yj2m2(pˆ)
1»
4j1j2(j1 + 1)(j2 + 1)

ÑÇ
ωj1(n1 + 1)
p(3− n1 + j1)
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− pj1(n1 + 3)
ω(1− n1 + j1)
å
(k¬(5)AF )(0B)n1j1m1 +
5
n1 + 4
(k¬(5)AF )(1B)n1j1m1
é
×
ÑÇ
ωj2(n2 + 1)
p(3− n2 + j2) −
pj2(n2 + 3)
ω(1− n2 + j2)
å
(k¬(5)AF )(0B)n2j2m2 +
5
n2 + 4
(k¬(5)AF )(1B)n2j2m2
é
+ (k¬(5)AF )(1E)n1j1m1(k¬
(5)
AF )
(1E)
n2j2m2
 .
Therefore,
0 = (pµp
µ)2 − 4(pµpµ)2
Ç∑
jm
0Yjm(pˆ)
Å
(k¬(5)AF )(0B)0jm p+
ω
3
(k¬(5)AF )(0B)1jm +
5ω
8
(k¬(5)AF )(1B)0jm
+
p
3
(k¬(5)AF )(1B)1jm
ãå2
+ 8pµp
µ
∑
n1n2j1j2m1m2
ω4−n1−n2pn1+n2 +1Yj1m1(pˆ) −1Yj2m2(pˆ)
× 1»
4j1j2(j1 + 1)(j2 + 1)

ÑÇ
ωj1(n1 + 1)
p(3− n1 + j1) −
pj1(n1 + 3)
ω(1− n1 + j1)
å
(k¬(5)AF )(0B)n1j1m1
+
5
n1 + 4
(k¬(5)AF )(1B)n1j1m1
éÑÇ
ωj2(n2 + 1)
p(3− n2 + j2) −
pj2(n2 + 3)
ω(1− n2 + j2)
å
(k¬(5)AF )(0B)n2j2m2
+
5
n2 + 4
(k¬(5)AF )(1B)n2j2m2
é
+ (k¬(5)AF )(1E)n1j1m1(k¬
(5)
AF )
(1E)
n2j2m2
 .
Let us now expand for (k¬(5)AF )(1E)njm . The above dispersion relation becomes
0 = (pµp
µ)2 − 4(pµpµ)2
Ç∑
jm
0Yjm(pˆ)
Å
(k¬(5)AF )(0B)0jm p+
ω
3
(k¬(5)AF )(0B)1jm +
5ω
8
(k¬(5)AF )(1B)0jm
+
p
3
(k¬(5)AF )(1B)1jm
ãå2
+ 8pµp
µ
∑
n1n2j1j2m1m2
ω4−n1−n2pn1+n2 +1Yj1m1(pˆ)
× −1Yj2m2(pˆ)
1»
4j1j2(j1 + 1)(j2 + 1)
(k¬(5)AF )(1E)n1j1m1(k¬
(5)
AF )
(1E)
n2j2m2 + 8pµp
µ
× ∑
j1j2m1m2
+1Yj1m1(pˆ) −1Yj2m2(pˆ)
1»
4j1j2(j1 + 1)(j2 + 1)
× ∑
n1n2
ω4−n1−n2pn1+n2S(n1, n2) ,
which with the help of Table 5.1 is then
0 = (pµp
µ)2 − 4(pµpµ)2
Ç∑
jm
0Yjm(pˆ)
Å
(k¬(5)AF )(0B)0jm p+
ω
3
(k¬(5)AF )(0B)1jm +
5ω
8
(k¬(5)AF )(1B)0jm
+
p
3
(k¬(5)AF )(1B)1jm
ãå2
+ 8pµp
µ
∑
m1m2
Ç
(k¬(5)AF )(1E)11m1(k¬
(5)
AF )
(1E)
11m2
1
4
ω2p2 +1Y1m1(pˆ)
72
× −1Y1m2(pˆ) + (k¬
(5)
AF )
(1E)
11m1(k
¬(5)
AF )
(1E)
22m2
1
4
√
3
ωp3
Å
+1Y1m1(pˆ) −1Y2m2(pˆ)
+ +1Y2m1(pˆ) −1Y1m2(pˆ)
ã
+ (k¬(5)AF )(1E)22m1(k¬
(5)
AF )
(1E)
22m2
1
12
p4 +1Y2m1(pˆ) −1Y2m2(pˆ)
å
+ 8pµp
µ
∑
j1j2m1m2
+1Yj1m1(pˆ) −1Yj2m2(pˆ)
1»
4j1j2(j1 + 1)(j2 + 1)
×
1∑
n1=0
1∑
n2=0
ω4−n1−n2pn1+n2S(n1, n2) , (5.9)
where
S(n1, n2) =
ÑÇ
ωj1(n1 + 1)
p(3− n1 + j1) −
pj1(n1 + 3)
ω(1− n1 + j1)
å
(k¬(5)AF )(0B)n1j1m1
+
5
n1 + 4
(k¬(5)AF )(1B)n1j1m1
éÑÇ
ωj2(n2 + 1)
p(3− n2 + j2) −
pj2(n2 + 3)
ω(1− n2 + j2)
å
× (k¬(5)AF )(0B)n2j2m2 +
5
n2 + 4
(k¬(5)AF )(1B)n2j2m2
é
is defined for brevity.
Here, it may look problematic to have summation of n inside summation of j as the
range of j depends on the value of n. However, the summation of j nd m there
simply refers to the summation of all their possible values, enabling performing the
n summation without any ambiguity.
The range of n can be checked from Table 5.1, which states that the nonzero possible
S(n1, n2) are as follows4.
S(0, 0)
=
ÑÇ
ωj1
p(3 + j1)
− 3pj1
ω(1 + j1)
å
(k¬(5)AF )(0B)0j1m1 +
5
4
(k¬(5)AF )(1B)0j1m1
é
×
ÑÇ
ωj2
p(3 + j2)
− 3pj2
ω(1 + j2)
å
(k¬(5)AF )(0B)0j2m2 +
5
4
(k¬(5)AF )(1B)0j2m2
é
=
25
16
(k¬(5)AF )(1B)0j1m1(k¬
(5)
AF )
(1B)
0j2m2
S(0, 1)
=
ÑÇ
ωj1
p(3 + j1)
− 3pj1
ω(1 + j1)
å
(k¬(5)AF )(0B)0j1m1 +
5
4
(k¬(5)AF )(1B)0j1m1
é
4In each calculation, the restriction of n is applied in the first step, and that of j in the second.
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×
ÑÇ
2ωj2
p(2 + j2)
− 4pj2
ωj2
å
(k¬(5)AF )(0B)1j2m2 +
5
5
(k¬(5)AF )(1B)1j2m2
é
=
5
4
(k¬(5)AF )(1B)0j1m1
ÇÇ
2ω
3p
− 4p
ω
å
(k¬(5)AF )(0B)1j2m2 + (k¬
(5)
AF )
(1B)
1j2m2
å
S(1, 0)
=
ÑÇ
2ωj1
p(2 + j1)
− 4pj1
ωj1
å
(k¬(5)AF )(0B)1j1m1 +
5
5
(k¬(5)AF )(1B)1j1m1
é
×
ÑÇ
ωj2
p(3 + j2)
− 3pj2
ω(1 + j2)
å
(k¬(5)AF )(0B)0j2m2 +
5
4
(k¬(5)AF )(1B)0j2m2
é
=
5
4
(k¬(5)AF )(1B)0j2m2
ÇÇ
2ω
3p
− 4p
ω
å
(k¬(5)AF )(0B)1j1m1 + (k¬
(5)
AF )
(1B)
1j1m1
å
S(1, 1)
=
ÑÇ
2ωj1
p(2 + j1)
− 4pj1
ωj1
å
(k¬(5)AF )(0B)1j1m1 +
5
5
(k¬(5)AF )(1B)1j1m1
é
×
ÑÇ
2ωj2
p(2 + j2)
− 4pj2
ωj2
å
(k¬(5)AF )(0B)1j2m2 +
5
5
(k¬(5)AF )(1B)1j2m2
é
=
ÇÇ
2ω
3p
− 4p
ω
å
(k¬(5)AF )(0B)1j1m1 + (k¬
(5)
AF )
(1B)
1j1m1
å
×
ÇÇ
2ω
3p
− 4p
ω
å
(k¬(5)AF )(0B)1j2m2 + (k¬
(5)
AF )
(1B)
1j2m2
å
With S(n1, n2) inserted back, Eqn. (5.9) becomes
0 = (pµp
µ)2 − 4(pµpµ)2
Ñ∑
jm
0Yjm(pˆ)
Ç
(k¬(5)AF )(0B)0jm p+
ω
3
(k¬(5)AF )(0B)1jm +
5ω
8
(k¬(5)AF )(1B)0jm
+
p
3
(k¬(5)AF )(1B)1jm
åé2
+ 8pµp
µ
∑
m1m2
Ç
(k¬(5)AF )(1E)11m1(k¬
(5)
AF )
(1E)
11m2
1
4
ω2p2 +1Y1m1(pˆ)
× −1Y1m2(pˆ) + (k¬
(5)
AF )
(1E)
11m1(k
¬(5)
AF )
(1E)
22m2
1
4
√
3
ωp3
Å
+1Y1m1(pˆ) −1Y2m2(pˆ)
+ +1Y2m1(pˆ) −1Y1m2(pˆ)
ã
+ (k¬(5)AF )(1E)22m1(k¬
(5)
AF )
(1E)
22m2
1
12
p4 +1Y2m1(pˆ) −1Y2m2(pˆ)
å
+ 8pµp
µ
∑
j1j2m1m2
+1Yj1m1(pˆ) −1Yj2m2(pˆ)
1»
4j1j2(j1 + 1)(j2 + 1)Ñ
25p4
16
(k¬(5)AF )(1B)0j1m1(k¬
(5)
AF )
(1B)
0j2m2 +
5p3ω
4
(k¬(5)AF )(1B)0j1m1
ÇÇ
2ω
3p
− 4p
ω
å
(k¬(5)AF )(0B)1j2m2
+ (k¬(5)AF )(1B)1j2m2
å
+
5p3ω
4
(k¬(5)AF )(1B)0j2m2
ÇÇ
2ω
3p
− 4p
ω
å
(k¬(5)AF )(0B)1j1m1 + (k¬
(5)
AF )
(1B)
1j1m1
å
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+ ω2p2
ÇÇ
2ω
3p
− 4p
ω
å
(k¬(5)AF )(0B)1j1m1 + (k¬
(5)
AF )
(1B)
1j1m1
å
×
ÇÇ
2ω
3p
− 4p
ω
å
(k¬(5)AF )(0B)1j2m2 + (k¬
(5)
AF )
(1B)
1j2m2
åé
,
which can be written as
0 = (pµp
µ)2 − 4(pµpµ)2
Ñ∑
jm
0Yjm(pˆ)
Ç
(k¬(5)AF )(0B)0jm p+
ω
3
(k¬(5)AF )(0B)1jm +
5ω
8
(k¬(5)AF )(1B)0jm
+
p
3
(k¬(5)AF )(1B)1jm
åé2
+ 8pµp
µ
∑
m1m2
Ç
(k¬(5)AF )(1E)11m1(k¬
(5)
AF )
(1E)
11m2
1
4
ω2p2 +1Y1m1(pˆ)
× −1Y1m2(pˆ) + (k¬
(5)
AF )
(1E)
11m1(k
¬(5)
AF )
(1E)
22m2
1
4
√
3
ωp3
Å
+1Y1m1(pˆ) −1Y2m2(pˆ)
+ +1Y2m1(pˆ) −1Y1m2(pˆ)
ã
+ (k¬(5)AF )(1E)22m1(k¬
(5)
AF )
(1E)
22m2
1
12
p4 +1Y2m1(pˆ) −1Y2m2(pˆ)
å
+ 8pµp
µ
∑
j1j2m1m2
Ñ
(k¬(5)AF )(0B)1j1m1(k¬
(5)
AF )
(0B)
1j2m2
Ç
2
3
ω2 − 4p2
å2
+
Å
(k¬(5)AF )(0B)1j1m1
× (k¬(5)AF )(1B)0j2m2 + (k¬
(5)
AF )
(0B)
1j2m2(k
¬(5)
AF )
(1B)
0j1m1
ã5
4
p2
Ç
2
3
ω2 − 4p2
å
+
Å
(k¬(5)AF )(0B)1j1m1
× (k¬(5)AF )(1B)1j2m2 + (k¬
(5)
AF )
(0B)
1j2m2(k
¬(5)
AF )
(1B)
1j1m1
ã
ωp
Ç
2
3
ω2 − 4p2
å
+ (k¬(5)AF )(1B)0j1m1
× (k¬(5)AF )(1B)0j2m2
25
16
p4 +
Å
(k¬(5)AF )(1B)0j1m1(k¬
(5)
AF )
(1B)
1j2m2 + (k
¬(5)
AF )
(1B)
0j2m2(k
¬(5)
AF )
(1B)
1j1m1
ã 5
4
p3ω
+ (k¬(5)AF )(1B)1j1m1(k¬
(5)
AF )
(1B)
1j2m2ω
2p2
é
+1Yj1m1(pˆ) −1Yj2m2(pˆ)
1»
4j1j2(j1 + 1)(j2 + 1)
,
which is arranged so as to expose the coefficient combinations.
Now, the restriction on j can be applied straightforwardly. Hence, one can show that
0 = (pµp
µ)2 − 4(pµpµ)2
Ñ∑
m
Ç
0Y0m(pˆ)(k
¬(5)
AF )
(0B)
00m p+ 0Y1m(pˆ)
Ç
ω
3
(k¬(5)AF )(0B)11m
+
5ω
8
(k¬(5)AF )(1B)01m
å
+ 0Y2m(pˆ)
p
3
(k¬(5)AF )(1B)12m
åé2
+ 8pµp
µ
× ∑
m1m2

(k¬(5)AF )
(1E)
11m1(k
¬(5)
AF )
(1E)
11m2 × 14ω2p2 +1Y1m1(pˆ) −1Y1m2(pˆ)
+(k¬(5)AF )(1E)11m1(k¬
(5)
AF )
(1E)
22m2 × 14√3ωp3
Ç
+1Y1m1(pˆ) −1Y2m2(pˆ)
+ +1Y2m1(pˆ) −1Y1m2(pˆ)
å
+(k¬(5)AF )(1E)22m1(k¬
(5)
AF )
(1E)
22m2 × 112p4 +1Y2m1(pˆ) −1Y2m2(pˆ)

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+ 8pµp
µ
× ∑
m1m2

(k¬(5)AF )
(0B)
11m1(k
¬(5)
AF )
(0B)
11m2 × 14
Ä
2
3
ω2 − 4p2ä2 +1Y1m1(pˆ) −1Y1m2(pˆ)
+(k¬(5)AF )(0B)11m1(k¬
(5)
AF )
(1B)
01m2 × 516p2
Ä
2
3
ω2 − 4p2ä +1Y1m1(pˆ) −1Y1m2(pˆ)
+(k¬(5)AF )(0B)11m2(k¬
(5)
AF )
(1B)
01m1 × 516p2
Ä
2
3
ω2 − 4p2ä +1Y1m1(pˆ) −1Y1m2(pˆ)
+(k¬(5)AF )(0B)11m1(k¬
(5)
AF )
(1B)
12m2 × 14√3ωp
Ä
2
3
ω2 − 4p2ä +1Y1m1(pˆ) −1Y2m2(pˆ)
+(k¬(5)AF )(0B)11m2(k¬
(5)
AF )
(1B)
12m1 × 14√3ωp
Ä
2
3
ω2 − 4p2ä +1Y1m1(pˆ) −1Y2m2(pˆ)
+(k¬(5)AF )(1B)01m1(k¬
(5)
AF )
(1B)
01m2 × 2564p4 +1Y1m1(pˆ) −1Y1m2(pˆ)
+(k¬(5)AF )(1B)01m1(k¬
(5)
AF )
(1B)
12m2 × 516√3p3ω +1Y1m1(pˆ) −1Y2m2(pˆ)
+(k¬(5)AF )(1B)01m2(k¬
(5)
AF )
(1B)
12m1 × 516√3p3ω +1Y1m1(pˆ) −1Y2m2(pˆ)
+(k¬(5)AF )(1B)12m1(k¬
(5)
AF )
(1B)
12m2 × 112ω2p2 +1Y2m1(pˆ) −1Y2m2(pˆ)

,
which is written such for notational brevity. In compact form, it becomes
0 = (pµp
µ)
2 − 4(pµpµ)2
(∑
m
Å
0Y0m(pˆ)(k
¬(5)
AF )
(0B)
00m p+ 0Y1m(pˆ)
×
Å
ω
3
(k
¬(5)
AF )
(0B)
11m +
5ω
8
(k
¬(5)
AF )
(1B)
01m
ã
+ 0Y2m(pˆ)
p
3
(k
¬(5)
AF )
(1B)
12m
ã)2
+ 8pµp
µ
×
∑
m1m2

(k
¬(5)
AF )
(0B)
11m1
(k
¬(5)
AF )
(0B)
11m2
× 14
(
2
3ω
2 − 4p2)2 +1Y1m1(pˆ)−1Y1m2(pˆ)
+(k
¬(5)
AF )
(0B)
11m1
(k
¬(5)
AF )
(1B)
01m2
× 516p2
(
2
3ω
2 − 4p2)+1Y1m1(pˆ)−1Y1m2(pˆ)
+(k
¬(5)
AF )
(0B)
11m2
(k
¬(5)
AF )
(1B)
01m1
× 516p2
(
2
3ω
2 − 4p2)+1Y1m1(pˆ)−1Y1m2(pˆ)
+(k
¬(5)
AF )
(0B)
11m1
(k
¬(5)
AF )
(1B)
12m2
× 1
4
√
3
ωp
(
2
3ω
2 − 4p2)+1Y1m1(pˆ)−1Y2m2(pˆ)
+(k
¬(5)
AF )
(0B)
11m2
(k
¬(5)
AF )
(1B)
12m1
× 1
4
√
3
ωp
(
2
3ω
2 − 4p2)+1Y1m1(pˆ)−1Y2m2(pˆ)
+(k
¬(5)
AF )
(1B)
01m1
(k
¬(5)
AF )
(1B)
01m2
× 2564p4 +1Y1m1(pˆ)−1Y1m2(pˆ)
+(k
¬(5)
AF )
(1B)
01m1
(k
¬(5)
AF )
(1B)
12m2
× 5
16
√
3
p3ω +1Y1m1(pˆ)−1Y2m2(pˆ)
+(k
¬(5)
AF )
(1B)
01m2
(k
¬(5)
AF )
(1B)
12m1
× 5
16
√
3
p3ω +1Y1m1(pˆ)−1Y2m2(pˆ)
+(k
¬(5)
AF )
(1B)
12m1
(k
¬(5)
AF )
(1B)
12m2
× 112ω2p2 +1Y2m1(pˆ)−1Y2m2(pˆ)
+(k
¬(5)
AF )
(1E)
11m1
(k
¬(5)
AF )
(1E)
11m2
× 14ω2p2 +1Y1m1(pˆ)−1Y1m2(pˆ)
+(k
¬(5)
AF )
(1E)
11m1
(k
¬(5)
AF )
(1E)
22m2
× 1
4
√
3
ωp3
Å
+1Y1m1(pˆ)−1Y2m2(pˆ)
++1Y2m1(pˆ)−1Y1m2(pˆ)
ã
+(k
¬(5)
AF )
(1E)
22m1
(k
¬(5)
AF )
(1E)
22m2
× 112p4 +1Y2m1(pˆ)−1Y2m2(pˆ)

(5.10)
This boxed equation is the most general dispersion relation for VOM at the leading
order in d. As a consistency check, one can easily show that the only non-vanishing
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component in the isotropic limit, that is (k¬(5)AF )(0B)00m , gives rise to the earlier worked
out dispersion relation, Eqn. (5.3).
As stated out in the beginning of the section, the main purpose for the derivation of
the most general form of the dispersion relation of VOM at the leading order was the
sake of completeness; as a matter of fact, the physically relevant dispersion relation
is the one which can be extracted out of the general formula above by restricting the
attention to the coefficient subspace set {kˆ(cn)AF , kˆ(bf)AF }. That amounts to the drop of the
last term in Eqn. (5.10) as a result of which the simplified dispersion relation reads as
0 = (pµp
µ)2 − 4(pµpµ)2
Ñ∑
m
Ç
0Y0m(pˆ)(k
¬(5)
AF )
(0B)
00m p
+ 0Y1m(pˆ)
Ç
ω
3
(k¬(5)AF )(0B)11m +
5ω
8
(k¬(5)AF )(1B)01m
å
+ 0Y2m(pˆ)
p
3
(k¬(5)AF )(1B)12m
åé2
.
Referring to the form of Eqn. (4.8), we can reorganize this equation as
0 = (pµp
µ)2
1− 2∑
m
Ñ
0Y0m(pˆ)(k
¬(5)
AF )
(0B)
00m p+ 0Y1m(pˆ)
Ç
ω
3
(k¬(5)AF )(0B)11m
+
5ω
8
(k¬(5)AF )(1B)01m
å
+ 0Y2m(pˆ)
p
3
(k¬(5)AF )(1B)12m
é1 + 2∑
m
Ñ
0Y0m(pˆ)(k
¬(5)
AF )
(0B)
00m p
+ 0Y1m(pˆ)
Ç
ω
3
(k¬(5)AF )(0B)11m +
5ω
8
(k¬(5)AF )(1B)01m
å
+ 0Y2m(pˆ)
p
3
(k¬(5)AF )(1B)12m
é ,
from which the roots can be extracted as
ω = p ,
ω = ± 1
2a
− b
a
p ,
where
a :=
∑
m
0Y1m(pˆ)
Ç
1
3
(k¬(5)AF )(0B)11m +
5
8
(k¬(5)AF )(1B)01m
å
,
b :=
∑
m
Ç
0Y0m(pˆ)(k
¬(5)
AF )
(0B)
00m + 0Y2m(pˆ)
1
3
(k¬(5)AF )(1B)12m
å
.
Not unlike Eqn. (5.4), this solution is of the form of a spurious term and a perturbation
addition. Indeed, it can be shown that the first term giving rise to the spurious nature
is present at higher orders as well, and what is actually modified at higher orders is
simply the addition of new perturbative terms.
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5.2.2 Coefficient Subspace of Leading Order VOM
Throughout the thesis, so far, some generic analysis have been studied and their ef-
fects on the coefficient space have been investigated. These include the derivation of
the dispersion relations for various cases, examination of polarization vectors and the
construction of the propagator; additionally, coefficient space has been examined and
it was shown that it splits into different subspaces. It was stated that for any particular
analysis of Lorentz and CPT violating nonminimal photon sector, the relations that
components of a priori chosen kˆAF satisfy determine the nature of solutions, if they
exist.
For the vacuum orthogonal models, the examination yielded one step more strin-
gent bound and dictated that birefringent solutions need to be spurious. In Sec-
tion 5.2.1, we indeed explicitly showed that kˆAF ∈ kˆ(bf)AF is spurious5, with which
that kˆAF ∈ kˆ(np)AF is nonphysical enforces the only solution to be the conventional one.
However, the question of whether there actually is a nontrivial coefficient subspace
kˆ
(cn)
AF has not been addressed yet. What is meant here is that, it may very well turn
out to be the case that kˆ(cn)AF is simply the trivial null space, which indicates that there
is no LV whatsoever in the first place, and hence detracts from the earlier result that
VOM remain conventional despite the presence of LV.
The relevant constraints for VOM are given by Eqn. (4.12) and Eqn. (4.14). In the
leading order, they become
0 =
∑
n
(k¬(5)AF )(0B)njm
Ç
−4
5
+
4j(6 + j)
5(3− n+ j)(1− n+ j)
å
+
∑
n
(k¬(5)AF )(1B)njm
×
Ç
1
n+ 2
− 5
(n+ 4)(n+ 2)
− (2− n)(n+ 4)
5(2− n+ j)(n+ 2)
å
, (5.11a)
0 =
∑
n
Ç
− 2j(4 + j)
(3− n+ j)(1− n+ j)(k
¬(5)
AF )
(0B)
njm +
5
n+ 4
(k¬(5)AF )(1B)njm
å
, (5.11b)
0 =
∑
n
(k¬(5)AF )(1E)njm , (5.11c)
where merely d = 5 is imposed.
5Although the explicit calculation is done only for the leading order case, that dispersion relation is shown to be
spurious at the leading order is sufficient to deduce that it is spurious at any order, because addition of higher order
contributions to the dispersion relation will only bring more perturbative terms to the solution without affecting
the divergent term, though this is not proved in this thesis as it is beyond the scope of this study.
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Table 5.1: Index Ranges for Leading Order VOM Coefficients. The index range for
the arbitrary order is given by Table 4.1, from which the leading order case can be
extracted as below. As explained there, the frequency dependence n and the total
angular momentum j are restricted as below due to the way the coefficients are con-
structed.
Coefficient n j
(k¬(5)AF )(0B)njm 0, 1, 2 n, n− 2 ≥ 0
(k¬(5)AF )(1B)njm 0, 1, 2 n+ 1, n− 1 ≥ 1
(k¬(5)AF )(1E)njm 1, 2 n
It is clear from Table 5.1 that the only nonvanishing relevant coefficients for the lead-
ing order VOM are (k¬(5)AF )(0B)00m , (k¬
(5)
AF )
(0B)
11m , (k
¬(5)
AF )
(0B)
22m , (k
¬(5)
AF )
(0B)
20m , (k
¬(5)
AF )
(1B)
01m , (k
¬(5)
AF )
(1B)
12m ,
(k¬(5)AF )(1B)23m , (k¬
(5)
AF )
(1B)
21m , (k
¬(5)
AF )
(1E)
11m and (k
¬(5)
AF )
(1E)
22m
6. These coefficients should satisfy
the conditions Eqn. (5.11) for each possible j value. Let us examine them one by one.
• For j = 0:
0 =
−4
5
∑
n
(k¬(5)AF )(0B)n0m +
∑
n
(k¬(5)AF )(1B)n0m
Ç
1
n+ 2
− 5
(n+ 4)(n+ 2)
− (n+ 4)
5(n+ 2)
å
0 =
∑
n
5
n+ 4
(k¬(5)AF )(1B)n0m
0 =
∑
n
(k¬(5)AF )(1E)n0m
As the only coefficients with j = 0 are (k¬(5)AF )(0B)00m and (k¬
(5)
AF )
(0B)
20m , above condi-
tions amounts to
0 = (k¬(5)AF )(0B)00m + (k¬
(5)
AF )
(0B)
20m . (5.12)
• For j = 1:
0 =
∑
n
(k¬(5)AF )(0B)n1m
Ç
−4
5
+
28
5(4− n)(2− n)
å
+
∑
n
(k¬(5)AF )(1B)n1m
Ç
1
n+ 2
− 5
(n+ 4)(n+ 2)
− (2− n)(n+ 4)
5(3− n)(n+ 2)
å
0 =
∑
n
Ç
− 10
(4− n)(2− n)(k
¬(5)
AF )
(0B)
n1m +
5
n+ 4
(k¬(5)AF )(1B)n1m
å
0 =
∑
n
(k¬(5)AF )(1E)n1m
6The m values are irrelevant for practical purposes as the conditions that they must satisfy do not explicitly
depend on the value of m.
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As the only coefficients with j = 1 are (k¬(5)AF )(0B)11m , (k¬
(5)
AF )
(1B)
01m , (k
¬(5)
AF )
(1B)
21m and
(k¬(5)AF )(1E)11m , the above conditions amounts to
0 =
16
15
(k¬(5)AF )(0B)11m −
47
120
(k¬(5)AF )(1B)01m +
1
24
(k¬(5)AF )(1B)21m , (5.13a)
0 = − 10
3
(k¬(5)AF )(0B)11m +
5
4
(k¬(5)AF )(1B)01m +
5
6
(k¬(5)AF )(1B)21m , (5.13b)
0 = (k¬(5)AF )(1E)11m . (5.13c)
• For j = 2:
0 =
∑
n
(k¬(5)AF )(0B)n2m
Ç
−4
5
+
64
5(5− n)(3− n)
å
+
∑
n
(k¬(5)AF )(1B)n2m
Ç
1
n+ 2
− 5
(n+ 4)(n+ 2)
− (2− n)(n+ 4)
5(4− n)(n+ 2)
å
0 =
∑
n
Ç
− 24
(5− n)(3− n)(k
¬(5)
AF )
(0B)
n2m +
5
n+ 4
(k¬(5)AF )(1B)n2m
å
0 =
∑
n
(k¬(5)AF )(1E)n2m
As the only coefficients with j = 2 are (k¬(5)AF )(0B)22m , (k¬
(5)
AF )
(1B)
12m and (k
¬(5)
AF )
(1E)
22m ,
above conditions amounts to
0 =
52
15
(k¬(5)AF )(0B)22m −
1
9
(k¬(5)AF )(1B)12m , (5.14a)
0 = − 8(k¬(5)AF )(0B)22m + (k¬
(5)
AF )
(1B)
12m , (5.14b)
0 = (k¬(5)AF )(1E)22m . (5.14c)
• For j = 3: The only coefficient with j = 3 is (k¬(5)AF )(1B)23m . Then, from Eqn. (5.11),
we simply have
0 =
1
24
(k¬(5)AF )(1B)23m , (5.15a)
0 =
5
6
(k¬(5)AF )(1B)23m . (5.15b)
Therefore, the coefficient subspace kˆ(cn)AF is spanned by the the only nonzero coeffi-
cients (k¬(5)AF )(0B)00m , (k¬
(5)
AF )
(0B)
11m , (k
¬(5)
AF )
(0B)
20m , (k
¬(5)
AF )
(1B)
01m and (k
¬(5)
AF )
(1B)
11m , where they obey
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the constraints
(k¬(5)AF )(0B)20m = − (k¬
(5)
AF )
(0B)
00m , (5.16a)
(k¬(5)AF )(1B)01m =
296
109
(k¬(5)AF )(0B)11m , (5.16b)
(k¬(5)AF )(1B)21m = −
8
109
(k¬(5)AF )(0B)11m , (5.16c)
as can be seen from Eqn. (5.12), Eqn. (5.13), Eqn. (5.14) and Eqn. (5.15).
The above result indicates that there indeed exists a nontrivial coefficient subspace
spanned by two free parameters, say (k¬(5)AF )(0B)00m and (k¬
(5)
AF )
(0B)
11m , that constitute kˆ
(cn)
AF in
the leading order in d. Thus, the assertion that VOM remain VOM at all orders, which
was made in Chapter 4, is indeed a nontrivial assertion: The dispersion relations
and the polarization vectors of the model can still remain conventional despite the
presence of two LV and CPTV coefficients in the theory.
Here, there is one question that remains unanswered: Is there indeed a nonzero LV in
the model even though there are nonzero LV coefficients? In other words, do the LV
effects generated by these LV coefficients cancel each other or not?
This question is critical because it is futile to say that the solutions of the model are
conventional if the overall Lorentz violation generated by each coefficient adds up to
zero: That model would be equivalent to the conventional theory with some redundant
coefficients in it.
The most straightforward way to check this is to examine if there is a nonzero kˆAF
given rise by these coefficients. From Eqn. (5.16) and Eqn. (3.12), it can be shown
that (kˆAF )0 takes the form
(kˆAF )0 = p
2
∑
m
0Yjm(pˆ)(k
(5)
AF )
(0B)
11m , (5.17)
where contributions of (k¬(5)AF )(0B)20m and (k¬
(5)
AF )
(0B)
00m cancel one another. This indicates
that although we have a coefficient subspace spanned by two free parameters, only
one of them actually generates a nonzero LV in total. Nonetheless, since this proves
that there can be nonzero LV, that is non-null kˆ(cn)AF , the claims and conclusions made
throughout the thesis have been justified.
The results are summarized in Table 5.2.
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Table 5.2: Coefficient Space of Leading Order VOM. It is shown that there is indeed a
nontrivial coefficient subspace for kˆAF for which the LV inserted into the theory does
not produce any alteration in the dispersion relations and the polarization vectors.
In other words, for the LV whose coefficients and the constraints that they satisfy
are given below, the solutions for the photon field remain conventional, although the
propagator does get a modification. Below, the properties of this coefficient subspace,
kˆ
(cn)
AF , is given for the leading order case, that is d = 5. The coefficients are left
compact in their m values, which run from −j to j.
Free Coefficients: (k¬(5)AF )(0B)00m & (k¬
(5)
AF )
(0B)
11m
Nonzero Coefficients: (k¬(5)AF )(0B)00m , (k¬
(5)
AF )
(0B)
11m , (k
¬(5)
AF )
(0B)
20m , (k
¬(5)
AF )
(1B)
01m ,
(k¬(5)AF )(1B)11m
Constraint Relations:
(k¬(5)AF )(0B)20m = − (k¬
(5)
AF )
(0B)
00m ,
(k¬(5)AF )(1B)01m =
296
109
(k¬(5)AF )(0B)11m ,
(k¬(5)AF )(1B)21m = −
8
109
(k¬(5)AF )(0B)11m
Field Theoretical Properties:
Conventional Dispersion Relation
Conventional Polarization Vectors
Nonconventional Propagator7
7The propagator can be obtained from inserting Eqn. (5.17) into Eqn. (4.17).
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CHAPTER 6
DISCUSSION AND CONCLUSION
The quest for Quantum Theory of Gravity has engaged the physics community almost
for a century now. The abundance of candidate theories, however, is not sufficient to
solve the mystery as discussed in the Introduction: We are unable to probe into the
Planck realm, hence are unable to use the beautiful –despite sometimes scary for a
theoretician– results of the experiments to decide which theories will survive.
In this thesis, one of the important alternatives to access to the Planck physics has
been studied, that is the Lorentz and CPT violation. Indeed, as indicated in the Intro-
duction, it is much more practical to seek the exotic effects of the Quantum Theory of
Gravity –whatever it is– in the attainable energies, than to search for direct effects in
the Planck energies; and, Lorentz and CPT violations are perfect candidates for such
an exotic effect, both because Lorentz symmetry already needs a modification for
Planck level physics, and because they are already violated in most of the candidate
Planck level theories.
In Appendix A, some of the various Lorentz violating models in the literature are
briefly introduced; yet, an action level effective field theoretical approach to the
Lorentz violation has been shown to be the most general formalism for inclusion
of LV effects. In this thesis, we have worked with this formalism, which is called
Standard Model Extension, and explicitly analyzed the photon sector. The details
of this framework including its philosophy, along with the brief explanation of the
Spontaneous Symmetry Breaking mechanism, are left to the appendices as well as the
details of the so-called helicity basis, which is the basis most suited for an expan-
sion regarding to the direct relevance to observations and experiments, and which is
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extensively used throughout this thesis.
In Chapter 2, the Lorentz and CPT symmetries are reviewed and how they should be
broken is elaborated. Indeed, it is a nontrivial issue to break the Lorentz symmetry,
and yet to have a theory still independent of the observer. This is a fundamental issue
as physics, with or without Lorentz symmetry, should always be independent of the
observer, which is the core of Relativity Principle. In SME, this is achieved via the
discrimination between the so-called observer Lorentz transformations and particle
Lorentz transformations, as explained there. The EFT approach and the renormaliz-
ability issue are also covered in that chapter where current bounds are presented, indi-
cating the necessity of consideration of nonrenormalizable photon sector, also called
nonminimal photon sector which is the main content of this study. The Lagrangian
of this model is constructed and spherical decomposition of LVT in the introduced
helicity basis are provided there as well.
The framework of SME allows all Lorentz violating action level terms, some of which
violate the CPT invariance and some of which do not; and, they are all considered in
the Chapter 2. In Chapter 3 however, the model is restricted to CPT violating part
only, as that is the focus of this thesis and is analyzed throughly from a quantum
field theoretical point of view. This analysis comprised of the derivation of dispersion
relation, polarization vectors and the propagator.
The dispersion relation for the general Lorentz and CPT violating photon is straight-
forwardly calculated both in terms of the general LVT and in terms of the spheri-
cally decomposed coefficients; however, the straightforward calculation of polariza-
tion vectors are shown to be quite formidable. An alternative procedure called rank-
nullity is employed, which enabled the extraction of not only polarization vectors but
also the conditions on the components of LVT for each possible solution: the birefrin-
gent, conventional, and gauge only namely. Judging from this result, corresponding
coefficient subspaces are introduced and their resultant properties are summarized in
Table 3.1. This means that the LV effects of any Lorentz and CPT violating non-
minimal photon model can be readily looked up from this table by simply using the
relations that the components of LVT satisfy in the helicity basis.
The calculation of propagator is shown to be even more formidable. Different ap-
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proaches are carried on to approximate the propagator where two of them –namely
an ansatz and the perturbation expansion– yielded covariant but not analytical results,
and where the last method –explicit expansion in the helicity basis– yielded an an-
alytic result which obviously fails to be in a covariant form. It was argued why the
last method is superior to the other ones as the nonphysical possibilities of LVT, that
is the LVT which would yield gauge solution only, can easily be removed from the
propagator if it is in explicitly helicity basis. However, how one would use this form
of the propagator in an actual Feynman calculus is not addressed as it is beyond the
scope of this thesis.
A general problem with any analysis of nonminimal SME is the enormous number of
LVT that need to be considered in the model, which complicates the comparison of
the theory with the experiments and makes bounding the individual coefficients more
nontrivial. That’s why most of the analysis in the literature are done addressing only
some subsets of the whole coefficient set. These subsets are called special models, and
some of the most known ones are introduced and discussed at the end of Chapter 3.
In Chapter 4, the analysis is further restricted to one of these special models, that is
the so-called vacuum orthogonal model. The dispersion relations, polarization vectors
and the propagator for this special model are extracted. It is found that the birefrin-
gent solution possibility which is valid for the general case becomes unphysical as
the birefringent dispersion relation in this model turns out to be a spurious solution;
in other words, it becomes a high energy effect to be ignored in the low energies,
indicating that the only physically possible polarization vectors and the dispersion
relation they satisfy are the usual conventional ones.
That the only possibility for the VOM is the conventional case is stated as vacuum
orthogonal model remains vacuum orthogonal at all orders. This refers to the fact that
the vacuum orthogonal models in general should not have leading order LV effects,
but what is shown in this thesis is that they do not have LV effects at any order if they
are restricted to the CPTV LVT. This simply means that observing no deviation from
the Lorentz symmetry in the vacuum properties of the photon does not indicate that
the underlying model is Lorentz invariant as LV VOM also gives rise to such a photon.
The coefficient subspace resulting in such a photon is calculated at Section 4.2.
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Although it was deduced that the birefringent solutions are spurious and that there is
a coefficient subspace of LVT which does not lead to any LV effect on vacuum, the
spurious nature is not explicitly demonstrated and whether the coefficient subspace is
not a null one is not addressed in the general model. In order to avoid unnecessary
cumbersome calculations, the VOM is analyzed in special limits in Chapter 5. In the
first case, the VOM is restricted to isotropic coefficients only, where the birefringent
solutions are explicitly shown to be spurious. In addition, although it is not useful for
this thesis, the so-called ring coefficient form of the dispersion relation is derived for
the isotropic VOM so as to provide a complete and convenient source for any possible
future analysis. In the second case, the leading order VOM is analyzed –that is VOM
with LVT of d = 5 only– for which the birefringent dispersion relations are shown to
be spurious as well. In addition, the coefficient subspace is analyzed and is shown to
be a nontrivial one: It is concluded that there indeed exists a form of LV which does
not produce any observable effect on the vacuum whatsoever, although these LVT can
be tested by other means such as laboratory tests which are beyond the scope of this
thesis.
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APPENDIX A
LORENTZ VIOLATING MODELS
The study of LV is an actively growing area essentially because of two reasons. The
first one is that there has never been an experiment which proved that Lorentz sym-
metry should be absolutely correct; hence, we would at worst strengthen the bounds
on the possible deviations from Lorentz symmetry even though we do not observe
a violation. The second one is that it would be a profound breakthrough should LV
be discovered, as that would invalidate, at least diminish the validity of, almost all
modern theories of physics.
The truth is that the validity of Einstein’s relativity has been questioned ever since
he built it in 1905. There has been scattered experiments throughout the history;
however, a systematic examination of how the Lorentz symmetry would be violated
had not been undergone up until the end of 1990s. And it is actually this systematic
investigation that inspired the community for the search on LV, as it turned out that
there are quite many possible forms of LV among which some were never thought of
before.
The systematic analysis of LV is conducted through the model called Standard Model
Extension (SME), which is based on effective field theory, and whose details will be
extensively discussed in the next section. The other formalisms dealing with LV will
be briefly introduced in Section A.2, but will not be elaborated as they are shown to
be contained within SME.
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A.1 Standard Model Extension
A.1.1 Philosophy of SME
During the investigation of LV, it turned out that most classic tests of rotation and
boost invariance are insufficient to determine whether Lorentz symmetry is broken
or not, as there are some ways of LV whose effects are not distinguishable in such
experiments. It is realized in the end of 20th century that theoretical consideration
of all possibilities of LV is required before determining the reach of an experiment
into the ways that Lorentz symmetry is violated; and is also realized that such a
systematic framework is possible only with a suitably general EFT, as EFT is the
only known framework that allows a theory of exotic physics to be able to explain
every already known things about elementary particle dynamics. This dynamical
approach is in contrast to the kinematic approaches, such as Robertson’s framework
and its Mansouri-Sexl extension, where kinematic approaches are severely restricted
in scope, and cannot analyze all possible LV effects [31]. Such an approach is briefly
discussed in Section A.2.5.
Being an EFT, SME contains local operators that can be built up from SM fields.
Then, all possible forms of local operators under some specific restrictions are in-
cluded into the SME Lagrangian. The form of Lagrangian will be examined in
Section A.1.2, and the mentioned restrictions will be explained below; however, we
should stress an important point before those: Not every different operator in SME
needs to correspond to a distinct physical Lorentz violation; that is, the forms of
physically distinguishable LV are over-counted in SME, where the effort of extract-
ing different operators resulting in the same physical LV is actively ongoing. We
will not be analyzing such efforts in this thesis, but concisely, the over-countings are
corrected either by eliminating some coefficients via field-redefinitions, coordinate-
redefinitions, or gamma-matrix redefinitions, and by absorbing some coefficients into
others [27, 28].
The most important restriction in the construction of the SME Lagrangian is that all
terms should be properly contracted, hence are coordinate Lorentz scalars, so that
coordinate independence is guaranteed. This is strictly important because observer
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Lorentz invariance should not be broken as explained in Section 2.2. In addition to
this, the desirable properties like usual gauge structure, conventional quantization,
energy-momentum conservation, hermiticity resulting in microcausality and positiv-
ity of energy are all expected to hold due to the construction of the framework and that
the breaking is spontaneous [28]. Additional conditions –such as spacetime trans-
lational invariance, rotational invariance, power-counting renormalizability– can be
assumed in the model at will, albeit such assumptions would reduce the coefficient
space of LVT.
A.1.2 SME Lagrangians
The general form of SME Lagrangian is
LSME = LSM + δL ,
where the correction term δL includes all possible forms of combinations of SM
operators contracted with LV tensor coefficients, where these coefficients are assumed
to be the vacuum expectation values of some fields in the fundamental Planck scale
theory as explained in Appendix B. These combinations are called Lorentz Violating
Terms (LVT).
In general, all possible combinations of LVT are included into LSME; however, only
those with the power-counting renormalizability are considered under mSME [27], to
be defined in the next section. The combinations typically consist of SM fields and
a coefficient contracted with these fields, introducing the LV. These coefficients are
assumed to be vacuum expectation value of some Lorentz tensors in the Planck level
theory.
Regarding the fact that the overall number of LVT can be quite huge, it is preferred
to work in sector by sector; in addition, this bypasses any ambiguity regarding the
uniqueness of the coefficients of different sectors as some coefficients in different
sectors may actually correspond to the same physical effect. Then,
δL = Llepton + Lquark + LYukawa + LHiggs + Lgauge ,
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where each sector can also be devided according to their CPT properties, such as
LHiggs = LCPT-oddHiggs + LCPT-evenHiggs .
The general form of all LVT in each sector can be found in [28], an interested reader
is advised to consult there. A typical form is as follows:
LCPT-oddHiggs = i(kφ)µφ†Dµφ+ H.c. ,
where Dµ is the covariant derivative and (kφ)µ is the CPT-odd coefficient of Lorentz
violation in Higgs Sector.
The extended QED can be obtained from δL by initially breaking the SU(2)×U(1)
symmetry, eliminating the gluon and weak boson fields (Gµ and W±µ , Z
0
µ respec-
tively), and finally letting physical Higgs field vanish without touching the expecta-
tion value of the Higgs doublet1. According to the last reference, only the photon
remains as a boson after this process, hence we have the extended QED.
The photon sector of this extended QED can be written as
LQEDphoton = −
1
4
FµνF
µν − 1
4
(kF )κλµνF
κλF µν +
1
2
(kAF )
κκλµνA
λF µν , (A.1)
where the first term is the conventional one, and the second and third ones are CPT-
even and CPT-odd LVT respectively.
A.1.3 Expansion of SME Beyond Renormalizability
The SME in its original form comprised of renormalizable LVT, as renormalizability
is regarded a desirable asset of a field theoretical model. However, it is also generally
assumed in high energy physics community that GR and SM are simply low energy
limits of a fundamental theory in Planck level; and since the GR is nonrenormaliz-
able, the low energy description of this fundamental theory can very well be expected
to be nonrenormalizable. From the experience, we can expect a smooth transition
between the low-energy description and the underlying theory: With this approach,
we can expend the low energy description of this unknown theory over a mass scale
1This expectation value should remain to generate fermion masses.
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in energy; naturally, the zeroth order term would be SM itself. Then, we can rename
the renormalizable SME introduced earlier as Minimal Standard Model Extension
(mSME), and take it as the first order correction in the expansion. Then, all possible
terms restricted by the SME conditions except renormalizability constitute the higher
order corrections, and are called non-Minimal Standard Model Extension (mSME).
The methodology to go from minimal to nonminimal is quite trivial: To preserve
observer Lorentz invariance, the newly introduced elements should be Lorentz ten-
sors to be properly contracted. Remaining consistent with current observational data,
this can be achieved only by introducing higher derivatives in the Lagrangian [26].
Hence, the form of LVT remains the same if the derivatives are combined with the
coefficients.
To clarify that a coefficient includes the derivatives, it is re-denoted with a hat on top
of it, meaning that it is now an operator. For example, the photon sector Lagrangian
of nmSME can be obtained from that of mSME, Eqn. (A.1), by simply introducing
the hat and by arranging the correct order2:
LQEDphoton = −
1
4
FµνF
µν − 1
4
Fκλ(kˆF )
κλµνFµν +
1
2
κλµνAλ(kˆAF )κFµν .
where the hatted coefficients are defined as
(kˆAF )κ =
∑
d=odd
(k
(d)
AF )
α1α2...α(d−3)
κ ∂α1∂α2 ...∂α(d−3) ,
(kˆF )
κλµν =
∑
d=even
(k
(d)
F )
κλµνα1α2...α(d−4)∂α1∂α2 ...∂α(d−4) .
A.2 Other Formalisms for Photon Sector Lorentz Violation
A.2.1 Gambini and Pullin Model
In their EFT approach, Rodolfo Gambini & Jorge Pullin introduce a parameter χlP
[4,20]. This parameter controls an isotropic and non-renormalizable LV, and contains
both CPT-odd and CPT-even parts. In the framework of SME, the model of Gambini
2Unlike mSME, the place of coefficients in nmSME is not arbitrary as they are operators now.
95
and Pullin is equivalent to all LVT being zero except
(˚k
(5)
AF )2 = −2
√
4piχlP ,
(˚c
(6)
F )2 = (˚k
(6)
F )2 = −
√
4pi
5
(χlP )
2 ,
where the first one is exactly one of the LVT examined in this study, whereas the
second one is CPT-even and beyond the scope of this thesis. From the CPT-odd point
of view, both this model and its nonlinear generalization [21] can be shown to be
contained in SME [26].
A.2.2 Myers and Pospelov Model
Using an EFT approach like Gambini and Pullin, Robert Myers & Maxim Pospelov
specify a background vector nµ, and control the LV with it [22,23]. They restrict this
vector to be timelike, which then results in a unique parameter ξ/MP that controls the
LV in the preferred frame. It can be then shown that only the CPT-odd contribution
affects the photon propagation [26], and this LVT can be written as
(k
(5)
AF )
κµν = − ξ
MP
(nκnµnν − 1
5
n2n(µην)κ)
in the framework of SME. Again, since in the preferred frame the LVT takes the
form nµ = (1, 0, 0, 0), which is isotropic, whole LV can be written in terms of ring
coefficients for that particular frame. Thus, it can be shown that the model of Myers
and Pospelov is equivalent to SME with all LVT being zero except
(˚k
(5)
AF )0 =
3ξ
√
4pi
5MP
.
A.2.3 Bolokhov and Pospelov Model
Another model of Maxim Pospelov is one that he constructs with Pavel Bolokhov
[24]. In this model is introduced a totally symmetric and traceless parameter Cµνρ,
which induces a non-renormalizable and CPT-odd LV. The property of this parameter
is that it results in leading order vacuum propagation alteration, hence corresponds to
the components of kV in SME. By construction, Cµνρ is equivalent to d = 5 LV in
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SME, and the equivalence
k
(5)
(V )jm ∼ (k(5)AF )µνρ
∣∣∣
symmetric
traceless
= −2Cµνρ
can be shown [26].
As this model deals with leading order vacuum propagation, 16 of 36 coefficients
of (k(5)AF ) are considered only, where all absent coefficients are those of vacuum-
orthogonal nature.
A.2.4 Very Special Relativity
Very Special Relativity (VSR) is an excellent example of a model with nonsponta-
neous breaking of Lorentz symmetry. In this model, developed by Andrew Cohen &
Sheldon Glashow, the Lorentz group is explicitly broken into the 4-parametric sub-
group SIM(2) [15].
VSR is still a model of EFT approach, but its Lagrangian dynamics are nontrivial as
the dependence on the field operators of VSR is of non-polynomial form. However,
it is possible to match it to Lagrange of SME via Taylor expansion; yet, different
analytical continuations results in different matchings as there are singularities in
VSR. Although a direct matching is not expected as LV methods are different, it is
still unusual for VSR to get to be represented with different limits of SME [26].
There is a nice explanation of this phenomena in the last reference; nonetheless, we
will not go into that here.
A.2.5 Robertson-Mansouri-Sexl Model
Unlike the earlier examples, this model studied by Howard Robertson, Reza Man-
souri and Roman Sexl, (RMS), does not employ EFT, but instead, uses a kinematic
approach such that LV is introduced in the transformation laws instead of the action
level [18, 19].
In this model, a universal preferred frame is assumed such that the propagation of
light remains conventional in that frame. Since the coordinate transformations be-
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tween inertial frames are dictated by a modified tensor T µν , which is a function of
3 different deformed boosts denoted as a(ν), b(ν), and d(ν) in the model, light can
behave anisotropically in other inertial frames.
That transformation tensor is modified in RMS translates into that coordinate system
used is different than that of SME; hence, a redefinition of lengths and time intervals
would match RMS to SME [26]. Thus, RMS can indeed be shown to be contained in
SME, but we will not go any further in this thesis.
A.2.6 Deformed Special Relativities
Like RMS, Deformed Special Relativity (DSR) –also called doubly special relativity
or kappa-deformed relativity– is also a kinematic approach to LV, in which Lorentz
transformations are modified in a nonlinear manner [41–44].
Generically, the modification induces the replacement of the four momentum pµ with
a modified one denoted by piµ [45] which acts as unmodified under momentum space
Lorentz transformations. As this replacement respects the rotation invariance, DSR
should be recovered from the isotropic subset of SME if it can be.
Indeed, it can be shown [26] that DSR emerges within SME under the restrictions
(kˆAF )µ = 0 ,
(kˆF )
µνρσ =
√
gDSR(g
−1
DSR)
µρ(g−1DSR)
νσ − 1
2
(ηµρηνσ − ηνρηµσ)
for the effective metric gDSR of DSR, where first equation simply indicates that there
is no CPT violating Lorentz violation in DSR.
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APPENDIX B
SPONTANEOUS SYMMETRY BREAKING
The spontaneous symmetry breaking mechanism is a well-studied and well under-
stood symmetry breaking tool which has applications in a variety of branches in
physics, including elastic media, condensed matter physics, and elementary parti-
cle theory [31]. The popularity of this mechanism lies with its theoretical appeal, as
it allows the theory to have a certain symmetry irregardless of the fact that this sym-
metry is unobserved. More technically, spontaneous symmetry breaking allows the
Hamiltonian to have a certain symmetry, and the ground state solution not to have it.
The mechanism is actually very straightforward. From the quantum field theoretical
point of view, we know that fields should be quantized around their vacuum values;
in other words, as long as we are sufficiently far from very high energy values –where
the relativity of high is dependent on the physical potential at hand–, the solutions of
the theory that we observe remain around the vacuo. Thus, if the potential of the field
does not have the vacuum at the symmetry point, then the symmetry will be broken
for the vacuum solution even though the potential, hence the Hamiltonian, has that
symmetry.
The traditional potential form, also actually a little bit mandated by the power-counting
renormalizability, for spontaneous symmetry breaking is the Mexican hat, which can
be seen in Fig. B.1. The form of potential satisfies the requirements: It is symmetric,
hence the underlying theory has the symmetry; however, the symmetry point does
not belong to the vacua. As the power-counting renormalizability vetoes field oper-
ators of mass dimension higher than 4, such a fourth order polynomial is the only
choice for spontaneous symmetry breaking in a renormalizable theory with a scalar
or a vector field –as both fields are of mass dimension one–, yet nmSME deals with
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nonrenormalizable operators, meaning that this requirement would be loosened. In
any case, we do not know, nor interested in, the fundamental theory in which this
breaking happens, hence the breaking mechanism as well as the form of potential is
irrelevant for our purposes in this thesis.
The spontaneous breaking of the Lorentz symmetry is hence the mechanism of a
tensor type field getting a nonzero vacuum expectation value. As that nonzero vacuum
expectation values indicate the preferred directions, the symmetry of the spacetime
is broken. The only exception, which can also be seen in Fig. B.1, is the case for
the scalar fields: The vacuum getting a nonzero constant scalar value everywhere is
in-detrimental to Lorentz symmetry. Another point of view why scalar fields do not
break Lorentz symmetry is explained in Section 2.2 as well.
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Figure B.1: Spontaneous Symmetry Breaking [31]. The first diagram (1) represents
the conventional electromagnetism in which the fields take the value zero for the
vacuum, hence the vacuum preserves the symmetry of the potential. In the second
diagram (2), the spontaneous symmetry breaking of a scalar field is shown: Although
the potential, hence the Hamiltonian, has the symmetry, the vacuum solution is not
symmetric; in more technical terms, vacuum expectation value of the field is not zero
which is the symmetric value of the potential. This kind of a symmetry breaking is
exactly the case for the celebrated Higgs mechanism. Finally, in the third diagram
(3), the same mechanism is illustrated for the potential of a vector field. As shown in
the boxes next to the diagrams, the third type of the symmetry breaking induces LV
with possible CPTV, whereas second type may break an internal symmetry at most,
breaking of which has nothing to do with the spacetime symmetries; and clearly, the
first type does not induce a breaking whatsoever.
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APPENDIX C
HELICITY BASIS
There are various different applications of helicity basis, along which come lots of
different notations and definitions. However, in this section, the helicity basis in 3
dimensional space with a positive signature is explored briefly, except the very end
in which the 4 dimensional spacetime metric with its space part in helicity basis with
negative signature is introduced, as that is the metric used throughout this thesis.
In a nutshell, helicity basis is the complex spherical basis in which rotations about the
radial direction can be represented by a diagonal rotation matrix. Mathematically, the
radial direction is arbitrary; yet, in this study, and in similar physical applications [26],
the radial direction rˆ will be taken as the momentum direction pˆ. Therefore, strictly
speaking, we are dealing with helicity basis with respect to the momentum direction.
The freedom of choosing the z direction of the coordinate system can be best exploit
if zˆ = rˆ is chosen. Hence, the standard angles in spherical coordinate system yield
pˆ = sin θ cosφ eˆx + sin θ sinφ eˆy + cos θ eˆz . (C.1)
It is clear from the Fig. C.1 that any rotation by an angle δ about the momentum axis
changes the spherical coordinate basis asÖ
eˆθ
eˆφ
è′
=
Ö
cos δ sin δ
− sin δ cos δ
èÖ
eˆθ
eˆφ
è
. (C.2)
As promised, the transformation matrix in Eqn. (C.2) can be diagonalized asÖ
eˆ+
eˆ−
è′
=
Ö
e−iδ 0
0 eiδ
èÖ
eˆ+
eˆ−
è
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z
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φˆ
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θˆ θˆ′
φˆ′
δ
δ
Figure C.1: Rotations About the Radial Direction in Spherical Coordinates. For the
helicity basis employed extensively throughout this thesis, the radial direction rˆ is
chosen to be aligned with the momentum direction pˆ. Exploiting the freedom to
choose the coordinate system, z axis can then be aligned with these vectors, ensuring
Eqn. (C.1). Then, a rotation of the basis vectors of amount δ about the radial direction
rˆ can be shown as in the figure, where primed quantities are the rotated basis vectors.
Then, this illustrated rotation can be written as Eqn. (C.2) in matrix notation.
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for
eˆ± = eˆ∓ =
1√
2
(eˆθ ± ieˆφ) , (C.3)
where the overall phase freedom is used explicitly.
Here, the base vectors of the complex helicity basis, eˆ±, denote the positive and
negative helicity respectively. The third base vector of the helicity basis is the radial
eˆr, which directly caries over from spherical coordinate system. From the relationship
in Eqn. (C.3), it is clear that the basis of order {eˆ+, eˆr, eˆ−} employs the non-diagonal
metric
gab = g
ab =
à
0 0 1
0 1 0
1 0 0
í
. (C.4)
Additionally, it can be derived from the spherical coordinate system that the totally
antisymmetric tensor abc in the helicity basis satisfies
+r− = −+r− = i .
Many other quantities like the nonzero elements of Christoffel connection Γcab or
angular momentum commutation relations can be investigated in helicity basis; how-
ever, these details are glossed over as they are not required in this thesis, hence any
interested reader is advised to look up to more comprehensive sources [26].
Lastly, there is a subtlety in the usage of helicity basis. Although the helicity ba-
sis is derived from the spherical coordinate system in 3 dimensions, hence have a
positive signature, it is to be used as the space-part of the 4-dimensional Lorentzian
metric, hence should have a negative signature. Therefore, in 4 dimensions of the
basis {eˆt, eˆ+, eˆr, eˆ−}, Eqn. (C.4) becomes
ηµν = η
µν =

1 0 0 0
0 0 0 − 1
0 0 − 1 0
0 − 1 0 0
 .
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