We consider the problem of computing a Steiner tree of minimum cost under a k-hop constraint which requires the depth of the tree to be at most k. Our main result is an exact algorithm for metrics induced by graphs of bounded treewidth that runs in time n O(k) . For the special case of a path, we give a simple algorithm that solves the problem in polynomial time, even if k is part of the input. The main result can be used to obtain, in quasi-polynomial time, a near-optimal solution that violates the k-hop constraint by at most one hop for more general metrics induced by graphs of bounded highway dimension.
Introduction
We are given a finite metric space (V, d) with |V | = n points and distance function d : V × V → Q + , a set of terminals X ⊆ V and a root r ∈ X , as well as an integer k ≥ 1. A k-hop Steiner tree is a tree T = (V T , E T ) rooted at r that spans all points in X and has a depth of at most k. That is, X ⊆ V T ⊆ V and for v ∈ V T , the number of edges in the r-v path in T is at most k. The cost of a Steiner tree is the sum of edge costs {u,v}∈ET d(u, v), with edge costs given by d. We consider the minimum-cost k-hop Steiner tree problem (k-hop MŠT problem 3 ) that asks for a k-hop Steiner tree of minimum cost. When X = V , this is equivalent to the minimum-cost k-hop spanning tree (k-hop MST) problem.
The k-hop MŠT problem is highly relevant for many applications, e.g., in the design of transportation and communication networks, particularly regarding the efficiency and reliability of routing. A restriction on the hop distances aims at reducing transmission delays, avoids flooding the network when routing, reduces packet loss and increases reliability by limiting the amplifying effect of link failures. There exists a multitude of applications; see, e.g., [6, 9, 13, 16, 17, 19, 27, 28] .
In this work, we show how to solve the k-hop MŠT problem in certain tree-like metrics. That is, we consider metrics which are represented by graphs from certain tree-like graph classes using the natural correspondence between metric spaces and weighted complete graphs via the shortest path metric. We say a weighted graph G = (V, E) induces a metric (V, d) if for any two vertices u, v ∈ V the length of the shortest u-v path in G equals d (u, v) . A metric is called a tree (resp. path) metric if there is a tree (resp. path) inducing it, and it is called a metric of bounded treewidth if it is induced by some graph with bounded treewidth. For a given metric, it can be decided in polynomial time if it is a path metric, a tree metric, or a metric of constant treewidth ω. For convenience, we may not always distinguish between a metric and the graph inducing it.
Our main result is a dynamic program (DP) for metrics with bounded treewidth. In Section 4, we first consider the special case of tree metrics. Here, cells are indexed by a vertex v as well as 2k additional vertices. The latter represent possible parents of v at different depths in a k-hop MŠT. Specifically, for each depth in this Steiner tree, there is one possible parent in T [v] and one outside, where T [v] denotes the subtree (w.r.t. the tree metric) rooted at v.
Our DP is substantially different from that in [3] which is tailored to HSTs. While the DP for planar graphs in [24] has similarities to our construction for tree metrics, a notable difference lies in the indexing of their cells by distances. In our case, such a strategy does not carry enough information; hence, we resort to indexing by vertices, as explained above, and retain more structure.
In Section 5, we extend the approach to metrics of bounded treewidth. This result also facilitates a quasi-polynomial time approximation algorithm for more general metrics induced by graphs of bounded highway dimension. This graph class was introduced in [1] to model transportation networks. Intuitively, in graphs of bounded highway dimension, locally, there exists a small set of transit vertices such that the shortest paths between two distant vertices pass through some transit vertex; details in Section 6. Building on a framework from [15, Theorem 8.1], we obtain the following result, which is proved in Section 6.
Theorem 3. For a metric induced by a graph of bounded highway dimension and constant k, let OPT k be the cost of a k-hop MŠT. A (k +1)-hop Steiner tree of cost at most (1+ε)OPT k , for ε > 0, can be computed in quasi-polynomial time.
This seems to be the first result with resource augmentation in the context of hopconstrained network design. This research direction was proposed in [3] .
Preliminaries
Let (V, d) be a metric induced by the graph G = (V, E) with terminals X ⊆ V and r ∈ X . In order to break ties consistently, we assume shortest paths in G to be unique. This can be archived by adding some sufficiently small noise to the input slightly moving each point. A k-hop MŠT after this transformation, is also optimal for the original instance. Additionally, we assume that G is the (by the previous assumption unique) minimal graph inducing (V, d). That is, there is no edge in G that can be removed without changing some shortest path.
When working in a metric induced by a graph G, it is useful to view a k-hop Steiner tree T with root r as two assignments on the vertices of G. Specifically, for U ⊆ V , call a map ℓ : U −→ {0, 1, . . . , k} ∪ {∞} a labeling on U and α : U \ {r} −→ V an anchoring on U . The label of u indicates its depth in T , i.e., the number of edges on the u-r path, while its anchor describes the first vertex after u on this path, its parent in T . The label 0 is only assigned to the root r. Together, a labeling and anchoring represent a partial k-hop Steiner tree. A LAP (ℓ, α) on V characterizes a k-hop Steiner tree T . The cost of T is equal to the cost of the anchoring α given by u∈U\{r} d(u, α(u)). We also call this the cost of the LAP (ℓ, α). We say d(u, α(u)) is the cost to anchor u, which is zero if u / ∈ T . The fact that u / ∈ T is encoded by ℓ(u) = ∞ and α(u) = u in a LAP. It is not hard to see that for a given LAP (ℓ, α) on V of minimum cost, the labeling ℓ can be computed from the anchoring α in polynomial time and vice-versa. When U = V , we may say partial LAP to emphasize that the LAP only represents a portion of T , namely the edges between U and its anchors.
To avoid confusion and to differentiate between the (partial) k-hop Steiner tree T and the metric space (especially when induced by another tree), we use the above LAP representation of T . Specifically, when talking about distances or closeness, we refer to distances in G. Given a point v and a set S ⊆ V , denote by closest v (S) the (unique) element of S with minimum distance to v.
In Sections 4 and 5, when querying a DP cell, a vertex with a desired label may not exist. To make these queries technically simple, we extend the vertex set of the metric to contain an auxiliary vertex, denoted by v ∅ . It is defined to have distance ∞ to all other vertices. In order to avoid the use of k auxiliary vertices (one per label), we slightly abuse notation and assume that the equality ℓ(v ∅ ) = i is correct for all i ∈ [k] where [k] = {1, 2, . . . , k}. Note that anchoring v ∅ incurs an infinite cost, so it will never be used in a k-hop Steiner tree.
The k-hop MŠT Problem in Path Metrics
Our first result is an efficient algorithm for k-hop MŠT on path metrics. We view a path metric as a set of vertices V = {v 1 , v 2 , . . . , v n } placed on the real line from left to right, such that edges in the path correspond to consecutive vertices. In this special case, there exists a (uniquely defined) minimum-cost k-hop MŠT OPT = (ℓ, α) rooted at r ∈ V that only uses terminals. Indeed, if OPT contains a non-terminal vertex v, we may simply replace it by the next vertex on the line in the direction in which v has the most edges (break ties arbitrarily). This removes a non-terminal vertex without increasing the cost of OPT or violating the k-hop condition. In this section, we therefore assume X = V .
We give a recursive procedure which computes the k-hop MST, and discuss the complexity of computing it via dynamic programming. The goal is to first compute the internal (non-leaf) vertices of the k-hop MST, and then add the cost of anchoring the leaves to the closest internal vertices.
A key observation is the following. Fix an internal vertex s of depth ℓ(s) < k. It partitions the remaining vertex set into the vertices on the left of s, and those on the right of s. If a vertex i to the left of s is of depth ℓ(i) > ℓ(s), then in OPT, the vertex i is never adjacent to a vertex to the right of s, see Figure 1 . This follows from the fact that such a vertex could be attached to s directly, decreasing the overall cost of OPT without using more hops. 
We define a recursive expression
See Figure 2 for an illustration where b < s. Note that in the last case, any recursive call can refer to an empty interval and incur zero cost. 
Assuming that all previous values are precomputed, the value of a cell A[p, s, a, b] can be computed in time O(n 2 ). Since there are only kn 3 possible values of (p, s, a, b) to be queried, the total running time is bounded by O(kn 5 ).
⊓ ⊔ In this section, we construct a dynamic program for k-hop MŠT on tree metrics. Consider a tree metric induced by a tree T = (V, E) with root r. For v ∈ V , denote by T [v] the set of vertices in the subtree of T rooted at v. We start by giving a high-level overview of our approach for computing the minimum cost k-hop Steiner tree OPT = (ℓ, α). We use a dynamic program with cellsĀ[v, ρ, φ] indexed by a node v ∈ V and vectors ρ and φ of k vertices each. Intuitively, ρ and φ represent anchoring guarantees that convey information about the structure of OPT in relation to v and serve as possible points to which v is anchored in α. Specifically, for each possible label i, there are two anchoring guarantees
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that act as candidates for anchoring v in OPT to a vertex of depth i. Anchoring guarantees. Fix a vertex v ∈ V \ {r}. Formally, its anchoring guarantees are given by
. Additionally, we allow the φ i (v) and ρ i (v) to take the value v ∅ and let ρ 0 (v) = r and φ 0 (v) = v ∅ ; see Figure 3 . We may use φ i or ρ i when referring to the fixed vertex v.
In our search for partial solutions, we are interested in partial LAPs on
) be the (possibly empty) set of LAPs on T [v] respecting the anchoring guarantees. That is, its elements (ℓ, α) satisfy:
This happens by anchoring vertices of T [v] either to another vertex in
is extended with minimum cost and consider the subtree T [v j ] of a child v j of v. Its vertices are anchored either to a vertex of T [v j ], or to a φ i = φ i (v) (which may be in the subtree of a different child), or to a ρ i = ρ i (v). The anchoring guarantees φ i are necessary to determine the anchoring guarantees ρ i (v j ) for the children of v.
The dynamic program.
Here, c v is the cost of anchoring v while Φ i (v j ) and ρ(v j ) encode which of the n 2k−2 possible anchoring guarantees of v j are consistent with that of v. The cells of each child are queried independently.
As for ρ i (v j ), we define it to be the feasible choice for ρ i (v j ), which is (uniquely) determined as follows.
). In all other cases, set c v := ∞ as the values of φ(v) are contradictory. Recall, that closest v (ρ iv −1 , φ iv −1 ) denotes the vertex closer to v, which is the one v will be anchored to in a solution of minimum cost.
] to be finite, otherwise the inequality trivially holds. Consider the LAPs corresponding to the values
Otherwise, as c v = ∞ by our assumption at the start of the proof, there exists a unique i v such that φ iv = v. We then let ℓ(v) = i v and anchor v to closest v (ρ iv −1 , φ iv −1 ). We show that this yields an element of P(v, ρ(v), φ(v)).
We first show Property (A).
It is easy to see that Property (B) holds as well. If we set α(v) = v, then v / ∈ X and ℓ(v) = ∞. Otherwise, we defined α(v) to be either 
We have shown that
Indeed, A[v j , ρ ∅ , φ(v j )] represents the minimum cost of a k-hop Steiner tree over T [v j ] ∪ {r} that is rooted at r and respects λ i (v j ) = φ(v j ). Restricting to ρ ∅ prevents nodes from being anchored to other subtrees, but this is more expensive than anchoring directly to the root. Thus, A[r] gives the cost of a k-hop MŠT. The complexity to compute A[r] is linear in the size of the table, i.e. n O(k) . ⊓ ⊔
Metrics of Bounded Treewidth
In this section, we extend the dynamic program from Section 4 to metrics of bounded treewidth. A graph G = (V, E) is said to have treewidth ω, if there exists a tree T G = (B, E B ) whose nodes b ∈ B are identified with subsets S b ⊆ V , called bags, satisfying: (i) for each edge in E, there is a bag containing both endpoints, (ii) for each vertex in V , the bags containing it form a connected subtree of T G , and (iii) each bag contains at most ω + 1 vertices. The tree T G is called a tree decomposition of G. It is a nice tree decomposition [12] if w.r.t. a designated root b r , every node b has one of the following four types, see Figure 4 .
-Leaf : Its bag is empty, that is, S b = ∅. By (ii), a vertex in V may have several introduce nodes but at most one forget node. Let C b be the union of the bags S b ′ for all descendants b ′ of b, excluding vertices in S b . Property (ii) Fig. 5 . Possible values of ρi and φi for two vertices u and w. Note that φ u
implies that there is no edge between C b and V \ (S b ∪ C b ), see Figure 4 , and that, for a join node, C b1 ∩ C b2 = ∅. Given a graph of treewidth ω, we can compute a nice tree decomposition with |B| = O(nω) in polynomial time [12] . W.l.o.g. our input is a nice tree decomposition T G .
The dynamic program. Choose a root node b r whose bag contains the root r of the khop MŠT which we aim to compute. To extend the dynamic programming approach from Section 4 to nice tree decompositions, we again compute cells in a bottom-up fashion, now in T G . A key difference lies in the fact that, here, a node b in T G corresponds to several vertices in G, so we require anchoring guarantees for every vertex in S b . A DP cell, indexed by a bag b and O(n ωk ) anchoring guarantees, computes a minimum cost LAP on C b that respects these guarantees. Thankfully, the structure of the nice tree decomposition enables us to recurse in an organized manner and construct the cells consistently. Join nodes combine previous results. Forget nodes decide the label and anchoring of the corresponding vertex and possibly new anchoring guarantees needed due to forgetting it. Introduce nodes deduce anchoring guarantees about the introduced vertex from previous knowledge. Formally, cells of the dynamic programming table A are indexed by a bag b as well as Join nodes: Node b has children b 1 , b 2 with S b1 = S b2 = S b and C b1 ∪ C b2 = C b and C b1 ∩ C b2 = ∅. The objective is to independently query partial solutions on each C bj , thereby determining sets of possible values for ρ u i (b j ) and φ u i (b j ) such that the minimum cost of a combination of LAPs in P
Here, the ρ u i (b j ) need to be equal to the closest anchoring guarantee outside of C bj . The φ u i (b j ) may take any value not contradicting φ(b). Specifically, for both j ∈ {1, 2}, i ∈ [k − 1] and u ∈ S b :
Forget node of v:
There is no edge between v and V \ (C b ∪ S b ). In this node, we want to define the label i v of v and the corresponding anchoring of v. We first define the set I v of possible labels of v that do not contradict φ(b), then proceed to define possible values of φ(b 1 ), ρ(b 1 ), and finally we express the cost to anchor v. Let I v be the set containing all labels i such that for all
In other words, if there is a label i and some u ∈ S b with φ u i (b) = v, then I v cannot contain any other label. Moreover, if there exists some u ∈ S b and i such that φ u i (b) is further from u than v, then I v cannot contain i as it would contradict the definition of
Indeed, if φ u i (b) = v, then we need to provide a new guarantee for φ u i (b 1 ), as v ∈ S b1 , which must be further from u than v. We also define
Again, (⋆) must be satisfied since φ u i (b) is the vertex in C b which is closest to u. For the remainder, fix some i v ∈ I v . In the case where i v = ∞, we need not consider ρ iv 's.
, v}. Additionally, we charge a cost of c iv for anchoring v. If i v = ∞ then set c iv := 0. Otherwise, set
. We then define, with ρ(b 1 ) depending on i v and c iv depending on φ u i (b 1 ),
Introduce node of v: In this case, b has one child b 1 with S b1 = S b \ {v} and C b1 = C b . There is no edge between v and C b = C b1 as v / ∈ S b1 ∪ C b1 , see Figure 4 . If there is an i with
is infinite since the shortest v-φ v i (b) path has to pass through a vertex of S b by the above observation. Otherwise, the values of ρ and φ are not changed and we defineĀ
One can check that the cost to computeĀ is n O(ωk) . We proceed to prove that, for all bag For each case, we focus on a bag node b j child of b and define values ρ(b j ) and φ(b j ). We show that the restriction of (ℓ, α) to C bj belongs to P(b j , ρ(b j ), φ(b j )). We then show that the value of cell
as the closest vertex to u in C bj of label i (with respect to ℓ), and
, which is defined in Section 5 according to the type of bag b. This way, φ u i (b j ) automatically satisfies Property (A ′ ) for (ℓ, α) restricted to C bj . In order to prove that the restriction of (ℓ, α) belongs to P(b j , φ(b j ), ρ(b j ), it therefore remains to show that this LAP also respects Properties (B ′ ) and
Once all three requirements (φ u i (b j ) ∈ Φ u i (b j ), Properties (B ′ ) and (C ′ )) are verified, we use the definitions ofĀ[b, ρ(b), φ(b)] for each bag type in Section 5 to arrive at the desired
-Join nodes: For a join node b with children b 1 , b 2 , we focus on a single child b j . We first
As α is an anchoring of minimum cost that respects
. For Property (C ′ ), consider i and u, v ∈ S bj , we know that d(u, ρ u i (b)) ≤ d(u, ρ w i (b)) as (ℓ, α) belongs to P(b, ρ(b), φ(b)), so we deduce by the definition of ρ i (b) that d(u, ρ u i (b j )) ≤ d(u, ρ w i (b j )). -Forget nodes: Recall that for a forget node b with respect to v, we have S b1 = S b ∪ {v}
, which can be ∞. Using the fact that φ(b) satisfies Property (A ′ ), it is easy to see that i v ∈ I v . Clearly, the cost to anchor v in ℓ is equal to c iv . For a given i and u ∈ S b (so u = v), assume first that φ u
, which contradicts the fact that α is a minimum cost anchoring.
Property (C ′ ) follows from the definition of ρ(b 1 ) and the fact that α belongs to P(b, ρ(b), φ(b)).
We therefore obtain that
, which proves the inequality.
-Introduce nodes: If b is an introduce node with respect to v, it has one child b 1 with
. Thus, the conditions that would causē A[b, ρ(b), φ(b)] to be infinite are not met.
). If u = v, we have the result. If u = v, then there exists a vertex w ∈ S b1 on the shortest path from v 1 to v.
. As α is a minimum cost anchoring, this inequality must be an equality, so we obtain Property (B ′ ).
Property (C ′ ) holds for ρ(b j ) as it is a subset of ρ(b).
. Consider a bag b and values ρ(b) and φ(b). If b is a leaf, the inequality holds as both sides are zero. IfĀ[b, ρ(b), φ(b)] is infinite, the inequality holds as well. We therefore consider the remaining cases. In particular, Property (C ′ ) is respected regarding ρ(b) and b has either one child b 1 or two children b 1 and b 2 . Consider, for j = 1 or j ∈ {1, 2}, the anchoring guarantees
Define (ℓ, α) to be the union of these LAPs in case of a join node. If b is a forget node, then extend (ℓ, α) to v, by choosing the label ℓ
, the inequality holds.
-Join node: Consider a join node b with children b 1 , b 2 . Since C b1 ∩ C b2 = ∅, the union of the LAPs is well defined. Consider the anchoring guarantee φ u i (b), for some u ∈ S b . We want to show that ℓ(φ u i (b)) = i and that no vertex of
. Therefore, ℓ(φ u i (b)) = i and no vertex in C b1 closer to u is labeled i. We also know that d(u, φ u i (b)) ≤ d(u, φ u i (b 2 )), by Condition (⋆) in the definition of Φ u i (b 1 ). Therefore, by symmetry, Property (A ′ ) holds for φ u i (b) ∈ C b2 as well.
Regarding Property (B ′ ), consider a vertex v 1 of any C bj anchored to v 2 = α(v 1 ) / ∈ C b . Then, there exists some u ∈ S b such that v 2 = ρ u ℓ(v1)−1 (b j ) by definition of P(b j , ρ(b j ), φ(b j )), and as v 2 / ∈ C b , we must have v 2 = ρ u ℓ(v1)−1 (b). -Forget node: Let b be a forget node with respect to v. That is S b1 = S b ∪ {v} and C b1 = C b \ {v}. Clearly, (ℓ, α) is well defined. Consider i and u ∈ S b (so u = v), and assume first that
is the closest vertex to u of label i in C b1 . In order to get the condition of Property (A ′ ) for this case, it remains to show that, if
. Consider now v. If i v = ∞ (which can only be the case if v / ∈ X ), we defined its anchor to be
, which completes the proof of Property (B ′ ).
-Introduce node: Consider an introduce node b with respect to v. That is b has one child b 1 such that S b1 = S b \ {v}, C b1 = C b . Again, (ℓ, α) is obviously well defined. For each i < k and u ∈ S b1 , we have φ u
As any path between v and a vertex in S b contain a vertex in S b1 , Property (A ′ ) is satisfied.
Thus, for all types of bags, (ℓ, α) is a member of P
gives the minimum cost of all such LAPs, the second inequality holds as well.
Note that every vertex not in the root bag b r are forgotten exactly once, therefore the price to anchor a vertex not in the root bag is paid exactly once in every DP cell indexed by b r . Vertices in the root bag are never forgotten, so their anchoring cost has not been incurred yet.
Let b r be the root of T G , which contains the root r of the k-hop MŠT. Assume we are given a partial labelingl on S br \ {r} and values φ(b r ). For all v ∈ S br , we define ρ v i (b r ) as the vertex w closest to v for whichl(w) = i. The minimum cost of a LAP extendingl that respects φ(b r ) is equal to
We then pick thel and φ that minimize this value, and obtain a k-hop MŠT. ⊓ ⊔
Metrics of Bounded Highway Dimension
In our final section, we make use of our result for k-hop MŠT on metrics of bounded treewidth to obtain an approximation scheme for the more general metrics of bounded highway dimension. Denoting B r (v) = {u ∈ V | d(u, v) ≤ r}, the highway dimension of a graph is defined as follows in [15] . Definition 2. The highway dimension of a graph G is the smallest integer h for which there exists some universal constant c ≥ 4 such that for every r ≥ 0 and v ∈ V , there is a set of h vertices in B cr (v) that hits all shortest paths of length more than r that lie entirely in B cr (v).
We now restate and prove Theorem 3.
Proof. As proved in [15, Theorem 8.1] , six conditions are required to compute a (1 + ε)approximation in quasi-polynomial time for a given problem. It therefore remains to verify that the k-hop MŠT problem verifies them, for k constant, if we allow the algorithm to use one more hop (i.e., computing a (k + 1)-hop Steiner tree) than the optimal solution of cost OPT k to which we compare it. Two conditions refer to a δ-net of the graph G, which is defined as a subset U of V such that for all u ∈ V , there exists v ∈ U with d(u, v) ≤ δ and for all u, v ∈ U , we have d(u, v) > δ. The conditions and the explanation of why they are fulfilled are detailed below.
-An optimum solution of k-hop MŠT can be computed in time n O(ω) for a graph of treewidth ω, this is proved in Theorem 2. -A constant-approximation of k-hop MŠT on metric graphs can be computed in polynomial time, this follows from [21] . -The diameter of the graph can be assumed to be O(n·OPT k ). Indeed, edges of cost larger than 1.52·9 k−2 ·OPT k can be deleted after computing the constant-factor approximation of OPT k as designed in [21] . -An optimum solution on a δ-net U has cost at most OPT k +O(nδ). Consider an optimum k-hop MŠT on V and move each vertex not in U to the closest vertex in U . This induces an extra cost of O(nδ) and is a solution on U . -The objective function is linear in the edge cost.
-A solution for k-hop MŠT on a δ-net U can be converted to a (k + 1)-hop Steiner tree on V for an additional cost of O(nδ). This procedure is performed exactly once in the underlying algorithm, therefore we can allow the algorithm to use one more hop on G than the solution on U . Note that this property is not stated explicitly in [15] . Given a k-hop Steiner tree on U , we can anchor all vertices from V \ U to their closest vertex in U for an additional cost of O(nδ) and obtain a (k + 1)-hop Steiner tree. ⊓ ⊔
