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Abstract
The conclusions of Da Prato and Sinestrari concerning the non-autonomous evolution operator of hyper-
bolic type for the equation
u′(t) = A(t)u(t)+ f (t), t ∈ [0, T ], u(0) = z
are applied to find the uniqueness and existence of solution to
u′(t) = A(t)u(t)+
t∫
0
K
(
t, θ, u(θ)
)
dθ +L(t)ut + f (t), t ∈ [0, T ], u0 = ϕ,
where A(·) maybe nondensely defined. Moreover, some relative problems are concerned.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let (X,‖ · ‖) be an infinite-dimensional Banach space. Suppose that A is a closed linear
operator on X with domain D(A), the phase space P is a linear space of functions mapping
(−∞,0] into X satisfying some axioms which will be described later, F is an X-valued function,
and for every t  0, the function ut (·) ∈P is defined by
ut (θ) = u(t + θ) for θ ∈ (−∞,0].
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138 J.-C. Chang / J. Math. Anal. Appl. 331 (2007) 137–151The following partial functional differential equation with infinite delay{
x′(t) = Ax(t)+ F(t, xt ), t  0,
x0 = ϕ ∈ P (1.1)
has been considered by many authors ([1–3,8–10,17], etc.). In the literature devoted to Eq. (1.1)
with finite delay, usually the state space is the set of all continuous functions on [−r,0], r > 0,
endowed with the uniform norm topology. But if the delay is infinite, the choice of the phase
space P becomes important in the study of both quantitative and qualitative. The investigation
of functional differential equations with infinite delay in an abstract admissible phase space was
initiated by Hale and Kato [4], Kappel and Schappacher [6], and Schumacher [15]. The method
of using admissible phase spaces enables one to treat a large class of functional differential
equations with infinite delay in the same time and obtain general results. For a detail discussion
on this topic, we refer the reader to the book by Hino et al. [5].
In Kato [7], Pazy [12] and Tanabe [16], the authors used the evolution operators to solve{
x′(t) = A(t)x(t)+ f (t), t  0,
x(0) = z ∈ X. (1.2)
In their cases, A(·) :D ⊂ X → X is assumed to be a generator of C0-semigroup on X. For
further applications, Da Prato and Sinestrari extended their conclusions with nondensely defined
operator A(·) to solve Eq. (1.2) under some certain conditions in [13]. Moreover, in [11], the
author used the conclusions in [13] to solve⎧⎪⎪⎨
⎪⎪⎩
x′(t) = A(t)x(t)+
t∫
0
K(t, θ)x(θ) dθ +N(t)x(t)+ f (t), t ∈ [0, T ],
x(0) = z ∈ X.
(1.3)
By the way, the conclusions of Eq. (1.3) were applied to consider⎧⎪⎪⎨
⎪⎪⎩
x′(t) = A(t)
(
x(t)+
t∫
−∞
K(t, θ)x(θ) dθ
)
+N(t)x(t)+ f (t), t ∈ [0, T ],
x(θ) = φ(θ), θ ∈ (−∞,0],
(1.4)
where K(·,·) and N(·) are linear bounded operators from X into X.
The aims of this paper are to find the existence and uniqueness of solutions to the following
more general equation⎧⎪⎪⎨
⎪⎪⎩
x′(t) = A(t)x(t)+
t∫
0
K
(
t, θ, x(θ)
)
dθ +L(t)xt + f (t), t ∈ [0, T ],
x(θ) = ϕ ∈P,
(1.5)
where K(·, · ,·) is a function from {(t, s); 0 s  t  T }×D into X and L(·) is a bounded linear
operator from P into X. The denseness of D is not necessary either. In [14], the authors studied
existence and uniqueness of solutions to Eq. (1.5) when L(·) = 0 and A(·) = A. We should
solve Eq. (1.5) by using the ideas in [13,14]. First, the existence and uniqueness of solutions to
Eq. (1.5) for the special case L(·) = 0 will be found. Then the conclusion will be applied to solve
the general cases. Furthermore, under some weaker conditions than [11], Eq. (1.4) with infinite
delay is also studied.
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istence of solutions to integrodifferential equation with infinite delay, which are the main results
of this paper. In last section, we apply the results to some partial differential equations.
2. Preliminaries
In this section, we give some definitions and fundamental notations. B(X,Y ) denotes the
space of all bounded linear operators from Banach space X into Banach space Y and use the
notation B(X) to denote B(X,Y ) if X = Y . In the whole work, we suppose that T > 0 is a real
number. Let T1 ∈ R with T1 < T . We use Δ(T1, T ) to denote the set {(x, y); x, y ∈ R, T1  y 
x  T }. Moreover, Δ(−∞, T ) denotes {(x, y); x, y ∈ R, y  x  T , x  0}.
For solving Eq. (1.5), we first introduce the following conditions which are given in [13].
(H1) For all t ∈ [0, T ], A(t) :D → X is a linear operator from the Banach space (D,‖ · ‖D)
into X.
(H2) D ⊂ X and there exists c0 > 0 such that for all t ∈ [0, T ] and x ∈ D,
c−10 ‖x‖D  ‖x‖ +
∥∥A(t)x∥∥ c0‖x‖D.
(H3) There exist ω, and M ∈ R such that (ω,∞) ⊂ ρ(A(t)), t ∈ [0, T ], and for each n ∈ N, we
have ∥∥R(λ, t1, t2, . . . , tn)∥∥ M
(λ−ω)n
when 0  tn  tn−1  · · ·  t1 and λ > ω. Here we denote the resolvent set of A(t) by
ρ(A(t)) and set
R(λ, t1, t2, . . . , tn) :=
(
λ−A(t1)
)−1(
λ−A(t2)
)−1 · · · (λ−A(tn))−1.
(H4) A(·) ∈ C1([0, T ],B(D,X)) verifies hypotheses (H1)–(H3). Moreover, for each k ∈ N,
there exists Ak(·) ∈ C4([0, T ],B(D,X)) verifying (H1)–(H3) with c0, ω, M independent
of k and such that
lim
k→∞
∥∥A(·)−Ak(·)∥∥C1([0,T ],B(D,X)) = 0.
Definition 2.1. [13] A strict solution of Eq. (1.2) on Banach space D and X is a function
u ∈ C1([0, T ],X)∩C([0, T ],D) verifying Eq. (1.2) on [0, T ].
Definition 2.2. [13] A function u ∈ Lp([0, T ],X) is called an F -solution in Lp of Eq. (1.2) if
for each k ∈ N there is uk ∈ W 1,p([0, T ],X)∩Lp([0, T ],D) such that
lim
k→∞
[∥∥uk(0)− z∥∥+ ‖u− uk‖Lp([0,T ],X) + ∥∥u′ −A(·)uk − f ∥∥Lp([0,T ],X)]= 0.
It is easy to see that a strict solution is also an F -solution in Lp .
Theorem 2.3. [13] Let u be an F -solution in Lp to Eq. (1.2). After a possible modification of u
on a set of measure 0, we have that u ∈ C([0, T ],X), u(t) ∈ D for each t ∈ [0, T ]. Moreover, the
following a priori estimate holds
∥∥u(t)∥∥M
{
eωt‖z‖ +
t∫
eω(t−θ)
∥∥f (θ)∥∥dθ
}
, t ∈ [0, T ].0
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z ∈ D such that A(0)z + f (0) ∈ D, then Eq. (1.2) has a unique strict solution u. In addition,
u′ is an F -solution in Lp of the same problem with f (t) replaced by A′(t)u(t)+ f ′(t) and z by
A(0)z + f (0).
The following statement is a consequence of Theorems 2.3 and 2.4.
Theorem 2.5. Suppose that the assumptions in Theorem 2.4 hold. Then the strict solution u of
Eq. (1.2) satisfies the following estimates for each t ∈ [0, T ].
(a) ‖u(t)‖Meωt {‖z‖ + ∫ t0 e−ωs‖f (s)‖ds}.
(b) ‖u′(t)‖Meωt {‖A(0)z + f (0)‖ + ∫ t0 e−ωθ‖A′(θ)u(θ)‖dθ + ∫ t0 e−ωθ‖f ′(θ)‖dθ}.
Furthermore, the following consequence can be proved.
Theorem 2.6. Suppose that A(·) satisfies the hypothesis (H4). Moreover, if f ∈ W 1,p([0, T ],X),
z ∈ D and A(0)z+ f (0) ∈ D, then the solution u of Eq. (1.2) satisfies the following estimate for
each t ∈ [0, T ]
∥∥u(t)∥∥
D
 C
{
‖z‖ +
t∫
0
e−ωθ
∥∥f (θ)∥∥dθ + ∥∥A(0)z + f (0)∥∥
+
t∫
0
(
e−ωθ + 1
M
e−ωt
)∥∥f ′(θ)∥∥dθ + 1
M
e−ωt
∥∥f (0)∥∥
}
,
where C is a constant independent of z, f and t .
Proof. From assumption (H4), it follows that there is a constant C1 such that ‖A′(t)‖B(D,X)C1
for each t ∈ [0, T ]. So, Theorem 2.5 implies
∥∥u(t)∥∥Meωt
{
‖z‖ +
t∫
0
e−ωs
∥∥f (θ)∥∥dθ
}
(2.1)
and
∥∥u′(t)∥∥+
t∫
0
e−ωθ
∥∥f ′(θ)∥∥dθ
Meωt
{∥∥A(0)z + f (0)∥∥+
t∫
0
e−ωθC1
∥∥u(θ)∥∥
D
dθ +
t∫
0
e−ωθ
∥∥f ′(θ)∥∥dθ
}
. (2.2)
On the other hand, u is the strict solution of Eq. (1.2), so,
∥∥A(t)u(t)∥∥ ∥∥u′(t)∥∥+ ∥∥f (t)∥∥ ∥∥u′(t)∥∥+
t∫ ∥∥f ′(θ)∥∥dθ + ∥∥f (0)∥∥. (2.3)0
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1
c0
∥∥u(t)∥∥
D

∥∥u(t)∥∥+ ∥∥A(t)u(t)∥∥

∥∥u(t)∥∥+ ∥∥u′(t)∥∥+
t∫
0
∥∥f ′(θ)∥∥dθ + ∥∥f (0)∥∥
Meωt
{
‖z‖ +
t∫
0
e−ωθ
∥∥f (θ)∥∥dθ + ∥∥A(0)z + f (0)∥∥
+
t∫
0
e−ωθC1
∥∥u(θ)∥∥
D
dθ +
t∫
0
e−ωθ
∥∥f ′(θ)∥∥dθ + 1
M
e−ωt
t∫
0
∥∥f ′(θ)∥∥dθ
+ 1
M
e−ωt
∥∥f (0)∥∥
}
. (2.4)
Finally, by Gronwall’s inequality, we can choose C = Mc0e|ω|T+c0C1TMe|ω|T . 
In this paper, we assume that the phase space (P,‖ · ‖P ) is a Banach space consisting of
functions from R− into X satisfying the following axioms introduced at first by Hale and Kato
in [4].
(A1) There exist a positive constant H and functions M1(·), M2(·) :R+ → R+, with M1 contin-
uous and M2 locally bounded, such that for any σ ∈ R and a  0, if x : (−∞, σ + a] → X,
xσ ∈ P and x(·) is continuous on [σ,σ + a], then for every t ∈ [σ,σ + a] the following
conditions hold:
(i) xt ∈ P ,
(ii) ‖x(t)‖H‖xt‖P ,
(iii) ‖xt‖P M1(t − σ) supσst ‖x(s)‖ +M2(t − σ)‖xσ‖P .
(A2) For each function x(·) in (A1), t 	→ xt is a P-value continuous function for t ∈ [σ,σ + a].
In our situations, the following more restrictive conditions are needed.
(B) If {φn} is a Cauchy sequence in P and {φn} converges compactly to φ on (−∞,0], then
φ ∈P and ‖φn − φ‖P = 0, as n → ∞.
(C) For a sequence {φn} in P , if ‖φn‖P → 0 as n → ∞, then ‖φn(θ)‖ → 0, as n → ∞, for each
θ ∈ (−∞,0].
Under the conditions (B) and (C), the following properties hold.
Theorem 2.7. [5] Let phase space P satisfy axiom (B) and let f : [0, a] → P , a > 0, be
a continuous function such that f (t)(θ) is continuous for (t, θ) ∈ [0, a] × (−∞,0]. Then∫ a
0 f (t) dt (θ) =
∫ a
0 f (t)(θ) dt for θ ∈ (−∞,0].
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uous function. Then for all θ ∈ (−∞,0], the function f (·)(θ) is continuous and ∫ a0 f (t) dt (θ) =∫ a
0 f (t)(θ) dt for θ ∈ (−∞,0].
The following consequence is useful in our proof. Before stating the consequence, we note
that u′t means (u′)t .
Theorem 2.9. Suppose that phase space P satisfies axioms (B) or (C). If a > 0 and
u : (−∞, a] → X is continuously differentiable on [0, T ] with u0, u′0 ∈P , then t 	→ ut is contin-
uously differentiable on [0, a] with (ut )′ = u′t , where (ut )′ denotes the Fréchet derivative of ut .
Proof. Since u is continuously differentiable, we know that u(t) = u(0) + ∫ t0 u′(s) ds
for t ∈ [0, a]. By Theorem 2.7 or Theorem 2.8, we know that
ut = u0 +
t∫
0
u′s ds (2.5)
for t ∈ [0, a]. Furthermore, by axiom (A2), we know that t 	→ u′t is continuous, it follows that
(ut )
′ = u′t for t ∈ [0, a] by (2.5). 
3. The existence of solutions to integrodifferential equations
First, we give the definition of strict solution to Eq. (1.5).
Definition 3.1. A function u : (−∞, T ] → X is called a strict solution to Eq. (1.5) if
u ∈ C1([0, T ],X)∩C([0, T ],D) and satisfies Eq. (1.5).
For solving Eq. (1.5), the following assumptions are needed.
(D1) K ∈ C(Δ(0, T ) × D,X) and the derivative Kt(t, θ, x) exists for (t, θ, x) ∈ Δ(0, T ) × D.
Moreover, there exists a constant β1 > 0 such that∥∥K(t, θ, x)−K(t, θ, y)∥∥+ ∥∥Kt(t, θ, x)−Kt(t, θ, y)∥∥ β1‖x − y‖D
for all (t, θ, x), (t, θ, y) ∈ Δ(0, T )×D.
(D2) f ∈ W 1,p([0, T ],X).
(D3) ϕ ∈ P is continuously differentiable with ϕ′ ∈ P .
(D4) L ∈ C1([0, T ],B(P,X)).
For u ∈ C([0, T ],D), we define ‖u‖C([0,t],D) := sup0θt ‖u(θ)‖D for each t ∈ [0, T ].
Theorem 3.2. Suppose that A(·) satisfies the hypothesis (H4) and the conditions (D1)–(D2) hold.
If z ∈ D and A(0)z + f (0) ∈ D then⎧⎪⎪⎨
⎪⎪⎩
x′(t) = A(t)x(t)+
t∫
0
K
(
t, θ, x(θ)
)
dθ + f (t), t ∈ [0, T ],
x(0) = z
has a unique strict solution on [0, T ].
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C([0, T ],D) equipped with the supnorm ‖ · ‖∞. According to assumption (D1), it follows that
t 	→ (Ju)(t) := ∫ t0 K(t, θ, u(θ)) dθ is continuously differentiable on [0, T ] for each u ∈ Z. So,
by Theorem 2.4,⎧⎪⎪⎨
⎪⎪⎩
x′(t) = A(t)x(t)+
t∫
0
K
(
t, θ, u(θ)
)
dθ + f (t), t ∈ [0, T ],
x(0) = z
(VACPu)
has a unique strict solution for each u ∈ Z, we denote the solution by Pu. We define S :Z → Z
by Su = Pu. If S has only one fixed point can be proved, then the proof is completed.
For convenience, we suppose the constant ω in hypothesis (H3) is positive. Suppose that
u,v ∈ Z. From the definition of S, we know that Su− Sv is the strict solution to{
x′(t) = A(t)x(t)+ (Ju)(t)− (Jv)(t), t ∈ [0, T ],
x(0) = 0.
Then, by Theorem 2.6 and assumption (D1), there are constants C and β1 such that
∥∥(Su− Sv)(t)∥∥
D
 C
[ t∫
0
∥∥(Ju)(θ)− (Jv)(θ)∥∥dθ +
t∫
0
∥∥(Ju)′(θ)− (Jv)′(θ)∥∥dθ
]
 C[2T tβ1 + tβ1] · ‖u− v‖C([0,t],D) := αt‖u− v‖C([0,t],D)
for each t ∈ [0, T ]. Using the same method again, we have ‖(S2u − S2v)(t)‖D 
α2
2 t
2‖u−v‖C([0,t],D). Repeating this process, we obtain that ‖(Snu−Snv)‖∞  αnn! T n‖u−v‖∞
for all n ∈ N. Then a standard argument shows that S has only one fixed point. 
Next, we apply Theorem 3.2 to solve Eq. (1.5).
Theorem 3.3. Suppose that A(·) satisfies the hypothesis (H4) and the conditions (D1)–(D4)
hold. If ϕ(0) ∈ D and ϕ′(0) = A(0)ϕ(0)+L(0)ϕ + f (0) ∈ D, then Eq. (1.5) has a unique strict
solution on [0, T ].
Proof. Let Z := {y : (−∞, T ] → X; y0 ∈ P, y|[0,T ] ∈ C1([0, T ],X)} be a Banach space
equipped the norm ‖y‖Z := ‖y0‖P +‖y‖C1([0,T ],X). Let Z(ϕ) := {y ∈ Z; y ∈ C1((−∞, T ],X),
y0 = ϕ}. Then Z(ϕ) is a closed subset of Z. Let u ∈ Z(ϕ). From Theorem 2.9, it follows that
t 	→ ut is continuously differentiable on [0, T ]. So, by Theorem 3.2, we obtain that⎧⎪⎪⎨
⎪⎪⎩
x′(t) = A(t)x(t)+
t∫
0
K
(
t, θ, x(θ)
)
dθ +L(t)ut + f (t), t ∈ [0, T ],
x(0) = ϕ(0)
has a unique strict solution for each u ∈ Z(ϕ) and denote the corresponding solution by Pu.
From the definition of Z(ϕ), we can define S :Z(ϕ) → Z(ϕ) by
(Su)(t) =
{
(Pu)(t), t ∈ [0, T ],
ϕ(t), t ∈ (−∞,0].
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Z(ϕ). Then Su− Sv is the strict solution to{
x′(t) = A(t)x(t)+ (J (Su))(t)− (J (Sv))(t)+L(t)(ut − vt ), t ∈ [0, T ],
x(0) = 0,
where J is the same as in the proof of Theorem 3.2. For convenience, we also suppose the con-
stant ω in hypothesis (H3) is positive. From the assumptions (A1), (H4) and (D4), we can define
β2 := max{supt∈[0,T ] ‖L(t)‖B(P,X), supt∈[0,T ] ‖L′(t)‖B(P,X)}, β3 := supt∈[0,T ] ‖A′(t)‖B(D,X),
and β4 := supt∈[0,T ] M1(t). According to Theorems 2.5, 2.9, assumptions (D1) and (A1), we
have that∥∥(Su− Sv)(t)∥∥
Meωt
{ t∫
0
∥∥(J (Su))(θ)− (J (Su))(θ)∥∥dθ +
t∫
0
∥∥L(θ)uθ −L(θ)vθ∥∥dθ
}
Meωt
{
Tβ1
t∫
0
‖Su− Sv‖C([0,θ],D) dθ +
t∫
0
β2‖uθ − vθ‖P dθ
}
MeωT
[
Tβ1
t∫
0
‖Su− Sv‖C([0,θ],D) dθ +
t∫
0
β2β4‖u− v‖C([0,θ],X) dθ
]
MeωT
[
Tβ1
t∫
0
‖Su− Sv‖C([0,θ],D) dθ + tβ2β4‖u− v‖C1([0,t],X)
]
:= C1t‖u− v‖C1([0,t],X) + TMeωT β1
t∫
0
‖Su− Sv‖C([0,θ],D) dθ (3.1)
and ∥∥(Su− Sv)′(t)∥∥
Meωt
{ t∫
0
∥∥A(θ)∥∥
B(D,X)
∥∥(Su− Sv)(θ)∥∥
D
dθ +
t∫
0
∥∥(J (Su))′(θ)− (J (Sv))′(θ)∥∥dθ
+
t∫
0
∥∥L′(θ)(uθ − vθ )∥∥+ ∥∥L(θ)(u′θ − v′θ )∥∥dθ
}
MeωT
[
2tβ2β4‖u− v‖C1([0,t],X) + (β3 + β1T + β1)
t∫
0
‖Su− Sv‖C([0,θ],D) dθ
]
:= C2t‖u− v‖C1([0,t],X) +MeωT (β3 + β1T + β1)
t∫
‖Su− Sv‖C([0,θ],D) dθ (3.2)0
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follows that there is a constant C3 such that∥∥(Su− Sv)(t)∥∥
D
 C3
{ t∫
0
∥∥(J (Su))(θ)− (J (Sv))(θ)∥∥dθ +
t∫
0
∥∥(J (Su))′(θ)− (J (Sv))′(θ)∥∥dθ
+
t∫
0
∥∥L(θ)(uθ − vθ )∥∥dθ +
t∫
0
∥∥(L(θ)uθ −L(θ)vθ )′∥∥dθ
}
 2tβ2β4C3‖u− v‖C1([0,t],X) +C3(2β1T + β1)
t∫
0
‖Su− Sv‖C([0,θ],D) dθ.
By Gronwall’s inequality, there is a constant C4 such that∥∥(Su− Sv)(t)∥∥
D
 C4t‖u− v‖C1([0,t],X). (3.3)
By (3.1)–(3.3), we know that there is a constant α > 0 such that∥∥(Su− Sv)(t)∥∥+ ∥∥(Su− Sv)′(t)∥∥ αt‖u− v‖C1([0,t],X)
for each t ∈ [0, T ]. If u and v in (3.1)–(3.3) are replaced by Su and Sv, respectively, by a similar
computation, we have
∥∥(S2u− S2v)(t)∥∥+ ∥∥(S2u− S2v)′(t)∥∥ α2
2
t2‖u− v‖C1([0,t],X)
for t ∈ [0, T ]. Repeating this process, it follows that∥∥(Snu− Snv)∥∥
Z
 α
n
n! T
n‖u− v‖Z
for all n ∈ N. Then a standard argument shows that S has only one fixed point. 
Next, we are going to solve the following equation⎧⎪⎪⎨
⎪⎪⎩
x′(t) = A(t)
(
x(t)+
t∫
0
K(t, θ)x(θ) dθ
)
+L(t)xt + f (t), t ∈ [0, T ],
x(θ) = φ(θ), θ ∈ (−∞,0],
(3.4)
where K(·,·) ∈ B(X). The following is the definition of strict solution to Eq. (3.4).
Definition 3.4. We say that a function u : (−∞, T ] → X is a strict solution of Eq. (3.4) on
(−∞, T ] if u satisfies the following conditions:
(i) u(t)+ ∫ t0 K(t, θ)u(θ) dθ ∈ D(A) for t ∈ [0, T ].
(ii) u ∈ C1([0, T ],X).
(iii) u satisfies Eq. (3.4) on [0, T ] and u(t) = ϕ(t) for −∞ < t  0.
We recall a lemma.
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such that ψ is continuously differentiable with ψ ′ ∈P , ψ(0) = x1 and ψ ′(0) = x2.
Theorem 3.6. Assume that A(·) satisfies hypothesis (H4) and assumptions (D2)–(D4) hold.
(i) K(t, s) ∈ B(X) for (t, s) ∈ Δ(−∞, T ) and define k :Δ(−∞, T ) × X → X by k(t, s, x) =
K(t, s)x. D21k(·, · ,·) ∈ C(Δ(0, T )×X,X).
(ii) H : [0, T ] ×P → X defined by H(t,ψ) = K(t, t)ψ(0) satisfies the assumption (D4).
(iii) ∫ 0−∞ K(t, θ)ϕ(θ) dθ ∈ X for each t ∈ [0, T ] and G ∈ C2([0, T ],X) where G is defined by
G(t) := ∫ 0−∞ K(t, θ)ϕ(θ) dθ .
(iv) ϕ(0) + ∫ 0−∞ K(0, θ)ϕ(θ) dθ ∈ D, ϕ′(0) = A(0)[ϕ(0) + ∫ 0−∞ K(0, θ)ϕ(θ) dθ ] + L(0)ϕ +
f (0) ∈ D and A(0)[ϕ(0) + ∫ 0−∞ K(0, θ)ϕ(θ) dθ ] + K(0,0)ϕ(0) + L(0)ϕ + G′(0) +
f (0) ∈ D.
Then Eq. (3.4) has a unique strict solution on [0, T ].
Proof. Let 
A(t) = [ 0 A(t)0 A(t) ]. Liu [11] showed that 
A(·) satisfies the hypothesis (H4) on X × D
and X × X. From Lemma 3.5, it follows that there is a ϕ2 ∈ P such that ϕ′2 ∈ P , ϕ2(0) =
ϕ(0) + ∫ 0−∞ k(0, θ, ϕ(θ)) dθ and ϕ′2(0) = A(0)[ϕ(0) + ∫ 0−∞ k(0, θ, ϕ(θ)) dθ ] + k(0,0, ϕ(0)) +
L(0)ϕ + f (0) + G′(0). Let 
ϕ = [ ϕ1ϕ2 ], where ϕ1 = ϕ. Therefore, 
ϕ ∈ P × P . We consider the
following equation in the Banach space X ×X and phase space P ×P⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
d
dt

w(t) = 
A(t) 
w(t)+
t∫
0

k(t, θ, 
w(θ))dθ + 
L(t) 
wt + 
f (t), t ∈ [0, T ],

w0 =
[
ϕ1
ϕ2
]
,
(3.5)
where

w(·) :=
[
u(·)
w(·)
]
, 
k(·,·, 
w(·)) := [ 0
D1k(·,·, u(·))
]
,

f (·) :=
[
f (·)
f (·)+G′(·)
]
and 
L(·) 
w· :=
[
L(·)
H(·, u·)+L(·)u·
]
.
We show that Eq. (3.5) satisfies the hypothesis of Theorem 3.3. Since K(·,·) ∈ B(X), it follows
that K(·,·) also belongs to B(D,X). Hence, by Principle of Uniform Boundedness, we know that

k satisfies the hypothesis (D1). Moreover, it is easy to see that 
L satisfies the hypothesis (D4)
and 
f satisfies the hypothesis (D2). Finally,([
0 A(0)
0 A(0)
][
ϕ1(0)
ϕ2(0)
]
+
[
L(0)ϕ
H(0, ϕ)+L(0)ϕ
]
+
[
f (0)
f (0)+G′(0)
])
=
[
A(0)[ϕ(0)+ ∫ 0−∞ k(0, θ, ϕ(θ)) dθ ] +L(0)ϕ + f (0)
A(0)[ϕ(0)+ ∫ 0−∞ k(0, θ, ϕ(θ)) dθ ] + k(0,0, ϕ(0))+L(0)ϕ + f (0)+G′(0)
]
=
[
ϕ′1(0)′
]
∈ D ×D.ϕ2(0)
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w′0 ∈ P × P , 
w′0(0) ∈ D × D and 
w′0(0) = 
A(0) 
ϕ(0) + 
L(0)ϕ + 
f (0) ∈ D × D. Hence,
Eq. (3.5) has a unique strict solution 
w on [0, T ] by Theorem 3.3. On the other hand, we rewrite
Eq. (3.5) in the following component form
u′(t) = A(t)w(t)+L(t)ut + f (t),
w′(t) = A(t)w(t)+
t∫
0
D1k
(
t, θ, u(θ)
)
dθ + k(t, t, u(t))+L(t)ut + f (t)+G′(t)
= u′(t)+ d
dt
t∫
−∞
k
(
t, θ, u(θ)
)
dθ.
Since w(0) = ϕ2(0) and ϕ(0) = u(0), it follows that w(t) = u(t) +
∫ t
−∞ k(t, θ, u(θ)) dθ . So, u
is the unique strict solution to Eq. (3.4) on [0, T ]. 
Remark 3.7. We can transform Eq. (1.4) into Eq. (3.4) by setting L(t)ut := N(t)ut (0).
4. Applications
In this section, the results in previous section will be applied to some partial differential equa-
tions.
Example 1. We consider⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ut (t, x)+ a(t, x)ux(t, x)+
t∫
0
b(t, s)ux(s, x) ds
+ c(t, x)u(t − τ, x) = f (t, x), t ∈ I, x ∈ J a.e.,
u(t, x) = ϕ(t, x), t ∈ (−∞,0], x ∈ J a.e.,
u(t,0) = u(t, l), t ∈ I,
(4.1)
where l > 0, I = [0, T ], J = [0, l], τ > 0 is a fixed real number, a, c, f : I × J → R and
b :Δ(0, T ) → R. In [13], the authors studied the existence and uniqueness of solutions to
Eq. (4.1) when b = 0 and c = 0. The similar results will be found by Theorem 3.3.
In this example, the following two Banach spaces of functions should be used.
(i) X := L∞(J,R) endowed with the essential supnorm ‖ · ‖∞.
(ii) D := Lip(J ) := {u :J → R; sup0x<yl |u(x)−u(y)||x−y| < ∞, u(0) = u(l)} endowed with
norm ‖u‖∞ + ‖u′‖∞.
It is well known that the closure of D in X is equal to C(J ) := {u :J → R; u ∈ C(J,R),
u(0) = u(l)}. Before choosing the phase space, the following theorem is recalled.
Theorem 4.1. [5] Let (Y,‖ · ‖Y ) be a Banach space and let γ > 0 be a fixed number. Suppose
that the P denotes the space P := {φ : (−∞,0] → Y ; limθ→−∞ eγ θφ(θ) ∈ Y } endowed with
the norm ‖φ‖P := sup0θ eγ θ‖φ(θ)‖Y , then P satisfies assumptions (A1), (A2), (B) and (C).
148 J.-C. Chang / J. Math. Anal. Appl. 331 (2007) 137–151So, we let P be the phase space {φ : (−∞,0] → X; limθ→−∞ eγ θφ(θ) ∈ X} endowed with
the norm ‖φ‖P := sup0θ eγ θ‖φ(θ)‖∞ for a fixed γ > 0 . Next, we set the following assump-
tions.
(1a) Define a(t)(x) := a(t, x) for t ∈ I , x ∈ J and in the same way for u, c, f, and ϕ. Further-
more, a ∈ C1(I,X) and there is a β > 0 such that
β−1  a(t, x) < β (4.2)
for t ∈ I and x ∈ J a.e.
(1b) b(·,·) ∈ C1(Δ(0, T ),R).
(1c) c(·) ∈ C1(I,X) and f (·) ∈ W 1,1(I,X).
(1d) ϕ ∈ C1((−∞,0],X), limθ→−∞ eγ θ‖ϕ(θ, ·)‖∞ and limθ→−∞ eγ θ‖ ∂∂θ ϕ(θ, ·)‖∞ exist.
ϕ(0) ∈ D and −a(0, ·) ∂
∂x
ϕ(0, ·)− c(0, ·)ϕ(−τ, ·)+ f (0, ·) ∈ C(J ).
Under assumption (1a), we define A(t) : D → X by (A(t)φ)(x) = −a(t, x)φ′(x) for x ∈ J a.e.,
φ ∈ D and t ∈ I . Furthermore, we define B : D → X by (Bφ)(x) = φ′(x) for x ∈ J a.e. and
φ ∈ D. It is easy to see that B ∈ B(D,X). So, Eq. (4.1) is equivalent to⎧⎪⎪⎨
⎪⎪⎩
u′(t) = A(t)u(t)+
t∫
0
K(t, s)Bu(s) ds +L(t)ut + f (t), t ∈ I,
(
u(t)
)
(x) = (ϕ(t))(x), t ∈ (−∞,0], x ∈ J a.e.,
(4.3)
where K(·,·) := −b(·,·) and L(t)ut := −c(t)u(t − τ).
Theorem 4.2. Suppose that the assumptions (1a), (1b), (1c) and (1d) hold, then Eq. (4.3) admits
a unique strict solution on I .
Proof. In [13], the authors has shown that X, D and A(·) satisfy the assumption (H4). Fur-
thermore, from the assertions (1b), (1c) and definition of B , it is easy to see that assumptions
(D1), (D2) and (D4) are satisfied. From (1d), it follows that ϕ,ϕ′ ∈ P with ϕ(0) ∈ D and
A(0)ϕ(0)+L(0)ϕ + f (0) ∈ D. So, the conclusion is deduced from Theorem 3.3. 
Example 2. Let τ  0 be a fixed number. Let us look at the following system:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ρ(t, x)utt (t, x)+ k(t, x)ut (t − τ, x) = Ψx(t, x)+ f (t, x),
Ψ (t, x) = E(t, x)ux(t, x)+
t∫
−∞
b(t, s)ux(s, x) ds, (t, x) ∈ I × J,
u(t,0) = u(t,1) = 0, t ∈ I,
u(s, x) = ϕ(s, x), (s, x) ∈ (−∞,0] × J,
(4.4)
where I = [0, T ], J = [0,1], ρ, k, Ψ, E and b are real-valued functions. The case τ = 0 has
been studied in [11].
Suppose that C(J ) is the space of all continuous real-valued functions on J endowed with the
supnorm ‖ · ‖∞. Let X be the Banach space C(J )×C(J ) endowed with the norm ‖(φ,ψ)‖ :=
max{‖φ‖∞,‖ψ‖∞}. Next, let D be the Banach space D := {(φ,ψ); φ,ψ ∈ C1(J ), ψ(0) =
ψ(1) = 0} endowed with the norm
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D
= ∥∥(φ,ψ)∥∥+ ∥∥(φ′,ψ ′)∥∥.
Note that the closure D of D in X is equal to {(v,w); v,w ∈ C(J ), w(0) = w(1) = 0}.
Now, we should apply Theorem 3.6 to solve Eq. (4.4). The following assumptions are needed.
(2a) ρ(t, ·),E(t, ·) ∈ C1(J ), t ∈ I , with ρ(t, x),E(t, x) > 0. There is a constant α1 > 0 with
α−11  ρ(t, x), E(t, x), ρx(t, x) α1, (t, x) ∈ I × J . For any x ∈ J and t ∈ I , t 	→ E(t,x)ρ(t,x)
is nondecreasing in t . There is a constant α2 such that
max
(t,x)∈I×J
{
Ex(t, x)
ρ(t, x)
,
√
E(t, x)
ρ(t, x)
(
∂
∂x
√
ρ(t, x)
E(t, x)
)}
 α2 < 1.
(2b) (t, s) 	→ ∂2
∂t2
b(t,s)
E(t,·) ∈ C(Δ(−∞, T ),C(J )) and t 	→ b(t,t)E(t,·) ∈ C1(I,C(J )).
(2c) t 	→ k(t,·)
ρ(t,·) ∈ C1(I,C(J )) and t 	→ f (t,·)ρ(t,·) ∈ W 1,1(I,C(J )).
We also choose the phase space P defined by {φ : (−∞,0] → X; limθ→−∞ eγ θφ(θ) ∈ X} with
the norm ‖φ‖P := sup0θ eγ θ‖φ(θ)‖∞ for a fixed γ > 0. Suppose that u(t)(·) := u(t, ·) and in
the same way for E, ρ, k, f . Suppose that the conditions (2a)–(2c) hold, then we can define
A(t) :D → X,
A(t)
[
φ
ψ
]
:=
[
0 ∂x
E(t)
ρ(t)
∂x + Ex(t)ρ(t) 0
][
φ
ψ
]
,
K(t, s) :X → X,
K(t, s)
[
φ
ψ
]
:=
[ b(t,s)
E(t)
0
0 0
][
φ
ψ
]
,
and
L(t) :P → X,
L(t)
[
φ
ψ
]
:=
[
0
−k(t)
ρ(t)
ψ(−τ)
]
for t ∈ I and (t, s) ∈ Δ(0, T ). Suppose that u ∈ C1(I × J ), ϕ ∈ C1((−∞,0] × J,R) and set
v(t)(·) := ∂
∂x
v(t, ·), w(t)(·) := ∂
∂t
u(t, ·).
Using the similar arguments in [11], Eq. (4.4) is equivalent to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
d
dt
[
v(t)
w(t)
]
= A(t)
{[
v(t)
w(t)
]
+
t∫
−∞
K(t, s)
[
v(s)
w(s)
]
ds
}
+L(t)
[
vt
wt
]
+
[
0
f (t)
ρ(t)
]
, t ∈ I,
[
v(t)
w(t)
]
=
[ ∂
∂x
ϕ(t, ·)
∂
∂t
ϕ(t, ·)
]
, t ∈ (−∞,0].
(4.5)
Define C(J ) := {ψ ∈ C(J ); ψ(0) = ψ(1) = 0}.
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ing conditions hold.
(2d) t 	→ ∂
∂t
ϕ(t, ·), t 	→ ∂
∂x
ϕ(t, ·) ∈ C1((−∞.0],C(J )),
lim
θ→−∞ e
γ θ sup
0ξ1
∣∣∣∣ ∂2∂θ2 ϕ(θ, ξ)
∣∣∣∣ and limθ→−∞ eγ θ sup0ξ1
∣∣∣∣ ∂2∂θ∂ξ ϕ(θ, ξ)
∣∣∣∣
exist.
(2e) s 	→ b(t,s)
E(t,·)
∂
∂x
ϕ(s, ·), s 	→ [ ∂
∂t
b(t,s)
E(t,·) ] ∂∂x ϕ(s, ·) and s 	→ [ ∂
2
∂t2
b(t,s)
E(t,·) ] ∂∂x ϕ(s, ·) belong to
L1((−∞,0],C(J )) for each t ∈ I .
(2f) ∂
∂x
ϕ(0, ·)+ ∫ 0−∞ b(0,s)E(0,·) ∂∂x ϕ(0, ·) ds ∈ C1(J ), ∂∂t ϕ(0, ·) ∈ C1(J )∩C(J ).
(2g) ∂2
∂t∂x
ϕ(0, ·) = ∂2
∂x∂t
ϕ(0, ·) ∈ C(J ),
∂2
∂t2
ϕ(0, ·) = E(0, ·)
ρ(0, ·)
∂
∂x
{
∂
∂x
ϕ(0, ·)+
0∫
−∞
b(0, s)
E(0, ·)
∂
∂x
ϕ(0, ·) ds
}
+
∂
∂x
E(0, ·)
ρ(0, ·)
{
∂
∂x
ϕ(0, ·)+
0∫
−∞
b(0, s)
E(0, ·)
∂
∂x
ϕ(0, ·) ds
}
+ −k(0, ·)
ρ(0, ·)
∂
∂x
ϕ(−τ, ·)+ f (0, ·)
ρ(0, ·) ∈ C(J ).
Then Eq. (4.5) admits a unique strict solution on I .
Proof. We show that the all assumptions in Theorem 3.6 are satisfied. In [11], the author has
shown that X, D and A(·) satisfy hypothesis (H4). Assumptions (D2)–(D4) can be deduced from
assertions (2c) and (2d). The rest of proof is to show the assumptions (i)–(iv) of Theorem 3.6 are
satisfied. By assertion (2b), (i) and (ii) are satisfied. Moreover, (iii) follows from assertion (2e).
Finally, assertions (2b), (2d), (2e), (2f) and (2g) imply (iv) is true. 
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