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ABSTRACT 
The work of Adams, Karp and Miller, Luconi, and Rodriguez o n  
formal models f o r  p a r a l l e l  computations and computer systems i s  
reviewed. A genera l  d e f i n i t i o n  of a p a r a l l e l  schema i s  given so t h a t  
the  similari t ies and d i f f e rences  of the  models can be discussed. 
Primary emphasis i s  on the  con t ro l  s t r u c t u r e s  used t o  achieve p a r a l l e l  
opera t ion  and on p r o p e r t i e s  of t h e  models such a s  determinacy and 
equivalence.  Decidable and undecidable p rope r t i e s  a r e  summarized. 
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INTRODUCTION 
I n  recent  years, a number of  ar t ic les  have appeared i n  the  l i t e r a -  
t u r e  which may be grouped under t h e  c l a s s i f i c a t i o n ,  models of  p a r a l l e l  
computing. These papers represent  e f f o r t s  t o  formalize i n t u i t i v e  notions 
of p a r a l l e l  computer systems, such as mult iprocessor  systems and systems 
wi th  mul t ip l e  func t iona l  un i t s ,  and a l s o  p a r a l l e l  computations, which 
represent  a lgori thms f o r  so lv ing  mathematical problems such as the  
m u l t i p l i c a t i o n  of two matr ices .  Of p a r t i c u l a r  i n t e r e s t  i n  t hese  s t u d i e s  
are t h e  na ture  of t h e  con t ro l  s t r u c t u r e s  which determine when opera t ions  
i n  a system or computation a r e  performed and t h e  p rope r t i e s  and char- 
acteristics of t he  models which r e s u l t  i n  co r rec t  operat ion.  
The operat ion of a p a r a l l e l  computer system O r  the  execution 
of a p a r a l l e l  computation can be charac te r ized  i n  t h e  following way. 
F i r s t  t h e  system or computation must be defined and the i n i t i a l  
condi t ions  given. Operators produce changes i n  a da t a  base. More 
than one opera tor  may be being executed a t  a given t ime. When the  
execut ion of each opera tor  is  completed, i t  may be poss ib le  t o  execute 
o t h e r  opera tors .  A computation or system terminates  i t s  operat ion 
when t h e  execution of a l l  opera tors  t h a t  a r e  capable of being executed 
i s  completed. The t i m e  required t o  execute each opera tor  is  assumed 
t o  be unbounded but f in i t e . ,  
In  t h i s  paper,  only a po r t ion  of t h e  cur ren t  research i n  p a r a l l e l  
computing is  discussed i n  any d e t a i l .  W e  cons ider  the  work of Adams 
[l, 21, Karp and Mi l l e r  [ 13, 14, 15 1 ,  Luconi [ 16, 17, 18 1,  and 
Rodrigues [ 34 ] Adams' work i s  an extension of t h e  model of Karp 
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and Miller descr ibed i n  [ 13 1. Adams' model i s  intended t o  descr ibe 
p a r a l l e l  computations and not computer systems. The work of Karp and 
Miller on p a r a l l e l  program schemata extends work of Ianov [ 11, 12, 35 ] 
on sequen t i a l  schemata t o  the  p a r a l l e l  case. The emphasis here  i s  a l s o  
on t h e  desc r ip t ion  of p a r a l l e l  computations. Rodriguez' work uses  
concepts from Mul l e r ' s  theory of speed independent c i r c u i t s  [ 30, 31 ] 
t o  develop a model f o r  p a r a l l e l  computations. Luconi's model extends 
t h e  work of Rodriguez and earlier work by Van Horn [ 39 ] and emphasizes 
t h e  desc r ip t ion  of computer systems. 
Ear ly  cont r ibu t ions  t o  the theory of p a r a l l e l  computation a r e  the  
work of Holt [ 8 1, P e t r i  [ 32, 33 1, and McNaughton [ 28 1. 
work, i n  p a r t i c u l a r  h i s  concept of P e t r i  nets ,  has s t rongly  inf luenced 
more recent  work by Bolt  [ 9 1, P a t i l  [ 3la 1, and Shapiro [ 37 3. 
The work of Karp and Miller on program schemata has been extended by 
S lu t z  
extension of t he  work by Ianov. Es t r in ,  Martin and o the r s  a t  t h e  
Universi ty  of Ca l i fo rn ia  a t  Los Angeles [ 4, 23, 24, 25, 26, 27 ] have 
developed a model which i s  used mainly f o r  the  determination of schedules 
f o r  computations i n  a mult iprocessor  environment. Bredt and McCluskey 
[ 5 ] have appl ied  flow tables introduced by Huffman [ 10 ] t o  descr ibe  
t h e  con t ro l  of p a r a l l e l  processes  and i n  p a r t i c u l a r  t he  con t ro l  require- 
ments f o r  t h e  mutual exclusion or i n t e r lock  problem. Ashcroft and 
P e t r i ' s  
38 1. Rutledge [ 36 1 has developed a model which is  another 
Manna [ 3 ] have def ined a model for p a r a l l e l  computations which appl ies  
proof procedures of formal l o g i c  and is  based on e a r l i e r  work by Floyd 
[ 6 ] and Manna [ 19, 20, 21, 22 1. It is  hoped t h a t  i n  a f u t u r e  vers ion 
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of t h i s  paper an in t eg ra t ed  desc r ip t ion  of t he  papers mentioned i n  t h i s  
paragraph can be given. 
BASIC CONCEPTS 
Consider t he  da t a  base f o r  a computation as a set of va r i ab le s .  
By a computation, w e  mean t h e  opera t ion  of a computer s y s t e m  or t h e  
execut ion of a p a r a l l e l  algorithm. A computation i s  s a i d  t o  be 
determinate or completely func t iona l  i f  t h e  sequence of values  assoc- 
i a t e d  wi th  each v a r i a b l e  i n  the  d a t a  base i s  unique. Determinate comp- 
u t a t i o n s  are considered des i r ab le  although i n t u i t i v e l y  it i s  poss ib l e  
t o  have a co r rec t  r e s u l t  even though t h e  intermediate  value sequences 
a r e  not  unique. Two computations wi th  the  same da ta  base are s a i d  t o  
be equivalent  if both r e s u l t  i n  t h e  same s e t  of value sequences for 
each va r i ab le  i n  the  da t a  base.  
There have been two fundamentally d i f f e r e n t  approaches taken i n  
the  s tudy of p a r a l l e l  computing. The f i r s t  def ines  a model i n  which 
i t  can be proved t h a t  every computation which i s  represented i n  the  
model i s  determinate.  
and Adams [ 1, 2 1. 
- 
This approach i s  used by Karp and Mi l l e r  [ 13 ] 
Adams proves t h a t  every computable func t ion  
(every func t ion  which can be computed by a Turing machine) can be 
represented i n  h i s  model. This  i s  not t r u e  f o r  t he  model of Karp and 
Miller i n  which data-dependent dec is ions  or condi t iona l  branches 
based on t h e  va lues  of va r i ab le s  i n  the  da t a  base a r e  not allowed. 
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The second approach used is based on the definition of a model o r  
schema in which not all computations are determinate. One theoretical 
result is the determination of a set of conditions which re sufficient 
to guarantee that a given computation will be determinate. In addition 
it can also be shown that under certain conditions either it is o r  it is 
not possible to give procedures to test if an arbitrary computation is 
determinate o r  if two arbitrary computations are equivalent. 
One might well ask why there is interest in such theoretical proper- 
ties of these models. One reason is that the conditions either implicit 
in the definition of the model itself o r  imposed to achieve determinate 
operation may give valuable insight which can be used in the design of 
future systems. Control techniques used to enable operations may also 
be of interest and questions about equivalence are important when trans- 
forming representations of computations in the interest of economization 
o r  optimization. 
GENERAL DEFINITION OF A PROGRAM SCHEMA 
In this section, a general definition of a model for parallel 
computation called a program schema is given, This definition is 
then modified and extended to describe the models of Adams, Karp and 
Miller, Luconi, and Rodriguez. 
Def in i t i on  1 : 
A program schema or schema A is  def ined by a t r i p l e  
A = ( My A, C )  
A = { a y b y e . , , c }  
C ( t o  be def ined)  
a set of va r i ab le s  
a set of opera tors  (opera t ions)  
a con t ro l  
a9 Each opera tor  a has  an input  set I I C My and an output set 0 ay a - 
0 C M. a -  
Associated wi th  each schema is an i n t e r p r e t a t i o n  def ined a s  
fol lows.  
Def in i t i on  2: 
An i n t e r p r e t a t i o n  i s  def ined by 
1. For each va r i ab le  xi9 a domain Di of values  which 
t h e  va r i ab le  may assume. 
2. For each opera tor  a, two func t ions  
: a computation func t ion  which maps values  assoc ia ted  
wi th  the  va r i ab le s  i n  the  input  set I i n t o  values  
f o r  the  v a r i a b l e s  i n  t h e  output s e t  0 e 
Fa 
a 
a 
6 
Ga: a decision-making func t ion  (not  e x p l i c i t  i n  a l l  
models). The output  of t h i s  func t ion  i s  used by 
t h e  cont ro l  por t ion  of t h e  schema t o  determine 
which opera t ions  may be performed next. 
3. The i n i t i a l  va r i ab le  values .  
r t i a l  i n t e r p r e t a t i o n  i s  defined by 1 and 2 above, but not 3. 
Def in i t i on  3: 
A var i ab le  h i s t o r y  h i s  def ined t o  be t h e  sequence of i 
va lues  assoc ia ted  wi th  t h e  va r i ab le  xi during a computation. 
Def in i t ion  4: 
A schema h i s t o r y  H i s  the  n-tuple <hl,h2,...,h > n 
cons i s t ing  of the v a r i a b l e  h i s t o r i e s  for var i ab le s  x1,.*.,x . n 
Using these  de f in i t i ons ,  i t  i s  poss ib l e  t o  g ive  a more p r e c i s e  
F i r s t ,  w e  def ine  t h e  term as i t  is  used by d e f i n i t i o n  of determinacy. 
Karp and Miller i n  t h e i r  papers on p a r a l l e l  program schemata [ 14, 15 1. 
Def in i t i on  5 :  
A schema A i s  s a i d  t o  be determinate i f  and only if each 
i n t e r p r e t a t i o n  resufits i n  a unique schema h i s to ry .  
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The following d e f i n i t i o n  w i l l  a l s o  be used. The phrase " p a r t i a l l y  
i n t e r p r e t e d  schema" r e f e r s  t o  a schema toge ther  with a p a r t i a l  in te rp-  
re t  a t  ion.  
Def in i t i on  6: 
A p a r t i a l l y  i n t e r p r e t e d  schema d i s  s a i d  t o  be 
determinate  (completely func t iona l )  i f  and only i f  each 
set of i n i t i a l  v a r i a b l e  values  r e s u l t s  i n  a unique schema 
h i s t o r y  e 
I n  the  work of Karp and Miller on schemata, t he  r e s u l t s  of a 
computation must be determinate i n  t h e  sense of Def in i t ion  5 .  This 
is d i r e c t l y  analogous t o  mathematical l o g i c  where theorems which a r e  
are v a l i d  must be t r u e  under every poss ib l e  i n t e r p r e t a t i o n  [ 29 3 .  
\ 
Def in i t i on  6 corresponds more t o  our  i n t u i t i v e  not ion  of a computation 
i n  which not only t h e  s t r u c t u r e  of the  computation i s  known but a l s o  
the  func t ions  which def ine  t h e  opera t ions  i n  t h e  computation as w e l l .  
To i l l u s t r a t e  these  concepts, let  us  consider  a few simple examples 
expressed, not i n  terms of schemas, but i n  terms of ALGOL-like programs 
wi th  which most readers  should be more f a m i l i a r .  A sequent ia l  program 
i s  shown i n  Table 1. I f  t h e  i n i t i a l  value f o r  v a r i a b l e s  ug x, and y 
is  0 and t h e  i n i t i a l  value f o r  v i s  3, t h e  va r i ab le  h i s t o r i e s  f o r  u, vg 
x, and y during t h e  execut ion of t h i s  program are 
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Table 1. Example of a Sequent ia l  Program 
begin i n t e g e r  u9 v9 x9 y; 
x := u;  
y := v ;  
i t e r :  x := x + 1; 
y := y - 1; 
i f  y # u then go t o  i t e r  
end . 
9 
h = < O >  
U 
h v = < 3 >  
h = < 0, 1, 2 ,  3,  > 
X 
h = < 0, 3, 2, 1, 0 > 
Y 
I n  genera l  if a, B, y, and 6 are arb i t ra ry  in t ege r s  which represent  
t he  i n i t i a l  values  f o r  va r i ab le s  u, v, x, and y, respec t ive ly ,  then 
h = < a >  
U 
h v = < B >  
and, i f  a < B, then 
That is, i f  a < p., a l l  v a r i a b l e  h i s t o r i e s  are f i n i t e  and i f  a > 8, 
the v a r i a b l e  h i s t o r i e s  f o r  x and y are i n f i n i t e  and the execution of 
t he  program never terminates .  However, i n  each case, the va r i ab le  
h i s t o r i e s  are unique and the execut ion of t h e  program can be said t o  
be determinate.  
- .  
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A second example is  shown i n  Table 2. The reserved words "parbegin" 
and "parend" designate  blocks of s ta tements  exac t ly  as do "begin" and 
"end"; however, a l l  s ta tements  w i th in  a block defined by "parbegin" and 
parend" may be executed concurrently.  This  extension t o  ALGOL has been 11 
proposed by D i j k s t r a  [ 5a 1. 
and y := v may be executed concurrent ly  and the  s ta tements  x := x .p 1 
and y := y - 1 may also be executed concurrent ly .  I n  both cases, t h e  
execut ion of one s ta tement  cannot a f f e c t  t h e  execution of t he  o the r .  
The execut ion of t h e  program i n  Table 2 is a l s o  determinate f o r  a l l  
poss ib l e  i n i t i a l  values f o r  t h e  va r i ab le s  and t h e  va r i ab le  h i s t o r i e s  
are the  same as those  f o r  t h e  program of Table 1. In  t h e  sense t h a t  
every poss ib l e  set of i n i t i a l  values  r e s u l t s  i n  i d e n t i c a l  va r i ab le  
h i s t o r i e s  f o r  t he  two programs, these  programs can be s a i d  t o  be 
equiva len t .  
In  t h i s  program, t h e  s ta tements  x := u 
A t h i r d  example is shown i n  Table 3. The execution of t h i s  
program is  not determinate if t h e  i n i t i a l  value f o r  u is  less than 
the i n i t i a l  value f o r  v. This  follows because the va r i ab le  h i s t o r y  h 
depends on t h e  rate a t  which t h e  s ta tements  i n  block b2 are executed. 
Suppose u)  xg and y are i n i t i a l l y  0 and v has t h e  value 2. Some of the  
poss ib l e  v a r i a b l e  h i s t o r i e s  f o r  x are: 
X 
h = < 0 ,  1, 2 ,  3 ,  4 > 
X 
h = < 0 ,  1, 2 ,  > x 
If the  t i m e  t o  execute t h e  s ta tements  i n  b2 i s  unbounded, t he  number of 
poss ib le  h i s t o r i e s  f o r  t he  va r i ab le  x is  a l s o  unbounded. 
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Table 2. Example of a Program With Concurrent Statement Execution 
begin i n t e g e r  u, v, x, y ;  
parbegin 
x := u; 
y := v; 
p arend ; 
i ter :  parbegin 
x := x + 1; 
y := y - 1; 
p arend ; 
i f  y # u then go t o  i t e r  
12 
Table 3. Another Example 
begin in t ege r  ug vg x9 y; 
parbegin 
x := u; 
y := v; 
parend ; 
parbeg i n  
b l  : begin 
i ter l :  x := x + 1; 
if y # u then go t o  i t e r l  
end; 
b2 : begin 
i t e r 2 :  y := y - 1 ;  
if y # u then go t o  i t e r 2  
end 
parend 
end 
These t h r e e  examples represent  " p a r t i a l l y  interpreted ' '  programs 
i n  t h e  sense t h a t  t h e  opera t ions  performed by each statement are 
spec i f i ed .  
shown i n  Table 4. 
g ives  t h e  value "true" o r  " f a l se" .  
determinate opera t ion  r equ i r e s  t h a t  unique va r i ab le  h i s t o r i e s  must be 
An "uninterpreted" program f o r  t h e  example of Table 2 i s  
The symbol p represents  a p red ica t e  func t ion  which 1 
I n  the  sense of Def in i t ion  5 ,  
obtained for every poss ib l e  choice of t h e  func t ions  f 1 9  f29 f 3 9  f4.' and 
1' t h e  p red ica t e  p 
CONTROL STRUCTURES 
I n  t h i s  sec t ion ,  w e  consider  t h e  form of t h e  con t ro l  used t o  
permit t h e  i n i t i a t i o n  and terminat ion of t he  opera t ions  i n  a schema. 
For t h e  present ,  1st us consider  t h e  v a r i a b l e s  i n  a schema t o  be cells 
i n  a memory or r e g i s t e r .  
Rodriguez 
Rodriguez [ 34 ] assoc ia t e s  s t a t u s  information wi th  each var iab le .  
The s t a t u s  information s p e c i f i e s  whether a va r i ab le  i s  - i d l e  (0),  
ready (l), disabled  (-1)9 or blocked (2). 
G of Def in i t ion  2 may be considered t o  map t h e  s t a tus  values  assoc ia ted  
wi th  t h e  input  set and output  set for an opera tor  a i n t o  new s t a t u s  
I n  t h i s  model the  func t ion  
a 
values .  An example is shown i n  Fig. 1 where square boxes represent  
14 
Table 4. Uninterpreted Version of the Program i n  Table 2 
begin integer u, vJ x, y; 
parbegin 
y := f2(v) ;  
parend; 
iter: parbegin 
x := f3(x) ;  
Y := f q ( Y ) ;  
parend; 
if p ( u J y )  then go t o  iter 1 
end e 
1 X 
: x x x x  Ga 1 2 3 4- 
1 1 0  0 ---0 0 1 1 
Figure 1. Example of a change i n  s t a t u s  information. 
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v a r i a b l e s  and c i r c l e s  represent  opera tors  I n  t h i s  example, s t a t u s  
values  f o r  t h e  input  v a r i a b l e s  are changed t o  0 and t h e  s t a t u s  values  
f o r  t he  output v a r i a b l e s  are changed t o  1 when opera tor  a is  executed. 
This  i s  not  a coincidence. 
dependent decis ions,  t h i s  i s  t h e  mechanism used t o  determine wnen 
a p a r t i c u l a r  opera t ion  i s  e l i g i b l e  f o r  i n i t i a t i o n .  That is, the  
s t a t u s  of a l l  input  v a r i a b l e s  must be 1 (ready)  and t h e  s t a t u s  of a l l  
output  v a r i a b l e s  must be 0 ( i d l e ) .  
the s t a t u s  of a l l  input  va r i ab le s  is  changed t o  0 and t h e  s t a t u s  of 
output v a r i a b l e s  t o  1. Thus an opera t ion  may not  be performed a second 
t i m e  u n t i l  o t h e r  opera t ions  are performed which change the  s t a t u s  values  
of the  va r i ab le s  i n  t h e  input  set t o  1 and t h e  s t a t u s  of va r i ab le s  i n  
t h e  output set t o  0. This con t ro l  technique has been borrowed from 
P e t r i  32, 33 3. The 1 s t a t u s  values  correspond t o  the  "stones" or 
' 'tokens" which determine when the  events  i n  a P e t r i  ne t  may occur. 
In  t h e  Rodriguez model, ope ra to r s  must be chosen from seve ra l  
I n  f a c t ,  w i t h  t he  exception of data- 
When t h e  opera t ion  is performed, 
bas i c  ope ra to r  types.  Computations wi th  data-dependent dec is ions  
and i t e r a t i o n  can be represented but procedures and recurs ion  cannot 
be described. Some but not a l l  of t h e  opera tor  types Rodriguez has 
proposed w i l l  now be described. 
1. Input Operator 
The func t ions  F and G are not def ined  f o r  t h i s  opera tor .  I t  
i s  used only t o  provide input  data f o r  t he  model. The s t a t u s  
of a v a r i a b l e  which i s  only i n  the  output  set of input  
ope ra to r s  is  assumed t o  be i n i t i a L l y  equal  t o  1 t o  i n d i c a t e  
t h a t  t h e  v a r i a b l e  i s  ready f o r  use.  
2. Output Operator 
The func t ion  F is  not def ined for an output  opera tor .  The 
func t ion  G changes t h e  s t a t u s  va lues  as def ined below. 
G: 
1--0 
-1 --.b 0 
Thus, i f  ready o r  disabled s t a t u s  i s  a s soc ia t ed  wi th  an 
input  va r i ab le ,  t h e  s t a t u s  is changed t o  i d l e .  
39 FuiJction Operator X .  X .  
I f  a l l  input  v a r i a b l e s  have ready s t a t u s  and t h e  output 
v a r i a b l e  has  i d l e  s t a t u s ,  the  func t ion  F ope ra t e s  on t h e  
va lues  f o r  t h e  input  v a r i a b l e s  x and x t o  produce a 
new value for t h e  output  v a r i a b l e  x The G func t ion  
- i  j 
k’  
changes s t a t u s  values  f o r  x x and x as  defined below. 
i’ J’ k 
G: x x x  
i j k  
1 1 0 - 0 0 1  
1-1 0 0 Q-1 
-1 1. 0 - 0 0-1 
-1-1 0 - 0 0-1 
The funct ion  opera tor  inay have many input  v a r i a b l e s  but 
only one output  va r i ab le .  
if 4. I d e n t i t y  Operator 
If t h e  input  v a r i a b l e  has ready s t a t u s  and a l l  output 
v a r i a b l e s  have i d l e  s t a t u s ,  t h e  value of t h e  input v a r i a b l e  
is  copied by t h e  func t ion  F t o  t h e  output  va r i ab le s .  The 
G funct ion i s  def ined below. G: x . x . ~  i j k  
1 0  0 - 0  1 1  
-1 0 0- 0-1-1 
1 
5 .  S e  le c t o r  Operator 
X 
j k 
X 
Each selector ope ra to r  has  an a s soc ia t ed  p red ica t e  func t ion  p 
which t e s t s  the  input  v a r i a b l e  va lues .  A s e l e c t o r  opera tor  
may have more than  one input  v a r i a b l e .  
the input  value t o  x i f  p i s  t r u e  and x i f  p is  f a l s e .  
The G func t ion  is def ined below. 
The F func t ion  copies  
* 
k 3 
G: x . x . ~  
1 J k  
0-1 1 
o 1-1 
i f  p ( x . )  is  t r u e  
i f  p(xi)  i s  f a l s e  
1 
1 0  0-- 
-1 0 0 - 0-1-1 
6. Loop Junc t ion  Operator 
X 
P 
X r 
X 
q 
X 
S 
The loop junc t ion  ope ra to r  i s  used t o  i n i t i a t e  an i t e r a t i v e  
computation. The input  v a r i a b l e  wi th  l i n e  l a b e l l e d  I suppl ies  
the i n i t i a l  value f o r  t h e  i t e r a t i o n .  The v a r i a b l e  wi th  l i n e  
l a b e l l e d  S supp l i e s  t h e  value on subsequent or "feedback" 
i t e r a t i o n s .  The output  v a r i a b l e  wi th  l a b e l  LO must be the  
* This  i s  not how Rodriguez def ined h i s  s e l e c t o r  opera tor .  H i s  -
o p e r a t o r  does not  copy the d a t a  values .  The above form i s  used 
t o  s i m p l i f y  the desc r ip t ion  of the i t e r a t i o n  example which fo l lows .  
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i npu t  t o  a loop output  operator .  The F funct ion assoc ia ted  
w i t h  t h e  loop junc t ion  ope ra to r  talres t h e  value present  for 
t h e  I or S v a r i a b l e  and passes  it t o  t h e  output v a r i a b l e  x 
s9 
i f  proper  s t a t u s  values  are p resen t .  The s t a t u s  t r a n s i t i o n s  
f o r  a loop j u n c t i o n  o p e r a t o r  are given below. 
G: x l t x x  F: 
P q r s  
1 0 0 0-- 2 0 2 1 x := x 
1 1  0 0-2 1 2  1 x := x 
1-1 0 0-2 1 2 . 1  x := x 
S P 
S P 
S P 
-l 0 0 0--- 2 0 2-1 
-1 1 0  0- 2 1 2 - 1  
-1-1 0 0- 2-1 2-1 
2 1 0  0-2  0-1 1 
2-1 0 0-0 0 1 0  
7. Loop Output Operator 
X i 
x := x 
S 4 
The inpu t  v a r i a b l e  wi th  l i n e  l a b e l l e d  LO must be t h e  LO 
ou tpu t  of a loop j u n c t i o n  ope ra to r .  
G: x x x  i j k  
1 1  o - - o o  1 
1-1 0 - 0 0-1 
-1 1 0 -- 2 0 0 
-1-1 0 - 2 0 0 
2 1 0 - 0 1 0  
2-1 0--.-0-1 0 
F: 
x :=.x 
k j 
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To i l l u s t r a t e  t h e  use  of t hese  operators ,  an example of  a simple 
i t e r a t i v e  computation, shown i n  Fig.  2, w i l l  be described. The two 
ALGOL s ta tements  descr ibe  the  computation performed. In  Fig. 3, 
opera tors  are jo ined  d i r e c t l y  by arcs and t h e  boxes represent ing va r i ab le s  
are omitted f o r  c l a r i t y .  S t a t u s  values  are given by t h e  l a b e l s  on each 
a rc .  The  i n i t i a l  s t a t u s  values  a r e  shown i n  Fig. 3a. Fig.  3b shows 
the  s t a t u s  values  a f t e r  t h e  f i r s t  execution of the  loop junc t ion  opera tor .  
The  s t a t u s  of t he  i n i t i a l  value va r i ab le  has been changed t o  2, which 
blocks f u r t h e r  e n t r y  t o  the loop junc t ion  u n t i l  t he  i t e r a t i o n  i s  complete. 
T h e  loop junc t ion  opera tor  copies  the  i n i t i a l  da t a  value, i n  t h i s  case 1, 
i n t o  t h e  v a r i a b l e  which i s  the input  t o  t h e  func t ion  operator .  The 
func t ion  opera tor  i s  executed next.  I t  s u b t r a c t s  one from t h e  input  
v a r i a b l e  value and p laces  the  new value i n  i t s  output va r i ab le .  The 
s e l e c t o r  opera tor  may now be executed. The s t a t u s  values  a f t e r  t he  
execut ion of t h e  s e l e c t o r  are shown i n  Fig. 3c. The s e l e c t o r  opera tor  
r ead ie s  t h e  feedback input  t o  the loop junc t ion  and d i sab le s  the  input  
va r i ab le  f o r  t he  loop output opera tor .  The loop output opera tor  must 
be executed next and the  s t a t u s  values  obtained a r e  shown i n  Fig. 3d. 
The loop junc t ion  i s  now executed g iv ing  the  s t a t u s  values  of Fig. 3e. 
Both the  func t ion  and loop output  opera tors  may now be executed con- 
cu r ren t ly ;  t h e  s t a t u s  values  obtained are shown i n  Fig.  3 f .  The 
s e l e c t o r  opera tor  i s  now ready t o  be executed. This t i m e ,  t he  test 
f a i l s  and t h e  feedback input  t o  t h e  loop junc t ion  is  d isab led  and 
2 2 
i? 
b 
(initially x is 1) 
x := x - 1; 
iter: if x = 0 then 
begin 
1; x := x - 
go to iter 
end 
Figure 2, Iteration example in the Rodriguez model. 
a )  i n i t i a l  b) a f t e r  LJ 
.Q 2 1 
c )  a f t e r  F U N  and SEL d)  a f t e r  LOP 
I.'igurc 3.  S t a t u s  value t r a n s i t i o n s  for the cxnmplc o f  F ig .  2.  
-1 
Y 
e) after LJ 
g) a f t e r  SEL 
W 
f )  after FUN and LOP 
* Q  0 0 
h )  a f t e r  LOP and LJ 
Figure 3. (continued) 
t h e  input  t o  t h e  loop output  is  readied. The s t a t u s  values  a r e  shown 
i n  Fig.  38, The loop output  is executed next which allows the  loop 
junc t ion  t o  be executed unblocking the  i n i t i a l  value input  t o  the  
i t e r a t i o n .  The s t a t u s  values  are shown i n  Fig.  3h. The computation 
terminates  wi th  t h e  execut ion of t he  loop output  opera tor  followed by 
an execution of t h e  output  operator .  A t  terminat ion (not shown) a l l  
v a r i a b l e s  have i d l e  (0) s t a t u s  values.  
Using these  techniques f o r  con t ro l l i ng  the execution of operat ions,  
Rodriguez i s  ab le  t o  prove the following theorem. 
Theorem 1: 
I f  a computation i n  t h e  Rodriguez model terminates,  i t  
i s  determinate.  
In  t h i s  theorem, determinate operat ion implies t h a t  t h e  var iab le  
h i s t o r i e s  and the  s t a t u s  h i s t o r i e s  as  wel l  a r e  unique. The da ta  
func t ions ,  F, assoc ia ted  with func t ion  opera tors  may be a r b i t r a r y .  
Rodriguez' r e s u l t s  are a c t u a l l y  not s t a t e d  i n  t h e  above form. 
H i s  r e s u l t s  are based on Mul le r ' s  d e f i n i t i o n s  of speed independence and 
use t h e  concept of  s ta te  of t he  model as def ined by the  cur ren t  va r i ab le  
values  r a t h e r  than the va r i ab le  h i s t o r i e s  defined e a r l i e r .  The  f a c t  
that  once opera tors  a r e  ready t o  be executed they may not be d isab led  
-
c 
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corresponds i n  essence t o  Mul le r ' s  concept of semi-modularity [ 31 1. 
It can be shown t h a t  t he  opera t ion  of the Rodriguez model is  determinate 
i n  t h e  sense t h a t  t h e  va r i ab le  h i s t o r i e s  a r e  unique*. Rodriguez g ives  
necessary and s u f f i c i e n t  condi t ions f o r  a computation t o  terminate ,  
These condi t ions  are r e l a t e d  t o  the  absence of hang-up states, A 
hang-up s ta te  i s  en tered  i f  t h e  computation terminates  such t h a t  no 
ope ra to r  may be executed and some va r i ab le  does not have i d l e  s t a t u s .  
Rodriguez s t a t e s  an equivalence problem fo r  h i s  model and proves t h a t  
i t  is  decidable .  
Luconi 
The work of  Luconi [ 16, 17, 18 1 d i f f e r s  from t h a t  of Rodriguez 
i n  the  following way. A model corresponding t o  a p a r t i a l l y  in t e rp re t ed  
schema wi th  v a r i a b l e s  corresponding t o  memory or r e g i s t e r  cells is  
defined. However, no s t a t u s  information i s  assoc ia ted  with t h e  var iab les .  
Instead, some v a r i a b l e s  conta in  d a t a  which serves  only t o  determine 
when opera tors  may be executed. When an opera t ion  i s  performed, the  
t ransformation defined by t h e  F and G funct ions i s  c a r r i e d  ou t .  Luconi 
assumes t h a t  t h e  output  values  produced propagate instantaneously 
( l i n e  delays are zero) .  
The following two condi t ions are defined which relate t o  the  
well-formedness of Luconi schemas. 
* P r i v a t e  communication from F. L. Luconi. 
Def in i t i on  7 : 
Two opera tors  a and b are s a i d  t o  be conf l i c t - f r ee  if and 
only if whenever a and b may be executed concurrently,  any 
common output va r i ab le  must rece ive  the  same value from each 
opera t ion .  
A s l i g h t l y  s t ronge r  condi t ion i s  that 0 a b  fl 0 = qj, where @ is  
the  empty set. 
Def in i t ion  8: 
Two opera tors  a and b a r e  said t o  be t ransformation-lossless  
i f  and only i f  whenever a and b may be executed concurrently,  
t he  execution of opera tor  a does not a f f e c t  the  r e s u l t s  t o  be 
produced by opera tor  b and v i c e  versa .  
A s l i g h t l y  s t ronger  condi t ion is  t h a t  0 fl I = qj and Ob n I = @. a b  a 
A p a r t i a l l y  i n t e r p r e t e d  schema i s  s a i d  t o  be conf l i c t - f r ee  i f  a l l  p a i r s  
of opera tors  are conf l i c t - f r ee ;  i t  i s  s a i d  t o  be t ransformation-lossless  
i f  a l l  p a i r s  of opera tors  a r e  t ransformation-lossless .  Luconi proves 
the  fol lowing theorem. 
Theorem 2: 
Every schema i n  the  Luconi model which i s  both conf l i c t -  
! 
f r e e  and t ransformat ion- loss less  is  determinate i n  the  sense of 
Def in i t ion  6. 
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The c o n f l i c t - f r e e  and t ransformation-lossless  conditions a re  "local" 
i n  t h e  sense t h a t  they may be t e s t e d  by examining p a i r s  of operators  
which may be executed concurrently.  Luconi's t ransformation-lossless  
condi t ion i s  e s s e n t i a l l y  t h e  same as the  semi-modularity condi t ion of 
Muller i f  the  va r i ab le s  a r e  in t e rp re t ed  as values on interconnecting 
l i n e s  r a t h e r  than memory c e l l s .  Muller can have no c o n f l i c t s  because 
the  output l i n e  f o r  each operator  i s  unique and not shared w i t h  o the r  
ope ra to r s .  
Luconi proves t h a t  t h e r e  i s  no procedure t o  determine if an 
a r b i t r a r y ,  p a r t i a l l y  i n t e r p r e t e d  schema i s  determinate. That is, the 
dec i s ion  problem f o r  determinacy i s  unsolvable. 
I n  Fig. 4, an example of t he  Luconi model i s  given which 
r ep resen t s  t h e  computation f o r  t he  program i n  Table 2. The dashed 
l i n e s  i n d i c a t e  po r t ions  of t h e  schema the  primary funct ion of which 
is  t o  c o n t r o l  when operat ions may be performed. The i n i t i a l  va r i ab le  
values are shown i n s i d e  t h e  square boxes. I n  t h i s  example, t he  
con t ro l  v a r i a b l e s  (dashed boxes) have the i r  values  changed i n  a 
manner s i m i l a r  t o  t h a t  used by Rodriguez. That is, before an operator  
may be executed, c e r t a i n  "input" v a r i a b l e s  must have t h e  value 1 and 
c e r t a i n  "output" v a r i a b l e s  must have the  value 0 .  
of the operator ,  the "input" values  are changed t o  0 and the  "output" 
values  are changed t o  1. W e  w i l l  represent  t he  changes i n  con t ro l  
During t h e  execution 
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v a r i a b l e  va lues  using t h e  G func t ion  and the change i n  da ta  values  
using the F funct ion.  These func t ions  are defined i n  Table 5 .  T h i s  
example s a t i s f i e s  both the conf l i c t - f r ee  and t ransformation-lossless  
condi t ions  and is determinate ,  
I n  t h e  second p a r t  of h i s  t hes i s ,  Luconi views the  control ,  
which determines when opera tors  may be executed, as being separa te  
from t h e  rest of t h e  schema but still  defined as a schema. A schema 
i n  t h i s  form is c a l l e d  a s t r u c t u r a l  schema and i s  composed of two 
p a r t s ,  an Interpretation-schema (I-schema) and a Control-schema 
(C-schema) e 
determines when t h e  opera tors  i n  the  I-schema a r e  enabled. 
The I-schema performs the  computation and the  C-schema 
Associated wi th  each opera tor  i n  t h e  I-schema i s  an opera tor  i n  
t h e  C-schema. These opera tors  share  a common con t ro l  va r i ab le .  Before 
an opera tor  i n  t h e  I-schema i s  e l i g i b l e  t o  be i n i t i a t e d ,  t he  con t ro l  
v a r i a b l e  must have the  value 0. When t h e  I-schema opera tor  i s  
e l i g i b l e  t o  be i n i t i a t e d ,  t he  value of t he  con t ro l  va r i ab le  i s  s e t  t o  
1 by t h e  C-schema opera tor .  When the  I-schema opera tor  terminates  
i t s  execution, i t  sets the  value of the con t ro l  va r i ab le  t o  2. 
Fig. 7 shows t h e  interconnect ion between an I-schema opera tor  and 
a C-schema opera tor .  
Luconi def ines  C-schema opera tors  corresponding t o  Rodriguez' 
s e l e c t o r ,  loop junet ion,  loop output,  and o the r  opera tor  types.  The 
s t a t u s  values  are kept i n  va r i ab le s  which are p a r t  of t h e  C-schema. 
Table 7. 1;unction 'I ' rnusit-ions f o r  thc Exninplc of P ig .  11 
0 1  1 0 --- x1x3 
Gb : x2x4. 
1 0--- 0 1  
Ge : 
if y # u then  
x x x  7 8 9  
1 0  0-0 1 1  
Gf: x5x6x7 
1 1  0-0 0 1 
- 
: x x x x  
Gg 3 4 8 9  
1 1  0 0-0 0 1 1  
Fa : 
x := u 
Fb : 
y :F v 
Fc : 
x : = x + l  
Fd : 
y : = y -  1 
Fe : 
n u l l  
Ff : 
n u l l  
Fg: 
n u l l  
I I  I t  
I- schema C- schema 
Figure  5 .  Interconnect ion o f  an I-schema opera tor  with 
a C-schema operator. 
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A s t r u c t u r a l  schema f o r  t h e  i t e r a t i o n  example of Fig.  2 i s  shown i n  
Fig. 6. 
opera tor  (FUN) i n  t he  C-schema i s  responsible  f o r  monitoring the  
execution of t h e  I-schema opera tor  which s u b t r a c t s  one from the  
cur ren t  value of t h e  v a r i a b l e  x. Notice t h a t  da t a  values  a r e  no 
longer passed from opera tor  t o  opera tor  as i n  t h e  Rodriguez model, 
The computation proceeds as before except t h a t  t he  func t ion  
QUEUES 
FIFO (Fi rs t - In ,  Firs t -Out)  queues have played an important r o l e  i n  
t h e  models of Adams [ 1, 2 ] and Karp and Mi l l e r  [ 13, 14, 13 1. 
They have been used i n  two d i f f e r e n t  ways. I n  the  f i r s t  approach, 
used by Adams 
each v a r i a b l e  
memory c e l l .  
and i n  t h e  Karp and Miller program graph model [ 13 3, 
i s  considered t o  be a FIFO queue r a t h e r  than a simple 
I t  i s  required t h a t  each queue rece ive  output da ta  from 
exac t ly  one opera tor  and provide input  da t a  f o r  exac t ly  one opera tor .  
Adams allows complex da ta  s t r u c t u r e s  as queue e n t r i e s  and a s soc ia t e s  
w i t h  each queue s t a t u s  information, which i s  used f o r  t he  same purpose 
as i n  the  Rodriguez model, t o  con t ro l  data-dependent branches. In  t h e  
Adams and K a r p  and Miller models, opera tors  are ready t o  be executed 
when t h e i r  input  queues are non-empty, assuming appropriate  s t a t u s  
values  i n  t h e  case of Adams. Karp and Miller do not need s t a t u s  
information because they do not allow data-dependent dec is ions  i n  
t h e i r  model. 
x := x--J. 
( i n i t i a l l y  x i s  1) 
i t e r  : i f  x = 0 then  
begin 
x := x - 1; 
go t o  i ter  
end 
F i g u r e  6. A s t r u c t u r a l  schema for the i t e r a t i o n  examp15 of 
Fig. 2. 
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Karp and Miller have proved the  following theorem. 
Theorem 3: 
Every computation described i n  the  program graph model 
i s  determinate.  
Karp and Miller i n v e s t i g a t e  terminat ion p rope r t i e s  of t h e i r  model and 
a l s o  t h e  determination of bounds on t h e  lengths  of t he  queues. 
Adams' model i s  a programming language f o r  descr ibing p a r a l l e l  
computations. H e  allows graph procedures which may be recursive.  In  
add i t ion  i f ,  when an opera t ion  i s  i n i t i a t e d ,  t he re  are s u f f i c i e n t  
e n t r i e s  i n  t h e  input  queues t o  permit t h e  Gperator t o  be performed 
more than once, copies  of t he  opera tor  may be c rea ted  and executed i n  
p a r a l l e l .  Adams proves t h e  following theorem. 
Theorem 4: 
Every computation descr ibed i n  t h e  Adams model is  
determinate.  
The second way i n  which queues have been used i s  i n  t h e  program 
schema model proposed by Karp and Miller [ 14, 17 1. 
has an assoc ia ted  queue p,(a). 
are used, t h e  con t ro l  s t r u c t u r e  f o r  t he  Karp and Miller schema model 
must be described. The con t ro l  i s  a t r a n s i t i o n  system which under- 
goes changes i n  con t ro l  s t a t e  as the r e s u l t  of t he  i n i t i a t i o n  and 
Each opera tor  a 
To a i d  i n  understanding how these  queues 
terminat ion of ope ra to r  executions.  Suppose t h a t  a f t e r  opera tor  a i s  
executed, ope ra to r  b i s  ready t o  be executed. The  func t ion  G produces 
a symbol, s ay  a , which causes a con t ro l - s t a t e  t r a n s i t i o n  i n t o  a s ta te  
from which opera tor  b may be enabled. This con t ro l  s i t u a t i o n  is  i l l u s -  
t r a t e d  by a form of  t r a n s i t i o n  diagram shown i n  Fig.  7. The a1 outcome 
from ope ra to r  a causes the  con t ro l  t o  e n t e r  s ta te  q ~ The enabling of 
an operator ,  i n  t h i s  case opera tor  b, is ind ica t ed  by a t r a n s i t i o n  t o  
another  con t ro l  state. The a r c  jo in ing  the two con t ro l  s t a t e s  i s  
given a l a b e l  cons i s t ing  of t he  opera tor  name w i t h  an overbar, i n  t h i s  
case %. After  opera tor  b is  enabled, the cont ro l  e n t e r s  con t ro l  state 
q' from which, i n  t h i s  example, i t  i s  poss ib l e  t o  enable opera tor  a 
once more. 
a 
1 
The phrase "enable  opera tor  b" has the following meaning. Take 
the va lues  of a l l  input  va r i ab le s  (memory cells) f o r  opera tor  b and 
make these  values  t h e  next en t ry  i n  the  FIFO queue p ( b )  assoc ia ted  
w i t h  ope ra to r  b. The ac tua l  execution of opera tor  b is  now accomplished 
i n  some unspecif ied manner. When opera tor  b terminates  i t s  execution, 
t h e  queue en t ry  i s  removed and t h e  output values  as determined by the  
func t ion  Fb are assumed t o  be assigned t o  the  va r i ab le s  i n  t h e  output 
set ob. 
causes a con t ro l - s t a t e  t r a n s i t i o n .  A formal d e f i n i t i o n  of the cont ro l  
po r t ion  of t h e  Karp and Miller schema model is  given below. 
b In  addi t ion,  the  output  of the  decision-making func t ion  G 
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a1 (operator a terminates) 
(operator b is  enabled) 
i 
1 2 ;  (operator a i@ enabled 
e again) 
I 
t 
Figure 3 .  Diagram of control to enable operator 11 on 
termination of operator a.  
Defin i t ion  9: 
The con t ro l  C of a Karp and Miller schema i s  defined by 
a quadruple 
where 
Q i s  a set of  con t ro l  states 
is the i n i t i a l  con t ro l  s t a t e  
qO 
- 
= { ‘9 a 1 9  “2, ” * )  aK(a )  1 t he  con t ro l  
alphabet acA 
7: Q X C - Q t h e  t r a n s i t i o n  func t ion  
The t r a n s i t i o n  .r(q,z) s p e c i f i e s  the con t ro l  s t a t e  entered when 
ope ra to r  a i s  enabled and t h e  queue en t ry  is  made for opera tor  a. 
T rans i t i ons  7-(q,ai), i = 1, 2, . , 
entered  when t h e  execution of opera tor  a is  complete. 
number of data-dependent outcomes f o r  t he  opera tor  a.  Karp and Miller 
r equ i r e  t h a t  7(q,ai) ,  i = 1, .-., K ( a ) ,  be def ined for a l l  q E Q and 
f o r  a l l  a E A. It is  assumed t h a t  when an opera tor  is  enabled, the  
ope ra to r  is  executed i n  a f i n i t e  but unbounded time. 
K ( a > ,  spec i fy  the  con t ro l  s t a t e  
K ( a )  i s  the  
W e  now def ine  t h e  state of a schema. 
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Def in i t i on  10 : 
The s ta te  a of a schema i s  def ined by the  t r i p l e  
a = (va r i ab le  values,  q, p) 
where t h e  va r i ab le  values  are the  present  values  of a l l  the  
v a r i a b l e s  i n  M, q i s  t h e  present  con t ro l  s t a t e ,  and p, 
represents  a l l  queues assoc ia ted  with schema operators .  
A Karp and Miller schema f o r  the  i t e r a t i o n  example of Fig. 2 
An i l l u s t r a t i o n  of a Karp and Miller schema . 
* 
is  shown i n  Fig. 8. 
f o r  t h e  program of Table 2 i s  shown i n  Fig.  9. * 
The equivalence of schemata is defined as follows. 
Def in i t i on  11: 
2 Given schemata A ,  and X 
8, = 0% A, cl> 
.A 2 = 0% A, c2> 
d and d are equivalent  i f  and only i f  f o r  each in t e rp re t a t ion ,  
the  set of schema h i s t o r i e s  for 4, is  equal  t o  the  set of s.chema 
h i s t o r i e s  for 8 
1 2 
2' 
* 
Control t r a n s i t i o n s  which r e t u r n  t o  the  same s t a t e  a r e  omitted 
f o r  c l a r i t y .  
I n t e r p r e t  a t  i on  
Dx: i n t e g e r s  ( x i s  i n i t i a l l y  1 ) 
Fa: x := X - 1 
2 
Ga: i f  x = 0 then a else a 1 
X 
7 
6 
1 
2 
a 
Figure  8. Karp and Miller schema f o r  t h e  i t e r a t i o n  example 
of Fig. 2. 
A = a, b, e,  d, e 
Fa: x := u 
1 Ga: a 
Fb: y := v 
Gb: bL 
Fc: x := x f 1 
Gc: c1 
Fd: y := y - 1 
Gd: dl 
Fe: null 
Ge: 2 if y # u then el else e I e2 
0 
cont ro 1 
Figure 9. I l l u s t r a t i o n  of a Karp and Miller schema for  
the  program of Table 2. 
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Notice that t h i s  d e f i n i t i o n  r equ i r e s  t h a t  and A have i d e n t i c a l  
v a r i a b l e s  and operators ,  only t h e  cont ro l  may be d i f ze ren t .  Also, 
1 2 
if a schema is determinate the  set of schema h i s t o r i e s  has exac t ly  
one member. 
Another proper ty  of schemata is  the  boundedness of t he  opera tor  
queues. 
Def in i t ion  12: 
I f  
C 
acA 
c l ength  of p (a )  ] - < K 
f o r  some i n t e g e r  K, at every s tage  i n  the  execution of a 
schema, t he  schema i s  s a i d  t o  be bounded. I f  K = 1, t h e  
schema is  serial .  
In  order  t o  spec i fy  t h e  class of schemata which is determinate, 
r e s t r i c t i o n s  an schemata a r e  introduced. I n  t h i s  discussion Q and n: 
represent  a r b i t r a r y  symbols i n  t h e  con t ro l  alphabet C. 
R e s t r i c t i o n  1: (pe r s i s t ence )  
I f  T(q,a) and ‘r(q,x) are defined, then ‘r(q,(sn:) and 
T(q ,m)  must be defined.  
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The  pe r s i s t ence  r e s t r i c t i o n  r equ i r e s  t h a t  once an opera tor  is  ready 
t o  be i n i t i a t e d ,  it must remain ready t o  be i n i t i a t e d .  
R e s t r i c t i o n  2: (commutativity) 
If T(q,ust) and T ( q , m )  are defined, then T(q,ux) = T(q,stu). 
The e f f e c t  of  commutativity on the  con t ro l  t r a n s i t i o n  diagram is  
i l l u s t r a t e d  i n  Fig. 10. 
R e s t r i c t i o n  3: ( l o s s l e s s )  
The output  set 0 of every opera tor  a must be nonempty a 
( O a  # 6). 
L e t  u s  def ine  a next -s ta te  func t ion  . which i s  a func t ion  of 
t he  present  state a and one of t he  con t ro l  alphabet symbols defined 
f o r  the present  con t ro l  state. W e  write 
- a .  a next s ta te  en tered  a f t e r  opera tor  a is 
enabled. 
a . a  next s ta te  en tered  a f t e r  opera tor  a 
i 
terminates  (1 < i < K ( a ) ) .  - -  
R e s t r i c t i o n  4: 
If a . cm and a . stu are defined, then a . 05 = a e acre 
Figure 10, Effect oP eomputativity on the control transition 
diagram. 
Given these  r e s t r i c t i o n s ,  i t  is  poss ib l e  t o  prove the  following 
theorem. 
Theorem 4: 
Every Karp and Miller schema t h a t  satisfies 
Res t r i c t ions  1 - 4 is  determinate i n  t h e  sense of 
Def in i t i on  3 .  
The schema i l l u s t r a t e d  i n  Fig. 8 i s  a determinate schema. 
schema of Fig. 9 i s  a l so  determinate but i t  i s  not l o s s l e s s  
( R e s t r i c t i o n  3) s i n c e  0 e 
appl ied t o  t h i s  example. 
The 
= @. Therefore, Theorem 4 cannot be 
The p rec i se  statement of t he  Karp and Miller theorem i s  
s l i g h t l y  d i f f e r e n t .  They prove t h a t  a p e r s i s t e n t ,  commutative, and 
l o s s l e s s  schema i s  determinate i f  and only i f  Res t r i c t ion  4 holds 
for every i n t e r p r e t a t i o n .  
The following two r e s t r i c t i o n s  a r e  use fu l  i n  e s t a b l i s h i n g  f u r t h e r  
p rope r t i e s  of schemata. 
R e s t r i c t i o n  3 :  ( r epe t i t i on - f r ee )  
I f  an opera tor  a i s  executed twice, each va r i ab le  i n  
i t s  input  set must appear i n  t h e  output  set of an opera tor  
t h a t  is  executed between the  two executions of opera tor  a. 
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Restriction 6: (finite-state) 
The number of control states in Q is finite. 
The following two theorems summarize some of the decidability results 
for the Karp and Miller model. 
Theorem 3 :  
It is decidable whether 
1. A finite-state schema is repetition-free. 
2. A finite-state, repetition-free schema is bounded (serial). 
3. A given operator a in a finite-state, repetition-free schema 
is performed a finite number of times in each computation. 
4. A persistent, commutative, lossless, repetition-free, finite- 
state schema is determinate in the sense of Definition ?. 
Theorem 6: 
It is undecidable whether 
1. Two persistent, finite-state schemata are equivalent. 
2. Two serial, finite-state schemata are equivalent. 
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CONCLUSIONS 
Richard Hamming has s a i d  " t h e  purpose of computing i s  in s igh t  " 
We might paraphrase t h i s  statement i n  the  following way " t h e  L 7 1. 
purpose of theory is ins ight" .  I n  t h i s  paper, we have attempted t o  
br ing toge ther  some of t h e  work on the  theory of p a r a l l e l  computing 
wi th  t h e  hope of f u r t h e r i n g  the  i n s i g h t  derived. One general  conclu- 
s ion  i s  t h a t  i n  a l l  t hese  models, by determinate operation, it i s  e i t h e r  
i m p l i c i t  or e x p l i c i t l y  required t h a t  an opera tor  which is  enabled and 
ready t o  be executed must not be d isab led  by the execution of some o the r  
opera tor .  W e  understand t h a t  S l u t z  
r e s t r i c t i o n  t o  allow an opera tor  t o  be d isab led  i f  i t  must eventual ly  be 
re-enabled. W e  do not ye t  understand the d e t a i l s  of h i s  r e s u l t .  
38 1 has been able t o  weaken t h i s  
I n  our s tudy of so lu t ions  t o  the  mutual exclusion problem L 5 1, 
w e  have found examples of systems which were not determinate but which 
do opera te  c o r r e c t l y  i n  the  sense t h a t  the mutual exclusion problem can 
be solved. This suggests  t h e  need f o r  i nves t iga t ion  of models which a r e  
co r rec t  but not necessa r i ly  determinate.  The work of Ashcroft and 
Manna [ 3 1 is  re levant  here.  
One d i f f i c u l t y  with these  models, a t  l e a s t  w i t h  respect  t o  t h e i r  
app l i ca t ion  i n  t h e  study of  computer systems, i s  t h e i r  inadequacy i n  
descr ib ing  how one opera tor  can prevent another operator ,  which is  being 
executed a t  t h e  same t i m e  from producing any r e s u l t s .  Such an " in t e r rup t "  
c a p a b i l i t y  e x i s t s  i n  most systems and i s  des i r ab le  t o  prevent t i m e  being 
wasted on t h e  execution of opera tors  when t h e i r  r e s u l t s  a r e  known t o  be 
meaningless. For example, a d iv ide  by zero should cause the  execution 
/ 
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of a l l  opera tors  used i n  t h e  computation of an a r i thmet ic  expression 
t o  be terminated. 
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