Summary. Large-scale scientific computer models, such as operational weather predictions models, pose challenges on the applicability of AD tools. We report the application of TAF to the development of the adjoint model and tangent linear model of a complex atmospheric model, ARPS. Strategies to overcome the problems encountered during the development process are discussed. A rigorous verification procedure of the adjoint model is presented. Simple experiments are carried out for sensitivity study, and the results confirm the correctness of the generated models.
Introduction
Adjoint models have been used in meteorology for applications such as fourdimensional variational data assimilation (4DVAR) and sensitivity studies for over two decades. However, operational implementations of 4DVAR did not start until recent years. Compared with the models used in other fields, operational weather prediction models are much more complex, and the problem sizes tend to be much larger. Thus the application of the associated adjoint models is often hindered by overwhelming programming tasks and high computational cost. The European Center for Medium-Range Weather Forecast (ECMWF) is the first center to implement an operational 4DVAR system [12] , and the development of the adjoint code took many man-years of investment. The adjoint codes for a few mesoscale research models have also been developed in recent years, mostly by hand, and used for data assimilation and sensitivity studies [3, 5, 13, 14, 20] . Most existing adjoint models in meteorology contain only limited and often simplified physics processes. However, for the Advanced Regional Prediction System (ARPS) [16, 17, 18] , a comprehensive regional atmospheric prediction model, an adjoint model with limited physics was developed by hand in the mid to late 1990s [5, 14] . Since then, the ARPS model has undergone significant changes. In this paper, we report our recent work on developing an adjoint code of the ARPS with full physics with the help of automatic differentiation tools, initially TAMC and more recently TAF.
In the rest of the paper, we denote the ARPS Nonlinear Model as ARPS NLM, the Tangent Linear Model as ARPS TLM, and the Adjoint Model as ARPS ADM. We assume that the reader knows the basic concepts of Fortran 90 grammar and Automatic Differentiation (AD). For more coverage of AD, please refer to the book by Griewank [8] . A good knowledge of meteorology is not necessary for the reader.
The Advanced Regional Prediction System
ARPS is a comprehensive nonhydrostatic regional to storm-scale atmospheric modeling and prediction system initially developed at the Center for Analysis and Prediction of Storms (CAPS) at the University of Oklahoma, under the support of the National Science Foundation Science and Technology Center (STC) program. The goal of ARPS is to serve as a system for mesoscale and storm-scale numerical weather prediction as well as a wide range of idealized studies in numerical weather prediction. It includes a real time data analysis and assimilation system, a forward prediction model, and a post-analysis package. The dynamic core of ARPS is based on the compressible NavierStokes equations that describes the atmospheric flow and uses a generalized terrain-following coordinate system. A variety of physical processes are taken into account in the model system.
The ARPS model equations are solved using second-order and fourth-order finite difference methods. The staggerred Arakawa C-grid is used [1] . The splitexplicit time integration method [9] is used, in which different time step sizes are used for integrating the fast acoustic modes and other slow modes. In the vertical direction, the acoustic mode is treated implicitly, as is the vertical turbulence mixing. The ARPS NLM includes a set of physical parameterizations, i.e., subgrid-scale and planetary boundary layer turbulence parameterizations, cloud microphysics, convective parameterization, surface layer flux parameterization, soil model, longwave and shortwave radiation. Most of these physics parameterizations contain nonlinearities and on-off switches that are known to be sources of problems for adjoint codes [11, 15, 19] . Nonlinearities also exist with the model dynamics, such as in the advection process. For additional details on the ARPS model, the reader is referred to [16, 17, 18] . The forward prediction model, i.e., the ARPS NLM, on which the TLM, and ADM are based, contains about 40,000 lines of Fortran-90 source code excluding comments and blank lines and I/O subroutines. Except for the convective parameterization and radiation packages, and some rarely used subcomponents, the ARPS ADM includes all of the major components of the ARPS NLM. The adjoint code of ARPS is believed to be one of the most complicated in meteorology.
Transformation of Algorithms in Fortran (TAF)
TAF is a source-to-source automatic differentiation (AD) tool for Fortran 90/95 codes developed by FastOpt (http://fastopt.com). It is the commercial successor to the Tangent Linear and Adjoint Model Compiler (TAMC) by Giering and Kaminski [6] , which was used to develop the MM5-based 4DVAR system [13] . Compared with TAMC, TAF is much more robust, much faster and better maintained. At the earliest stage of our development, we used TAMC, but it was not able to generate the tangent linear or adjoint model from the top level driver of ARPS. The model had to be broken up into sublayers, and the data dependencies across the layers had to be analyzed manually. This limitation greatly degraded the benefit of using AD tools. Similar problems also existed when we first applied TAF in mid-2002. By working closely with the TAF developers, we are now able to generate the TLM and ADM of the entire ARPS model with TAF, though all directly generated codes are not necessarily correct.
The AD tools are not completely reliable resulting from incorrect handling of some Fortran constructs due to limitations of or bugs in the tools. The exchanges with FastOpt often result in bug fixes to TAF or workarounds. The nonlinear model code often had to be modified in many places to avoid mis-handling by TAF. In order to ease the maintenance of the adjoint codes, necessary changes are made to the NLM code instead of the generated TLM or ADM code whenever possible. Direct modification to the ARPS TLM and ADM codes is discouraged and is used as the last resort to address mainly performance issues. Most of the changes to the source code will be incorporated into the official version of ARPS NLM so that TAF can be applied to future versions of the NLM with much reduced effort.
Code Generation and Testing
The major work for us is to modify the NLM source code such that the automatic differentiation tool (TAF) can perform the code transformation efficiently and correctly. We need to investigate the pitfalls in the NLM codes that may result in TAF failure.
Code Generation Issues
The ARPS NLM was first written in Fortran-77 and was converted to Fortran-90 by an automatic conversion tool. Still, some older features such as SAVE and GO TO statements remained. Even though TAF can handle some of these structures, codes generated with these structures often have problems. For the SAVE statements, we replace them with common block variables since the SAVE statement causes incorrect recomputation of intermediate NLM quantities and complicates the testing of the generated codes.
The overall performance of TAF is very impressive, and the use of it greatly sped up the development of the ARPS TLM and ADM. The robustness of TAF also improved with versions during the period we used it. However, there remain some problems with the generated codes. As with its predecessor TAMC, most of the TAF problems are related to the recomputation of the intermediate NLM values and flow dependency analysis of arrays. For example, TAF cannot distinguish the data dependency of individual elements and those of entire arrays. For example, consider the case shown in Fig Some large NLM subroutines had to be divided into smaller subroutines. Usually, when the subroutine contains nonlinear calculations, the size of the corresponding adjoint subroutine is increased, sometimes significantly. Large subroutines often cause compilation to fail at high optimization levels.
The main time integration loop of the NLM is also divided into two levels to incorporate the two-level checkpointing scheme [7] supported by TAF. The scheme is designed to reduce the number of time levels that have to be stored in the main memory while at the same time avoiding excessive disk input and output. Basically, the NLM state is saved every certain number of time steps, in checkpoint files, and the model states in between the checkpoints are reconstructed by additional NLM integrations starting from the checkpointing times. Compared to saving every time step of the NLM base state in memory, the cost of implementing the checkpointing scheme is about one extra NLM integration time.
Floating point exception problems have been encountered with the TLM and ADM even though the NLM model works properly. This is because the valid domains of some functions are different from their derivatives. For example, the derivative of function x 1/2 (sqrt) is 1/2x −1/2 , and there is a floating pointer exception if the derivative is executed with x = 0. Since the sqrt function is widely used in the ARPS NLM, we replace it by the following pseudo-code saf esqrt:
To summarize, we follow the procedure below to generate the TLM and ADM.
1. Apply TAF to generate TLM and ADM model 2. Test generated code 3. Identify the sources causing TAF error in the ARPS NLM code 4. Modify the problematic codes in ARPS NLM 5. Go to step 1
Code Testing
Since the model integration can be seen logically as matrix multiplication, we denote the NLM model as matrix A, the TLM as matrix A and thus the ADM as A T . The followings tests can be performed on ARPS TLM and ARPS ADM codes. a) Linearity test of the TLM
c) Consistency between TLM and ADM
where (·, ·) defines an inter product. Thus,
Since AD tools apply the chain rule to transform the NLM source code [2, 6] , for each active subroutine in the NLM, its tangent linear subroutine and adjoint subroutine will be generated in the TLM and ADM, respectively. Therefore, the above test methods are also applicable to lower level subroutines in the NLM. Following the TAF convention, the adjoint (tangent linear) subroutines are named by adding the prefix ad (g ) to the corresponding subroutines of the NLM model. Furthermore, we may also test a block of codes if the TLM or ADM counterparts are available.
If the top level subroutine of the generated code fails the test, testing is performed on subroutines at successively lower levels until the source of the error is identified. The testing may also be applied to blocks of codes within a subroutine if this subroutine is identified as the source of problem.
After the initial TAF bug fixes and nonlinear model code changes, most of the remaining problems encountered are related to the re-computations of the NLM variables which are necessary for the calculations of the derivative code (These variables are called "required variables"), we add to the above three standard tests a re-computation test that verifies the correctness of recomputation in ADM. A variable is required if it is used in one of the following situations [4] : a. Evaluation of the local Jacobian: For example, for function f (x) = x 3 , the local Jacobian is f (x) = 3x 2 , and the value of x is required to evaluate f (x). b. Evaluation of control flow information: The most common examples are the variables which determine loop steps, e.g., the variable n in do i = 1, n, and the variables in conditional statements, e.g., the variable x in if (x > 1.0) ...
c. Evaluation of index expressions: An example is i in array a(i).
Notice that not all NLM variables will be computed in the ADM which may only compute variables indispensable for the ADM computation. The recomputation test is very important because it directly examines the consistency between the NLM and ADM.
In order to perform the test, we need to add codes right before the invocation of the target subroutines to record and compare the values of arguments passed to these subroutines. The testing driver first invokes TLM and records all NLM quantities passed to the subroutine being tested. After the execution of TLM, the driver program runs the ADM and compares the NLM values passed to the corresponding adjoint subroutine with those recorded in the first phase of the test. In the example illustrated by Fig. 2 , subroutine checkTF f is inserted into the NLM to record the value of x which is required in the computation of the adjoint subroutine adf in ADM. Subroutine checkTF f simply stores x in a global stack data structure in memory. In the corresponding ADM, checkTA adf is called to compare the current value of x computed in the ADM with the value stored in the stack. It is expected that these two values be identical. In order to carry out the test, we need a test driver to do the following:
1) Provide the test data. For a scientific computation model, the randomly generated input values may end up with a floating point exception because of physically unrealistic values. In our test framework, the driver invokes the NLM to generate the test data. 2) In most cases, the NLM, TLM, and ADM need to be invoked in a single test. The initial base state (including all arguments and global variables, i.e., variables declared in common block and variables with SAVE attribute) for all the models should be identical. For example, in the recomputation test, the driver first invokes the NLM and then invokes the ADM. The state of the model may be changed after the execution of the NLM because the value of some arguments and global variables may be overwritten by the NLM. Therefore, the driver must recover all base state variables prior to the invocation of the ADM.
Tangent and Adjoint Test Code Generator
Because a weather forecast model involves a large number of variables (the number of arguments of the main subroutine of ARPS NLM is more than 150), it is very tedious and error prone to write test codes and drivers by hand. We developed an automatic test code generator, called TATCG (Tangent and Adjoin Test Code Generator), to facilitate the testing. TATCG can generate test code and a driver for all four tests described above. TATCG is able to analyze the NLM, TLM and ADM codes to detect all global variables whose values may be altered in the execution of the corresponding models so that it can generate code to restore their values. It can also perform code transformation if the test is to be applied to a block of codes instead of a subroutine. New subroutines that wrap the target code blocks will be generated in addition to the test codes.
Testing Results
The correctness and efficiency of the ARPS ADM are tested with the data from a supercell thunderstorm simulation similar to the one documented in [17] , except that it used externally supplied boundary conditions and included full physics (except for convective parameterization and full radiation). We also carried out some simple adjoint sensitivity experiments for which we have a good idea of the correct solution. The tests were performed on an IBM Regatta P690 computer using single Power4 1.1 GHz CPU. The experiments in Sect. 5.1 are performed at double precision for more accurate results, although single precision generally works as well and the experiments in Sect. 5.2 were performed in single precision which is the default setting for APRS NLM.
Correctness Test
In this set of tests, we implemented the three standard testing schemes given in Sect. 4. 
Validation Test Using a Supercell Simulation
The validation test described next is used to check for the consistency of both the TLM and ADM with a single, small perturbation of the NLM. The TLM can always be compared with the difference of two slightly perturbed forward runs of the NLM. Because the ADM is linear, physical processes are temporally symmetric, so that, in some circumstances, results from the ADM can be directly compared with those from the TLM, and, therefore, also with the NLM with small perturbations. To provide data for this test, we use a low-resolution supercell simulation. This simulation uses 35 × 35 × 19 grid cells in the X-, Y-, and Z-directions, respectively, at a horizontal resolution of 2 km and a vertical resolution of 1 km. The time step size was 12 seconds. Full model physics were used, including ice microphysics. The model was initialized with a thermal bubble, and, after 1800 seconds of integration, a complex storm structure developed. Figure 3 shows the low-level wind field at this time. The NLM is run 100 time steps beyond the 1800 second point and the model state is saved for each of these 100 steps for use in the TLM and ADM. Additionally, the NLM is integrated twice from the 1800 second point with microphysics turned-off: Once with no perturbation and once with a perturbation in water vapor of 0.1 g/kg at a single grid cell. Microphysics were turned-off for these two runs because the microphysical modules for the TLM and ADM have not been fully debugged for long integration time, and we wish to compare as closely as possible a perturbation of the NLM with the TLM and ADM. The size and location of the perturbation is shown by a box drawn in Fig. 4 -6 . The perturbation was of a single 2 km by 2 km by 1 km grid cell centered at the first scalar variable level above ground. Figure 4 shows the resulting forward sensitivity, or response, of the water vapor field at the end of 100 time steps of the NLM integration to a perturbation at the beginning of the period. The forward sensitivity is calculated by taking the difference between the perturbed and unperturbed forecasts and dividing by the magnitude of the initial perturbation. The result is nearly identical to that of the TLM integrated over the same 100 time steps (Fig.  5) . A similar pattern is obtained by a backward integration of the ADM for 100 time steps from the end of the total NLM run (1800 seconds plus 100 time steps). For this test, we specify the value of water vapor in the same box used for the forward sensitivity test, as the variable for which the backward sensitivity is sought. The backward sensitivity is then the value of differential changes in the forecast water vapor in the box divided by differential perturbations at the initial time. Figure 6 shows the resulting backward sensitivity pattern, a pattern which is nearly identical to those of NLM and TLM runs, except for a rotation of 180 degrees. This implies that the forward sensitivity of water vapor at a point is symmetric in this location with the backward sensitivity of water vapor from the same point. This is as expected since in the region in which the box for perturbation was chosen, horizontal wind gradients are small, and advection and diffusion are the primary physical processes at work, and these processes are quasi-linear for small perturbations. This test tends to confirm that the ADM and TLM are working correctly for the processes of advection and diffusion. Sensitivities calculated from the ADM are exact for the model. For a data assimilation system, it is necessary to use the second order derivative as described by LeDimet et al. [10] if sensitivities with respect to the data are desired. This would be facilitated by the fact that TAF can produce code for the second derivatives of a model. The maximum value is 3.83 %.
Conclusion
In this paper, we reported the development of the tangent linear and adjoint codes for a complex, full physics mesoscale atmospheric model, the ARPS, with the help of an automatic differentiation tool, TAF. The issues and problems encountered during the development process are discussed, together with simple examples that illustrate the problems and solutions. A test procedure is presented, and a description of an automatic test code generation tool that assists the testing is given. We also presented experimental results from a supercell thunderstorm simulation that to a certain degree shows the validity of our tangent linear and adjoint model. We will continue to debug the adjoint codes for the warm rain and ice microphysics packages which are causing instability for long time integrations even though they passed standard tests for a limited number of time steps.
The current ARPS ADM model is far from being efficient. This issue can be addressed by optimizing the ADM codes and through parallelization. The former can be accomplished by making compromises between recomputation and storage of the intermediate NLM quantities, by removing redundant storage and recomputation, and by directly modifying the generated codes. We plan to apply the adjoint code to sensitivity studies of more realistic cases, and develop a 4DVAR system based on the adjoint model.
