Abstract. Here we establish a Liouville type theorem for minimizing maps from R 2 (or in general, from R m ) into a compact Riemannian manifold N . As a consequence of this, we prove a local gradient estimate for minimal solutions to a variational problem arise from planar ferromagnetism and anti-ferromagnetism. The latter can be applied to study the asymptotic behavior of entire solutions.
1. Introduction. In [HnL] we studied the following simplified mathematical model for the planar ferromagnetism and anti-ferromagnetism. Let Ω ⊂ R 2 be a bounded open connected smooth subset, S 2 ⊂ R 3 be the standard 2-sphere, S 1 be the horizontal great circle on S 2 , and g : ∂Ω → S 1 be a smooth map. For any ε > 0 and u ∈ H 1 g (Ω, S 2 ), we define (1.1)
We analyzed the asymptotic behavior of the minimizers of I ε over H 1 g (Ω, S 2 ) as ε → 0 + . One of the crucial step in our proof is gradient estimates for minimizers (see Theorem 1.3 in [HnL] ), which was proved by combining a blow-up argument with some Liouville type theorems. The main theme relies on the fact that minimizers of such boundary value problems always lie in a half sphere. In order to study the asymptotic behavior of minimizing solutions or to understand the behavior of general minimizers of (1.1) (without the Dirichlet boundary condition), we lead to the following: From this Liouville type theorem we may deduce the following gradient estimates for minimizing p harmonic maps. • If m ≤ p < ∞, then u ∈ C 1 (Ω, N) and
|du(x)| ≤ c(m, p, N ) d(x, R m \Ω)
for any x ∈ Ω.
An interesting consequence of Theorem 1.2 is the compactness for p-energy minimizing maps. (Ω, N) . The main point in Corollary 1.1 is that, under the topological condition on N , one may drop the condition that the p-energy of the sequence of maps is uniformly bounded as in the Luckhaus compactness theorem for minimizing p-harmonic maps (see [Lu1] and [Lu2] ). This fact has already been observed in [HKL] in a special case. We also have the following When p = 2, the topological condition on the target stated in Theorem 1.1 simply says the fundamental group is finite, or equivalently, the universal covering space is compact. Typical examples of Riemannian manifolds with finite fundamental group are compact Riemannian manifolds with strictly positive Ricci curvature. When the fundamental group of the target manifold is infinite, we may have nonconstant minimizing harmonic maps with arbitrary growth rates for the energy. Indeed a lifting argument tells us if N is a complete Riemannian manifold with non-positive sectional curvature, then for m ≥ 2, any harmonic map from R m to N is minimizing. A typical example is the case We also would like to point out a few known facts related to our results. It was proved in [SU] that for n ≥ 3, every stable harmonic map from R 2 to S n is a constant map (see Theorem 2.9 in [SU] ). Note that in Theorem 1.1 one could have N = S 2 or N = S n , n ≥ 2 but with arbitrary smooth Riemannian metric. It is well-known that holomorphic or anti-holomorphic maps from R 2 to S 2 are stable. In fact, a theorem of A. Lichnerowicz says every holomorphic or anti-holomorphic map from a compact Kähler manifold to another Kähler manifold is energy minimizing in its homotopy class (see Theorem 4.2 in [Xi] ). If one looks at the proof closely, one can easily show that without the compactness condition on the domain manifold, any holomorphic or anti-holomorphic map is energy minimizing in its homotopy class if only those homotopies supported in compact subsets are considered. In particular, it shows holomorphic or anti-holomorphic maps between Kähler manifolds are always stable harmonic maps. We also note that it was proved in Corollary 6 of [So] [SU] ), and hence it is a minimizing harmonic map by Lemma 2.1 in [SU] . For general p-harmonic maps, we note
See [AL] , [CG] , [HLW] and the references therein.
The key concept related to Theorem 1.1, Theorem 1.2 and Theorem 1.3 is the so called p-extension property for 1 < p < ∞ (see Definition 2.1). Based on an important lemma and some techniques from [HrL] (see Section 6 of [HrL] ), we may show that a compact Riemannian manifold satisfies p-extension property if and only if it is ([p] − 1)-simply connected (see Theorem 2.1).
Once we show every minimizing harmonic map from R 2 to S 2 is a constant map, we are able to classify blow-up limits of local minimizers of I ε , ε → 0 + . We have the following
on R 2 , also assume u locally minimizes I 1 , then the image of u lies in upper half sphere or lower half sphere and it satisfies
In addition, either u is a constant in S 1 or the degree of
When the base points of blow-ups are somewhat close to the boundary, we get blow-up limits defined on a half plane. Then we have the boundary version of Theorem 1.4, which in some sense corresponds to the fact that the vortices should "stay inside" Ω in Theorem 1.2 of [HnL] .
The ingredients in proving Theorem 1.4 and Theorem 1.5 are the gradient estimate, which follows from a blowing up argument, and energy comparison maps from [Sa2] and Section 6 of [HrL] . We have just learned from Sylvia Serfaty that in [AS] and [Sa1] , the authors made a similar investigation as our previous work [HnL] . However, [AS] seems to have missed this key gradient estimate (see page 677 of [AS] ). It is also necessary to have this gradient estimates to understand the fine properties of minimizers. An interesting point in Theorem 1.4 and Theorem 1.5 is that we do not have any growth condition on solutions to start with. It remains as an open problem if after translation, rotation, reflection with respect to x 1 axis on R 2 and reflection with respect to the horizontal plane on S 2 , a minimizer in Theorem 1.4 is either a constant or the degree 1 radial solution in Proposition 5.2 of [HnL] . For the Ginzburg-Landau model case, the corresponding problem was solved in [Mi] .
The paper is written as follows. In Section 2, we study the relation between minimizing p-harmonic maps and the topology of the target manifolds and prove Theorem 1.1, Theorem 1.2 and Theorem 1.3. In Section 3, we classify the blow-up limits of minimizers of I ε as ε → 0 + and prove Theorem 1.4 and Theorem 1.5. mentioned in the introduction, the key concept related to Theorem 1. (∂Ω, (N, g) 
then we say N satisfies the p-extension property.
It is easy to see that once there exists a Riemannian metric g 0 on N such that we may do extensions satisfying (2.1), then N has the p-extension property. We may also define (m, p)-extension property by putting the dimension m in, but we don't need this here. The p-extension property is a topological property, in fact one has the following Theorem 2.1. If N is a smooth connected compact manifold, 1 < p < ∞, then it has the p-extension property if and only if
To prove this theorem, we need Lemma 6.1 in [HrL] , which is stated below for reader's convenience.
Lemma 2.1 (Lemma 6.1 in [HrL] ). Let
Moreover, P is smooth in an open neighborhood of N .
Proof of Theorem 2.1. If N satisfies p-extension property, then, for any 1
Sobolev embedding theorem, u is continuous, hence f is homotopic to a constant. If p is an integer and i = p − 1, then it follows from [BN] that f is still homotopic to a constant. In any case, π i (N ) = 0.
Let N be such that
First of all, we may assume there is an embedding N ⊂ R k for some k. From Lemma 2.1 we may find a compact
Moreover, P is smooth in an open neighborhood of N . We may find a δ ∈ (0, 1) such that for any a ∈ B k δ , the map P a : N → N , which is defined by P a (y) = P (y − a), is a diffeomorphism with |dP 
.
Here we used (2.3) with q = p and (2.4). From (2.5) we may find an a ∈ B δ such that
• v a is the needed extension. We note the extension problem without energy estimate was considered in [BD] . In fact, Theorem 5 in [BD] is in the same spirit as the necessary part of Theorem 2.1. To prove Theorem 1.1 and 1.2 we need some technical lemmas. 
Proof. We may assume k > 0, s > 0 and
here C ij is a cube with side length 1/l i . We have
This implies H
Proof. First we want to show R m \F is path connected. In fact, given any two 
On the other hand, we may find af ∈ Lip(B 2 1 , R m ) such thatf is an extension of f . Indeed one may takẽ
1 . Definē 
A scaling argument shows for any r > 0, any
The point here is that the constant c(m, p, N ) doesn't depend on r. Suppose u :
, from the minimality of u and (2.7) we have
Assume for some R > 0, we have φ(R) > 0, then for any r ≥ R,
, we lead to a contradiction. Hence φ ≡ 0, that is u must be a constant map. If p = m, then integrating (2.9) one gets
, we obtain again a contradiction. Hence u is a constant.
If 1 < p < m, then integrating (2.9),one has 
Proof of Claim 2.1. If p ≥ m, then from Corollary 2.6 of [HrL] we know u ∈ C(R m , N). Since R m is simply connected, we may find aũ (1−r) p−1 for 0 < r < 1.
Proof of Claim 2.2. First look at the case π i (N ) = 0 for 1 ≤ i ≤ [p] − 1. Denote φ(r) = Br |du| p for 0 < r < 1, then the arguments in the proof of Theorem 1.1 gives us (see (2.12)) that, if φ(r) > 0, then for any r < s < 1, we have
Hence Claim 2.2 is true under the assumption that the target is [p] − 1 simply connected. The general case can be proved by the lifting argument presented above.
When Ω is an arbitrary open subset, the conclusion in Theorem 1.2 follows from Claim 2.2 by a simple scaling.
Next let us look at the case m ≤ p < ∞. In this case it follows from Corollary 2.6 of [HrL] that u ∈ C 1 (Ω, N). Again by scalings, to prove the gradient estimate, it suffices to show the following Proof of Claim 2.3. If the conclusion of Claim 2.3 were false, then we would find a sequence u i ∈ C(B m 1 , N) such that u i is a minimizing p-harmonic map and Hence after passing to a subsequence, we may find a v ∈ C 1,α 
For any λ > 0, we denote u λ (x) = u(x/λ) for x ∈ H 0 . Then ρ u λ (r) = ρ u (r/λ). From the proof of Corollary 2.8 and Theorem 6.4 in [HrL] or [Lu1] , [Lu2] we know there exists a v ∈ W 1,p loc (H 0 , N) and a sequence of positive numbers N) and v is a minimizing p-harmonic map. By the strong convergence, one has ρ v (r) ≡ ρ u (∞), and hence by (2.16) we get ∂ r v = 0. Since v is a constant map on ∂H 0 , it follows from Theorem 5.7 of [HrL] that v itself is a constant map. The latter implies ρ u (∞) ≡ ρ v (r) = 0, and therefore u is a constant map. Theorem 1.3 in its full generality can be proved by the same lifting argument as that in the proof of Theorem 1.1.
Proof of Corollary 1.1. This follows from Theorem 1.2 and the Luckhaus Compactness Theorem (see [Lu1] and [Lu2] ).
Minimal solutions of a simplified Landau-Lifschitz equation.
The aim of this section is to classify all blow-up limits of minimizers of I ε (see (1.1)). That is we want to study minimal solutions of the simplified Landau-Lifschitz equation
for a S 2 valued u defined on the entire plane. To proceed, we need the following gradient estimate.
Proof. Otherwise, we would find a sequence u j ∈ C ∞ (B 1 , S 2 ), minimizing I 1 on B 1 and (α, r) . After passing to a subsequence we may assume
Moreover, v is a locally minimizing harmonic map. It follows from Theorem 1.1 that v is a constant, we obtain a contradiction. We also need the following edition of Theorem 2.1. The key point here is that the constant doesn't depend on domain Ω.
Proof.
Integrating both a and x, we get
Hence we may find a b ∈ B 1
, thenũ is the needed map.
We note the method above was introduced in Section 6 of [HrL] . Now we may turn to Theorem 1.4.
Proof of Theorem 1.4. From Proposition 3.1 we deduce
Next we will combine Lemma 3.1 together with the comparison method in [Sa2] to show u has nice decay properties.
Proof of Claim 3.1. We may assume R ≥ 2, define
here e 1 = (1, 0, 0). From (3.3) we know |∇u R (x)| ≤ c.
By Lemma 3.1 we may find aũ 
By estimates (3.3) and (3.4), and by a covering argument we may find a finite number of unit length arcs on ∂B R1 , namely
From co-area formula we have (3.6)
Hence we may find a ξ 0 ∈ S 1 such that
For simplicity we assume ξ 0 = −1, then let J 1 , · · · , J n be those unit length arcs centered at points in (
Hence we may extend u R to B R1 \B R1−δ such that
A computation using the polar coordinates and the stereographic coordinates yields (3.9)
By (3.7) and (3.8) we get
From Lemma 3.1 we may find aũ
By taking δ = R 1 4 in (3.10), we obtain the Claim 3.2. Now we proceed to show the growth of I 1 (u, B R ) is at most of order log R. That is
Proof of Claim 3.3. Denote φ(R)
From Claim 3.2 we know
This and (3.11) imply that (3.12)
Combining(3.12) and (3.3), one has |u
We have (3.13)
Define a continuous function α :
and |α(θ) − α(0)| < 2π for any 0 ≤ θ < θ 1 . Starting from θ 1 , we may inductively define θ 2 , θ 3 , · · · , θ n , until we come back to θ = 2π. From (3.13) we get a rough bound n ≤ c(Rφ (R)) 1 2 . (R 1 − 1) e iθ0 , · · · , (R 1 − 1)e iθn breaks ∂B R1−1 into arcs. First we assume there are some arcs on which the degree of v R is +1 or −1, then after combining neighbored arcs, we may assume on each arc (which could be a union of several original arcs) v R has degree +1 or −1. For every such resulting arc I j , we let J j be the circular arc (with the circle's center at the intersection of two tangent lines at ∂I j ) lie inside the ∂B R1−1 and orthogonal to I j at ∂I j . I j and J j together encloses a domain called (0) . Choose a j ∈ Ω j such that B 2r0 (a j ) ⊂ Ω j for some r 0 > 0, an absolute constant. Suppose the degree of v R on I j is +1, then let
Set ϕ j in Ω j as the harmonic extension of the boundary function. Let
and v R | Br 0 (aj ) be the harmonic extension of v R | ∂Br 0 (aj ) . We may proceed similarly for the degree −1 case. If no arc has nonzero degree, then we have v R | ∂BR 1 −1 = e iϕ . Then using the harmonic extension to define ϕ inside B R1−1 , and let
If we putφ(R) = φ(R) + log R, then (3.14) implies
In other words
By integrating on both sides we get for any R > R,
Let R → ∞, we getφ(R) ≤ c log R for R large. This implies I 1 (u, B R ) ≤ c log R and Claim 3.3 is proved. Claim 3.3 along with the Pohozaev's identity (which follows from multiplying (3.1) by x j ∂ j u and integrating by parts, one may see Lemma 4.4 in [HnL] ) (3.18)
Combining the last fact with (3.3), we get u 3 → 0 as |x| → ∞. Further estimates of u 3 and |∇u| follow from Proposition 6.1 in [HnL] . To obtain the degree of the map at ∞, we assume for |x| ≥ R 0 , |u
Γ is the stereographic projection defined in (3.5), d is the degree of
, from the Annulus Lemma (see [BMR] or Lemma 4.1 in [HnL] ) we have
On the other hand, if we setṽ(x) =ρe
By the fact that |ρ − 1|, |∇ρ| decay exponentially at ∞, one has via Poincare's inequality that |∇ψ(x)| = O(|x| −2 ) (see Proposition 6.1 in [HnL] ). We note that
, from Lemma 4.3 in [HnL] we may chooseũ on B R 2 such that 
Here Π(ξ) = ξ |ξ| for ξ ∈ R 3 \{0}. From the estimates for u, one easily verifies
Let R → ∞, we get I 1 (v, B R1 ) ≥ I 1 (ũ, B R1 ), hence Claim 3.4 is proved.
From Claim 3.4 we knowũ is smooth and satisfies (3.1). Sinceũ 3 ≥ 0, from the equation of third component we know eitherũ 3 > 0 orũ 3 ≡ 0. The first case implies u 3 > 0 or u 3 < 0. The second case implies u ≡ const.
is a solution to (3.1). Clearly these are not local minimizers.
Remark 3.2. It is of interest to prove that under translation, rotation, and reflection with respect to the x 1 axis and the horizontal plane, the degree 1 radial solution in Proposition 5.2 in [HnL] is the unique nonconstant local minimizer. In the Ginzburg-Landau model case, the corresponding problem was solved in [Mi] .
To prove Theorem 1.5, we need the following boundary version of Proposition 3.1. Proof. The proof goes almost the same as the one for Proposition 3.1, except in case we get half plane in the blow-up limit, we use Theorem 1.3 to find a contradiction. One may refer to the proofs of Theorem 3.1 and Proposition 6.3 in [HnL] .
Proof of Theorem 1.5. Without losing of generality we may assume e = e 1 = (1, 0, 0). From Proposition 3.1 and Proposition 3.2 we get 
From (3.24) one may find a sequence R j → ∞ such that
(3.25) and (3.26) together imply (3.27)
here c is an absolute constant. Next, using (3.23), one has u 3 → 0 as |x| → ∞. 
Here we use the fact |∇ψ| ≤ c, which follows from (3.23), also we use (3.27). We, therefore, obtain Next we want to derive a lower bound for the energy. We have (1 + |ṽ| 2 )
≤ c(u).
Here one uses the fact that H0\B 
