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We derive the collision term in the Boltzmann equation using the equation of motion for the
Wigner function of massive spin-1/2 particles. To next-to-lowest order in ~ it contains a nonlocal
contribution, which is responsible for the conversion of orbital into spin angular momentum. In a
proper choice of pseudo-gauge the antisymmetric part of the energy-momentum tensor arises solely
from this nonlocal contribution. We show that the collision term vanishes only in global equilibrium
and that the spin potential is then equal to the thermal vorticity. In the nonrelativistic limit, the
equations of motion for the energy-momentum and spin tensors reduce to the well-known form for
hydrodynamics for micropolar fluids.
Introduction – The study of polarization phenomena
in heavy-ion collisions has attracted significant attention
in the past [1–4]. Experimental studies show that the
spin of hadrons emitted in noncentral collisions is aligned
with the direction of the global angular momentum [5–
7]. The magnitude of the global polarization of Λ baryons
can be very well described by models based on relativistic
hydrodynamics and assuming local thermodynamic equi-
librium of the spin degrees of freedom [4, 8–14]. Particles
get polarized through the rotation of the medium in a way
which resembles the Barnett effect [15]. Unfortunately,
the same models [16, 17] are not able to describe the ex-
perimentally measured longitudinal Λ polarization [18].
This problem is currently the focus of intense work [19–
26], however, a convincing solution does not yet exist.
In order to address this problem one needs to under-
stand how the orbital angular momentum of the strongly
interacting matter created in noncentral heavy-ion col-
lisions is converted into the spin angular momentum of
its constituents. In order to account for the nontrivial
dynamics of the spin degrees of freedom, it has been pro-
posed to introduce the rank-three spin tensor as addi-
tional dynamical variable, promoting relativistic hydro-
dynamics to a theory of spin hydrodynamics [27–33].
Since spin is inherently a quantum feature, any rigor-
ous derivation of spin hydrodynamics must be based on
quantum field theory. However, in order to see how or-
bital angular momentum can be converted into spin and
vice versa on a microscopic level, it is advantageous to
first derive a Boltzmann equation from quantum field
theory, and then obtain hydrodynamics from the former,
for instance by applying the method of moments [34].
In the nonrelativistic case, this direction was pursued
in a seminal paper [35], where it was already pointed out
that a local collision term in the Boltzmann equation will
not be able to describe polarization through rotation.
Only if one accounts for the nonlocality of the micro-
scopic collision process, orbital angular momentum can
be converted into spin. Unfortunately, no explicit expres-
sion for a nonlocal collision term was derived in Ref. [35]
and terms to effectively mimic such spin dynamics were
introduced only phenomenologically into hydrodynamics.
In Ref. [21], a microscopic model based on collisions of
partons as wave packets was proposed to link the spin po-
larization to the vorticity, but without considering spin
equilibration. A first attempt to systematically incor-
porate nonlocal collisions in a kinetic framework based
on quantum field theory was recently made in Ref. [36],
however, without giving an explicit expression for the
nonlocal collision term. Thus, both in the nonrelativis-
tic as well as the relativistic cases, a systematic, explicit
derivation of such a term and a discussion of its impact
on relativistic spin hydrodynamics are still missing. The
aim of this letter is to fill this gap.
We use the following notation and conventions: a ·
b = aµbµ, a[µbν] ≡ aµbν − aνbµ, gµν = diag(+,−,−,−),
ǫ0123 = −ǫ0123 = 1, and repeated indices are summed
over.
Quantum transport – The Wigner-function formalism
provides a first-principle formulation of kinetic theory
and also turned out to be a very powerful tool for the
description of anomalous transport in the quark-gluon
plasma (QGP) created in heavy-ion collisions [see e.g.
Refs. [37–44]]. Our starting point is the Wigner function
for spin-1/2 particles [45–47],
Wαβ(x, p) =
∫
d4y
(2π~)4
e−
i
~
p·y
〈
: ψ¯β (x1)ψα (x2) :
〉
, (1)
with x1,2 = x ± y/2 and ψ(x) being the spinor field.
Extending our previous work [48] [see also related work
in Refs. [49–55]], which was valid in the free-streaming
limit, we now include interactions and thus account for
the effect of collisions. Using the Dirac equation in the
presence of a general interaction term
(i~γ · ∂ −m)ψ(x) = ~ρ(x) , (2)
where ρ = −(1/~)∂LI/∂ψ¯, with LI being the interac-
tion Lagrangian, we derive the transport equation for
2the Wigner function [45],[
γ ·
(
p+ i
~
2
∂
)
−m
]
W = ~ C[W ] , (3)
where
C[W ] ≡
∫
d4y
(2π~)4
e−
i
~
p·y
〈
: ρ(x2)ψ¯(x1) :
〉
. (4)
We decompose the Wigner function in terms of a basis
of the generators of the Clifford algebra
W =
1
4
(
F + iγ5P + γ · V + γ5γ · A+ 1
2
σµνSµν
)
,
(5)
and substitute it into Eq. (3) to obtain equations of mo-
tion for the coefficient functions. After separating real
and imaginary parts, we obtain (we list only those equa-
tions which are relevant for the following)
~
2
∂ · A+mP = −~DP , (6)
pµF − ~
2
∂νSνµ −mVµ = ~DµV , (7)
~
2
∂[µVν] − ǫµναβpαAβ −mSµν = ~DµνS , (8)
~ ∂ · V = 2~CF , (9)
p · A = ~CP , (10)
p[µVν] + ~
2
ǫµναβ∂αAβ = −~CµνS , (11)
where we defined Di = ReTr (Γ˜iC), Ci = ImTr (Γ˜iC),
i = F ,P ,V ,S, Γ˜F = 1, Γ˜P = −iγ5, Γ˜V = γµ, Γ˜S = σµν .
Following Refs. [48, 51, 52] we employ an expansion in
powers of ~ for the functions F ,P ,Vµ,Aµ,Sµν and the
collision terms Di, Ci in Eqs. (6)–(11). Thus, e.g. for the
scalar part we write
F = F (0) + ~F (1) +O(~2) . (12)
We stress that, since gradients are always accompanied
by factors of ~, this expansion is effectively a gradient
expansion.
In order to simplify the following discussion, we now
make the assumption that all effects arising from the spin,
and consequently from the polarization, are at least of
first order in ~. This is the situation where, like in the
QGP, a nonzero particle polarization arises only through
scatterings in the presence of a nonvanishing medium vor-
ticity, which is of first order in gradients. Therefore, since
Aµ is related to the polarization vector [48], its zeroth-
order contribution vanishes, A(0)µ = 0, and consequently,
from Eq. (8), S(0)µν = 0. From Eq. (6) we also immedi-
ately conclude that P(0) = 0. Thus, at zeroth order all
pseudoscalar quantities vanish, which implies that also
the collision terms which carry pseudoscalar quantum
numbers must vanish at zeroth order, D
(0)
P = C
(0)
P = 0.
Using Eqs. (6) and (10) this, in turn, implies that
P = O(~2) , p · A = O(~2) . (13)
For the vector part, the only vector at our disposal at
zeroth order is pµ, i.e.,
DµV = p
µδV +O(~) , (14)
with a scalar function δV . Thus, from Eq. (7) we obtain
Vµ = 1
m
pµF¯ +O(~2) , (15)
where we defined F¯ ≡ F − ~δV . From Eqs. (9) and (11)
we then derive
p · ∂F¯ = mCF , p · ∂Aµ = mCµA , (16)
with CF = 2CF and C
µ
A ≡ − 1mǫµναβpνCSαβ . Equations
(13) and (16) form a closed system of equations for F¯
and Aµ.
The next step is to introduce spin as an additional
variable in phase space [31, 33, 56–58]. We define the
distribution f(x, p, s) as
f(x, p, s) ≡ 1
2
[F¯(x, p)− s · A(x, p)] . (17)
We now employ the quasi-particle approximation, i.e., we
assume that the distribution f is of the form
f(x, p, s) = mδ(p2 −M2)f(x, p, s) , (18)
where f(x, p, s) is a function without singularity at p2 =
M2 ≡ m2 + ~δm2 and δm2(x, p, s) is a correction to the
mass-shell condition for free particles arising from inter-
actions [where the s dependence enters at O(~)]. We
introduce the covariant integration measure∫
dS(p) ≡ 1
κ(p)
∫
d4s δ(s · s+ 3)δ(p · s) , (19)
where κ(p) ≡ √3π/
√
p2 is determined by requiring
F¯ =
∫
dS(p) f(x, p, s) , Aµ =
∫
dS(p) sµf(x, p, s) .
(20)
The kinetic equation which we want to solve is now given
by combining Eq. (17) with Eq. (16),
p · ∂ f(x, p, s) = mC[f] , (21)
where we introduced the collision kernel C[f] ≡ 12 (CF −
s · CA). In the next section, we will compute this kernel
up to first order in ~, which means that only terms linear
in spin and in gradients will be considered. This implies
that we assume that the distribution f varies slowly in
space and time on the microscopic scale corresponding to
the interaction range. We will also restrict ourselves to
the contribution from particles; the extension to include
antiparticles is straightforward.
Collisions – As will become clear in the following, up
to first order in ~ the collision term in Eq. (21) has the
following structure,
C[f] = C
(0)
l [f] + ~
{
C
(1)
l [f] + C
(1)
nl [f]
}
≡ Cl[f] + ~C(1)nl [f] .
(22)
3Here, local and nonlocal contributions are denoted by
subscripts l and nl, respectively. The zeroth-order con-
tribution is purely local, while the first-order contribution
has both local and nonlocal parts, the latter arising from
gradients.
In order to explicitly calculate the collision term we fol-
low Ref. [45]. This calculation is based on an expansion
in particle-scattering states and makes the following as-
sumptions: (i) low-density approximation, i.e., the inter-
acting Wigner function in the collision term is identified
with the free-streaming Wigner function (containing also
contributions up to order ~) and only binary scattering
processes of the form (p1, s1), (p2, s2)→ (p, s), (p′, s′) are
considered, and (ii) initial correlations are neglected.
The details of the calculation will be shown in a forth-
coming publication [59]. Here we will only comment on
the most important intermediate steps. First, it can be
shown that the off-shell terms on both sides of Eq. (21)
cancel and we are left with the on-shell Boltzmann equa-
tion
δ(p2 −m2) p · ∂f(x, p, s) = δ(p2 −m2)C[f ] . (23)
After some lengthy calculation we obtain the local colli-
sion term
Cl[f ] ≡ Cp+s[f ] + Cs[f ] , (24)
where Cp+s[f ] describes momentum- and spin-exchange
interactions, while Cs[f ] describes purely spin exchange
without momentum exchange. These terms read explic-
itly
Cp+s[f ] ≡
∫
dΓ1 dΓ2 dΓ
′ dS′1(p)W
× [f(x, p1, s1)f(x, p2, s2)− f(x, p, s′1)f(x, p′, s′)] ,
Cs[f ] ≡
∫
dΓ2 dS1(p)W f(x, p, s1)f(x, p2, s2) , (25)
where we defined the phase-space measure
∫
dΓ ≡∫
d4p δ(p2 −m2) ∫ dS(p) as well as the quantities
W ≡ 1
32
∑
s,r,s′
1
[
hss′
1
(p, s′1)hs′1r(p, s) + hss′1(p, s)hs′1r(p, s
′
1)
]
×
∑
s′,r′,s1,s2,r1,r2
hs′r′(p
′, s′)hs1r1(p1, s1)hs2r2(p2, s2)
×〈p, p′; r, r′|t|p1, p2; s1, s2〉〈p1, p2; r1, r2|t†|p, p′; s, s′〉
×δ4(p+ p′ − p1 − p2) , (26)
and
W ≡ ~ π
4m
∑
s1,s2,r,r2
ǫµναβs
µsν1p
αnβs1r hs2r2(p2, s2)
×〈p, p2; r, r2|t+ t†|p, p2; s1, s2〉 , (27)
where
hsr(p, s) ≡ δsr + s · nsr(p) , (28)
and
nµsr(p) ≡
1
2m
u¯s(p)γ
5γµur(p) , (29)
with the standard particle spinors ur(p), u¯s(p). More-
over, 〈p, p′; r, r′|t|p1, p2; s1, s2〉 denotes the amplitude for
the scattering of two particles with momenta p1, p2 and
spin projections s1, s2 into two particles with momenta
p, p′ and spin projections r, r′.
If the distribution functions do not depend on the spin
variables, i.e., f(x, p, s) ≡ f(x, p), we recover the famil-
iar Boltzmann collision term, where the standard spin
averaging and summation is done directly in the cross
section [45]. However, if the distribution functions de-
pend on spin, the two terms on the right-hand side of
Eq. (24) require further discussion. Considering Cp+s[f ],
the term ∼ f(x, p1, s1)f(x, p2, s2) has the form of a gain
term for particles with (p, s), while∼ f(x, p, s′1)f(x, p′, s′)
does not have an obvious interpretation as a loss term,
because the spin variable is s′1, not s.
However, we can modify the definition of distribution
function and collision term such that the standard inter-
pretation of gain and loss terms in the latter is recov-
ered. To this end, we first note that the physically rel-
evant quantities are obtained after integrating over the
phase-space spin variable, see e.g. Eq. (20). Therefore,
if we can replace the distribution function f(x, p, s) by
another distribution function f˜(x, p, s) and similarly the
collision term C[f ] by C˜[f˜ ], where
p · ∂ f˜(x, p, s) = C˜[f˜ ] , (30a)∫
dS(p) b Q˜(x, p, s) =
∫
dS(p) bQ(x, p, s) (30b)
is fulfilled for Q ∈ {f,C[f ]}, Q˜ ∈ {f˜ , C˜[f˜ ]}, b ∈
{1, sµ}, then the physically relevant quantities will not
be changed. Equations (30) constitute a kind of “weak
equivalence principle”, stating that f and f˜ formally
obey the same equation of motion and give identical re-
sults when integrating over the spin variable.
One can show that the choice f˜ ≡ f and
C˜p+s[f ] ≡
∫
dΓ1 dΓ2 dΓ
′ W˜
×[f(x, p1, s1)f(x, p2, s2)− f(x, p, s)f(x, p′, s′)] ,(31)
with
W˜ ≡ δ4(p+ p′ − p1 − p2) 1
8
∑
s,r
hsr(p, s) (32)
×
∑
s′,r′,s1,s2,r1,r2
hs′r′(p
′, s′)hs1r1(p1, s1)hs2r2(p2, s2)
×〈p, p′; r, r′|t|p1, p2; s1, s2〉〈p1, p2; r1, r2|t†|p, p′; s, s′〉 ,
satisfies the weak equivalence principle (30) up to O(~).
Let us now focus on Cs[f ]. This corresponds to colli-
sions where the momentum of each particle is conserved,
4but the spin can change: (p, s1), (p2, s2) → (p, s), (p2, s′)
[45]. Here, the distribution functions f(x, p, ·) and
f(x, p′, ·) describe the particles before and after the col-
lision, which means that they contribute to both the gain
and the loss term. We see from Eq. (27) that the inter-
change of sµ and sν1 flips the sign of W. This means that
a net gain of particles with (p, s) corresponds to a net
loss of particles with (p, s1).
For the extension to nonlocal collisions let us first give
an intuitive argument. If we assume that particles scatter
with a finite impact parameter, the distribution functions
entering Eq. (25) have to be evaluated at different space-
time points. Hence, the simplest extension of the full
collision term (22), and modified using the weak equiva-
lence principle (30), should have the form
C˜[f ] =
∫
dΓ1dΓ2dΓ
′ W˜ [f(x+∆1, p1, s1) (33)
× f(x+∆2, p2, s2)− f(x+∆, p, s)f(x+∆′, p′, s′)]
+
∫
dΓ2 dS1(p)Wf(x+∆1, p, s1)f(x+∆2, p2, s2) ,
where the position shifts ∆, ∆′, ∆1, ∆2 are of first or-
der in ~. Note that, in the collision term where only
spin is exchanged, p1 = p, p
′ = p2. We will show in a
forthcoming publication [59] that Eq. (33) can indeed be
derived by an explicit calculation. The only additional
assumption that we need to make is that the scattering
amplitude is constant over scales of order ∆. This is con-
sistent with the low-density approximation, see e.g. Ref.
[60]. The position shifts are functions of momentum and
spin, for details see Ref. [59]. However, for the following
discussion we do not need to specify them explicitly.
Equilibrium – We will now consider the conditions nec-
essary to reach equilibrium. For the sake of simplicity,
we consider uncharged particles, such that the chemical
potential is zero. The standard form of the local equilib-
rium distribution function is [9]
feq(x, p, s) =
1
(2π~)3
exp
[
−β(x) · p+ ~
4
Ωµν(x)Σ
µν
s
]
,
(34)
where βµ = uµ/T (uµ is the fluid velocity and T the
temperature, respectively) and Ωµν is the spin poten-
tial [27, 30]. Note that the exponent of the distribu-
tion function has to be a linear combination of the con-
served quantities momentum and total angular momen-
tum. Here, we absorbed the orbital part of the angular
momentum into the definition of βµ(x) [9] and we defined
the dipole-moment tensor
Σµν
s
≡ − 1
m
ǫµναβpαsβ . (35)
Inserting Eq. (34) into Eq.(33) and expanding to first
order in ~ we obtain
C˜[feq] = −
∫
dΓ′dΓ1dΓ2 W˜ e−β·(p1+p2)
×
[
∂µβν (∆
µ
1p
ν
1 +∆
µ
2p
ν
2 −∆µpν −∆′µp′ν)
−~
4
Ωµν
(
Σµν
s1
+Σµν
s2
− Σµν
s
− Σµν
s
′
)]
−
∫
dΓ2 dS1(p)dS
′(p2)W e
−β·(p+p2)
×
{
∂µβν [(∆
µ
1 −∆µ)pν + (∆µ2 −∆′µ)pν2 ]
− ~
4
Ωµν(Σ
µν
s1
+Σµν
s2
− Σµν
s
− Σµν
s
′ )
}
, (36)
where the zeroth-order contribution to the collision term
was omitted, as it vanishes for the distribution function
(34). Since Lµν = ∆[µpν] is the orbital angular momen-
tum tensor of the particle with (p, s), the parentheses in
the second and fifth line contain the balance of orbital
angular momentum in the respective collision.
Introducing the total angular momentum Jµν = Lµν+
~
2Σ
µν
s of the particle and assuming that this is conserved
in a collision, Jµν + J ′µν = Jµν1 + J
µν
2 , we see that the
collision terms vanishes for any W˜ , W if:
∂µβν + ∂νβµ = 0 , (37)
Ωµν = ̟µν ≡ −1
2
∂[µβν] = const. . (38)
We emphasize that the collision term (36) only vanishes
if the conditions for global (and not just local) equilib-
rium are fulfilled. Our calculation derives condition (38)
for the first time in a kinetic-theory approach, confirm-
ing a known result from statistical quantum field the-
ory [61]. In previous works condition (38) was found
for massive particles only in the presence of an electro-
magnetic field [48, 55]. We also note that for massless
particles this condition is needed to ensure the frame in-
dependence of observable quantities [62].
Spin hydrodynamics from kinetic theory – The equa-
tion of motion for the spin tensor Sλ,µν is derived from
the conservation of the total angular momentum tensor
Jλ,µν ≡ xµT λν − xνT λµ + ~Sλ,µν [27–33]. At this point
we should mention that the definition of the energy-
momentum and spin tensors depends on the choice of
pseudo-gauge, which can have physical implications on
observables [30, 63, 64]. The so-called canonical spin ten-
sor, which is obtained from the Dirac Lagrangian using
the Noether theorem, does not lead to a covariant de-
scription for the spin of free fields. A solution to this
problem was proposed by Hilgevoord and Wouthuysen
(HW) [65, 66], who derived the spin tensor from the
Klein-Gordon Lagrangian for spinors. There exists a
pseudo-gauge transformation relating the canonical to
the HW energy-momentum and spin tensors [45]. Defin-
ing dP ≡ d4p δ(p2−M2) one obtains, for details see Ref.
5[59],
T µνHW =
∫
dP dS(p) pµpνf(x, p, s) +O(~2) , (39)
Sλ,µνHW =
∫
dP dS(p)pλ
(
1
2
Σµν
s
− ~
4m2
p[µ∂ν]
)
f(x, p, s)
+O(~2) . (40)
The equations of motion for these tensors can be written
with the help of the Boltzmann equation (23) and the
weak equivalence principle (30) as
∂µT
µν
HW =
∫
dΓ pν C˜[f ] = 0 , (41)
~ ∂λS
λ,µν
HW =
∫
dΓ
~
2
Σµν
s
C˜[f ] = T
[νµ]
HW , (42)
where energy-momentum conservation in a binary colli-
sion makes the right-hand side of Eq. (41) vanish. On
the other hand, the right-hand side of Eq. (42) is derived
from the conservation of total angular momentum and
shows that spin is in general not conserved in collisions
(as it can be converted into orbital angular momentum).
This conversion is described by the antisymmetric part
of the energy-momentum tensor, which contains terms of
at least second order in ~. Moreover, in the HW formu-
lation, T
[νµ]
HW is nonzero only in the presence of nonlocal
collisions. In local collisions the orbital angular momen-
tum vanishes and the dipole-moment tensor itself is a col-
lision invariant, which makes the right-hand side of Eq.
(42) vanish [31]. In general, however, this happens only
in global equilibrium. Away from global equilibrium, the
collision term is nonzero, and thus there is always dissipa-
tive dynamics. In this sense, “ideal spin hydrodynamics”
exists only if one neglects the nonlocality of a microscopic
collision.
Inserting Eq. (34) into Eq. (40) we obtain to leading
order in ~ for the spin tensor in equilibrium
Sλ,µνHW,eq =
~
4
n(0)uλ̟µν , (43)
where n(0) ≡ 2 ∫ dP p · u f (0)eq (x, p) is the zeroth-order
particle density. The spin tensor (43) has the same form
as that used in the formulation of spin hydrodynamics in
Ref. [27].
Nonrelativistic limit – We now show that the HW ten-
sors in combination with nonlocal collisions yield the cor-
rect nonrelativistic limit. To this end we take pµ →
m(1,v)T with the particle three-velocity v, which im-
plies Σijs → −ǫijksk. With this, the spatial components
of the last equality in Eq. (42) read
T
[ji]
HW = −mǫijk∂0
〈
~
2
sk
〉
−mǫijk∂l
〈
vl
~
2
sk
〉
, (44)
where we used the Boltzmann equation (23) to replace
the collision term C˜[f ] and introduced the notation 〈...〉 ≡
(m2/2π
√
3)
∫
d3v d3s δ(s2 − 3) (...)f . The above result
agrees with Eq. (12.11) in Ref. [35] (up to a constant
due to a different normalization). We also compare to
the results obtained for micropolar fluids. The equation
of interest here is Eq. (2.2.9) of Ref. [67], which in the
absence of external fields reads
ρ
(
∂0 + uj∂j
)
ℓi = ∂jCji + ǫijkT jk , (45)
where ρ is the mass density, ℓi is the internal angu-
lar momentum, Cji is the so-called couple-stress ten-
sor, and T jk is the (conventional) stress tensor. Using
the continuity equation ∂0ρ + ∂i(ρui) = 0 in Eq. (45)
and comparing to Eq. (44), we identify m〈~2 si〉 = ρ ℓi,
Cji = −〈~2 sipj〉+m〈~2 si〉uj , and T jk = T jkHW.
Conclusions – In this letter, we have used the Wigner-
function formalism to explicitly compute the collision
term in the Boltzmann equation, including the nonlo-
cality of the microscopic collision process. Nonlocal col-
lisions are essential to convert orbital into spin angular
momentum. We have shown that the collision term van-
ishes only in global equilibrium, and in particular when
the spin potential is equal to the thermal vorticity, thus
confirming for the first time within a kinetic-theory ap-
proach previous results [61] based on statistical quan-
tum field theory. In contrast, for fluids without explicitly
dynamical spin degrees of freedom, local equilibrium is
sufficient to make the collision term vanish. As a conse-
quence, in the approach to equilibrium, a rotating fluid of
particles will develop a nonvanishing polarization, while
a polarized fluid will develop a nonvanishing vorticity.
Furthermore, we have shown that, for the Hilgevoord–
Wouthuysen pseudo-gauge choice [66], the antisymmet-
ric part of the energy-momentum tensor arises solely
from the nonlocal contribution to the collision term. We
have analyzed the equations of motion for the energy-
momentum and spin tensors and shown that, away from
global equilibrium, nonlocal collisions always imply dis-
sipative dynamics. In the nonrelativistic limit, we have
obtained well-known results for hydrodynamics with in-
ternal degrees of freedom, as has been applied to e.g.
micropolar fluids [67], spintronics [68], and chiral active
fluids [69]. An interesting extension of our work would be
to systematically derive the equations of motion of rela-
tivistic dissipative spin hydrodynamics using the method
of moments [34].
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