We present a data-driven approach to determine the memory kernel and random noise of the generalized Langevin equation. To facilitate practical implementations, we parameterize the kernel function in the Laplace domain by a rational function, with coefficients directly linked to the equilibrium statistics of the coarse-grain variables. Further, we show that such an approximation can be constructed to arbitrarily high order. Within these approximations, the generalized Langevin dynamics can be embedded in an extended stochastic model without memory. We demonstrate how to introduce the stochastic noise so that the fluctuation-dissipation theorem is exactly satisfied. * huan.lei@pnnl.gov † Nathan.Baker@pnnl.gov ‡
right equilibrium statistics for the CG model, the random noise has to obey the second fluctuation-dissipation theorem (FDT) [11] . While the theory of stationary processes [12] states that the random process is uniquely determined by the correlation function, which is proportional to the memory kernel; sampling the random noise is highly nontrivial. Methods that are based on matrix factorizations would require the Cholesky decomposition of the correlation matrix with dimension proportional to the total simulation period. On the other hand, methods based on Fast Fourier Transforms (FFT) may create an artificial periodicity [13] .
In addition to the direct derivation of memory kernels, e.g., [7] [8] [9] [10] , there have been numerous attempts to compute the memory kernel from full molecular dynamics (MD) simulations [14] [15] [16] , especially for the case without the CG forces. Such an approach leads to an integral equation of the first kind, which is numerically unreliable. More importantly, it still faces the issues with the random noise and the evaluation of the memory term. Another approach is to use the Kalman filtering technique to estimate the kernel function [17, 18] , where the kernel functions are assumed to be exponential form, in which case, the GLE can be embedded in a Markovian dynamics. Recently, Voth et al. proposed an alternative approach [19] to recover the CG dynamics by introducing fictitious particles interacting with the CG variables.
In this work, we present a novel, hierarchical approach. The crucial idea is to introduce a rational approximation in the Laplace space. This approach has two-fold: On one hand, the parameters in the ansatz can be computed from statistical properties of the CG variables.
On the other hand, the ansatz makes it possible to eliminate the memory by introducing auxiliary variables. More importantly, we will show how to introduce white noises in the extended dynamics so that the second FDT is exactly satisfied. As a result, no memory term needs to be evaluated, and no colored noise needs to be sampled. The first two approximations in the hierarchy, respectively, correspond to the Markovian approximation which has been used in many previous works [5, 20, 21] , and the approximation by UlenbeckWang process, which is the ansatz used in some previous works. However, as we will show, these approximations are often insufficient to predict dynamics properties. Following the hierarchy, we construct arbitrarily high order models.
II. NUMERICAL METHOD
Let us start with the generalized Langevin equation (GLE) expressed in the following form,
where q and p are the CG coordinates and momenta, and F(q) = −∇U(q) is the conservative force term determined by the potential of mean force (PMF) U(q). θ(t) denotes a memory kernel function. The noise R(t) is a stationary Gaussian process with mean zero and it satisfies the second fluctuation-dissipation theorem (FDT):
where β = 1/k B T . Such equations have been derived in previous works using the MoriZwanzig formalism [1, 22], e.g., see Ref. [7, 9] . In present work, we assume the form of GLE, and our main goal is to determine the memory kernel as well as the noise term from the MD data.
We assume that we have the data set for v and F(q); v = M −1 p. We further assume that the data were drawn from equilibrium. Therefore, the time series correspond to a stationary random process. We right-multiply the second equation in (1) by v(0) T , and we get,
Here we have defined the correlation matrices,
and we have made the typical assumption that R(t)v(0) T = 0, which was verified previous works [9] .
Given the correlation functions, Eq. (3) can be regarded as an integral equation, from which the memory function can be computed. However, this is known as an integral equation of the first kind, and it is not well posed. The solution procedure is usually not reliable.
A robust alternative is through the Laplace transform, in which we construct the memory kernel through Laplace transform, which is equivalent to the Krylov subspace approximation that was developed in our previous work [9] . More specifically, we define the Laplace transform as follows,
Similarly, we define the Laplace transform of h(t) and θ(t), denoted as H(λ) and Θ(λ)
respectively.
Taking the Laplace transform of the Eq. (3), we arrive at,
To construct Θ(λ), we utilize the values of Θ at certain points. In particular, by taking λ → +∞, we obtain,
It is clear that,
This makes it possible to incorporate the Green-Kubo formula in the approximation and ensure the modeling accuracy over long time scale.
To guarantee the accuracy at short or intermediate time scales, we turn to the point λ = 0. Using (6), one can find the limiting values of the kernel and its derivatives as λ → 0.
This calculation amounts to computing G ′ (0), and similarly H ′ (0), which is straightforward.
For instance, from (5), by integrating by parts repeatedly, we find that
For example, we have
In particular, we found Θ(0) = 0, and
It is worthwhile to point out that we have incorporated the values at λ = 0 and λ = +∞.
But the ansatz of rational approximation is quite flexible, and other interpolation points can be used as well.
With the limiting values available to extract from the data, we seek a rational function approximation of Θ(λ), in the form of,
The coefficients {A i , B i } can be determined by matching the limits of Θ(λ). The matching conditions lead to a linear system of equations, which can be solved.
In particular, the zero order approximation corresponds to approximating Θ(λ) ≡ θ 0 as a constant matrix, and we set it to Θ(+∞). Accordingly, θ(t) takes the Markovian approximation θ(t) = θ 0 δ(t). We can determine θ 0 by Eq. (7). In fact, H(+∞) is proportional to the diffusion tensor, this matching condition recovers the Einstein relation D =
where γ is the friction coefficient of Langevin Dynamics.
For the first order approximation, we have,
By matching Eq. (7) and Eq. (10), we find that,
In this case the memory function in the time domain is given by, θ(t) = e tB 0 A 0 . Depending on the eigenvalues of B 0 , the memory function can exhibit both exponential decay and oscillations.
To simulate GLE, a computational difficulty is that the integral has to be evaluated at every step. But this difficulty can be removed by introducing auxiliary equations using the rational approximation of the memory function (11) . More specifically, we can define
Then Eq. (12) implies that the GLE can be written as,
where we added a white noise
and the auxiliary vector
We can show that this new memory-less dynamics corresponds to an approximation of the GLE (1). The memory function is approximated by a rational function in the frequency space. More importantly, with this proper choice of the initial condition for d, the random noise R(t) is given by R(t) = This procedure can be extended to arbitrarily high order, and the extended system can be written as follows,q
where B is a matrix and W is a vector of white noise. For example, the fourth order can be constructed by taking B as:
Matrix Q and Z can be determined by matching the Laplace transform of the memory kernel θ(t) = Z T e Bt QZ with the rational approximation by Eq. (11). Similar to Eq. (13), it can also be shown that by choosing white noise W and the initial conditions of d properly,
, the colored noise generated by the extended dynamics satisfy the second FDT exactly.
III. NUMERICAL RESULTS
As a numerical example, we study a tag particle immersed in fluid system governed by pairwise conservative force similar to dissipative particle dynamics [24] defined by
where r ij = r i −r j , r ij = |r ij | and e ij = r ij /r ij . a is the force magnitude and r c is the cut-off radius beyond which all interactions vanish. One tagged particle and 2999 solvent particles are placed in a cubic box 10 × 10 × 10, where periodic boundary condition is imposed along each direction. The mass m of both the tagged particle and solvent particle is chosen to be unit. Nose-Hoover thermostat is imposed. As shown in Fig. 3 , the velocity correlation v(0)v(t) of case (I) decays much slower than that of case (II). Moreover, plateau region of Θ(λ) of case(I) shown in Fig. 1 indicates the resemblance of θ(t) to θ 0 δ(t). Therefore, Markovian approximation by Eq. (17) yields fairly good agreement. In contrast, there is no apparent time scale separation between v(t) and θ(t) for case(II), requiring high order approximation to characterize the coupling between θ(t) and v(t).
To investigate the non-Markovian effect on dynamic process, we compute the transition rate of a system modeled by GLE and compare the results with the full MD system. In particular, we consider the tagged particle under double well potential
where U 0 = 25 and x 0 = 2.5 refer to the depth and width of the potential field. Meanwhile, the tagged particle interacts with solvent particles through interaction defined by Eq. (16) with β = 1 and a = 50, which drives transition between two metastable states at x 1 = −x 0 and x 2 = x 0 . The instantaneous transition rate κ 12 (t) from state is computed by
where S is collective variable defining the dividing iso-surface S − S 0 = 0, χ(t) is the characteristic function for the reaction trajectory. For present system, S = x and χ(t) = As another example, we illustrate the proposed method by considering CG dynamics of a tagged particle within a one-dimensional harmonic chain. In particular, we consider the first particle (i.e., the free end one) as the target particle and treat the remaining ones as heat bath particles. As shown in Ref. [25] , the dynamics of the target particle can be modeled by GLE with kernel given by θ(t) =
, where m is the mass of each particle, K is the elastic coefficient of harmonic interaction and J 1 is the Bessel function of the first kind.
Accordingly, we collect the trajectory of the tagged particle in a harmonic chain consist of N = 1000 particles with K, m and β set to unit. Fig. 5 shows numerical results of Θ(λ)
obtained from the present method. As rational approximation increases to the third order, Θ(λ) agrees well with the exact formulation
.
IV. SUMMARY
In summary, we proposed a novel approach to compute the memory kernel of GLE through constructing rational approximation of the kernel in the Laplace space. The pro- posed method is data-driven as kernel is constructed by merely using trajectory data. While the zero and first order approximation recovers the Markovian approximation and UlenbeckWang process respectively, high order approximations can be systematically derived. With the present kernel formulation, simulation of GLE can be conveniently implemented by introducing auxiliary variables of Markovian process such that the history-dependence of memory term can be eliminated and the second FDT can be satisfied naturally. The present method can be widely applied to study the dynamics of various biological and material systems with pronounced memory effect, such as transition dynamics of chemical and biological systems. [2] R. Zwanzig, J. Stat. Phys. 9, 215 (1973).
