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Abstract
We investigate several bounds for both K2;m−K1; n Ramsey numbers and K2;m−K1; n bipartite
Ramsey numbers, extending some previous results. Constructions based on certain geometric
structures (designs, projective planes, unitals) yield classes of near-optimal bounds or even exact
values. Moreover, relationships between these numbers are also discussed.
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1. Introduction
Given bipartite graphs G1 and G2, the bipartite Ramsey number b(G1;G2) is the
least positive integer b such that, given any subgraph H of the complete bipartite graph
Kb;b, either H contains a copy of G1, or H c contains a copy of G2, where H c denotes
the complement of H relative to Kb;b.
Particular versions of these numbers appeared initially in the work of Beineke and
Schwenk [2]. At present, the numbers b(G1;G2) are completely determined only for
the following pairs: (i) two stars (simple case), (ii) two paths [10], (iii) one graph is
a path and the other is a star [12].
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In the Arst part of this paper we extend results of Carnielli and Monte Carmelo [7]
for the numbers b(m; n) := b(K2;m;K1; n), establishing both lower and upper bounds
for b(m; n). Classes of lower bounds are constructed arising from some geometric
structures, which imply near-optimal bounds or even exact values. In particular, if
there is a symmetric (v; k; 
)-block design, then
b(
+ 1; v− k + 1) = v+ 1: (1)
A related extremal problem is concerned with the determination of the K2;m − K1; n
Ramsey numbers, described as follows: let r(m; n) := r(K2;m;K1; n) be the smallest r
such that given any subgraph G of the complete graph Kr , either G contains a copy
of K2;m, or its complement contains a copy of K1; n.
The knowledge of general results (for arbitrary m and n) about r(m; n) is rather
poor. We describe below the main result of Parsons [15], the only work on this subject,
according to the updated survey [17]. If there is a (v; k; 
)-design admitting polarity,
then
r(
+ 1; v− k + 1) = v+ 1 or v+ 2: (2)
The search for the numbers r(2; n) appears a little more frequently in the literature,
but even in this particular case seems to be a hard problem. Besides [15,14], the only
contributions about the numbers r(2; n) are due to Burr et al. [5], and Chen [8].
In this paper, the relationship r(m; n)6 2b(m; n) in [16] is improved to r(m; n)6
b(m; n + 1). In addition, we establish a connection between suitable geometries and
K2;m − K1; n Ramsey numbers, allowing us to get some classes of lower bounds for
r(m; n). Our method systematizes ideas due to Parsons [15,14], which, in turn, were
inspired by a construction of graphs from classical projective planes, obtained indepen-
dently by Brown [4] and by ErdHos and RIenyi [9]. We also get as corollaries previous
theorems, including (2) above. We also analyze the impact of the polarity on the
employed method.
This paper is organized as follows. In Section 2, we recall some concepts and
notations of both design theory and graph theory. In Section 3, we obtain bounds
on the numbers b(m; n), while bounds on r(m; n) are investigated in Section 4. Section
5 is given over to conclusions.
2. Preliminaries
We will assume that every parameters are positive integers. A geometric structure
is a pair D= (V;B), where V is a non-empty set whose elements we call points and
B is a family of subsets of V whose elements we call blocks.
Let K be a set of positive integers and v¿
. A geometric structure D = (V;B) is
called a partial design with parameters (v; K; 
) if it satisAes: (i) |V |= v, (ii) |B| ∈K
for all block B∈B, and (iii) any pair of distinct points occurs at most in 
 blocks of
D.
If K is a singleton (say K = {k}) and the term “at most” is replaced by “exactly”,
then the structure D is a design with parameters (v; k; 
) (see Beth et al. [3] or Hall
[11]). By Fisher’s inequality, b¿ v, where b denotes the number of blocks of a design.
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The extremal case b=v generates the so-called symmetric designs, which are the sub-
ject of one of the most important topics of design theory. A symmetric (v; k; 
)-design
always satisAes the arithmetic property

(v− 1) = k(k − 1): (3)
We also mention below the well-known characterization of such design (see proof
in [11, Theorem 10.2.2], for instance).
Lemma 1. Let D= (V;B) be a design with parameters (v; k; 
). The following state-
ments are equivalent:
(a) D is symmetric.
(b) For every point x, |(x)|= k, where (x) = {B∈B: x∈B}.
(c) For any distinct blocks B and L, |B ∩ L|= 
.
We will use the following graph notation. As usual, VG and EG represent the vertex
and edge sets of a graph G = (VG;EG). If G is a subgraph of the complete Kr , then
OG denotes the complement of G relative to Kr . Further, the letters A and B denote the
vertex classes of the bipartite graph H = (A∪ B;EH ), and H c denotes the complement
of H (relative to the complete bipartite induced by the sets A and B). The simpliAed
notation F ⊂ G means that G does not contain a subgraph isomorphic to F .
3. The numbers b(m; n)
We begin by proving an upper bound for b(m; n), which extends that given for m=2
in [7, Proposition 1].
Proposition 2. For all m¿ 2 and n¿ 2
b(m; n)6 n+ 
(m+
√
(m− 2)2 + 4(m− 1)(n− 1))=2: (4)
Proof. Assume that b(m; n)= n+ z. We shall establish an upper bound on z= z(m; n).
Let H be any subgraph of Kn+z;n+z such that H c has no copy of K1; n. Since the
minimum degree of H is at least z + 1, with (n + z)(z + 1) edges in H , there are at
least (n+ z)( z+12 ) copies of K1;2 of type (bi; aj; bk), where {bi; bk} ⊂ B. If
(n+ z)
(
z + 1
2
)
¿ (m− 1)
(
n+ z
2
)
then at least one of these pairs {bi; bk} is repeated m times, forming a copy of K2;m
in H . The last inequality reduces to z2 + (2−m)z + (m− 1)(1− n)¿ 0. Let x denote
the greatest root of this quadratic polynomial in the variable z. Therefore, taking z as
an integer greater than x, say z = 
x+ 1, the above inequality holds.
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Given a partial design D=(V;B), deAne the bipartite graph (D)=(V ∪B;E), with
vertex set V ∪B and edges chosen by the rule: u is adjacent to B if and only if u∈B
in D.
The upper bound is sharp for an inAnite class, according to the next result.
Theorem 3. If there is a symmetric (v; k; 
)-design, then
b(
+ 1; v− k + 1) = v+ 1
Proof. A symmetric (v; k; 
)-design D yields a regular graph (D) of degree k. Indeed,
each block B is adjacent to k points and each vertex v∈D is adjacent to k blocks, by
Lemma 1. Therefore, (D)c has no copy of K1; v−k+1. On the other hand, by construc-
tion, the existence of K2; 
+1 in (D) coincides with the existence of either two points
that appear in 
+1 blocks or two distinct blocks that contain 
+1 points, which does
not hold, by Lemma 1 again. Thus the lower bound is deduced from (D).
The upper bound follows from Proposition 2. Thus, it is suPcient to show that

(
+ 1 +
√
(
− 1)2 + 4
(v− k))=26 k; (5)
which can be reformulated as√
(
− 1)2 + 4
(v− k)¡ 2k + (1− 
): (6)
Evaluating the square of both sides of (6) and simplifying them, we get the equivalent
inequality 
(v− k)¡k2 + k(1−
). Using (3), note that 
(v− k)= k(k−1)+
(1− k),
and so we can reduce the last inequality to 
¡ 2k, which is true. This completes the
proof.
We list below some classes of symmetric designs (see [3]).
Example 4. Let q be a prime power. Symmetric design with parameters (v; k; 
) is
known to exist whenever:
(a) (Projective geometries) v = qd + · · · + q + 1, k = qd−1 + · · · + q + 1 and 
 =
qd−2 + · · ·+ q+ 1, where d¿ 2.
(b) (McFarland series) v = qd+1|G|, k = qd(|G| − 1) and 
 = qd(qd − 1)=(q − 1),
where d¿ 1 and G denotes a group of order |G|= 1 + (qd+1 − 1)=(q− 1).
(c) (Menon series) v=4t2, k =2t2 − t and 
= t2 − t, where both 2t − 1 and 2t +1
are prime powers.
As an immediate application of Theorem 3, these classes give us exact values for
b(m; n).
Substructures of symmetric designs can also yield good bounds on b(m; n). For this
purpose, we introduce the following notation. Given a partial design D=(V;B), U ⊂ V ,
and A ⊂ B, let D(U;A) denote the geometric structure
D(U;A) = (U; {A ∩ U : A∈A}):
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Theorem 5. Suppose that there is a symmetric (v; k; 
)-design with v + 
¿ 2k + 2.
Then for every i such that 06 i6 k − 
,
v− k + i6 b(
+ 1; v− 2k + 
+ i)6 v− k + i + (
− 1)
Proof (Lower bounds). First, we analyze the case i = 0. Given a design D = (V;B)
with parameters of the above theorem, pick a block L = {x1; x2; : : : ; xk} and a point,
say ∞, such that ∞ ∈ L. Put V0 = V \ (L ∪ {∞}) and B0 = B \ ((∞) ∪ {L}). In the
structure D0 = D(V0 ;B0), (i) |V0| = |B0| = v − k − 1, and (ii) each point (block) of D0
is incident to exactly k − 
 blocks (points) in D0. We prove (ii). By Lemma 1, each
block B = L in B satisAes |B ∩ L| = 
. If ∞ ∈ B, thus B ∩ V0 is a block of D0 with
cardinality k− 
. The claim about the points follows from the fact that |(x)∩ (∞)|= 

for any x in V0. Thus, D0 is a partial (v−k−1; k−
; 
)-design, and so, (D0) implies
the corresponding lower bound.
Now we consider the case i = 0. For each B∈ (∞), let SB = B ∩ L. Thus the set
system {SB: B∈ (∞)} on L satisAes |SB|=
 for all B∈ (∞) and |(x)∩ (∞)|=
 for all
x∈L. By Hall’s marriage theorem (see [11]), there is a set of distinct representatives,
which implies that there is a bijection ’: {1; 2; : : : ; k} → (∞) such that xi ∈’(i)
for all i, 16 i6 k. Finally, deAne Di = D(Vi;Bi), where Vi = V0 ∪ {x1; : : : ; xi} and
Bi = B0 ∪ {’(1); : : : ; ’(i)}. Then Di is a partial (v − k − 1 + i; Ki; 
)-design such that
minKi¿ k − 
. The last inequality follows from these facts: |’(i) ∩ V0| = k − 
 − 1
(because |’(i)∩L|=
 and ∞∈’(i)) and xi ∈’(i). Thus |’(i)∩Vi|¿ k−
. By similar
arguments, (Di) yields the remaining lower bounds.
(Upper bounds): In order to prove the upper bound, we initially claim that√
(
− 1)2 + 4
(v− 1− k)¡ 2k − 
− 1; (7)
whose proof is analogous to the proof of (6). Indeed, using 2k−
−1=2(k−1)+(1−
),
some simpliAcations, and (3) again, the above inequality can be reduced to 
¿ 0. Now,
the upper bound is derived from Proposition 2 provided√
(
− 1)2 + 4
(v− 2k + 
+ i − 1)¡ 2k − 
− 1 (8)
for any i such that 06 i6 k−
. In this situation, note that v−2k+
+i−1¡v−1−k,
and so (8) follows from (7).
Although the gap is rather small, because it does not exceed 
− 1, the upper bound
can be slightly improved in several instances, as illustrated below.
Example 6. The lower bound of Theorem 5 combined with the straight application of
Proposition 2 on the symmetric design with parameters:
(a) (11,5,2) imply b(3; 3) = 6 and n+ 36 b(3; n)6 n+ 4 for 46 n6 6;
(b) (45; 12; 3) imply n+96 b(4; n)6 n+10 for 246 n6 27, and n+96 b(4; n)6
n+ 11 for 286 n6 33.
However, the construction produces always exact values for the special case 
= 1.
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Corollary 7. For any prime power q and any n such that q2 − q6 n6 q2,
b(2; n) = n+ q:
Proof. Apply Theorem 5 to a (q2 + q + 1; q + 1; 1)-design, that is, a projective plane
of order q.
Based on aPne planes, the exact values for the range q2 − q + 16 n6 q2 were
determined early in [7, Theorem 6]. The new construction given in Theorem 5 extends
such results. In particular, we obtain b(2; 12) = 16, completing the table of all exact
values of b(2; n) where 26 n6 17.
4. The numbers r(m; n)
Besides (2), we mention another result from [15].
Theorem 8 (Parsons [15, Theorem 3]). For any m¿ 2 and n¿ 2,
r(m; n)6 n+ 1 + 
(m+
√
(m− 2)2 + 4(m− 1)n)=2:
Equality holds whenever there is a (v; k; 
)-graph (with m= 
+ 1 and n= v− k).
We start our results by establishing a link between the functions r(:) and b(:).
Proposition 9. For every m¿ 2 and n¿ 2
r(m; n)6 b(m; n+ 1):
Proof. The proof presented here is a natural extension of that given for m = 2 in
[7]. Assume that G = ({v1; v2; : : : ; vp};EG) is a subgraph of Kp such that K2;m ⊂ G
and K1; n ⊂ OG, where p = r(m; n) − 1. Let H be the bipartite double of G, namely,
H = (A ∪ B;EH ), with vertices formed by the classes A = {a1; a2; : : : ; ap} and B =
{b1; b2; : : : ; bp}, and whose edges satisfy the relation: aibj ∈EH if and only if vivj ∈EG,
where 16 i; j6p. Now, it is not diPcult to see that H is a subgraph of Kp;p such
that K2;m ⊂ H and K1; n+1 ⊂ H c. Hence the inequality holds.
The following concept plays an important role in our results.
A polarity $ of the structure D = (V;B) is a bijection V ∪ B → V ∪ B such that:
(i) $(V ) = B, (ii) $2 is the identity, and (iii) $ preserves incidence, namely, u∈ $(v)
if and only if v∈ $(u). In this situation, a point v is absolute (with respect to $) if
v∈ $(v), while a block B is absolute if $(B)∈B (see [6,13], for instance).
The next theorem describes a method to All lower bounds for K2;m − K1; n Ramsey
numbers from suitable geometries.
Theorem 10. Consider a partial design with parameters (v; K; 
) admitting polarity,
and let l=min{k: k ∈K}.
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(a) If no block of size l is absolute, then v+ 16 r(
+ 1; v− l).
(b) If some block of size l is absolute, then v+ 16 r(
+ 1; v− l+ 1).
Proof. Consider the graph G induced by (D; $) as described below: the set of vertices
is V , and let the neighbors of the vertex v be N (v)=$(v)\{v} (the polarity guarantees
that G is a simple graph).
Then G does not contain a copy of K2; 
+1. Indeed, suppose that u = v and {u; v} ⊂
∩
+1i=1N (wi). By deAnition of G, the pair {u; v} must be contained in the blocks
$(w1); : : : ; $(w
+1). Since D is a partial design, the third parameter of D implies that
|{w1; w2; : : : ; w
+1}|6 
.
It remains to analyze the maximum cardinality of the stars. First, by hypothesis,
each B with minimum size l is a non-absolute block, so |N ($(B))|= |$($(B))|= |B|=
l. Moreover, any block B with size at least l + 1 satisAes |N ($(B))| = |$($(B)) \
{$(B)}|¿ |B| − 1¿ l. Therefore, the maximum degree in the complement of G is at
most v− l− 1. This proves (a). A similar argument can be used to show (b).
We discuss now some applications.
The existence or not of absolute points is decisive in the above method.
Corollary 11. Let A denote the set of absolute points of a polarity on a (v; k; 
)-design.
(a) If A= ∅, then r(
+ 1; v− k) = v+ 1.
(b) If A = ∅, then r(
+ 1; v− k + 1) = v+ 1 or v+ 2.
Proof. We obtain (a) by combining Theorems 3 and 10 with Proposition 9 in the
following way:
v+ 16 r(
+ 1; v− k)6 b(
+ 1; v− k + 1) = v+ 1:
The last equality holds because any (v; k; 
)-design with polarity is symmetric. In similar
way, (b) follows from Theorem 10 with Propositions 2 and 9.
Remark 1. Our approach constitutes a systematization of previous results. Indeed,
Corollary 11(a) also derives the optimal lower bounds in Theorem 8, because a (v; k; 
)-
graph corresponds to a polarity on a (v; k; 
)-design without an absolute point. In ad-
dition, Corollary 11(b) coincides with (2), the main result in [15].
Example 12. Let D be the design arising from a (v; k; 
)-diSerence set S on a group
(G;+) which acts regularly on its blocks Sg={s+g: s∈ S}, where g∈G. When (G;+)
is abelian, D admits the polarity $ : x → S−x and Sx → −x for all x∈G, according to
[3, Proposition I.4.11]. In particular, the corresponding action of (Z3;+) on S = {1; 2}
generates a (3; 2; 1)-design (D; $) with two absolute points, and so, r(2; 2) = 4 or 5,
by Corollary 11(b). But, the polarity + : x → Sx and Sx → x for all x∈G on D has a
non-absolute point, which implies that r(2; 1) = 4, by Corollary 11(a).
Remark 2. Unfortunately, the extend of Corollary 11(a) is limited for a Axed 
, by
Friendship Theorem (see [6,9]). For instance, when 
=1, the only triple which satisAes
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its statement is (3; 2; 1). Indeed, any symmetric design with k¿ 3 and 
=1 coincides
with a projective plane of order k − 1. By a classical result due to Baer, any polarity
on a projective plane admits absolute points (see [13]).
Example 13. The following classes of polarities on designs without absolute points are
known (see [6]):
(a) One is based on Hadamard matrices.
(b) Another arises from sympletic polarities of projective spaces of odd dimension.
(c) One is constructed on a (
2(
+2); 
(
+1); 
)-design due to Ahrens and Szekeres
[1].
By Corollary 11(a), the last class yields: for any prime power 
,
r(
+ 1; 
3 + 
2 − 
) = 
2(
+ 2) + 1
We considered only designs in our investigations about r(m; n) until now, but the
polarities on partial designs can also derive good bounds, as described below.
Theorem 14. Suppose that there is a polarity on a (v; k; 
)-design whose absolute
points are contained in a non-absolute block, with v + 
¿ 2k + 2. For any i such
that 16 i6 k − 
− 1,
v− k + i6 r(
+ 1; v− 2k + 
+ i)6 v− k + i + 
:
Proof. The proof of the lower bound is based on the construction given in Theo-
rem 5, by modiAcations arising from the polarity. Fixing a suitable polarity $ on a
(v; k; 
)-design D= (V;B), pick a block L= {x1; x2; : : : ; xk} which contains all absolute
points, and let ∞ = $(L) ∈ L. Replacing ’ by $, the deAnitions of the structures D0
and Di=D(Vi;Bi) follow by Theorem 5, that is, Vi=V \ ({∞}∪{xj: j¿ i}), Bi=$(Vi)
and $i denotes the restriction of $ on Vi ∪ Bi. We analyze the polarity $i associated
with Di in two cases:
Case 1: There is non-absolute point in (D; $). Note that the hypothesis of the theorem
permits this. Here, xi ∈ $(xi) for all i. Because |$(xi)∩V0|=k−
−1, Di constitutes a
partial (v−k−1+i; Ki; 
) -design, where K0={k−
} and Ki satisAes l=minKi¿ k−
−1
(we cannot assert that l= k − 
). Now apply Theorem 10(a) to (Di ; $i).
Case 2: There is an absolute point in (D; $). If xj is a non-absolute point, then
|$(xj)∩Vj|¿ k−
−1. Otherwise, |$(xj)∩Vj|¿ k−
, because xj ∈ $(xj). Using The-
orem 10, we obtain the desired lower bound. The upper bound holds as a consequence
of Proposition 9 and Theorem 5.
Example 15. Case 1 in the proof of Theorem 14 can be applied to the classes men-
tioned in Example 13. On the other hand, the existence of suitable projective planes en-
ables us also to apply Case 2, as follows. The absolute points of an orthogonal polarity
on a desarguesian projective plane of even order are collinear, see
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[13, Theorem 12.6]. In this situation, note that the structure arising from (D0; $0) is a
partial (q2 − 1; q; 1)-design.
As an consequence, we obtain the exact values:
r(2; q2 − q− 1) = b(2; q2 − q) = q2;
where q= 2s for any s¿ 0.
Other geometric distributions of the absolute points also yield bounds near to exact
values, as stated below.
Proposition 16. For any prime power q¿ 4,
q4 − q3 + q2 + 16 r(2; q4 − q3 + q)6 q4 − q3 + q2 + q=2+ 1:
Proof. Let $ be an unitary polarity on a projective plane D= (V;B) of order q2, and
denote the set of its absolute points by A. It is well-known that U=D(A;B\$(A)) produces
a resolvable (q3 + 1; q + 1; 1)-design, called a unital (see this construction in [3], for
instance). Now, consider the structure induced by the sets of the non-absolute points
together with non-absolute blocks, that is, D=D(V\A;B\$(A)). For a non-absolute block B
in D, note that B∩A is a block in U with q+1 points, and so B∩(V \A) has cardinality
q2 − q. Thus, OD is a partial (q4 − q3 + q2; q2 − q; 1)-design. Let O$ be the bijection $
restricted to (V \ A) ∪ (B \ $(A)). Because ( OD, O$) has a non-absolute point, the lower
bound follows from Theorem 10. On the other hand, note that
√
q4 − q3 + q6 q2 −

q=2 for q¿ 4. Thus, the upper bound is derived from Theorem 8.
Remark 3. Note that the combination of Propositions 2 and 9 generates the upper
bound due to Parson, thus providing an alternative proof of Theorem 8 (see
Remark 1).
5. Conclusions
We conclude this paper with a comparative analysis about the employed constructions
and results.
While the existence of a polarity on a design does not aSect the construction of
b(m; n) (Theorems 3 and 5), it is indispensable to the corresponding method for r(m; n)
(Theorem 10 and its applications). In addition, this construction depends on the exis-
tence (or not) of absolute points (Corollary 11). In the Arst case, the geometric structure
formed by absolute points is another important factor, as proved in Theorem 14 and
Proposition 16.
Using the sharp relationship given by Proposition 9, we can translate some values
from r(:) to b(:) maintaining optimality.
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