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Model Predictive Control of Murray-Darling Basin Networks
L. Li, N. Okello, M. Pham, S. K. Saleem, W. Qiu, R. Evans, I. Mareels
Abstract— River basins are the most significant component
in water supply grids and are under increasing pressure from
competing demands for fresh water. However, unlike energy
grids which are managed very efficiently using closed-loop
operation, water grids, and river basins in particular, are largely
open-loop systems. One reason is the difficulty associated with
developing suitable models and feedback controllers. This paper
proposes a systematic approach using model predictive control
based on simple low order models for the real-time operation
of entire river basin networks.
Index Terms— River basin, Real-time control, Model predic-
tive control.
I. INTRODUCTION
River basins are water distribution networks made up
of natural water carriers. Examples include the Amazon,
Ganges, Mississippi, and Congo Basins. These system are
composed of rivers, stream, lakes, estuaries, groundwater
reservoirs, wetlands, etc. River basins also include the
land surfaces that channel water into the carriers. Since
irrigation was first conceived in the 6th millennium BC
in Mesopotamia, river basins throughout the world have
been enhanced and exploited through the construction of
control points including dams, weirs, locks, canals, etc. It is
interesting to note that the general operation of these systems
has not changed much since then. Water is still collected and
stored at altitude. When required, it is released from dams
and transported downstream under the influence of gravity
and routed through a network of rivers and canals [Mar09].
This apparently simple process is affected by a diminishing
supply, unpredictable timing of demand, and an increasingly
complex set of competing objectives (e.g. ecological, agri-
cultural, and consumptive use). The lack of accurate short to
medium term supply and demand forecasts and the lack of
a systematic framework for balancing operational objectives
are typical of river basins. Whilst addressing these issues will
not solve the so-called global water crisis, they represent an
important pre-requisite to a total water security solution. A
systematic approach based on feedback control offers one
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solution to real-time river operation, and is the subject of
this paper.
Real-time river basin operation is typical of large-scale
control problems that have the following characteristics
[Pap84]:
1) A network structure with some kind of flow along links
connecting storage units;
2) Flow is to be routed from specific sources to designated
destinations;
3) Flow is subject to capacity constraints;
4) There are time-varying demand variables at the source,
along the network and at the destination;
5) The links and storage units are characterized by trans-
port lags; and,
6) A communication network with limited bandwidth is
used to transmit network state.
In a river network, gate flows are control variables while
storage volumes and flows along the river are the controlled
variables. Inflows into the network come from tributaries,
rainstorms and groundwater reservoirs, and losses can occur
due to evapotranspiration and seepage to underground reser-
voirs. These inflows and losses whose values may be ob-
tained through estimates and forecasts are categorized under
disturbances. The loads in a river network are consumptive
extractions by the water authorities operating within the basin
and can be estimated using demand forecast. The objective
is to specify control inputs that influence storages and flows
within the network such that for any level disturbance within
the network, performance criterion is minimized subject to
capacity constraints and time varying loads.
While flow and storage levels are the major quantitative
values of interest, other variables e,g., salinity, hardness,
alkalinity, concentration of salts of strong acids, perman-
ganate values, chemical oxygen demand, biochemical oxygen
demand (BOD), total organic carbon (TOC), etc, associated
with water quality are also important. If they can be mea-
sured and modeled, then they can also be controlled jointly
with the quantitative variables.
Modeling and optimization of water resources systems has
a rich history [Lab04]. The Saint-Venant equations [Cho88]
are the basis for the mathematical modeling of open water
channels. These are hyperbolic partial differential equations
making them difficult to use in feedback controller design.
The study in [Wey02] has focused on the use of decentralized
PI control, and [LF06] used 𝐻∞ control. The studies in
[NvOKdS09] explored the use of model predictive control.
An alternative to the Saint-Venant equations is to exploit
grey-box or data-based models derived using system identi-
fication experiments by [JH93], [You98]. The key advantage
of these models is that feedback controllers are easier to
design [MWO+05].
Most of the studies cited above focus on modeling and
control of irrigation canal networks and short river reaches.
Combined simulation-optimization methods are commonly
used to plan and operate river basin networks [BB09]. This
paper builds on previous work in open canals to develop
a framework for real-time river basin operation based on
model predictive control theory. The River Murray system
in Australia is used as a case study.
A. Murray-Darling basin networks
The River Murray system [MDB06a] drains a catchment
region which covers the south east corner of the Australian
continent and extends over 1,060,000 𝑘𝑚2. The total length
of the main river channel is 3,780 km and the mean discharge
is 0.4 ML/sec. The system is largely fed by precipitation
and snow-melt in the Australian Alps. The main consumptive
demands are irrigation districts and rural populations and one
major metropolitan demand site in Adelaide, South Australia.
The River Murray is permanently navigable to a distance of
970 kilometers from the mouth due to a series of locks and
weirs.
The River Murray is operated in three modes [MDB06b]:
(1) Supplying mode; (2) Storing mode; and (3) Spilling
mode. It is possible for different reaches of the river to be in
different modes. Supplying mode occurs during the irrigation
season. The flow in the river is set to meet demands with
little excess. Storing mode generally occurs when the flows
in the river are in excess of that required to meet diversions,
water supply, and minimum flow requirements; but which are
confined within the channel. Spilling mode occurs when flow
exceeds the river’s channel capacity at a point as a result of
runoff generated by heavy rain. This operation can be quite
complex as the flow varies as tributaries join the main stream.
B. Control objectives
Controlling a river basin network involves regulating a
selected set of states around their set-points based on the
operational mode of interest. For example in storage mode a
river operator maintains water levels in storages at specified
levels while allowing flows to take on values necessary to
maintain those levels. On the other hand, in supply mode
a river operator maintains constant flow rates in-stream
while allowing storage levels to take on values necessary
to maintain those flows. This section summarizes the main
operational objectives for the River Murray [MDB06a]:
1) Meet water demands for both consumptive use and
environmental flows, expressed as a flow rate (set-point
regulation);
2) Keep storage water levels close to a reference level
(also set-point regulation);
3) Reject disturbances caused by urban and irrigation
withdrawals and rainfall-runoff;
4) Minimize control effort by minimizing gate movement;
and,
5) Maintain rate of rise and rate of fall within bounds to
avoid river bank slumping.
C. Model predictive control
Model predictive control (MPC) [Mac02], [MRRS00] is
one of the leading advanced control technologies in the
process industries. The most attractive feature of MPC is
the ability to accommodate complex performance objectives,
dynamic systems and constraints in a unified framework.
Similar to the process industries, the dynamics of water
systems are relatively slow. Also, during control design,
physical limitations and managing water level and flow
within certain bounds need to be considered. MPC is a
suitable controller design strategy for the current problem.
Applications of MPC to water systems can be found in
[vO06], [NvOKdS09], [BWdMB08]. This paper proposes a
systematic approach using model predictive control based
on simple low order models for the real-time operation of
entire river basin networks. Relevant work can also be found
in [ELM+11].
II. MODELS
A schematic of the River Murray System is illustrated
in Figure 1. Following the methodology in [Pap84] the
river system is subdivided into a sub-networks with storage
capabilities. Links connecting the sub-networks are treated
as pure delays. In this sense flow rates leaving a sub-
network (or storage element) are control variables, whereas
the volumes (or water levels) in the storage elements are the
state variables. In-stream flow rates further downstream from
storage outlets can also be considered as state variables.
A. Physical models
1) Storage models: River basin storages are modeled








where 𝑉 is the storage volume, 𝑞𝑖𝑛,𝑛(𝑡) and 𝑢𝑚(𝑡) are inflow
rate and outflow rates respectively, and 𝐼 and 𝑂 denote the
set of all inflows and outflows, respectively. The inflow is
a measurement some distance upstream of the storage. The
outflow is defined as a control variable. This approach was
originally proposed in [WM73] and later in [Wey01] where
the control components are defined in terms of flows.
In river basin operations, storage volume is generally
inferred from water level measured at the downstream end
of a storage element, close to the outflow control point. The
function relating storage volume and water level depends
on the storage element’s geometry. Assuming only a single
outflow structure is present, the following model for water










where the function 𝛼(𝑦) is related to the storage element’s
geometry. Generally it will be non-linear, for example when
Fig. 1. River Murray schematic
the storage is deep and has sloping sides. In this paper, this
value is assumed constant. Without this simplification, the
system can still be described by a set of linearized models by
selecting several operating points over the range of set-points.
Gain scheduling is a popular method used for designing
controllers for such systems [SA90]. Letting 𝑇𝑠 denote the
sample interval, and using a first order approximation for ?˙?,
the discrete-time model for water level is given by









2) River reach models: The Saint-Venant equations are a
good starting point for modeling river reaches. It has been
shown in [LG99] (see also [Wey01]) that under relatively
mild assumptions, the Saint-Venant equations can be linear-





𝑞𝑜𝑢𝑡,𝑖 = 𝑞𝑖𝑛,𝑖(𝑡− 𝜏𝑖) (4)
where 𝜏𝑖 is the input delay, and 𝐾 is the time constant.
It is important to note the parameters in (4) vary with the
reference flow rate. The above first-order system takes into
account the transport delay, in-stream storage phenomena and
the dispersion of the flow (or wave attenuation) as it moves
downstream. In this study the river reach model is simplified
to a transport delay. As for storages described above, without
this simplification, river reaches can still be described by a
set linearized models by selecting a several operating points
over the range of set-points. Once again, gain scheduling can
be applied. With the above simplification, in discrete-time
notation we have
𝑞𝑜𝑢𝑡𝑖 [𝑘 + 1] = 𝑞𝑖𝑛𝑖 [𝑘 − ⌈𝜏𝑖/𝑇𝑠⌉]. (5)
B. State-space representation
We define a set of states that are underlying water levels
with 𝑥𝑖,0[𝑘] = 𝑦𝑖[𝑘], or flows with 𝑥𝑖,0[𝑘] = 𝑞𝑖[𝑘]. To deal
with time delays associated with flows within the network,
we introduce the states 𝑥𝑗,𝑖[𝑘] = 𝑢𝑗 [𝑘−𝑖] which implies that
whenever the term 𝑢𝑗 [𝑘− 𝜏 ] appears in the model equations
we introduce the following auxiliary state equations
𝑥𝑗,1[𝑘 + 1] = 𝑢𝑗 [𝑘]
𝑥𝑗,𝑖+1[𝑘 + 1] = 𝑥𝑗,𝑖[𝑘], 𝑖 = 1, . . . , 𝜏 − 1
and the substitute 𝑥𝑗,𝜏 [𝑘] in all model equations where 𝑢𝑗 [𝑘−
𝜏 ] appears [Wey03].
For the network in Fig. 1, the state equations for the first
two storages and the last storage take on the form
𝑥𝐷,0[𝑘 + 1] = 𝑥𝐷,0[𝑘] + 𝑎𝐷(𝑞𝐷[𝑘]− 𝑢𝐷[𝑘])
𝑥𝐷,1[𝑘 + 1] = 𝑢𝐷[𝑘]
𝑥𝐻,0[𝑘 + 1] = 𝑥𝐻,0[𝑘] + 𝑎𝐻(𝑥𝐷,1[𝑘] + 𝑑𝑀𝑀 [𝑘 − 1]
+ 𝑞𝐼𝑁 (𝑘)− 𝑢𝐻 [𝑘])
𝑥𝐻,1[𝑘 + 1] = 𝑢𝐻 [𝑘]




𝑥𝐴,0[𝑘 + 1] = 𝑥𝐴,0[𝑘] + 𝑎𝐴(𝑥1,10[𝑘]− 𝑢𝐴[𝑘]− 𝑑𝐴[𝑘])
𝑥𝐴,1[𝑘 + 1] = 𝑢𝐴[𝑘]
The disturbances 𝑞𝐷, 𝑑𝑀𝑀 , 𝑞𝐼𝑁 and 𝑑𝐴 are inflows or
offtakes. All these disturbances are known in advance and
their effects can be minimized through feedforward. Note
that while the last control input 𝑢𝐴[𝑘] does not feed any
storage within the network, it is still necessary to introduce
the state 𝑥𝐴,1[𝑘] if we are to control flow and gate movement
of storage A.
Using the above set of equations as an example, the state
space equation for the entire network can be generated and
takes on the form
x𝑚[𝑘 + 1] = 𝐴x𝑚[𝑘] +𝐵u𝑚[𝑘] + 𝑤[𝑘],
z𝑚[𝑘] = 𝐶x𝑚[𝑘].
(6)
where x𝑚[𝑘] = [𝑥𝐷,0[𝑘], 𝑥𝐷,1[𝑘], 𝑥𝐻,0[𝑘], 𝑥𝐻,1[𝑘], . . . ,
𝑥𝐻,4[𝑘], . . . , 𝑥𝐴,0[𝑘], 𝑥𝐴,1[𝑘]]
𝑇
, u𝑚[𝑘] = [𝑢𝐷[𝑘], 𝑢𝐻 [𝑘],
. . . , 𝑢𝐴[𝑘]]
𝑇
. Note that all state variables are accessible and
so there is no need for an observer or estimator.
III. MODEL PREDICTIVE CONTROL
For the purpose of MPC design, the state-space model
(6) is considered. The main control objectives are set-point
tracking, minimizing energy consumption and disturbance
rejection. As stated before, disturbance rejection can be
achieved through feedforward. Denoting 𝐻𝑝 prediction hori-
zon and 𝐻𝑢 control horizon, set-point tracking and minimiz-
ing energy consumption can be achieved by minimizing the








∥Δu𝑚[𝑘 + 𝑖∣𝑘]∥2𝑅[𝑖], (7)
subject to (6), where r is a filtered version of set-point
signals, Δu𝑚[𝑖] := u𝑚[𝑖]− u𝑚[𝑖− 1].
As introduced in Section I-B, river operation is subject to
many constraints. Both hard constraints and soft constraints
are considered here.
Hard constraint
Hard constraints are those which cannot be violated, for
example, positive water level and flow rate, and bounds on
velocity of gate movement,
x > 0, u > 0, ∣Δu𝑚∣ < 𝜖𝑢.
Note that hard constraints should be carefully chosen as too
many hard constraints would bring the underlying optimiza-
tion problem infeasible.
Soft constraint
Soft constraints can be violated, but only for a very
short period, to prevent the overall optimization problem
infeasible, for example, the upper and lower bounds on
outputs,
𝜖𝑧 < z𝑚 < 𝜖𝑧.
This is done by introducing slack variables, however, which
means more computation cost than hard constraints as a
compromise.
Now, a typical optimization problem at time 𝑘 can be
formulated as follows,
minimize J[k], subject to (6) and underlying constraints,
(8)
where 𝐽 [𝑘] is defined in equation (7). Once the optimal
solution {Δu[𝑘∣𝑘],Δu[𝑘+ 1∣𝑘], ⋅ ⋅ ⋅ ,Δu[𝑘+𝐻𝑢 − 1∣𝑘]} to
the optimization problem in (8) is obtained, only the first
one Δu[𝑘∣𝑘] is used to calculate the control action at time
𝑘, u[𝑘] = Δu[𝑘∣𝑘] + u[𝑘 − 1].
IV. EXPERIMENTAL RESULTS
The following section outlines simulation results obtained
using BasinCad, a computer aided design software tool for
simulating river basin networks. 𝐻𝑝 = 10 and 𝐻𝑢 = 5 are
used in the following examples.
A. Weighting matrices selection
For this example we set Q = 𝐼 and R = 𝜎𝐼 where 𝐼 is
the identity matrix with appropriate dimension and 𝜎 is the
coefficient in weighting matrix R which we need to select
to achieve better performance. A unit step input disturbance
with amplitude of 1GL/day was introduced at 𝑞𝐷. Figures
2, 3(a), and 3(b) show rate of change of flow rate, storage
water level and flow rate transients for different 𝜎′𝑠. It is
assumed that 250ML/day is the maximum permissible rate
of change of flow rate. Note that the system should try to
operate as close to the constraint limits as possible. For that
purpose, using Figure 2, we select 𝜎 = 10−10 for the results
that follow.




















Fig. 2. Rate of change of flow-rate transients at storage H for varying 𝜎
in response to disturbance flow 𝑞𝐷 .
























(a) Flow rate transients























(b) Water level transients
Fig. 3. Water level and flow transients at storage H for varying 𝜎 in
response to disturbance flow 𝑞𝐷 .
B. Disturbance rejection
Figure 4 illustrates the effect of upstream disturbances and
compares the performance of the MPC controller scheme. In
this example a step change at 𝑞𝐷 of 1 GL/day is introduced
at time index 300. Figures 4(a) and 4(b) illustrate the corre-
sponding water level and flow rate transients at Dams H and
A for the MPC controller. The results clearly indicate firstly
the pre-release of water to accommodate the disturbance
inflow. This is apparent from the rise in water levels and flow
rates before time index 300 at Dam H. Secondly, the integral
action inherent in this system smoothes out the transients as
we move further downstream Dam A.

























































Fig. 4. Disturbance rejection at storages A and H in response to disturbance
flow 𝑞𝐷 .



















(a) Flow response at Dam D


















(b) Level response at Dam D
Fig. 5. Flood mitigation using MPC.
C. Flood mitigation
An important function for a controller is water pre-release
for flood mitigation. This is demonstrated by generating a
pulse disturbance of amplitude 10 GL/day over 25 days re-
sulting a total volume of 250GL. The immediate downstream
Dam D has an output flow constraint set at 6GL/day and a
maximum water level of 486m. A successful control strategy
must incorporate pre-release to accommodate the outflow
constraint and maximum water level constraint. Figure 5
illustrates the water level and outflow from Dam D in
response to the disturbance indicated by the dashed line. Here
the water level setpoint at Dam D is 462m. The key point to
note is the mandatory pre-release which is evident in Figure
5(a) between time indices 290 and 300.
D. Robustness test
Since BCad software has independent control module and
simulator module, we can assign different sets of parameters
of the whole network for the former and the latter module. By
doing this, we can carry out simulations to demonstrate the
case where the signals or parameters at the simulator module
are different from those known to the controller module.
1) Disturbance mismatch: Figure 6 shows the effect of
disturbance mismatch on the water level at Dam D when the
controller design is based on one set of disturbance flows
(incorrect 𝑞𝐷) while the simulator module is run using a
different set of disturbance flows (correct 𝑞𝐷). The poor
quality of water level control for the unmatched case can
be attributed to the failure of the feedforward component of
the controller as it tries to carry out disturbance rejection
with the wrong set of disturbance flows.


















































Fig. 6. Effect of disturbance on water level control when an incorrect
disturbance is used in place of the correct one.
2) Dam surface area mismatch: Figure 7 shows the
results for the cases where the surface area of Dam D is
over-estimated and under-estimated by 50% respectively. For
the former case, the controller still thinks that the dam is
50% larger and hence control inputs are also larger. The
water level therefore fluctuates more wildly. The opposite is
observed for the latter case. The water level will rise and
fall at a much slower pace due to small values of control
inputs. Moreover, the initial transient is slower to reach the
set points. The effect at Dam A is negligible compared to
that at Dam D. Therefore errors in dam parameters seem to
be localized at the affected dam.
3) Delay mismatch: It is well known that control of flow
networks with transport lags require accurate knowledge of
time delays. As indicated in the previous discussion, the
transport delays in the link element change with flow rate.
In this paper we assume that these delays are constant,
however this not always the case. Figure 8 shows the effect
of delay mismatch. The delay in the link between Dam H
and Dam Y used in the simulator is 4 days while that used
in the controller is 10 days. The error in delays will cause
change in dimensions of system matrices. The effect is more
pronounced in Dam Y than Dam A. This is due to the close
proximity of Dam Y to the link. The disturbance rejection
fails during the period of 6 days around the transitions. This
is because the feedforward part of the controller expects the









































Fig. 7. Effect of dam surface area mismatch at Dams D and A. Surface
area of Dam D is over-estimated and under-estimated by 50% of the correct
value respectively.
disturbance 6 days later. The feedback part of the controller
continues to function properly and the water levels eventually
converge to the set points. Delay mismatch can be said to
manifest itself as disturbance mismatch.


































Fig. 8. Effect of delay mismatch at Dams Y (top) and A (bottom). Delay
between Dams H and Y is over-estimated from 4 days to 10 days.
V. CONCLUSIONS AND FURTHER WORK
A systematic framework of modeling and controlling river
basin networks is introduced in this paper using simple linear
models and model predictive control scheme. The effects
of disturbances, constraints, and sensitivity to different sets
of parameter mismatch are investigated. Future research
work will focus on the incorporation of nonlinear dynamics,
forecasting module, distributed control and water quality
control.
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