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Abstract
Distributionally-robust optimization is often studied for a fixed set of distributions rather than time-
varying distributions that can drift significantly over time (which is, for instance, the case in finance
and sociology due to underlying expansion of economy and evolution of demographics). This motivates
understanding conditions on probability distributions, using the Wasserstein distance, that can be used
to model time-varying environments. We can then use these conditions in conjunction with online
stochastic optimization to adapt the decisions. We considers an online proximal-gradient method to
track the minimizers of expectations of smooth convex functions parameterised by a random variable
whose probability distributions continuously evolve over time at a rate similar to that of the rate at
which the decision maker acts. We revisit the concepts of estimation and tracking error inspired by
systems and control literature and provide bounds for them under strong convexity, Lipschitzness of
the gradient, and bounds on the probability distribution drift characterised by the Wasserstein distance.
Further, noting that computing projections for a general feasible sets might not be amenable to online
implementation (due to computational constraints), we propose an exact penalty method. Doing so
allows us to relax the uniform boundedness of the gradient and establish dynamic regret bounds for
tracking and estimation error. We further introduce a constraint-tightening approach and relate the
amount of tightening to the probability of satisfying the constraints.
1 Introduction
In this paper, we are interested in solving problems of the form:
min
x∈X⊆Rnx
Ew∼Pt{f(x,w)},
where Pt is a time-varying distribution. We are particularly interested in solving this sequence of problems
without the knowledge of Pt but with only access to samples {w
(i)
t }
m
i=1 from distribution Pt. These problems
can be solved with tools from distributionally-robust optimization and machine learning, see, e.g., [1, 2, 3],
so long as Pt ∈ P for all t ∈ N. Particularly, if there exists a set P̂ that can be parameterized using only the
samples {{w
(i)
t }
m
i=1}k∈N from the said distributions such that P ⊆ P̂ , we can replace the original problem
with the robust version in
min
x∈X⊆Rnx
sup
P∈P̂
Ew∼P{f(x,w)}.
This way, we can compute the optimal decisions for the worst-case distribution and provide out-of-sample
performance guarantees [1]. However, this is no longer viable for time-varying distributions that drift signifi-
cantly over time, i.e., if there does not exists a bounded set P such that Pt ∈ P for all t ∈ N or if such a set P
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exists but it is so large that the robust solution becomes extremely conservative. Examples of such problems
appear in finance and sociology where the expansion of economy and the evolution of demographics can
significantly modify the underlying distributions. This motivates understanding conditions on probability
distributions that can be used to model time-varying environments and their effects on online stochastic
optimization problems. These are the topics of interest in this paper.
2 Related Work
We refer to [4] for a detailed treatment of stochastic programming and [5] for an overview of convex opti-
mization algorithms.
Our work squarely fits within the online optimization [6, 7, 8] framework where a decision maker must
make a series of decision over T rounds according to some policy. The aim is then to show how suboptimal
the decisions are, by adopting a regret measure.
To the best of our knowledge, the works of [9] and [10] (and especially the latter) are the closest to
this work. While those works propose a general framework, we focus on the behaviour of the problem
for the specific setup. Particularly, we consider the case where the change in the problem in consecutive
time-steps is due to the variation in the distribution of a cost function parameter and use the Wasserstein
distance to quantify the change. We study the behaviour of an inexact proximal gradient algorithm where
the inexactness is due to a stochastic gradient oracle and derive dynamic regret bounds. Moreover, we do
away with the gradient uniform boundedness assumption for a special family of constraint sets (e.g., affine
constraints).
Dating back to the pioneering work of Scarf [11] in 1958, distributionally-robust optimization has gained
significant attention recently [12, 13]. Distributionally-robust optimization considers stochastic programs
where the distribution of the uncertain parameters is not exactly known and belongs to an ambiguity set.
Several methods for modeling ambiguity sets have been proposed relying on discrete distributions [14, 15],
moment constraints [2, 16, 17], Kullback-Leibler divergence [18, 19], Prohorov metric [20], and the Wasser-
stein distance [21, 22, 1], among others. Of particular interest in distributionally-robust optimization is the
family of data-driven distributionally-robust optimization, where the ambiguity set is parameterized based
on samples of the distribution [23, 20, 1, 13]. These studies have proved to be of extreme importance in
machine learning [24, 25, 3, 26, 27]. Distributionally-robust optimization has also found its way to filter-
ing [28, 29, 30]. These studies focus on fixed ambiguity sets and do not consider drifting distributions. In
some cases, we might be able to construct a large enough set to contain the drifting distributions (if they are
not moving within an unbounded space) but this approach is often undesirable. This is because, although
the ambiguity set must be rich enough to capture the data-generating distributions, it must be small enough
to exclude pathological distributions that can make the decision-making process conservative. Such a naïve
approach in treating drifting distributions can render the solution very conservative.
3 Wasserstein Distance
We use the notation M(Ξ) to denote the set of all probability distributions Q on Ξ ⊆ Rn such that
Eξ∼Q{‖ξ‖} < ∞ for some norm ‖ · ‖ on Rm. When evident from the context, we replace Eξ∼Q{·} with
EQ{·}. For all P1,P2 ∈M(Ξ), the Wasserstein distance is
W(P1,P2) := inf
{∫
Ξ2
‖ξ1 − ξ2‖Π(dξ1, dξ2) :Π is a joint disribution on ξ1 and ξ2
with marginals P1 and P2, respectively
}
,
Let us define L as the set of all Lipschitz functions with Lipschitz constant upper bounded by one, i.e.,
all functions f such that |f(ξ1) − f(ξ2)| ≤ ‖ξ1 − ξ2‖ for all ξ1, ξ2 ∈ Ξ. The Wasserstein distance can be
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alternatively computed using
W(P1,P2) := sup
f∈L
{∫
Ξ
f(ξ)P1(dξ) −
∫
Ξ
f(ξ)P2(dξ)
}
. (1)
We refer interested readers to [31] for more information.
4 Online Stochastic Optimization
We want to sequentially solve the following problems:
min
x∈X⊆Rnx
Ew∼Pt{f(x,w)}︸ ︷︷ ︸
:=Ft(x)
. (2)
The time varying aspect of the optimization problem is the distribution Pt. We make the following standing
assumptions.
Assumption 1. The followings hold:
(a) f(x,w) is twice continuously differentiable with respect to x;
(b) f(x,w), ∂f(x,w)/∂xi, ∂
2f(x,w)/∂xi∂xj are integrable with respect to w for all i, j;
(c) Ew∼Pt{|f(x,w)|}, Ew∼Pt{|∂f(x,w)/∂xi|}, and Ew∼Pt{|∂2f(x,w)/∂xi∂xj |} are bounded for all i, j, and
t;
(d) W(Pt+1,Pt) ≤ ρ for all t ∈ N;
(e) ‖∇xf(x,w) −∇xf(x′, w)‖ ≤ Lx‖x− x′‖ for all w;
(f) |∂f(x,w)/∂xi − ∂f(x,w′)/∂xi| ≤ Lw‖w − w′‖ for all x and all i;
(g) ∇2xf(x,w)  σI.
These assumptions are common in online stochastic optimization [4]. Most of them are required to
keep the changes in the optimizers of the time-varying optimization problem small enough so that we can
track it with bounded error. We have added additional assumptions on probability distribution drift us-
ing the Wasserstein distance to use the tools from distributionally-robust optimization in online stochastic
optimization.
Lemma 1. ‖∇xFt(x) −∇xFt(x′)‖ ≤ Lx‖x− x′‖.
Proof. See Appendix A.
Lemma 2. ‖ argminx∈X Ft+1(x)− argminx∈X Ft(x)‖ ≤ v for all t ∈ N where v := ρnxLw/σ.
Proof. See Appendix B.
At each time t, we get m realizations of random variable w distributed according to Pt denoted by
{w
(i)
t }
m
i=1. Based on all the realizations received in the past q time steps, we can construct the empirical
density function
P̂t =
1
mq
t∑
k=t−q+1
m∑
i=1
δ
w
(i)
k
,
where δξ is the Dirac distribution function with its mass concentrated at ξ, i.e.,
∫
δξ(w)dw = 1 and δξ(w) = 0
for all w 6= ξ. The approximation of the gradient is given by
Ew∼P̂t{∇xf(x,w)} =
1
mq
t∑
k=t−q+1
m∑
i=1
∇xf(x,w
(i)
k ) := ηt(x). (3)
In what follows, we show how good of an approximation this is. To do so, we require the following standing
assumption.
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Assumption 2. There exists constant a > 1 such that Ew∼Pk{exp(‖w‖a)} <∞.
This assumption implies that distributions Pt are light-tailed. All distributions with a compact support
set satisfy this assumption. This assumption is often implicit in the machine learning literature because the
empirical average of the loss based on the samples may not even converge to the expected loss in general for
heavy-tailed distributions [32, 33].
Lemma 3. P{‖∇Ft(xt)− ηt(xt)‖ ≤ Lw(ζ(γ) + (q − 1)ρ/2)} ≥ 1− qnxγ, where
ζ(γ) :=

(
log(c1/γ)
c2m
)1/max{nw,2}
, m ≥
log(c1/γ)
c2
,(
log(c1/γ)
c2m
)1/a
, m <
log(c1/γ)
c2
,
for all m ≥ 1, nw 6= 2, and γ > 0.
Proof. See Appendix C.
It is more useful to provide a bound on the expectation of the norm of the gradient error. This is done
in the following corollary.
Corollary 1. E{‖∇Ft(xt) − ηt(xt)‖} ≤ ∆, where ∆ := Lw(q − 1)ρ/2 + qnxc1Lw
(Γ(1/max{2, nw})1/(max{2, nw}(c2m)1/max{2,nw}) + Γ(1/a)1/(a(c2m)1/a)).
Proof. See Appendix D.
Both Lemma 3 and Corollary 1 show that the the gradient approximation ηt(xt) becomes closer to the
true gradient ∇Ft(xt) when m increases. However, the effect of q is in the opposite. This is because we are
considering drifting distributions and, in the worst case, Pt can be very far from Pt−q+1. In fact, in the worst
case, we can have W(Pt,Pt−q+1) = qρ. Therefore, using old samples can potentially backfires if q is large.
Theoretically, the best choice is to set q = 1. However, in practice, it might be suitable to select larger q if
the distributions are not following the worst-case drift.
In what follows we briefly review the properties of proximal gradient methods applied in to our problem
of interest using the online optimisation framework. Consider the following time-varying problem
min
x∈Rnx
Ft(x) + h(x) (4)
where Ft is defined as before and h is a closed and proper function; see [34] for definitions. Define the
proximal operator of a scaled function αh for a closed and proper function h where α > 0 as
proxh,α (u) = argmin
x∈Rnx
(
h(x) +
1
2α
‖x− u‖2
)
. (5)
The proximal gradient iterations then become
xt+1 = proxh,αt (x− αtηt(x)) . (6)
It is known that if Ft = F for all t, η(x) = ∇F (x), and h(x) = IX (x) where IX is the indicator function of
X , i.e. it returns 0 if x ∈ X and returns +∞ otherwise, then the iterations converge to the solution of the
time-invariant problem minx∈X F (x). However, in what follows, we do not limit ourselves to this scenario
and the stated results hold for the case where (6) is applied to an online optimisation problem for any choice
of h. Let ǫt be the error between ηt(xt) and ∇Ft(xt), i.e.,
ǫt = ∇Ft(xt)− ηt(xt). (7)
Lemma 4. For αt ∈ (0, 2/Lx), ‖xt+1 − x∗t ‖ ≤ rt‖xt − x
∗
t ‖+ αt‖ǫt‖ where rt = min(|1− αtLx|, |1− αtσ|).
Proof. See Appendix E.
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Before, continuing further, we comment on a nuance that is often neglected in the application of online
optimisation methods. Depending on the context, one may want to use either xt or xt+1 as a surrogate for
x∗t at time t. If the aim is to take an action at time t without being able to compute (6), one needs to use
xt. However, if one can delay taking an action by one time-step, it is prudent to use the value xt+1 obtained
from (6). Borrowing some terminology from control systems, we define the tracking error as et := ‖xt− x
∗
t ‖,
and the estimation error as e¯t := ‖xt+1 − x∗t ‖
1. We have the following observation
‖xt+1 − x
∗
t+1‖ ≤ ‖xt+1 − x
∗
t ‖+ ‖x
∗
t+1 − x
∗
t ‖
≤ rt‖xt − x
∗
t ‖+ αt‖ǫt‖+ ‖x
∗
t+1 − x
∗
t ‖. (8)
Lemma 5. Let α be a constant scalar in (0, 2/Lx). Then
lim sup
t→∞
E[et] ≤
v + α∆
1− r
, (9)
lim sup
t→∞
E[e¯t] ≤
rv + α∆
1− r
, (10)
where v and ∆ are given in Lemma 2 and Corollary 1, respectively.
Proof. Recursively applying (8), taking the expectation from both sides, and using the bounds v and ∆
from Lemma 2 and Corollary 1, result in E[‖xt − x∗t ‖] ≤ r
t−1‖x1 − x∗1‖ + (α∆ + v)
∑t−1
k=1 r
k−1. The first
inequality is obtained by computing the right hand-side of this equation as t→∞. The second inequality is
a consequence of Lemma 4 and (9).
Lemma 5 shows that we can closely follow the optimizers of the time-varying optimization problem in (2).
We only require few samples in each iteration to do this. The effect of the number of the samples is hidden in
the definition of ∆ in Corollary 1. The estimation and tracking error bounds in Lemma 5 are only presented
in the limit, i.e., as t tends to infinity. However, for bounding regret, sum of the errors for finite horizons
are of interest. Therefore, in the following two lemmas, we present bounds on finite sums of errors.
Lemma 6. Let α be a constant scalar in (0, 2/Lx). Then
T∑
t=1
et ≤
1
1− r
[
(e1 − reT ) + α
T−1∑
t=1
‖ǫt‖+
T−1∑
t=1
‖x∗t+1 − x
∗
t ‖
]
, (11)
where et = ‖x∗t − xt‖.
Proof. See Appendix F.
Lemma 7. Let α be a constant scalar in (0, 2/Lx). Then
T∑
t=1
e¯t ≤
1
1− r
[
(e¯1 − re¯T − α‖ǫ1‖) + α
T∑
t=1
‖ǫt‖+ r
T−1∑
t=1
‖x∗t+1 − x
∗
t ‖
]
, (12)
where e¯t = ‖xt+1 − x∗t ‖.
Proof. See Appendix G.
To provide meaningful bounds on regret, we need to make the following assumption. Note that this
assumption is a stronger version of Assumption 1 (c). We will remove the need for this assumption later in
the paper.
Assumption 3. For all t and x ∈ X , there exists a positive scalar G such that ‖∇Ft(x)‖ ≤ G.
1This noncausal definition might make some readers uncomfortable. We urge that they accept this for the sake of clarity of
presentation. Otherwise, one may define e¯t := ‖xt− x∗t−1‖. In this case however, if the goal is to discuss the distance to x
∗
t
, we
would need to use et and e¯t+1 which result in a less clear presentation.
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Theorem 1. Let RegTrackingT :=
∑T
t=1 Ft(xt) − Ft(x
∗
t ) and Reg
Estimation
T :=
∑T
t=1 Ft(xt+1) − Ft(x
∗
t ) denote
the tracking and estimation dynamic regrets, respectively. Then, under Assumptions 1 – 3,
Reg
Tracking
T ≤
G
1− r
[
(e1 − reT ) + α
T−1∑
t=1
‖ǫt‖+
T−1∑
t=1
‖x∗t+1 − x
∗
t ‖
]
, (13)
and
RegEstimationT ≤
G
1− r
[
(e¯1 − re¯T − α‖ǫ1‖) + α
T∑
t=1
‖ǫt‖+ r
T−1∑
t=1
‖x∗t+1 − x
∗
t ‖
]
. (14)
Proof. See Appendix H.
Note that implementing (6) where h(x) = IX (x) requires computing a projection onto X . Computing
this projection for a general set might not be amenable to an online implementation. Thus, to propose a
method suitable for online optimisation for a broader family of constraints we make the following assumption.
We have the following assumption.
Assumption 4. Let X = {x|ci(x) ≥ 0, i ∈ I} where I = {1, . . . , nc} is the set of indices for the constraints
with nc being a positive integer, ci(x), i ∈ I, are continuously differentiable and Lipschitz with Lipschitz
constant Lc.
Remark 1. Affine constraints of the form ci(x) := a
⊤
i x − bi, ∀i ∈ I, satisfy Assumption 4 for Lc =
maxi∈I ‖ai‖.
In what follows instead of (2), we consider the following time-varying problem
min
x∈Rnx
Ft(x) + h(x), (15)
where h(x) = λ
∑m
i=1max(−ci(x), 0). It is straightforward to see
|h(x)− h(x′)| ≤ λncLc‖x− x
′‖, ∀x, x′ ∈ Rnx . (16)
From [5, 35, 36], we know that there exists a bounded λ¯ such that for all λ ≥ λ¯, x¯t = x∗t where x¯t =
argminx∈Rnx Ft(x) + h(x). We state the following result.
Lemma 8. Let Φt(x) = Ft(x)+h(x) and xt be the sequence generated by (3) for (15) and ϕt be an arbitrary
element of ∂Φt(xt). Then,
E[‖ϕt‖] ≤ G, (17)
where
G =
1 + r
α
[
re1 + α∆+
α∆+ v
1− r
]
+ 2∆ + 2λncLc. (18)
Proof. See Appendix I.
The following theorem does not require the strong assumption in Assumption 3. This makes the regret
bounds more versatile.
Theorem 2. Let Reg
Tracking
T :=
∑T
t=1 E[Φt(xt)] − Φt(x
∗
t ) and Reg
Estimation
T :=
∑T
t=1 E[Φt(xt+1)] − Φt(x
∗
t )
denote the tracking and estimation dynamic regrets, respectively. Then, under Assumptions 1 – 2,
Reg
Tracking
T ≤
G
1− r
[
e1 + α
T−1∑
t=1
E[‖ǫt‖] +
T−1∑
t=1
‖x∗t+1 − x
∗
t ‖
]
(19)
and
Reg
Estimation
T ≤
G
1− r
[
re1 + α
T∑
t=1
E[‖ǫt‖] + r
T−1∑
t=1
‖x∗t+1 − x
∗
t ‖
]
, (20)
where G is given in (18).
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Figure 1: Expected tracking Error E{e(t)} and estimation error E{e¯(t)} versus time t. Expectations are
approximated with 10,000 Monte Carlo simulations.
Proof. The proof is nearly identical to that of Theorem 1 with the exception that in the first line, one has
to use a subgradient instead of the gradient. The rest of the result follows from taking the expectation from
both sides of the inequality and the Cauchy-Schwarz inequality for expectation.
Next, we introduce a problem modification in the form of a constraint tightening that results in an
asymptotically feasible solution. Note that encoding the constraints as a penalty function as described in
(15) only guarantees feasibility of the optimal solution at each step. However, in this scenario we might be
interested in the feasibility of the iterates xt generated by iteration of the form (6). From (5), we know that
in the limit the iterates will remain in some neighbourhood of the optimal points of each problem. In the
next corollary this fact is exploited to define a new problem with tightened constraints (a smaller feasible
set) that ensures feasibility of the iterates with high probability.
Corollary 2. Let the sequence xt be generated by
xt+1 = proxhθ,α (xt − αηt(xt)) ,
where hθ(x) = λ
∑m
i=1max(−ci(x) + θ(rv + α∆)/(1− r), 0) for some positive scalar θ and λ be selected
such that the solution to minx∈Rnx Ft(x) + hθ(x) is the same as the solution to minx∈Xθ Ft(x) with Xθ =
{x|ci(x) ≥ (rv + α∆)/(1− r), i ∈ I}. Then there exists a positive integer τ such that P(xt ∈ X ) for all t ≥ τ
is at least 1− 1/θ.
5 Illustrative Example
In this section, we consider an illustrative example with the aid of synthetic truncated Gaussian data.
Consider a linear regression machine learning problem with input w1 ∈ R2 and output w2 ∈ R. We say that
random variable x is distributed according to the truncated Gaussian random Ntrunc(µ, σ, amin, amax) if its
probability density function is given by[∫ amax
amin
exp
(
−
(x− µ)2
2σ2
)
dx
]
exp
(
−
(x− µ)2
2σ2
)
1amin≤x≤amax .
At time t, each entry of w1 ∈ R2 is a truncated Gaussian Ntrunc(0, 1,−1, 1) and w2 is a truncated Gaussian
Ntrunc(ctw1, 1,−1, 1) with ct =
[
cos(πt/10) sin(πt/10)
]
. We use the fitness function f(x,w) = λ‖x‖22 +
7
‖w2 − x⊤w1‖22 for regression with λ = 10
−2. Now, we can check all items in Assumption 1. Clearly, f(x,w)
is twice continuously differentiable with respect to x. Also, f(x,w), ∂f(x,w)/∂xi, ∂
2f(x,w)/∂xi∂xj are inte-
grable with respect to w for all i, j and Ew∼Pt{|f(x,w)|}, Ew∼Pt{|∂f(x,w)/∂xi|}, and Ew∼Pt{|∂2f(x,w)/∂xi∂xj |}
are bounded for all i, j, and t due to continuity of derivatives and bounded support of the random vari-
ables. Note that ∇xf(x,w) = 2λx − 2(w2 − x
⊤w1)w1. We have ‖∇xf(x,w) − ∇xf(x
′, w)‖ ≤ Lx‖x − x
′‖
for all w with Lx = 2λ + 4. Furthermore, if X = [−xmax, xmax]2, we get Lw = 2(λ + 2)xmax + 4. Also,
∇2xf(x,w) = 2λI + w1w
⊤
1  2λI with λ > 0. We also meet Assumption 2 for any a > 1 because w has
bounded support. The final condition that we need to check is that W(Pt+1,Pt) ≤ ρ for all t ∈ N. We find
the value of ρ for this condition numerically. For each t, we generate J ≫ 1 samples {w(j,t)}Jj=1 from P
t and
then approximate ρ by computing
ρ ≈ max
1≤t≤20
W
 1
J
J∑
j=1
δw(j,t) ,
1
J
J∑
j=1
δw(j,t+1)
 .
Note that ct are periodic with period of 20, i.e., ct+20 = ct for all t. This follows from that the first and the
third term in the following inequality can be made arbitrary small for large J with high probability [37]:
W(Pt,Pt+1) ≤W
 1
J
J∑
j=1
δw(j,t) ,Pt
+W
 1
J
J∑
j=1
δw(j,t) ,
1
J
J∑
j=1
δw(j,t+1)

+W
Pt+1, 1
J
J∑
j=1
δw(j,t+1)
 .
Following this procedure, we get ρ ≈ 0.33 with J = 500. In our simulations, we select xmax = 2. Let us
select the step size α = 0.4 ∈ (0, 0.4975) = (0, 2/Lx). Figure 1 shows expected tracking Error E{e(t)} and
estimation error E{e¯(t)} versus time t. As expected, the errors remain bounded.
6 Conclusions and Future Work
In this paper, we considered online stochastic optimization with drifting distributions. We presented con-
ditions on probability distributions, using the Wasserstein distance from the framework of data-driven
distributionally-robust optimization, to model time-varying environments. We considered online proximal-
gradient method to track the minimizers of expectations of smooth convex functions. We provided bounds
on errors and regrets under strong convexity, Lipschitzness of the gradient, and bounds on the probability
distribution drift. Noting that computing projections for a general feasible sets might not be amenable to
online implementation (due to computational constraints), we proposed an exact penalty method. Follow-
ing this, we relaxed the uniform boundedness of the gradient. Future work can focus on online stochastic
optimization over networks.
Statement of Broader Impact
Data-driven decision making by optimization is increasingly integrated into critical infrastructure through
statistical methods and machine learning. Such data-driven problems are often investigated and solved in
perfect conditions by relying on clean data, generated from time-invariant distributions. This can make these
data-driven decision-making systems sensitive to perturbations and noise. For instance, models trained and
certified for vision in autonomous driving in clear days with perfect visibility can be severely hindered in
other weather conditions e.g., foggy days. Therefore, there is a need for developing robust learning methods
with mathematical guarantees. In this paper, we particularly investigate data-driven optimization problems
in which underlying distribution can drift unboundedly. This means our decisions can significantly change
over time. In such a context, appropriate bounds on performance (in terms of instantaneous error bounds
and regret) are needed as we cannot test and validate the quality of decisions in real-time.
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A Proof of Lemma 1
Note that
‖∇xFt(x)−∇xFt(x
′)‖ = ‖∇xE
w∼Pt{f(x,w)} − ∇xE
w∼Pt{f(x′, w)}‖
= ‖Ew∼Pt{∇xf(x,w)} − E
w∼Pt{∇xf(x
′, w)}‖,
where the second inequality follows from Assumption 1 (a)–(c). Furthermore,
‖Ew∼Pt{∇xf(x,w)} − E
w∼Pt{∇xf(x
′, w)}‖ = ‖Ew∼Pt{∇xf(x,w) −∇xf(x
′, w)}‖
≤ Ew∼Pt{‖∇xf(x,w) −∇xf(x
′, w)‖}
≤ Lx‖x− x
′‖,
where the first inequality follows from the Jensen’s inequality and the second inequality is a consequence of
Assumption 1 (e).
B Proof of Lemma 2
Again, based on Assumption 1 (a)–(c), we get
‖∇xFt+1(x) −∇xFt(x)‖ = ‖∇xE
w∼Pt+1{f(x,w)} − ∇xE
w∼Pt{f(x,w)}‖
= ‖Ew∼Pt+1{∇xf(x,w)} − E
w∼Pt{∇xf(x,w)}‖.
Furthermore,
‖Ew∼Pt+1{∇xf(x,w)}−E
w∼Pt{∇xf(x,w)}‖
=
nx∑
i=1
|Ew∼Pt+1{∂f(x,w)/∂xi} − E
w∼Pt{∂f(x,w)/∂xi}|.
Following (1) with Assumption 1 (f), we get
|Ew∼Pt+1{∂f(x,w)/∂xi} − E
w∼Pt{∂f(x,w)/∂xi}| ≤W(Pt,Pt+1)Lw.
Finally, because of Assumption 1 (d), ‖∇xFt+1(x) − ∇xFt(x)‖ ≤ ρnxLw. Assumptions 1 (a)–(c) and (g)
implies that ∇2xFt(x)  σI. The rest of the proof follows from Lemma 4.2 in [38].
C Proof of Lemma 3
By convexity of the Wasserstein distance [39, Lemma 2.1] , we get
W(P̂t,Pt) ≤
1
q
t∑
k=t−q+1
W
(
1
m
m∑
i=1
δ
w
(i)
k
,Pt
)
.
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On the other hand, the triangle inequality for the Wasserstein distance [40, p. 170] implies that
W
(
1
m
m∑
i=1
δ
w
(i)
k
,Pt
)
≤W
(
1
m
m∑
i=1
δ
w
(i)
k
,Pk
)
+W(Pk,Pt)
≤W
(
1
m
m∑
i=1
δ
w
(i)
k
,Pk
)
+W(Pk,Pk+1) + · · ·+W(Pt−1,Pt),
and, as a result,
W
(
1
m
m∑
i=1
δ
w
(i)
k
,Pt
)
≤W
(
1
m
m∑
i=1
δ
w
(i)
k
,Pk
)
+ (t− k)ρ.
Following [37] and [1], we know that
P
{
W
(
1
m
m∑
i=1
δ
w
(i)
k
,Pk
)
≤ ζ(γ)
}
≥ 1− γ.
Therefore, with probability 1− qγ, we get
P
W(P̂t,Pt) ≤ 1q
t∑
k=t−q+1
(ζ(γ) + (t− k)ρ)
 ≥ 1− qγ,
and, as a result,
P
{
W(P̂t,Pt) ≤ ζ(γ) + (q − 1)ρ/2
}
≥ 1− qγ,
Following (1) with Assumption 1 (f), we get
|Ew∼P̂t{∂f(x,w)/∂xi} − E
w∼Pt{∂f(x,w)/∂xi}| ≤W(Pt, P̂t)Lw,
which implies that
P{|Ew∼P̂t{∂f(x,w)/∂xi} − E
w∼Pt{∂f(x,w)/∂xi}| ≤ Lw(ζ(γ) + (q − 1)ρ/2)} ≥ 1− qγ.
Therefore,
P{‖Ew∼P̂t{∇xf(x,w)}−E
w∼Pt{∇xf(x,w)}‖ ≤ Lw(ζ(γ) + (q − 1)ρ/2)} ≥ 1− qnxγ.
This concludes the proof.
D Proof of Corollary 1
Note that
E{‖Ew∼P̂t{∇xf(x,w)} − E
w∼Pt{∇xf(x,w)}‖}
=
∫ ∞
0
P{‖Ew∼P̂t{∇xf(x,w)} − E
w∼Pt{∇xf(x,w)}‖ ≥ t}dt
=
∫ Lw(q−1)ρ/2
0
P{‖Ew∼P̂t{∇xf(x,w)} − E
w∼Pt{∇xf(x,w)}‖ ≥ t}dt
+
∫ ∞
Lw(q−1)ρ/2
P{‖Ew∼P̂t{∇xf(x,w)} − E
w∼Pt{∇xf(x,w)}‖ ≥ t}dt
≤
∫ Lw(q−1)ρ/2
0
dt+
∫ ∞
0
P{‖Ew∼P̂t{∇xf(x,w)} − E
w∼Pt{∇xf(x,w)}‖ ≥ t+ Lw(q − 1)ρ/2}dt.
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Following Lemma 3, we have
P{‖Ew∼P̂t{∇xf(x,w)} − E
w∼Pt{∇xf(x,w)}‖ ≥ t+ Lw(q − 1)ρ/2} ≤ qnxζ
−1(t/Lw),
where
ζ−1(ε) =
{
c1 exp(−c2mεmax{2,nw}), ε ≤ 1,
c1 exp(−c2mεa), ε > 1.
Therefore,∫ ∞
0
P{‖Ew∼P̂t{∇xf(x,w)} − E
w∼Pt{∇xf(x,w)}‖ ≥ t+ Lw(q − 1)ρ/2}dt
≤
∫ Lw
0
P{‖Ew∼P̂t{∇xf(x,w)} − E
w∼Pt{∇xf(x,w)}‖ ≥ t+ Lw(q − 1)ρ/2}dt
+
∫ ∞
Lw
P{‖Ew∼P̂t{∇xf(x,w)} − E
w∼Pt{∇xf(x,w)}‖ ≥ t+ Lw(q − 1)ρ/2}dt
≤
∫ Lw
0
qnxc1 exp(−c2m(t/Lw)
max{2,nw})dt+
∫ ∞
Lw
qnxc1 exp(−c2m(t/Lw)
a)dt
≤
∫ ∞
0
qnxc1 exp(−c2m(t/Lw)
max{2,nw}) +
∫ ∞
0
qnxc1 exp(−c2m(t/Lw)
a)dt
=qnxc1Lw
(
Γ
(
1
max{2, nw}
)
1
max{2, nw}(c2m)1/max{2,nw}
+ Γ
(
1
a
)
1
a(c2m)1/a
)
.
This concludes the proof.
E Proof of Lemma 4
The proof follows the same steps as that of [41, Proposition 6.1.8] and the facts that the proximal operator
is nonexpansive and x∗t = proxh,αt (x
∗
t − αt∇Ft(x
∗
t )). Specifically, noting ηt(xt) = ∇Ft(xt) + ǫt, after
straightforward algebraic manipulations and using Assumptions 1 (e) and (g) one obtains
‖xt+1 − x
∗
t ‖
2 ≤ ‖xt − x
∗
t ‖
2 − 2αt(∇Ft(xt)−∇Ft(x
∗
t ))
T (xt − x
∗
t ) + α
2
t ‖∇Ft(xt)−∇Ft(x
∗
t )‖
2
+ α2t ‖ǫt‖
2 + 2αtǫ
T
t [(xt − αt∇Ft(xt))− (x
∗
t − αt∇Ft(x
∗
t ))]
≤ r2t ‖xt − x
∗
t ‖
2 + 2αtrt‖ǫt‖‖xt − x
∗
t ‖+ α
2
t‖ǫt‖
2
≤ (rt‖xt − x
∗
t ‖+ αt‖ǫt‖)
2.
F Proof of Lemma 6
Summing both sides of (8) yields
T∑
t=1
et ≤ e1 +
T∑
t=2
‖xt − x
∗
t−1‖+
T∑
t=2
‖x∗t − x
∗
t−1‖
≤ e1 + r
T∑
t=2
et−1 + α
T∑
t=2
‖ǫt−1‖+
T∑
t=2
‖x∗t − x
∗
t−1‖
≤ (e1 − reT ) + r
T∑
t=1
et + α
T∑
t=2
‖ǫt−1‖+
T∑
t=2
‖x∗t − x
∗
t−1‖
T∑
t=1
et ≤
1
1− r
[
(e1 − reT ) + α
T−1∑
t=1
‖ǫt‖+
T−1∑
t=1
‖x∗t+1 − x
∗
t ‖
]
.
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G Proof of Lemma 7
From Lemma 4, we obtain
‖xt+1 − x
∗
t ‖ ≤ r‖xt − x
∗
t−1‖+ r‖x
∗
t − x
∗
t−1‖+ α‖ǫt‖. (21)
Summing both sides of (21) results in
T∑
t=2
e¯t ≤ r
T∑
t=2
e¯t−1 + r
T∑
t=2
‖x∗t − x
∗
t−1‖+ α
T∑
t=2
‖ǫt‖
Adding e¯1 to both sides, and adding and subtracting re¯T and α‖ǫ1‖ to and from the right-hand-side yields
T∑
t=1
e¯t ≤ (e¯1 − re¯T − α‖ǫ1‖) + r
T∑
t=1
e¯t + r
T−1∑
t=1
‖x∗t+1 − x
∗
t ‖+ α
T∑
t=1
‖ǫt‖
≤
1
1− r
[
(e¯1 − re¯T − α‖ǫ1‖) + r
T−1∑
t=1
‖x∗t+1 − x
∗
t ‖+ α
T∑
t=1
‖ǫt‖
]
H Proof of Theorem 1
The necessary and sufficient condition for convexity of differentiable functions and applying the Cauchy-
Schwarz inequality along with Assumption 3 leads to
Ft(xt)− Ft(x
∗
t ) ≤ ∇Ft(xt)
T (xt − x
∗
t )
≤ G‖xt − x
∗
t ‖.
Applying Lemma 6 for all t ∈ {1, . . . , T } yields
T∑
t=1
Ft(xt)− Ft(x
∗
t ) ≤
G
1− r
[
(e1 − reT ) + α
T−1∑
t=1
‖ǫt‖+
T−1∑
t=1
‖x∗t+1 − x
∗
t ‖
]
.
The bounds for RegEstimationT is proven similarly using Lemma 7.
I Proof of Lemma 8
From the first order optimality condition there exists a gt+1 ∈ ∂h(xt+1) such that
xt − α∇Ft(xt)− αǫt − xt+1 − αgt+1 = 0. (22)
Consequently,
‖∇Ft(xt) + ǫt + gt+1‖ ≤
1
α
‖xt+1 − xt‖
≤
1
α
[
‖xt+1 − x
∗
t ‖+ ‖xt − x
∗
t−1‖+ ‖x
∗
t − x
∗
t−1‖
]
≤
1 + r
α
[
‖xt − x
∗
t−1‖+ ‖x
∗
t − x
∗
t−1‖
]
+ ‖ǫt‖
E[‖∇Ft(xt) + ǫt + gt+1‖] ≤
1 + r
α
[
rt−2E[e¯1] +
1− rt−2
1− r
(α∆+ rv) + v
]
+∆
≤
1 + r
α
[
E[e¯1] +
α∆+ v
1− r
]
+∆
≤
1 + r
α
[
re1 + α∆+
α∆+ v
1− r
]
+∆
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Let Φt(x) = Ft(x)+h(x). Thus, ∂Φt(xt) = ∇Ft(x)+∂h(xt). For any ϕt ∈ ∂Φt(xt) there exists a γt ∈ ∂h(xt)
such that ϕt = ∇Ft(x) + γt. Hence,
E[‖ϕt‖] = E[‖∇Ft(xt) + ǫt + gt+1 + γt − ǫt − gt+1‖]
≤ E[‖∇Ft(xt) + ǫt + gt+1‖+ ‖γt‖+ ‖ǫt‖+ ‖gt+1‖]
≤ G,
where
G =
1 + r
α
[
re1 + α∆+
α∆+ v
1− r
]
+ 2∆ + 2λncLc.
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