Abstract. Double-negation translations are used to encode and decode classical proofs in intuitionistic logic. We show that, in the cut-free fragment, we can simplify the translations and introduce fewer negations. To achieve this, we consider the polarization of the formulae and adapt those translation to the different connectives and quantifiers. We show that the embedding results still hold, using a customized version of the focused classical sequent calculus. We also prove the latter equivalent to more usual versions of the sequent calculus. This polarization process allows lighter embeddings, and sheds some light on the relationship between intuitionistic and classical connectives.
Introduction
The relationship between different formal systems is a longstanding field of studies, and involves for instance conservativity, relative consistency or independence problems [1] . As for deductive systems, the natural question is to find a conservative encoding of formulae. By conservative, we mean an encoding of formulae such that a formula is provable in the first system if and only if its encoding is provable in the second system. This work was pioneered by Kolmogorov [2] , Gödel [3] and Gentzen [4] for classical and intuitionistic logics. There exist several classes of sequents that are known to be classically provable if and only if they are intuitionistically provable [5] .
In this paper, we refine those translations by removing a large number of unnecessary negations. Instead of focusing on invariant classes as in [5] , we consider a translation on all the formulae. A common point with this work, however, is the use of syntactic transformations. The proof systems we consider are the cut-free intuitionistic and classical sequent calculi [6] . This allows two remarks:
-the left rules of both calculi are identical; therefore it seems natural to translate them by themselves, when possible.
-In the absence of the cut rule, a formula is never active in different sides (both as an hypothesis and as a conclusion) of the turnstyle, having therefore a welldefined polarity. This last fact holds for all the rules except the axiom rule, which is easily dealt with, by an η-expansion-like argument, i.e. decomposing the formula by structural rules until we get axioms between atomic formula only.
In summary, we can avoid the introduction of negations on formulae belonging to the "left" (or hypothesis) side of sequents. We also introduce further refinements, inspired by those of [3, 4] , to remove even more negations in the translation, based on the observation that some right-rules are also identical in the classical and intuitionistic calculi. To show conservativity by syntactic means without the cut rule, we need to impose a focusing discipline on the right-hand side of the classical sequent calculus, forced by the single-formula condition on the right-hand side of an intuitionistic sequent. We dedicate Section 4 to the study of a customized focused sequent calculus.
The price to pay of an asymmetric translation is that the result misses some modularity since we dismiss the cut rule: given a proof of a A and a proof of A ⇒ B, we cannot combine them with a cut rule. Both translations of A are not the same and so the translations of the proofs do not compose directly. See also the discussion in Section 6.
The paper is organized as follows. In Section 2, we give a brief overview of the background material, in particular the negative translations. In Section 3, we introduce a first polarized refinement of Kolmogorov negative translation, while Section 4 discusses the properties of the focused sequent calculus that we need in Section 5 to show that the polarized refinement of Gentzen-Gödel negative translation still has the same properties than the other translations. Section 6 concludes the paper.
Prerequisites
Here, we briefly recall the syntax of first-order logic, sequent calculus and the already known double-negation translations.
First-Order Logic
We assume that the reader is familiar with one-sorted first-order logic [6] : terms are composed of variables and function symbols applied to terms along their arities, and formulae are either predicate symbols applied to terms along their arities or composed ones with the help of the conjunction (∧), disjunction (∨), implication (⇒), negation (¬) connectives and the universal (∀) and existential (∃) quantifiers.
To shorten the statement of our results and their proofs, we also define an operator that removes the trailing negation of formulae, if any, and otherwise adds it.
where, in ∀L and ∃R, c is a fresh constant and, in ∀R and ∃L, t is any term. 
As Kolmogorov's translation, Gödel-Gentzen's translation allows to show that A is provable using classical logic if and only if A gg is provable using intuitionistic logic.
where, in ∀L and ∃R, c is a fresh constant and, in ∀R and ∃L, t is any term.
Fig. 2. Intuitionistic sequent calculus
A is provable classically if and only if ¬A Kr is provable intuitionistically.
Using these existing translations, in particular Kolmogorov's and Gödel-Gentzen's translations, we propose to simplify them as described below.
Polarizing Kolmogorov's Translation
As in Kolmogorov's translation, let us define the polarized Kolmogorov's translation:
Definition 2. Let A,B,C and D be propositions. An occurrence of A in B is
-positive if:
• B = A.
• B = C ∧ D and the occurrence of A is in C or in D and is positive.
• B = C ∨ D and the occurrence of A is in C or in D and is positive.
• B = C ⇒ D and the occurrence of A is in C (resp. in D) and is negative (resp. positive).
• B = ¬C and the occurrence of A is in C and is negative.
• B = ∀xC and the occurrence of A is in C and is positive.
• B = ∃xC and the occurrence of A is in C and is positive.
-negative if:
• B = C ∧ D and the occurrence of A is in C or in D and is negative.
• B = C ∨ D and the occurrence of A is in C or in D and is negative.
• B = C ⇒ D and the occurrence of A is in C (resp. in D) and is positive (resp. negative).
• B = ¬C and the occurrence of A is in C and is positive.
• B = ∀xC and the occurrence of A is in C and is negative.
• B = ∃xC and the occurrence of A is in C and is negative. 
Notice how, compared to Section 2.3, we introduce double negations in front of subformulae instead of the whole formula. For instance axioms are translated by themselves, and the price to pay is, as for Kuroda's and Krivine's translations, a negation of the whole formula in the following theorem. Proof. By induction on the proof-tree. Since this theorem is not the main result of this paper, and is refined below (Theorem 3), let us process only one case. All other cases follow a similar pattern.
Gödel-Gentzen negative translation (Definition 2.3 above) removes many negations from translations and the polarization we give in Section 5 will even more.
If we want to follow the pattern of Theorem 1 to show equiprovability (in the absence of cut), we can no longer systematically move formulae from the right to the left hand sides, since we lack negation on almost all connectives. Therefore, we must constrain our classical sequent calculus to forbid arbitrary proofs, and in particular to impose that once a rule has been applied on some formula of the right-hand side, the next rule must apply on the corresponding subformula of the premiss. Working on the same formula up to some well-chosen point is a discipline of capital importance, since we avoid to eagerly swap formulae from right to left. This is why we introduce a focused version of the classical sequent calculus. The resulting constraint is that we must decompose the stoup [11, 12] formula until it gets removed from the stoup position. Only when the stoup becomes empty, can we apply rules on other formulae.
Definition 4 (Focused sequent). A focused sequent is a triple, composed of two multisets of formulae and a distinguished set (the stoup) containing zero or one formula. It will be noted Γ ⊢ A; ∆ when the distinguished set contains a formula A, and Γ ⊢ .; ∆ when it contains no formula.
The focused sequent calculus we define serves our particular purpose; for instance it is not optimized to maximize the so-called negative and positive phases [13] . Note also that in our paper, negative and positive has a very different meaning. The calculus is presented in Figure 3 and contains a stoup only in the right-hand side, since this is the only problematic side.
Note that all the left rules require an empty stoup, and that two new right rules, focus and release, respectively place and remove a formula of the righthand side in the focus.
Only atomic, negated, disjunctive or existentially quantified formulae can be removed from the stoup: -Due to the freshness condition of the ∃-left and ∀-right rule, the ∃-right rule is the only rule that cannot be inverted (or equivalently permuted downwards). Therefore existential statements must be removable from the stoup. -The stoup has only one place, so we cannot allow in it both subformulae of a disjunction. This choice must be done by a subsequent call to the focus rule. More pragmatically, Gödel-Gentzen's translation introduces negations in this case, enabling the storage of the subformulae on the left-hand side of the sequent. As an informal translation rule, intuitionistic ¬ R rules will correspond to a lost of focus. -The same reasoning holds for allowing atomic formulae to be removed from the stoup. Also, if we do not allow this, the system loses completeness since the stoup becomes stuck forever.
-Allowing to remove negated formulae from the stoup accounts for the aggressive behavior of the operator : to keep the statement of Theorem 3 short and close to statements of previous theorems, we must remember that removes the negation of negated formulae, therefore forcing them to move on the left hand side.
As a consequence of the design constraint imposed by our translation, the rule focus cannot act on a formula which has ∃, ¬ or ∨ as main connective and the ∃ R , ¬ R and ∨ R rules act on formulae that are not in the stoup (and, as mentioned, when the stoup itself is empty). The reasons become clear in the proof of Theorem 3.
Lastly, we impose the formula in the axiom rule to be atomic, which boils down to an η-expansion of the usual axiom rule.
To sum up, we consider the connectives ∃, ∨ and ¬, when they appear on the right-hand side of a sequent, to have a "positive phase" in the sense of [13] and the other ones to have a negative phase.
We show that this calculus is equivalent to the usual sequent calculus of Figure 1 .
Proposition 1. Let Γ, ∆ be two multisets of formulae and A be a formula. If the sequent Γ ⊢ .; ∆ (resp. Γ ⊢ A; ∆) has a proof in the focused sequent calculus, then it has a proof in the classical sequent calculus.
Proof. Straightforward by noticing that, forgetting about the stoup (transforming the semicolon into a comma), all focused rules are instances of the classical sequent calculus rules. Both rules focus and release lose their meaning and are simply erased from the proof-tree.
⊓ ⊔
The converse is a corollary of the slightly more general following statement. As we see below, it is crucial to have some degree of freedom to decompose arbitrarily ∆ ′ into A and ∆ in order to reason properly by induction.
Proposition 2. Let Γ, ∆ ′ be two multisets of formulae. Assume that the sequent Γ ⊢ ∆ ′ has a proof in the classical sequent calculus. Let A be a set containing either a formula (also named A by abuse of notation) or the empty formula, and let ∆ such that ∆ ′ = A, ∆.
Then the sequent Γ ⊢ A; ∆ has a proof in the focused sequent calculus.
Proof. The proof is a little bit more involved, but it appeals only to simple and well-known principles, in particular to Kleene's inversion lemmas [14, 15] , stating that inferences rules can be permuted and, therefore, gathered. We give only a sketch of the proof, leaving out the details to the reader, for two reasons. Firstly, giving all the lengthy details would not add any insight on the structure of the proof; in the contrary they would blur the visibility of the main ideas. Secondly, similar completeness results are known for much more constrained focused proof systems; see for instance the one presented in [13] . -the axiom rule involves only atomic formulae, -in ∀L and ∃R, c is a fresh constant, -in ∀R and ∃L, t is any term, -in release, A is either atomic or of the form ∃xB, B ∨ C or ¬B, -in focus, A is neither atomic nor of the form ∃xB, B ∨ C or ¬B.
Fig. 3. Focused classical sequent calculus
First of all, we consider a refined version of the classical sequent calculus of Figure 1 where proofs are restricted to use the axiom and weak rules on atomic formulae. In this way, we know [15] that Kleene's inversion lemmas [14] make the proof height decrease strictly. We reason by induction of the height of this modified proof-tree π, distinguishing the three following cases:
-A is empty, or A contains an atomic, existential, disjunctive or negated formula that is not the active formula of the last rule r of π. Then we release A, focus on the active formula if necessary, apply rule r, and we get one or two premises, on which we can apply the induction hypothesis. Let us give two instances, where, in the second case, A is empty:
-A contains an atomic, existential, disjunctive or negated formula that is active in the last rule r of π. Then r must be one of the six rules axiom, ∃ R , ∨ R , ¬ R , weak R or contr R . They are direct and all the remaining cases follow a similar pattern. Here is the case for the ∃ R rule:
-If A is not empty and not an atomic, existential, disjunctive or negated formula then, disregarding the last rule of π, we apply Kleene's inversion lemma on A, the induction hypothesis on the premises, since the proof height has decreased, and recompose those premises to get back the corresponding component(s) of A in the stoup. Here is an example of such a rule :
We try to reduce the number of negations. We use the polarization of propositions (Definition 2 above) and replace disjunction and existential quantifiers by conjunction and universal quantifiers, as in Gödel-Gentzen's translation.
by reductive methods up to the point where both translations become equal, or to loosen the intuitionistic cut rule. We can also decide not to bother with cuts by eliminating them a priori. In all cases, however, we rely on a cut-elimination theorem that does not hold in the general case of the application described below.
Polarized double-negation translations has been primarily designed to fit polarized deduction modulo [16] , an extension of first-order logic by a congruence on formulae that is generated by polarized rewrite rules that apply only on a given side of the turn-style. It has already led to interesting results [17, 18] in automated theorem proving within axiomatic theories. To support this approach, we must ensure the cut-elimination property of the (sequent calculus modulo the polarized) rewrite system.
One canonical way is to first show proof normalization for the natural deduction, and shift this result to the intuitionistic sequent calculus. Then, through a double-negation translation of the rewrite system this result can be extended to the classical sequent calculus [19] . In case of polarized rewriting, a polarized translation can be of great help for this last step, in addition to the development of normalization proofs via reducibility candidates. Another way to get cut admissibility would be to develop semantic proofs.
Lastly, it could be interesting to investigate whether, even in absence of cut admissibility as it can be the case, the modularity of our translations can be enforced, or whether cuts between two differently translated left-and right-formulae can nevertheless be eliminated. We conjecture that this is possible, provided the rewrite relation is confluent and terminating.
