In a multiple access communication system that uses packet transmissions, the packets of one user might be subject to asynchronous interference from the packets of other users in the system. This paper analyses the influence of the placement of training symbols on the performance of the channel estimator in this scenario. The analysis of the mean square error (MSE) of the minimum mean square error estimator (MMSE) is shown to be equivalent to the analysis of the Fisher Information Matrix (FIM) for mixtures of Gaussian dishibutions. A complete solution to this problem is hard to find, but the hounds, asymptotics and simulations suggest that the best placement of training symbols is in two clusters of equal or quasi-equal size at the two ends of the data packet.
INTRODUCTION
The most challenging problems in the design of wireless commnnication systems are the time-varying wireless channel and the multiple access problem.
Communication through point-to-point time-varying channels under Gaussian noise has been studied extensively. A traditional method used by the receiver is to first obtain an estimate of the channel that is then used when decoding the data symbols. In order to cope with the fast variations of the channel the transmitter needs to insen a significant amount of side information into the data stream. Recent papers [I, 21 analyse the ultimate performance of some communication systems that use training to obtain the Channe1 Stare Information (CSI). Moreover, if a communication system relies on the assumption of perfect CSI, then the errors in the CSI can significantly degrade its performance [3J. On the other hand, if the CSI is available at the transmitter then the total throughput of the time-varying channel can be improved by allocating the transmitting power function of the CSI [4] .
Similarly, in a multiple access scenario, the availability of CSI at the transmitter and receiver can be used by the medium access control (MAC) layer for power allocation among users and by the receiver for decoding [SI. For example. if the objective function is the sum capacity, then only the user with the best channel is allowed to transmit [6, 5] . Recently, in the framework of cross-layer design, the CSI is used by the MAC layer of a modified slotted ALOHA protocol to vary the transmission probability of each user (71; the increase in the total throughput of the system is significant.
'This paper considers the channel estimation problem in a multiple access scenario. The system under study has a MAC layer that allows collisions among packets. In addition, consider that the system uses frequency hopping, i.e., each data packet of one user is 
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transmitted using another carrier, and the hops are made according to a predetermined pattern. Frequency hopping makes the packets of any fixed pair of users collide very seldom. Thus, the interference that affects the packets of one fixed user comes from a different user each time. The packets of one fixed user are called data packets; the other colliding packets are called interference packets.
Our approach considers a receiver that wants to recover as much information as possible from each of the data packets, instead of recovering (with a certain probability) a whole packet involved in a collision and dropping it if recovery is not possible. This approach is useful if the only synchronization among users is at the symbol level ( and not at the packet level). In this case the data and interference packets overlap partially, so that some symbols from the data packet are interference-free. Because the interference packets come from different users, the relative position of the data and interference packets is random from packet to packet. The results can be important for ad-hoc networks that are able to use the CSI (at either transmitter and receiver) to improve the total throughput.
Inserting training symbols in the data stream is one of the simplest but most widely used method of obtaining the CSI. In this paper the channel is assumed to be Rayleigh block flat fading and the receiver uses only training-based estimation. As a consequence, the channel parameter during the transmission of each packet is estimated using only the training symbols in the respective packet.
The effect of training symbol placement in the data stream have been studied previously. Negi Budianu and Tong [ll] , considered this problem in different frameworks, and using different metrics. The goal of our paper is to investigate how the placement of training symbols within a packet iniluences the performance of channel estimation in the framework described above.
The paper is organized as follows: section 2 contains the model and is followed by section 3 with the description and analysis of the channel estimation. In 3.2 a genie lower hound on the MSE of the MMSE estimator is introduced and analyzed, and in 3.3 the behavior of the same MSE is analyzed using the FlM. In section 4 the simulations provide additional insight into the problem. We conclude the paper in section 5.
Notations : the vectors are in bold fonts, EX is the expectation with respect to the random variable X, PIA} is the probability of the event A, V, f (a) is the gradient operator with respect to vector a, diag(A) is a column vector formed by the diagonal elements of the square matrix A. Sometimes the same function f (.) is written f (.; a) to emphasize the dependence on the parameter a. ak is the k-th element of vector a and for f vectorial function (f ( z ) ) k is the k-th element o f f (E). If A, B are square matrices, A 2 B means that A -B is positive semidefinite.
SYSTEM MODEL AND PROBLEM FORMULATION
of U is given by Consider a point-to-point one-way communication link. The chan--E(tu+-l -t u )
if u E S N -I ne1 is assumed Rayleigb block-flat-fading, constant during the transmission of one packet, and independent from packet to packet. The symbols of the data packets can be either training or data. The receiver obtains an estimate of the channel based only on the training Denote by B the total number of symbols in one packet, out of which N are allocated to training. The symbols in one received packet are given by the B x 1 vector y = sA t z.
(1)
In the equation above A -C N ( 0 , l ) is the complex scalar channel parameter, s a B x 1 vector representing one block of transmitted symbols and z the total noise vector that includes the CAWGN and the interference; its probability density function ( p a is a mixture of Gaussians. We assumed the variance of the channel equal to 1 without loss of generality.
A channel estimate for each packet is obtained only from the receivedtrainingsymbols. Denoteby.7 = { t l , . . . , t N } C { l , .
. . , B ) , TheplacementmahixPisanNxBmauix,withelementsP(k,t*) = 1, Vk E { 1, . . . , N ) and the rest of the elements 0. In other words, for each k, the k-th row of P has only one non-zero element in the column t i that gives the position of the k-th training symbol within the data packet. We also supposed that all the training symbols are eaual to 1. runher, thu pdfof ]he rcLel\.cd
1-1
From the assumption that the interference packets are of the same length B as the data packets, it follows that the relative position between the two packets can be described by a discrete random variable V distributed uniformly on {l, . . . thefirstNtrainingsymbolsarehit,ifU E {N+l, ..., 2N-1)the last 2N -U training symbols are hit, and U = 2N corresponds to the case in which no training symbol is hit by the interference. U is not distributed uniformly anymore; given V , the value of U follows but there can be more than one value ofV leading to the u, see ..., ZN-l},thedistributionp, = P { U = u } A = lTb,x{C;'}X.
Conditioned on U , the model becomes the well-known Gaussian model, and relation (7) follows easily. Writing the expectation explicitly we have
The performance of the Bayesian MMSE estimator is given by (9) The MMSE estimator and its MSE are function of the distribution of the random variable U , i.e., the vector p. Our goals are to characterize the dependence of the performance of the MMSE estimator on the placement, and to find the placement(s) PO that minimizes the MSE (9) under the conditions (3) imposed by the physical model argmin{MSE(p)}.
(10) 
The Genie Lower Bound on the MSE
A lower bound on the MSE can be obtained by considering the per- {P, P' l = argmin {E(P)}. The distributions given in the previous theorem correspond to the placement of training symbols in two clusters of equal (or nearly equal) length at the edges of the packet. This can be easily seen from the definition (3) of p, ( tl = 1 and t N = B follow from p 2~. then the other t k ) .
Next, one can observe that for any placement p the genie bound is tight when the power of the interference is high. This is stated in the next theorem. rq+m PmoJ The proof is rather long and it will be available in [121. The result can he briefly explained by observing that if the power of the interference is high, then U, the position of the interference, can be detected accurately. We consider a suboptimal estimator that uses hard detection of U , then linear estimation based on the detected value. For high values of u: the probability of derection error is close to zero and the corresponding estimation error is bounded. This shows that the performance of the suboptimal estimator is close to the genie bound which proves the theorem.
From theorem 2 it follows that increasing u: we can make the MSE of the MMSE estimator be as close to the genie bound as wanted. Observing that the function m(x) preserves its strict convexity when u,' 4 03, we see that even in this case the placements p given by (12) and p' are the only solutions of the optimization problem stated in Theorem 1. We have the following corollary.
Corollary 1 meplacements p given by (12) and p' are the solutions of the genemlpmblem (IO) foro: high enough.
It can be observed that the placement that maximizes the genie bound (i.e., the worst ) can be found as well, and it corresponds to placing all the training symbols into one cluster. The position of the training cluster within the data packet does not modify the channel estimation performance (because it does not modify p). Using theorem 2 we can conclude that placing the training symbols in one cluster provides the worst performance at high values of the interference power.
A partial characterization of the MSE
In this section the connection between the MSE (9) and the FIM is established and used to show that the optimal placement PO (solution of (10)) belongs to a certain subset with LBJ + 1 elements.
For a random complex vector X with pdf f , the Fisher Information Matrix (FIM) is defined as U o g f ( x ) l ( V x . I l o g f (4l) (18)
The convexity property given above allows us to reduce the number of possible solutions of the optimization problem (IO).
Using the symmetry propenies in (3), we can rewrite the pdf in Using the convexity property of the FIM functional the following theorem is easy to prove. we were not able to show that the choice given above is the solution of the problem for any choice of the parameters. Besides the genie bound solution, the simulations suggest the following conjecture.
Conjecture 1 The problems (IO) and (13) hove the same solutions that are p given by (12) and p'.
As noticed before, the distribution (12) implies the placement of the training symbols in two clusters of equal or quasi-equal sizes at the two ends of the packet.
T J
From the approach above, it is clear that the genie bound discussed in the previous section is the bound given by the convexity relation, where the pdf of the received signal is splitted into its Gaussian components.
SIMULATION RESULTS
As it was mentioned previously, a complete solution of the problem is hard to find. The simulations available in this section are aimed to,give some evidence in favor of the conjecture.
The simulations were done for the following parameters : B = 80, N = 6, u2 = 1/49 = -16.9dB, ut = 1. Taking into account theorem 3 and the remark that follows, the optimal scheme should be searchd in a set with 4 elements. The corresponding placements are the first 4 placements in F i g 2 Fig.3 shows that we can gain more than lOdB by using the 'optimal' placement over the placement that uses one cluster (in the middle of the packet). This is the maximum gain that can be obtained; according to the genie bound the placement of all the training symbols in the middleoffers the worst performance. Once we have two clusters placed at the edges of the packet, the performance gain by using the optimal placement is smaller, up to 2dB. In fig.4 we compared the actual MSE with the genie bound for three of the placements represented in fig.2 i.e., "optimal", "middle" and "spread' schemes. For the "optimal" and the "middle" placements, the genie bounds are relatively tight. The interesting fact is that the MSE of the "spread" placement scheme has a bell shape and the genie bound in not tight. This can be explained by thinking that the coefficients p(U = ulx) in the expression (8) of the MMSE estimator A act like an embedded soft detector. The detection can be done better if there are fewer events with high a priori probabilities. This happens if the symbols are grouped into two clusters placed at the edges or in one cluster; in these cases the MSE is close to the genie bound. Fig. 4 The performance of the "optimal", "middle" and "spreaded" placements and their genie bounds
CONCLUSIONS
In this paper we considered the channel estimation io the presence of an asynchronous interference. The model is equivalent to an estimation problem where the noise distribution is a mixture of Gaussians. It was shown that the MSE of the nonlinear MMSE estimator is related to the FIM of the received signal. Further, the convexity property of the FIM allows a characterization of the performance of different placements of the training symbols. It was shown that the optimal placement should be searched in a small set of placement schemes. To find the optimal placement scheme one needs to solve a complicated optimization problem: however the hounds and the simulations suggest that placing the training symbols in two clusters of equal or nearly equal sires optimizes the MSE of the Bayesian MMSE estimator.
