We describe the quantum filtering dynamics for a diffusive non-demolition measurement on an open quantum system. This is then used to determine appropriate feedback controls for the system and the quantum Bellman equation for optimal quantum feedback control is derived. These equations are demonstrated on the fully solvable model of the multi-dimensional controllable quantum particle in a quadratic potential with a noisy environment. We observe a duality between the solutions of quantum filtering and optimal quantum control for this example and note many similarities to the corresponding classical problem.
Introduction
Quantum control is growing into one of the most active exponents of quantum information. Its importance is now being realized with applications in quantum state preparation, stability theory, quantum error correction and substantial applications in quantum computation [25] , [3] , [16] . As such, there is a vast array of literature on the subject of quantum control encompassing a range of different methods and objectives. As with all experimental techniques, efficiency is an important factor so optimal control is a particularly rewarding subject for research. The optimality of a control strategy is judged by the way in which the objectives are achieved (e.g. we may require fast results, or more commonly, a cost-effective way of producing the results). There are two types of dynamical control -open loop (or blind) control where the controls are predetermined at the start of the experiment and closed loop (or feedback) control where controls can be chosen throughout the experiment and thus is preferable for stochastic dynamics. Previous work on the theory of optimal open loop control includes variational techniques on closed qubit systems [21] , [24] , which was also extended to open (dissipative) quantum systems [26] . However, this approach can only seek locally optimal solutions which can often be improved further with measurement and feedback [11] , since an open quantum system inevitably loses information to its surrounding environment.
With technological advances now allowing the possibility of continuous monitoring and rapid manipulations of quantum systems [4] , [15] , it is important that we understand the relevance of feedback control in the framework of optimal quantum control. The first breakthrough in quantum feedback control was the discovery that methods from classical control could be transferred into the quantum domain when applied to sufficient coordinates of the quantum system [7] , i.e. controllable parameters which describe the dynamics of the quantum system sufficiently for the purposes of feedback control. An obvious "maximal" candidate for a set of sufficient coordinates is the components of the normalized posterior density matrix of a mixed quantum state. These are used to calculate posterior probability distributions for all system observables which can then be used to formulate the required control objectives. However this becomes impractical when the dimension of the Hilbert space of quantum state vectors is large. The simplest example of feedback control in infinite dimensional quantum state Hilbert space arises when considering linear systems with Gaussian dynamics. Finite dimensional sufficient coordinates are given in this case by the posterior means and covariances of the controllable quantities. This case was first considered for the quantum oscillator in [5] and subsequent general solutions in discrete [14] and continuous time [13] appeared.
In this paper we start from a quantum stochastic model of an open system to derive the quantum Langevin equations for the Heisenberg dynamics of the system (input) and measurement (output) operators. Section 3 explains the motivation behind the quantum filtering equation which describes the dynamics of the posterior density matrix under a continuous quantum non-demolition (QND) diffusive measurement. In section 4 the quantum Bellman equation for optimal feedback control with diffusive QND measurement is derived. The equations for quantum filtering and optimal control are then applied to an open linear Gaussian quantum dynamical system in a quadratic potential with quadratic cost. We conclude with a brief discussion of the results.
The Quantum Vacuum Noise Model and Markov Approximation
Let A be a quantum open system which we identify with the von Neumann algebra generated by a set of self adjoint operators {X 1 , ..., X m } acting in the Hilbert space H of this system. In the case without superselection, the quantum system A is simply the algebra B(H) of all bounded operators in the Hilbert space H. The system is coupled to a measurement channel in the bath which is modelled by the symmetric Fock space F over the single particle space L 2 (R + → G) of square integrable functions from [0, ∞) into a Hilbert space G of the bath degrees of freedom. Having in mind the vacuum noise model of the bath, let W := B(F ) denote the quantum noise algebra of bounded operators on F with vacuum vector state δ 0 ∈ F. From the divisibility property of the symmetric Fock space, we can factorize the noise algebra
for arbitrary t > 0 where
In the weak coupling limit [1] , [2] (short bath memory), the time evolution of this closed composite system can be described in the interaction picture by a family {U t } t∈R+ of unitary operators U t : H ⊗ F [0,t) → H ⊗ F [0,t) satisfying the Hudson-Parthasarathy quantum stochastic differential equation [17] , [22] 
Here
H is the Hamiltonian of the quantum system, L is the coupling operator (e.g. a generalized coordinate L = X = L * on which the environmental quantum noise acts, represented by the "momentum" field operator F t = i (A t − A * t )). The increments dt, dA t , dA * t are considered as operators acting in F [t,t+dt) and satisfy the multiplication table
Note that we are viewing A and W as subalgebras of A ⊗ W by dropping the notation of tensoring with identities. The unitary operators {U t } t∈R+ satisfy the cocycle identity
is the second quantization of the left shift on L 2 (R + → G) describing the free evolution in the bath Hilbert space F corresponding to the quantum Markovian approximation.
Quantum Langevin Equations and Non-demolition Measurements
The unique solution of (1) defines the Heisenberg evolution of the open system A described by the flow j t (X) = U * t (X ⊗ I)U t of X ⊢ A (we use the symbol X ⊢ A to denote that X is an element of A, or is affiliated to A for the case of unbounded X). The process t → X t = j t (X) is adapted, i.e. X t ⊢ A t where A t := j t (A) ⊂ A ⊗ W t 0 . From the quantum Itô formula applied to
and the quantum Itô multiplication table (2), we obtain the quantum Langevin equation
) is the time evolved Lindblad generator for the semigroup of completely positive maps describing the dissipative evolution in the Markovian limit where [20] 
A time continuous measurement of the field quadrature W t := A t + A * t ⊢ W t 0 in the output channel represents an indirect measurement of the evolved generalized coordinate L t + L * t ⊢ A t as can be seen from the quantum Itô formula applied to the output operators
Note that the output process Y t is directly observable as it is a commutative family of self-adjoint opertators {Y s } s≤t unitary equivalent to the family {W s } s≤t for each t. This simply follows from the following lemma which was first observed by Belavkin in [5] , [6] .
Lemma 1. The input and output operators satisfy the quantum non-demolition (QND) condition
Proof. Let t = s + r, r > 0, then from the cocycle identity we get
where the last step uses the commutativity of
follow from the tensor independence of X, W s and W t for all s = t.
Quantum Filtering
We now turn to quantum filtering theory to show how an indirect measurement of the quantum system by the output operators {Y s |0 ≤ s ≤ t} can be used to estimate arbitrary input operators X t ⊢ A t which are driven by environmental quantum noises. The previous lemma shows that the expectation of X t is not disturbed when we measure Y s for 0 ≤ s ≤ t. This is necessary for the existence of a well defined conditional expectation of X t with respect to past measurement results of where ρ, X = tr{ρX} is the pairing which describes the natural duality between the operator algebra A and its predual Banach space A * = T (H) of trace class operators on H equipped with the trace norm. The dynamics of the posterior density matrix are described by the quantum filtering or Belavkin equation [8] , [10] , [12] .
Classically, filtering equations are used when we need to estimate the value of dynamical variables about which we have incomplete knowledge. For example, the Kalman-Bucy filter [18] , [19] gives a continuous least-squares estimator for a Gaussian classical random variable with linear dynamics when we only have access to a correlated, noisy output signal. Since closed quantum systems are fundamentally unobservable unless they are open, e.g. disturbed by quantum noise processes (c.f. (3), (5)), filtering theory plays an important role in quantum measurement. Belavkin was the first to realize this [5] , [6] , [8] and constructed the quantum filtering equation which describes the evolution of the density matrix conditioned on the classical non-demolition output of a noisy quantum channel.
For the case where we initially have a vacuum field state δ 0 ∈ F and vector system state ψ ∈ H, the quantum filtering equations of type A (linear, unnormalized) and type B (nonlinear, normalized) are given below with a sketch of their derivations. Rigorous derivations of the quantum filtering equations are given in [9] , [10] , [12] .
Lemma 2. The dynamics of the unnormalized posterior density matrix ̺ t is described by
where
* we denote its a posteriori state by
Now dW t is a classical Wiener increment on Ω t+dt t with respect to the output measure given by ψ t+dt which can be equivalently viewed as the output increment dY t with respect to the input measure given by ψ t . Since the Heisenberg picture is more intuitive for classical measurement processes, we shall consider the latter representation. So we condition with respect to the measurement results ω 
where again we omit the argument ω t 0 and view the conditional expectation x t = ρ t , X as a classical random variable on Ω t 0 for X ⊢ A.
Proof. Using the classical Itô rule on the definition of ρ t we get
and (7) gives
The result (8) is then obtained using the Itô multiplication dY
We can generalize the filtering equation to the case where we couple the open quantum system to d independent measurement channels. If we assume no scattering between the channels, then the family of unitary operators {U t } t∈R+ describing the evolution in the interaction picture U t :
where L i describes the coupling to the ith channel and
Note that we have tensor independence of the annihilation increments dA i,t , dA j,t for i = j, so the quantum vacuum noises commute for different channels. The normalized filtering equation for a simultaneous diffusive measurement of
where 
Optimal Quantum Control
We now consider the system to be in a controllable potential giving a controlled flow j s (u
)} which are generated by the Hamiltonian H(u t ) and u t 0 := {u s |0 ≤ s ≤ t} is the control process over the interval [0, t) for admissible control functions u s ∈ R. It is assumed that there is no decay into the control field, so that the filtering equation for the controlled posterior density matrix ρ The optimality of control is judged by the expected cost associated to the control process u T 0 for the finite duration T of the experiment. Let J t (u In classical control, we can allow complete observability of the controllable system, so that feedback controls are determined by the system variables u t = u t (x t ) and an optimal strategy is one which minimizes the expectation of (10). However, in quantum systems, we do not have the point states x t due to joint non observability of the system operators X t , so feedback controls u t = u t (Y 
where E Theorem 2. The posterior cost-to-go satisfies
where Proof. The "quantum" conditional expectation E t 0 acting on future operators gives
Let us denote the minimum posterior cost-to-go
where U T t (·) is the space of admissible stochastic control strategies u T t (·).
Theorem 3. The minimum posterior cost-to-go satisfies the Hamilton-Jacobi-Bellman equation
where δS(t, ρ) ⊢ A denotes the derivation of S(t, ρ) with respect to ρ and σ i (ρ) is the non-linear fluctutation coefficient in the filtering equation (9).
Proof. From the definition of S(t, ρ) and J(t, u T t , ρ), we have
So when ǫ → dt becomes sufficiently small, we appoximate the integral by
where we use the tower property of the classical conditional expectation. Assuming that S(t, ρ t ) is sufficiently differentiable, we use the Taylor expansion
where δS(t, ρ) := δ δρ S(t, ρ) denotes the derivation of S(t, ρ) with respect to ρ. Using this expansion in (14) gives the HJB equation (13) 
Application of Results to a Linear Quantum Dynamical System
We illustrate the ideas of quantum filtering and control described above by application to the simplest fully solvable quantum control problem. The quantum LQG control problem (Linear dynamics, Quadratic cost function, Gaussian noises and initial conditions) can be used to model a quantum free particle in a linear controllable potential for example (we can also include a quadratic potential in the LQG framework). LQG control is well studied in classical control theory and we shall see many similarities between quantum and classical LQG control in the remainder of this section.
Quantum Filtering of Linear, Gaussian Dynamics
Let X ⊤ = (X 1 , ..., X 2d ) be the phase space vector-operator satisfying the CCR
where J is an anti-symmetric real valued matrix. We couple the open quantum system to d measurement channels via the self adjoint operator vector L = ΛX and place it in a controllable potential which is described by the Hamiltonian
where Λ is a complex d × 2d matrix and P, Q are real symmetric 2d × 2d matrices. We shall use Λ * to denote complex conjugation (Λ) * i,j =Λ i,j and Λ † = (Λ * ) ⊤ the Hermitian conjugate.
These definitions allow us to calculate the controlled Lindblad generator
So we obtain the following quantum linear Langevin equations
where A := J(P + ℑ(Λ † Λ)), B := JQ, C := Λ + Λ * and dV t := i J(Λ ⊤ dA * t − Λ † dA t ). Let us denote the initial meanX := ρ, X and symmetric covariance Σ =
The filtering equation (9) preserves the Gaussian nature of the posterior state [9] , so the posterior mean x t = ρ t , X and symmetric error covariances
t form a set of sufficient coordinates for the quantum LQG system. I.e. the posterior expectation of X t for non demolition measurement of the output operators Y t is given by the multi dimensional linear filtering equation
where dỸ t = dY t − Cx t dt is the innovating martingale and the symmetric error covariance Σ t satisfies the matrix Ricatti equation
⊤ is the intensity (symmetric covariance) matrix of the quantum noise increment dV t and M = i 2 J(Λ ⊤ − Λ † ) is the covariance matrix of the noise increments dV t and dW t .
Quantum LQG Control
We aim to control the phase space operator whilst constraining the amplitude of the controlling force for energy considerations. Thus, our control objectives and restraints can be described by the operator valued risk (10) with quadratic parameters C(
⊤ ΩX for positive 2d × 2d matrices F, G, Ω, where F, Ω are symmetric. This aims to drive the phase space operator to the origin with a minimum controlling force.
Since x and Σ form a set of sufficient coordinates, we may consider the derivation of S(t, ρ) as partial derivatives of S(t, x, Σ). So from (15) and the Gaussian nature of the system, we obtain
x S where A, B := tr{A ⊤ B} and we denote the partial derivatives by (∇ x S) i :=
Inserting into the HJB equation (13) and minimizing gives u t = −( ⊤ ∇ x S+Gx) where S(t, x, Σ) now satisfies the nonlinear partial differential equation
It is well known from classical control theory that LQG control gives a posterior cost-to-go which is quadratic in the posterior mean. So we use the ansatz S(t, x t , Σ) = x ⊤ t Ω t x t +R(t, Σ) in (19) where R(t, Σ) is a functional of Σ. This gives the optimal feedback control strategy u t = −(B ⊤ Ω t +G)x t which is linear in the solution to the filtering equation x t at time t where Ω t satisfies the backwards matrix Ricatti equation
and R(t, Σ) satisfies 
Discussion
The example of the quantum LQG control problem is important since it is one of the few exactly solvable control problems and emphasizes the similarities between the two components of optimal quantum feedback control, namely quantum filtering and optimal control. The Ricatti equations for filtering (18) and control (20) are in complete duality. This indicates the similarity between the roles of the covariances in filtering and the control parameters in optimal control. The duality can be understood when we examine the nature of each of the methods used. Both methods involve the minimization of a quadratic function for linear, Gaussian systems, (i.e. the least squares error for filtering and the quadratic cost for control).
Due to the Gaussian nature of this example, sufficient coordinates for the system are given by the mean and covariance of the phase space operator. Since the output process is classical and QND with respect to the phase space operators, the main difference between this problem and the corresponding classical filtering problem is in the definition of the covariance matrices. Often in classical filtering theory, the process and measurement noises are taken to be uncorrelated. However, in this quantum model the Heisenberg uncertainty principle places a positive lower bound on this covariance matrix due to the non commutativity of the quantum noises in the channel. The phase space operators are non-commuting, so we can define the covariance matrix in many different ways. So as long as we chose the symmetric representation (as was done in this paper), we observe that the solutions to this filtering problem for quantum input operators with respect to classical QND output operators agree with the filtering problem for classical input and output random variables.
