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Arrays of interacting, switchable, magnetic nano-islands—often called artificial spin ices—have
been recently employed to demonstrate deliberate, exotic, collective behaviors not seen in natural
materials. They have also been seen as potential novel platforms for memory encoding, while recent
advances in the direct manipulation of these local moments suggest that these systems can be
naturally interpreted as nanopatterned, interacting memory media. Exploiting their interaction, we
propose here to employ them for computation within a magnetic memory. The magnetization states
of each elongated nano-island can be represented as a binary degree of freedom, or bit. However,
unlike in traditional magnetic memory, these bites interact. We show that they can be assembled
into elementary 2-input/1-output boolean gates, such as AND, OR, NAND, and NOR, depending on
their mutual geometric arrangement. In a first step of a larger program, we demonstrate numerically
the physical feasibility of gate integration at least into tree-like circuits, by checking that logical
functionality is obtained by interaction. We then discuss conditions for the existence of phase
transitions that can limit computational efficiency. While we confine ourselves here to tree-like
structures and to the reproduction of existing computational frameworks, the final aim of this effort
should involve developments in terms of neuromorphic computation within an interacting memory.
I. INTRODUCTION
The last twelve years have seen the use of interact-
ing [1, 2] magnetic nanostructures [3] patterned in differ-
ent geometries to realize a wealth of different emergent
behaviors often not found in natural magnets, to study
frustration and residual entropy [1, 2, 4–8], reduced di-
mensionality [4], effective thermodynamics in driven sys-
tems [9–17], thermal and driven dynamics of magnetic
monopoles [18–26], classical topological order and ergod-
icity breaking [19, 27–31], magnetic charge screening and
ordering transitions [31–36], topological hall effects [16],
reconfigurable transport phenomena and circuitry [37–
39], reconfigurable magnon bands [40], long range distor-
tion of magnetic texture from topological defects of the
structure [41].
A confluence of advances in fabrication and character-
ization protocols [1, 42–45], as well as new theoretical
models, have allowed for the design [46–49] and realiza-
tion [4, 50–56] of novel artificial magnets, often thermally
active at desired temperatures and fields and which can
be characterized in real-time and real-space. Meanwhile,
a similar set of ideas [57–62] have been exported to frus-
trated interaction of trapped colloids [63–65] or vortices
in nanopatterned superconductors [66–68].
Recently, Gartside et al. and have demonstrated the
fine, local manipulation of islands magnetization [71–73]
in such systems via commercially available magnetic tip
of Magnetic Force Microscopy (MFM) machines. This
methodology can reliably write the bites of artificial spin
ice materials. Moreover, recent, unpublished results [74–
76] demonstrate local activation of the islands kinetics
via photo-induced heating. At the same time, the use
of artificial spin ices as collective rather than individ-
ual forms of memory has already been explored [77–79].
This confluence of results, coupled to the capability of
realizing arrays of nanoislands in virtually any geometry
and nano-size open intriguing perspectives toward new
platforms for computation within a memory medium.
In current magnetic memory storage it is important
that permanent memory be individual memory: each
magnetic domain, as binary information storage unit,
must not be influenced by the other domains, or else the
data encoding would be corrupted. However, an inter-
acting memory could allow for computation performed
within the memory, arguably a closer analogue to the
functioning of the brain [80]. In a network of interacting,
binary spins, some could be kept fixed in time, and con-
sidered inputs. Other could be considered outputs, to be
read after the system has relaxed in a low-energy state,
which would correspond to the result of a computation.
In such framework, one can envision further develop-
ments. In a network of interacting memory bites there
would be no obvious directionality of flow from input to
output within the logic gates composing it. There, it
has been proposed, in absence of a logic unit, informa-
tion overhead (the capability of compressing information
in the collective state of the network of magnets), in-
trinsic parallelism, and functional polymorphism (where
gates do not have intrinsic directionality) would come
natural [81, 82]. In the context of spintronic, these ideas
have been explored for the past two decades [83–87], and
the emphasis has been on obtaining reconfigurable elec-
tronics. More recent and similar suggestions have been
made for circuits employing memristors, with applica-
tions to optimization problems and self-organizing logic
gates [88–92] in order to overcome the Turing paradigm
toward neuromorphic computation.
A lively debate has ensued on the use of circuits en-
dowed with memory [93, 94], or indeed computation
within the memory, as ways to overcome the current lim-
itations of a Turing paradigm. In this work, we will avoid
such debate which pertains more properly to computer
science. Instead, in a more physical approach, we will
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2FIG. 1. Top: a magnetic NAND gate (top) and NOR gate
(bottom), their truth table in Boolean algebra and their real-
ization through antiferromagnetic spins. In red we have the
input spins, in green the output. The blue spin, or bias, is
needed to bias frustration and changes the plaquette from a
NAND gate (top) to a NOR gate (bottom).
explore theoretically the feasibility not just of boolean
gates of interacting, magnetic nanostructure which can
be considered as binary variables (something already pi-
oneered [95–97] in the context of nonstandard logic and
more recently within artificial spin ices materials [98]),
but more importantly the reliability of their integration
in realistic circuits, which can be problematic [98–100].
Indeed faulty gates and broken transmission of informa-
tion relate to defect formations in presence of a phase
transition, as we shall see later.
The idea is to anneal “circuits” made of magnetic
nanoislands, of which some are inputs and are kept fixed.
Through mutual interaction the system converges to an
output, to be read on other nano-islands. We will con-
sider here thermal annealing [98], however other methods
might be used in the future, such as a swiping of an ex-
ternal field. Beside a regular, uniform thermal annealing
we will also consider a localized annealing that proceeds
along the circuit, and which is now possible via photo
activation [74].
As a first step in a broader program, and to avoid
leapfrogging, we discuss here the possibility of engineer-
ing programmable logic gates using spin interactions at
least in hierarchical trees, suggesting paths toward proof-
of-principle experiments. The purpose of this paper is to
verify that there is proper overlap between the ‘outputs‘
of such tree-like Ising system and those expected in its de-
signed logic circuit. We find that by carefully arranging
the islands, it is possible to engineer the system such that
each boolean gate reaches its the ground state, which cor-
responds to logic functionality. We also show that these
gates are easily reconfigurable, from (N)AND to (N)OR
with a change of bias (see below). This implies that it
is possible, after the lithographic printing of the gates
on the substrate, to re-program the circuit to operate a
different decision tree by controlling locally the loca bias.
The paper is organized as follows. In Sec. II we in-
troduce the mapping between behind the logic gate em-
FIG. 2. An example of a 3-bits logical circuit of nanomagnets
selecting Fibonacci numbers. Red spins are input, the green
spin is the output, blue spins are the biasing spins. They are
necessary to remove the frustration and they define the func-
tionality of the gate as reprogrammable. Black are internal
spins that relax during computation.
bedding in a simple 3-spin system. In Sec. III we show
how to extend the embedding of Sec. II for the pur-
pose of obtaining Boolean computational trees. In Sec
IV we discuss practical implementations with interacting
nanoislands.
II. GATES
Binary nano-moments can be employed to realize
boolean gates. That was demonstrated more than
a decade ago to create majority logic gates suitable
for magnetic quantum dot cellular automata computa-
tion [95–97] clocked by a field, though integration into
circuitry has proved more challenging [99]. Here, in-
stead, we will proceed within the context of standard
logic and reproduce universal sets of gates, being mostly
concerned with the reliability of their integration. For
definiteness, consider the triangular plaquettes of anti-
ferromagnetically interacting spins in Fig. 1 which can
be (and have been [101, 102]) realized at the nano-scale
with magnetic moments perpendicular to the array. The
figure demonstrates that such plaquettes can be used to
produce NAND and NOR gates. We imagine that red
spins can be set as inputs and held fixed during compu-
tation, while the green spin is the output to be read. The
blue spins provide a bias, a local field on the output that
eliminates any indeterminacy of the output coming from
frustration. Its orientation determines whether the gate
is NAND or NOR, and allows for reconfigurable circuitry.
One can then integrate such gates. For instance, Fig-
ure 2 shows an example of integration to produce a 3-
bits circuit meant to select Fibonacci numbers. How-
ever, while such integration is computationally obvious,
its physical implementation might not be. Indeed the
black spins in figure are intermediate spins, output of
certain gates and inputs of other. They are allowed to
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FIG. 3. Gates of different properties can be fabricated in
different ways. (a) Schematics of out of plane nanoislands
leading to magnetic moments antiferromagnetically coupled.
(b) MFM images of out of plane magnetic moments made of
lithographically fabricated nanoislands [102] (c) Schematics of
in plane nanoislands leading to ferromagnetic coupling. (d)
MFM images of in plane magnetic moments made of litho-
graphically fabricated nanoislands [101]. (e) Example of su-
pression of the coupling between input bites, using a 90 deg
arrangement for input nanoisland, in plane. (f) Gates that
can be obtained in the (J, h) parameter space in the ground
state of the spin Hamiltonian of eqn. (1). All the possible
gates are discussed in Appendix A.
float and relax into their lower energy state, which might
differ from the expected logical function.
Crucially, whether the gates will maintain functionality
after integration, when inputs of intermediate gates are
not held fixed and allowed to fluctuate, is therefore not
obvious. Nor it is obvious that a circuit of such gates can
indeed relax into the exact result of a computation.
While in the examples of Figures 1, 2 we have shown
the case of antiferromagnetic bites, in reality much more
freedom is allowed in choosing the couplings among spins,
and therefore in engineering gates. Spins can be per-
pendicular to the array, or in plane (Fig. 3a,b), both
cases having been previously realized in different con-
texts [101, 102]. Then, because of the anisotropy of the
dipolar interaction, the different relative orientation of
the magnetic island can be translated in different cou-
pling constant, ferro or antiferromagnetic. Indeed it is
possible to remove the coupling between the inputs of a
gate as in Fig. 3(e). While this is expected to ameliorate
things, it does not necessarily solve the problem of gate
functionality after gate integration as information could
propagate backwards along the tree.
Let us consider the case in which there is no the inter-
action among the inputs of each gate. (We will see later,
both numerically and analytically, that, when added,
such interaction does not completely compromise com-
putation, though it can create defects that affect both
convergence and reliability.) Such gate is also the sim-
plest possible tree and therefore we will introduce here
nomenclatures and methods to be used later. The energy
of the gate is given as
H3 = σ3 (J(σ1 + σ2) + h) , (1)
where J is the coupling constant between inputs and out-
put and h describes the effect of the biasing moment.
Even though we chose the same coupling J for two in-
teractions, all the AND, OR, NAND and NOR gates can
be realized by that choice. Indeed, the functionality of
the gate is dictated by the value of the output spin σ3,
which can be -1 or 1, that minimizes the energy, given
fixed values of the input spins σ1, σ2. It is thus imme-
diate to show that gates AND, OR, NAND and NOR
correspond to different quadrants of the J, h plane, given
by the condition
2|J | > |h|, (2)
(where σ = +1 is TRUE and σ = −1 is FALSE). Within
that request we have: AND gates (respectively OR) when
J < 0, h > 0 (h < 0 resp.) and NAND gates (NOR) when
J > 0, h < 0 (h > 0 resp.), as in Fig. 3f. (A more general
derivation is provided in Appendix A 1).
III. INTEGRATION OF BOOLEAN GATES IN
TREE-LIKE CIRCUITS
In this section we will provide evidence of how boolean
trees can be integrated in tree-like circuits. We will use
Monte Carlo methods to show that the system converges
to a ground state, and will use exact results on the parti-
tion function to connect the slowness in convergence for
the case with triangular interactions to the emergence of
a phase transition.
As we will see, the interpretation in terms of gates can
also be applied to Belief Propagation with tree spins,
which establishes a connection between the results of our
proposal and probabilistic computing [103–113]. Unlike
digital gates, implementing logic gate in a spin system
necessarily requires the introduction of the notion of the
probability of a certain spin value at a certain tempera-
ture, which is naturally associated to a Boltzmann factor.
Thus, solving a computational problem embedded in a
spin system at a non-zero temperature is probabilistic in
nature.
The mathematical connection between these concepts
are technical in nature, and we provide several technical
results in Appendices. In Appendices A 2 and B 2, we
discuss how the Ising model for 3-spins at temperature T
4FIG. 4. Equivalent circuit associated with a local magneti-
zation on the triangles. Each dashed line represents the in-
teractions we consider in this paper, while the double-arrows
the fluctuating spins.
can be interpreted as a probabilistic gate, from which we
can also construct a probabilistic NOT gate using a AND
gate and a spin copy, as shown in Appendix B 1. There,
spin models can be used for probabilistic computation, in
which statistical mechanics provides then the probability
P (σ3|σ1, σ2). Using belief propagation, it is possible to
show that the output of each set of spins for an arbi-
trary combination of these gates depends on the input
probability distributions for the probability distributions
for P (σ1) and P (σ2). In the language of belief prop-
agation (see Appendix B for a derivation), this means
that although messages (probability distributions of spin
values) propagating up at the first iteration can be in-
terpreted as a gate model at low temperature, the same
cannot be true when messages are propagated down. In
simpler terms: a spin located within the tree feels the
effective interactions not only of the spins coming from
the bottom of the tree, but also those from the top.
A. Frustration, Degeneracy and Indetermination
There are various problematic aspects in going from
a single gate to a tree of gates. One is the tolerance to
errors in the input states, which we discuss in Appendix
B 2. Small errors can propagate arbitrarily wrong chains
of outputs along the tree. We will see below that such
errors also fall exponentially with the temperature when
spins are pinned at the bottom. A more relevant problem
however is degeneracy. If the couplings are homogeneous
across the tree, that is if their strength is the same along
the hierarchy, then some spins at intermediate stage can
choose to be up and down without changing the output.
We will see below that degeneracy can be removed by
modulating the strength of coupling along the tree.
In Figure 2 we had shown a practical example of a tree-
like circuit. Figure 4 shows a more general schematics of
the general circuit that we will investigate here. At the
center of each triangle we place a bias spin whose ori-
entation does not change during computation and which
determines functionality, as already explained for Figs 1,
2 and in Appendix A. Equivalently we can consider a lo-
cal magnetic field h, produced by the fixed bias spin and
acting on the spin of a gate. We will check that there
is proper overlap between the ‘outputs‘ of such tree-like
Ising system and those expected in its equivalent logic
circuit (Fig. 4). We will find that as the system is an-
nealed to a low temperature, it converges to the ground
state when the horizontal interactions are negligible. Be-
cause we aim to have for a certain set of inputs a unique
solution, there cannot be any degeneracy in the sytem.
In order to see how degeneracy occurs, we start from
a simple case where, because of the identical energy be-
tween two different states, the system can still provide a
correct output in the ground state, but intermediate spins
are free to fluctuate. Of course, in spin systems message
passing does not have a directionality. This implies that
messages coming from the output of an intermediate gate
in the tree can affect the state of another spin. In the
framework used in the previous sections, we consider the
case of a AND gate which receives an input from an OR
and an AND gates as depicted in Fig. 5.
We consider the following simple Hamiltonian.
HAnd:And−Or = σout
(
J2(σ
1
int + σ
2
int) + hout
)
+ σ1int
(
J1(σ
1
in + σ
2
in) + h
1
int
)
+ σ2int
(
J1(σ
3
in + σ
4
in) + h
2
int
)
(3)
where σ1int and σ
2
int are intermediate spins, σ3 is the out-
put spin and hout > 0, while we have 2J1 > h
1
int > 0 for
and AND gate and h2int < 0 for an OR gate. If we choose
the inputs σ1in = 1, σ
2
in = −1 and σ3in = 1 σ1in = −1,
as represented in Fig. 5 in the ground state, the result
of the computation (e.g. the final spin value) provides
the correct result, but we see that the OR gate is not in
its minimum, if the coupling is homogeneous, that is if
J1 = J2.
This is because of the interaction with the spin σ3,
and the fact that J2σ3 > h
1
int. In fact, if we consider
homogeneous values of J and h across the network, as
a result, because of the condition |h| < 2|J |, the output
value of an intermediate spin will be dominated, when
the input spins have opposite signs, by the interaction
with the upper layers. If we choose h = J/2, for an OR
gate intermediate output in the configuration of Fig. 5,
the values up and down will be degenerate.
This example allows us to generalize a solution to the
problem of degeneracy, by considering couplings which
scale with the layer of the tree. For instance we could
choose Jn+1 = Jn/(2 + ) for some  > 0 and hn+1 =
hn/2. For the model without horizontal spin interactions,
we choose  such that |Jn/(2 + )| < |hn|. As we will see
in the numerical results with the Glauber dynamics, this
is enough to remove any sort of degeneracy, and yield
correct results not only in the output but also at each
intermediate layer.
One particular implementation, which is the one used
in the present paper and valid for arbitrary  > 0, is that
5FIG. 5. The lattice above is a tree of depth two which repre-
sents the Hamiltonian iintroduced in eqn. (3), without hori-
zontal interactions, for the OR-AND-AND gate model. In the
figure, red spins correspond to +1 (true) spin states, while
blue to a −1 (false) state. The spin σ1int is decided by the
result of the top AND gate rather than the OR gate.
the couplings at each layer k are given by
|Jk−1| ≤ |Jk|
(2 + )
, with J1 = J. (4)
For instance, in Fig. 5, where all couplings are ferromag-
netic, we have J2 =
J1
(2+) where n labels the layer and L
is the total number of layers. The scaling factor is due
to the factor of 2 in Eq. (2). As we will see, this pre-
scription works well for the case of tree-like gates and is
easily implementable in spin ice materials.
B. Annealing and phase transitions
1. Numerical analysis
We perform a numerical simulation of randomly cho-
sen gates via a simple Glauber [115] dynamics with ex-
ponential annealing for a system whose couplings scale
as in Eq. (4). The probability of a spin flip from one con-
figuration i with energy Ei to one configuration j with
energy Ej is given by:
p(i→ j) = 1
1 + e
Ej−Ei
T˜
, (5)
for a certain temperature T˜ . In general we consider the
following annealing protocol. At each time step, we intro-
duce an exponential annealing T (t) = T0λ
t, with λ < 1.
We choose two protocols and study their convergence
to the ground state: in one we anneal the system with
a fixed temperature; in another case, we anneal the sys-
tem with a layer dependent temperature, thus using an
effective temperature gradient which is globally then an-
nealed. The latter method is now viable via light heating
FIG. 6. Behavior of the overlap parameter as a function
of time when the system is annealed. Rather than Q, the
function inverted on the [0, 1] interval for clarity. Curves are
obtained after averaging over 100 samples of random gates
with L = 10 layers (2048 thermally activated spins) ran-
dom gates. We observe that while on the tree the curves
relax to Q = 1 (T.), the case with loops relax on an ap-
proximate value of Q ≈ 0.85, thus presenting a macroscopic
number of defects. We also observe that in the case with
homogeneous temperature relaxes a bit slower compared to
the non-homogeneous case. Legend: homogeneous temper-
ature on a tree (HT), Non-homogeneous temperature on a
tree (NT), non-trees with homogeneous (HTh) and nonho-
mogeneous temperature (NTh). A video of the annealing is
provided in [116].
[74, 75]. In this second case, each spin on a layer k of Fig
5 will flip at each time step t with probability given by:
p(k, i→ j) = 1
1 + ek
Ej−Ei
T (t)
, (6)
which implies an effective temperature on a layer k given
by T˜k(t) = T (t)/2
k: the lower layer will cool first, and
the top layer last.
As a parameter to control the fidelity of the circuit we
introduce the overlap between the spin system and the
equivalent logic circuit. The overlap does not only check
the fidelity of the final output, but in fact of all the in-
termediate layers. Indeed, for each gate Gi, we consider
the vector of outputs which would be obtained if the gate
was exactly reproduced (i.e. 1 & 1 = 1 if AND), and the
one obtained by the spin system, provided a certain con-
figuration of the external spins. In order to see whether
the spins reproduce the desired result, we introduce a
scalar quantity which defines the efficiency of the compu-
tation. If ~Q is the real output obtained in the simulation
(the computation of each gate), and ~Ai is the vector of
output which we aim to obtain using the boolean gate
description of Fig. 4, we consider the quantity
Q =
~Q · ~A+ (1− ~Q) · (1− ~A)
N
, (7)
6FIG. 7. We performed more analysis on the case with hor-
izontal interactions in Fig. 6. The top figure is a log
plot of the nonhomogeneous curves, which we see that re-
lax approximately with an exponential curve until they reach
they asymptotic value. In the bottom figure we have tested
various annealing rates λ ∈ [0.95, 0.999], and observe that
meanwhile in the homogeneous case the number of defects is
asymptotically approximately constant, in the case with non-
homogeneous annealing the number of defects are systemati-
cally reduced. Averages of each point are over 1000 samples
with random gates in a system with L = 9 layers.
which we call gate overlap, where N is the total number
of gates, or the fraction of gates which provide the de-
sired output. The scalar Q is one when all the gates are
in the designed ground state and thus obey prescribed
functionality.
In Figure 6 we show the average gate overlap for four
cases: homogeneous temperature on a tree (HT), Non-
homogeneous temperature on a tree (NT), and for the
case with horizontal interactions on the tree (in which
there are loops), we have both the cases with homoge-
neous (HTh) and nonhomogeneous temperature (NTh).
In the latter case, couplings have been chosen with the
scaling prescription provided in eqn. (4) with  = 10−3.
Each curve is averaged over 100 samples with random
FIG. 8. The triangle-star map allows to write an equivalent
partition function on a tree structure, which can be exactly
solved.
gates (that is, random local biasing fields, coming from
the fixed magnetization of the biasing spins which define
gate functionality).
As we can see, when horizontal interactions are ab-
sent, the system converges to the proper logical output.
Also, there is no noticeable difference between the two
annealing protocols. AS the inset shows, convergence is
exponential with about the same gradient. Non homoge-
neous annealing, however, makes the curve exponential
since the beginning, whereas in homogeneous annealing
there is an initial activation time.
Instead, in the case where horizontal interactions are
present, Q does not converge to Q = 1, but the sys-
tem shows only about 85%-87% of reliability. Further-
more, as Fig. 7 (top) shows, a noticeable difference can
be observed between the curve of homogeneous and non-
homogeneous annealing with the non-homogeneous case
converging considerably faster. Also Fig. 7 (bottom)
shows that a non-homogeneously annealed tree with hor-
izontal interaction converges to slightly higher values of
overlap for slower annealing, unlike the homogeneous an-
nealing. It is interesting to note that the measure Q is a
rather restrictive one: in fact the result of the computa-
tion might be correct without the intermediate compu-
tations to be. We plot Q for the output only in Fig. 21
in Appendix D in the case with horizontal interactions;
this value was astonishingly correct (and thus with over-
lap almost 1 − Qout ≈ 10−2) across the simulations we
performed.
2. Understanding the effect of horizontal interactions
In actual implementations, it might be necessary to
keep horizontal interactions for reasons connected to de-
sign and nanofabrication. We thus explore this case in
more depth. This case contains loop s of interactions,
but these loops can be made to disappear in an emer-
gent description. Indeed, there exists an equivalence be-
7tween triangle interactions with 3 spins interacting, and
star interactions. The star-triangle equivalence is shown
in Fig. 8 [117], and introduces a fourth (non-physical)
spin, which interacts with the other spins through the
couplings Li. This method is used to obtain the critical
temperature for triangular lattices, where it is an exact
duality relation. Note that the equivalent model includes
an extra spin, but the key point is that the new triangular
tree-like structure becomes a real tree for the interaction
links, as in Fig. 8 thus affording recursive formula for the
partition function.
In the following, σ denotes “physical spins”, while
σ denotes non-physical spins introduced by the star-
triangle transformation. The Ising model transformation
between the couplings in Fig. 8 is given by the following
set of equations:
sinh(2J12) sinh(2L12) = κ
−1
sinh(2J3) sinh(2L3) = κ
−1 (8)
where
v1 = v2 = tanh(J3)
v3 = tanh(J12)
κ =
(1− v21)(1− v22)(1− v23)
4
√
(1 + v1v2v3)(v1 + v2v3)(v2 + v1v3)(v3 + v2v1)
.
We have restricted ourselves to the case in which the
vertical interactions are identical and thus the equations
above now simplify, and we obtain the couplings:
L3 =
1
2
sinh−1
(
1
sinh(2J3)κ
)
, (9)
L12 =
1
2
sinh−1
(
1
sinh(2J12)κ
)
, (10)
which imply that the vertical bonds have different cou-
plings than the diagonal ones. Interestingly, this relation
is not valid for arbitrary values of J3 when J12 is negative,
e.g, for |J12| > J∗, the couplings L become imaginary.
Physically, the output of the computation is obtained
by pinning the input spins (bottom of the tree) and lower-
ing the temperature of the system. However, the Kibble-
Zurek mechanism [118, 119], e.g. the fact that a nonzero
density of defects might occur if the system temperature
crosses a critical temperature during an annealing, might
interfere with achieving logical functionality, as the pres-
ence of defects can slow down the annealing process and
the convergence to the ground state.
For the purpose of identifying a possible phase transi-
tion in the thermodynamic limit, we study the Yang-Lee
zeros of the partition function by studying its recursion
relations [120]. Their presence on the positive real axis
implies a phase transition in the system. Alternatively,
for a finite system, the convergence to the real axis of
such zeros as the size increases signals the generation of
defects as the systems crosses a critical temperature. In
order to simplify the numerical study of the partition
function, we introduce a method to find the zeros of the
FIG. 9. The recursive structure of eqn. (11): Zn(σ, h) repre-
sents the partition function rooted at the spin σ with external
field h, which depends on the partition functions at the lowest
order Zn−1 rooted at the two sub-branches spins.
partition function of a tree of depth L from those of a
tree of depth L− 1.
Starting from the first spin, the recursion relation be-
tween each layer n can be written as:
Zn(σ0 , h˜σ0 ) = 2 cosh(h˜σ0 + L˜3)
· Zn−1(σ1 , h˜σ1 + L˜12)Zn−1(σ2 , h˜σ2 + L˜12)
+ 2 cosh(h˜σ0 − L˜3)
· Zn−1(σ1 , h˜σ1 − L˜12)Zn−1(σ2 , h˜σ2 − L˜12)
(11)
where tilded quantities are the constants divided by the
temperature. The equation is represented visually in Fig.
9, where σ0 is the root of the tree, with external field h0 :
and represents the dependence of the partition function
for the whole tree, in terms of the partition function of
the two subtrees rooted at σ1 and σ2 , and where we
have that at the order zero, Z1(σ, h) = cosh(h˜). The
function Zn(σ, h) does not depend explicitly on the root
spin variable σ, but only implicitly.
In the case of homogeneous external field, when hi ≡
h, we are able to show in Appendix C that in absence
of horizontal interaction the partition function does not
have any real zeros in the fugacity plane, if we define
h = ey with the fugacity variable y ∈ C. According to
the Lee-Yang theory, if the partition function (intended
as a polynomial in y), has a root y∗ on the real axis, then
there is a phase transition in the system.
In the case L12 6= 0, or of horizontal interactions, solv-
ing the zeros of the partition function analytically is un-
fortunately hard as the recursion is a sum of quadratic
terms. We thus use the recursion relation to study nu-
merically the convergence of the zeros as a function of
the parameter n. Fig. 10 shows the zeros in the complex
fugacity plane as n foes from 1 to 13 for various values
8of L12. We see that as n increases, the pair of zeros do
converge to the y = 1 value, signalling a phase transition
in the asymptotic limit.
We can thus understand the difference in the differ-
ent annealings of Fig. 6 as follows. In absence of zero
horizontal interactions no phase transition at finite T is
present for large systems, and we can smoothly anneal
the system to T = 0 without crossing any critical tem-
perature. Conversely, when horizontal interactions are
present, the large system does cross a critical tempera-
ture Tc, and the non-analyticity implies that some de-
fects are created during the annealing. In order to see
whether this assumption is reasonable, we use the KZ
scaling. The density of defects due to the Kibble-Zurek
mechanism scales as ρ = ξˆ−d, where d is the dimension
of the system and ξ the correlation length at the freezing
time, which is related to the linear annealing parameter
τ as ξ ≈ √τ . From the exponential annealing, it is easy
to see that τ−1 = log(λ
−1)
J
Tc
where Tc is the hypothetical
critical temperature and we have T (t ≈ tc) = t−tcτ , with
tc defined from T (tc) = Tc. For a quasi dimensional sys-
tem like the one of interest in this paper, we must have
that the density of defects scales ρ ≈ ξˆ−d with d ≈ 1.
Thus, for λ = 1 −  with   1, it is easy to see that
ρ ≈ √α2Tc for a constant α of order one. The density
of defects is exactly our overlap function 1 − Q. This
rough estimate shows that for  ≈ 0.99 and 1− ρ ≈ 0.15,
α2Tc must be of order one which is what we expect from
our simulations. This heuristic argument shows that the
Kibble-Zurek mechanism as a source of defects cannot be
ruled out in our experiments.
This opens the issue of size-dependence of annealing
in presence of horizontal interactions, as the number of
nodes scales as N ∼ 2L with the number of layers L.
Generically, for the case of a Kibble-Zurek generation of
defects, defects are reabsorbed at a temperature Treab <
Tc which depends on the speed of the annealing.
On the other hand, our Yang-Lee zeros study presup-
poses equilibrium. Instead, the annealing with nonhomo-
geneous, temperature can be, as we saw, speedy, because
by cooling progressively each layer of the tree, the system
will have effectively different couplings at each layer. As
the system is cooled, the bottom layers will be already in
the ground state, thus preventing squeezing out the de-
fects along the direction of propagation of information.
IV. CONCLUSIONS
We verified theoretically the possibility of integrating
reconfigurable Boolean gates made of interacting mag-
netic moments into simple tree-like circuits. This anal-
ysis was inspired by technological advancement made in
the last years in controlling magnetic nanoislands, and
ability to pin locally the macroscopic spin of certain do-
main. Artificial spin ice is an example of substrate mate-
rial computation able to to both store and process tem-
FIG. 10. Location of the zeros y = e
L12
T of the partition
function in the complex plane, from the recursion relation
with horizontal interactions . We solve numerically for the
location of the Yang-Lee zeros, as a function of the number
of layers. The maximum number of layer that we are able
to resolve numerically is L = 13. As the number of layers
increases, the zeros move to the right and accumulate around
y = 1. This hints towards the emergence of a phase transition,
also for small values of J12 and faster for larger values.
poral patterns [114].
We find that in absence of interaction loops it is pos-
sible to mimic deterministic computations. This result
suggests that certain well known algorithms can be im-
plemented in hardware using the tree structure, in partic-
ular decision trees, which are classifiers in machine learn-
ing [121]. We also find that when loops are present the
reliability of the system is high yet not complete, even
when employing out of equilibrium, targeted annealing
techniques. This limits whether more general determin-
istic computation can be implemented in this framework.
In particular, future attempts to go beyond a Turing
machine via computation within a memory network of
magnetic moments will most likely have to be realized
in the form of probabilistic [104, 106, 113] rather than
deterministic computing, especially in view of the recent
advances in inference [122]. When loops are present, de-
fects in the bulk of our proposed device are equivalent
to faulty gates. The latter are best described in terms of
temperature dependent probabilistic gates (see Appendix
D). On the other hand, frustration is the reason why a
computation is hard: in the case of k-Sat problems, it is
known that the hardness transition is due to the presence
of loops in the computation [113]. The computation of a
specific boolean configuration can be in general thought
of as one particular configuration of random field on a
tree, which presents interesting universal behavior [123]
and will be studied elsewhere for our case. Our analysis
suggest a new set of works for computation using inter-
active, magnetic memory bites, realized by single domain
magnetic nanoislands.
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Appendix
Appendix A: Magnetic Boolean Gates
We assume a dipole-dipole interaction (DDI) between
magnetic nano-islands. Between two magnetic islands i,
j, provided the vector ~rij between the center of the two
islands, the absolute distance is given by rij = |~rij |. The
energy associated with the interaction can be written in
terms of dipole direction and the vector ~rij , as:
Hij = − µ
4pir3ij
(σˆi · σˆj − 3(σˆi · rˆij)(σˆj · rˆij)) , (A1)
which in turn can be written in terms of the angles θ1
and θ2 respect to the direction rˆij between the centers of
the spins:
Hij = − µ
4pir3ij
(cos(θi − θj)− 3 cos(θi) cos(θj))σiσj .
(A2)
In the equation above, we have introduced the scalar spin
variables σi and σj . Let us consider now the case where
all the spins are pointing upwards and focus on the case
of the interaction between the bottom and the top spin of
the triangles. In this case θ1 = θ2. As a convention, the
bottom spins are σ1 and σ2, and the top spin is σ3. If the
base of the isosceles triangle of Fig. 11 is l and ~ri3| = r,
it is then easy to see that we can write θ1 = θ2 ≡ θ as a
function of r and h, as θ = arctan( 2rl ), and thus:
Hi3 = − µ
4pir3
(
1− 3 sin
(
arctan
(
2r
l
))2)
σiσ3 (A3)
and as r → ∞, θ → 0. We see that, as in Fig. 12 there
is a specific angular dependence on the coupling sign.
FIG. 11. We consider the following dipole interaction model.
We see that for r = r∗ =
√
2l
3 the interaction parameter
is zeros, and for r > r∗, the interaction changes sign.
Regarding the horizontal spins, we have σi · r12 = 0 for
i = 1, 2, and the energy
Hij = − µ
4pir3
σiσj . (A4)
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FIG. 12. Angular dependence of the dipolar interaction as-
suming both spins are directed towards the north. Blue repre-
sents ferromagnetic and orange anti-ferromagnetic interaction
for positive µ in eqn. A1.
FIG. 13. A simple tree interaction.
In the bulk of the paper we exploit the fact that in the
case of magnetic nanoislands, which possess a dipole mo-
ment, it is possible engineer the position and direction of
the dipoles in order to choose the sign and the interaction
strengths.
1. Three spins and two interactions
The embedding of logic boolean gates in the ground
states of the energy landscape of an Ising model, for fixed
interaction strength J and external field h, can be un-
derstood easily for 3-spins. Let us first consider a simple
tree model first in order to explain the key idea, as in Fig.
13. The Hamiltonian for this model is given by H123 =
Jσ3(σ1 +σ2)+hσ3. The energy of the Ising Hamiltonian
is given by H = h1σ1 + h2σ2 + hσ3 + Jσ3(σ1 + σ2). It
is easy to see that, for the sake of the argument that fol-
lows, the values of h1,h2 are irrelevant, as long as these
are strong enough that we can assume these spins are
pinned: in this regime, we assume that these are consid-
ered as inputs. In Tab. I we show the two energy lev-
els associated with each configuration of the input spins
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σ1 σ2 H(σ3 = +1) H(σ3 = −1))
−1 −1 h− 2J −h+ 2J
−1 1 h −h
1 −1 h −h
1 1 h+ 2J −h− 2J
TABLE I. Energy levels for the case of 3 spins with vertical
interactions only.
σ1, σ2.
We require this system to behave as a logic gate in the
ground state. As we will see, depending on the values of
J and h, different gates can be achieved, but we consider
first the case of an AND gate. We consider σ3 = +1 as a
TRUE value, and σ3 = −1 as a FALSE value. Thus, the
strategy for obtaining a logic gate is that the system is
that a system of inequalities is satisfied at the same time,
so that for each input values the system is in the right
ground state. In order for these energies to represent an
AND gate, we need to have the following conditions to
be satisfied:
h− 2J > −h+ 2J → h > 2J (A5)
h > −h→ h > 0, (A6)
−h− 2J < h+ 2J → h < −2J. (A7)
A straightforward calculation shows that the conditions
above are satisfied when the parameters satisfy J < 0 and
h > 0, with |h| < 2|J |. The present paper is about gen-
eralizing the result above to more general class of gates
and of coupling structure. Specifically, we aim to engi-
neer the couplings, first on trees and then on trees with
horizontal nearest-neighbor interactions.
2. Adding horizontal interactions: direct method
The first generalization we perform is to add horizontal
interactions between spin σ1 and σ2 in the tree model in-
troduced in Tab. I. As a first generalization, we consider
the case in which vertical interactions and horizontal in-
teractions have the same coupling. In the next sections
we consider the case in which the spins interact on isosce-
les triangles on the plane. This means that vertical inter-
actions are identical, but because of the property of the
property of dipole interactions described above, the hor-
izontal interaction can have a different value related to
the relative angle between the spins. We report for com-
pleteness the table of truths for the AND, OR, XOR,
NAND and NOR in Tab. II.
The Ising model description of the interaction between
σ1 σ2 AND OR XOR NAND NOR
−1 −1 −1 −1 −1 1 1
−1 1 −1 1 1 1 −1
1 −1 −1 1 1 1 −1
1 1 1 1 −1 −1 −1
TABLE II. Table of truth: we assume that spin down cor-
responds to a false value, meanwhile a spin down to a true
value.
the two models is given by:
H3(~σ) = J
∑
i,j
σiσj + h
∑
i
σi = J(σ1σ2 + σ1σ3 + σ2σ3)
+ h(σ1 + σ2 + σ3),
= σ1σ2J + h(σ1 + σ2)︸ ︷︷ ︸
H12
+ Jσ3(σ1 + σ2) + hσ3︸ ︷︷ ︸
H123
= H12 +H123, (A8)
which are presented in Tab. III as a function of the spins
σ1 and σ2. We are interested in the behavior of the spin
σ3, which we interpret as the output of the interaction,
given σ1 and σ2. We write E(σ3|σ1, σ2) as the energy of
the Hamiltonian of eqn. (A8) given the values of σ1, σ2,
and as a function of σ3. We can thus construct the Table
IV, which shows how the energy gap emerges.
Let us assume that we interpret the interaction above as
a gate where σ1, σ2 are the inputs, and σ3 is the result,
where −1 is interpreted as FALSE and +1 as TRUE. We
ask whether which type of gates can be encoded in the
ground state.
FIG. 14. The interaction Hamiltonian of eqn. (A8) depicted
graphically.
We ask whether again, given the parameters J and h,
it is possible to obtain such table of truth in the ground
state. For instance, for the gate AND, we ask whether
there is region in the plane (J, h) in which:
AND : −h− J ≥ 3J − 3h
h− J ≥ −h− J
3h+ 3J ≤ h− J (A9)
and for the gate OR:
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σ1 σ2 H12 H123(+1) H123(−1) H12 +H123(+1) H12 +H123(−1)
−1 −1 J − 2h −2J + h −h+ 2J −h− J 3J − 3h
−1 +1 −J h −h h− J −h− J
1 −1 −J h −h h− J −h− J
1 1 J + 2h h+ 2J −h− 2J 3J + 3h h− J
TABLE III. We observe that the addition of the horizontal interaction implies a non-trivial shift to the energies.
σ1 σ2 E(σ3 = 1|σ1, σ2) E(σ3 = −1|σ1, σ2)
−1 −1 −h− J 3J − 3h
−1 1 h− J −h− J
1 −1 h− J −h− J
1 1 3h+ 3J h− J
TABLE IV. Energies for the 3-spins with horizontal interac-
tion
OR : −h− J ≥ 3J − 3h
h− J ≤ −h− J
3h+ 3J ≤ h− J (A10)
and finally, the gate XOR:
XOR : −h− J ≥ 3J − 3h
h− J ≤ −h− J
3h+ 3J ≥ h− J. (A11)
The result is the one discussed in the bulk of the paper,
and presented in Fig. ??. The energies are presented in
Tab. V. We observe that meanwhile the gate XOR con-
ditions are not all feasible, the gates AND and OR are
feasible. Both of them require J < 0, i.e. ferromagnetic
interaction, and for h > 0 we obtain an AND gate, mean-
while for h < 0 we obtain an OR gate. The situation is
instead inverted for J > 0. This suggests that the local
field h can program the system to obtain a behave as OR
or AND gate. This picture suggests the use of external
field to reprogram, given the sign of J , the type of gate
one aims to use.
The approach we use works if we pin the input spins
σ1 and σ2. The key problem when all σ’s are free to
fluctuate with this approach in general, is that there is
strong degeneracy, and the minimum state is given by
−1,−1,−1 for J ≤ 0. We can necessary to try to split
the degeneracy by considering two set of couplings as
mentioned before J12 for the coupling between spin σ1
and σ2 and J3 between spins σ1 and σ2 with σ3. We thus
consider the following Hamiltonian:
H = J12σ1σ2+J3σ3(σ1+σ2)+h12(σ1+σ2)+h3σ3 (A12)
and this Hamiltonian better represents the dipole inter-
action between not uniaxial dipoles. The energy states
are presented in Tab. V forthe 8 states between the three
spins.
σ1 σ2 σ3 E
−1 −1 −1 J12 + 2J3 − 2h12 − h3
−1 −1 1 J12 − 2J3 − 2h12 + h3
−1 1 −1 −J12 − h3
−1 1 1 −J12 + h3
1 −1 −1 −J12 − h3
1 −1 1 −J12 + h3
1 1 −1 J12 − 2J3 + 2h12 − h3
1 1 1 J12 + 2J3 + 2h12 + h3
TABLE V. Energy values for the various states of a 3-spins
Hamiltonian.
Since we are interested in σ3, we can see from a trivial
calculation that we have
〈σ3〉 =
∑
σ3
σ3e
−H/T∑
σ3
e−H/T
= tanh
(
h+ J3(σ1 + σ2)
T
)
(A13)
which is shown in Fig. 15, where the dependence on the
temperature is implicit in the function h and J3. Notably,
we observe that the output does not depend on J12. This
has an important implication: if we are interested only
on the average of one spin output, we can only choose
one spin, and the output will be independent from the
coupling between the other two.
In the previous calculation for the average of σ3, the
output spin, we have used the couplings J ’s between the
spins to calculate the average. The same can be done
however by the mentioned star-triangle transformation
between the spins, thus the couplings L’s, which we recall
in Fig. 16. As mentioned, this mapping introduces an
unphysical spin σ which directly couples to the three
physical spins, which we call now σ .
The effective Hamiltonian for the interactions in Fig.
16 is given by:
H/T = L12(T )σ (σ
1 +σ2)+L3(T )σ σ
3 +h(σ1 +σ2 +σ3)
(A14)
where h is normalized in the temperature. Let us con-
sider now the average 〈σ3〉 as a function of the tempera-
ture for these couplings. The average output spin is given
by:
〈σ3〉 = Z(σ
3 = +1)− Z(σ3 = 1)
Z(σ3 = +1) + Z(σ3 = 1)
. (A15)
The evaluation of the average above is rather simple. For
our purposes, the dependence on T in this equation is
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FIG. 15. Behavior of the output for the 3 spin in the triangle model as a function of the input, for J = 0.1, h = 0.05 in the
AND configuration, as a function of temperature from eqn. (A13). The case with 4-gates gives identical results.
FIG. 16. The triangle-star map allows to write an equivalent
partition function on a tree structure, which can be exactly
solved.
embedded in the L3 and L12. We can thus set in these
equations T = 1 and obtain:
f1 = cosh
(
L3 + L12
(
σ1 + σ2
))
− e2 hT cosh (−L3 + L12 (σ1 + σ2))
f2 = cosh
(
L3 + L12
(
σ1 + σ2
))
+ e2
h
T cosh
(−L3 + L12 (σ1 + σ2))
〈σ3〉(σ1 , σ2) = f1
f2
, (A16)
and its behavior as a function of temperature, and is
identical to what shown for the case with 3 gates in Fig.
15.
Appendix B: Probabilistic computation via Belief
Propagation
We aim to use the equations for belief propagation to
iteratively calculate the ~ν = P (σ3|σ1, σ2), given the prob-
ability distributions ~ν(σi) ≡ P (σi). This will provide an
interpretation of the state of a gate as a probabilistic
function from the partition function. Let us assume that
the vectors ~να and ~νβ are the vectors associate to the
probability of a certain inputs to a gate. incoming to a
spin and that the lateral spin interactions are given by
J˜ = JT , meanwhile h˜ =
h
T is the external field on the
output spin. For instance, let us assume that a free spin
has a bias h at a certain temperature T . For that spin,
the vector ~ν is given by
~ν ≡ 1N e
σh˜ =
1
2 cosh(h˜)
(
eh˜
e−h˜
)
, (B1)
where the first element is the probability of having the
spin up, and the second element is the probability of
being down. Then we have:
ν(σout) ∝ eh˜σout
∑
σ1
eJ˜σ
outσ1να(σ1)
∑
σ2
eJ˜σ
outσ2νβ(σ2)
(B2)
which can be easily written as:
ν(+1) =
1
N
~να t
(
e2J˜+h˜ eh˜
eh˜ e−2J˜+h˜
)
~νβ (B3)
ν(−1) = 1
N
~να t
(
e−2J˜−h e−h˜
e−h˜ e+2J˜−h˜
)
~νβ (B4)
It is easy to see that the normalization constant is given
by:
N = ~να t
(
2 cosh(2J˜ + h˜) 2 cosh(h˜)
2 cosh(h˜) 2 cosh(2J˜ − h˜)
)
~νβ (B5)
The probability of a certain spin configuration can be
written as:
P (σ) = exp
−
L3
∑
|
σ σ + L12
∑
upslope
σ σ +
∑
h σ
T
 ,
(B6)
where the sum is over diagonal and vertical interactions.
We assume that h˜ = h/T , J˜3 = J3/T , J˜12 = J12/T . We
define as Z(σr , h′) as the partition function rooted at σr
and with external field h′ on the root and homogeneous
elsewhere. In order to calculate the belief propagation
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FIG. 17. General belief propagation example as in eqn. (B8).
rule between physical spins, we need to implement the
belief propagation rule from one layer of physical spins
to the next. The probability distribution based on pair-
wise interactions is parametrized given by the following
ansatz, which is known to be exact on trees[113]:
µ(~σ) =
∏
ξ→i
ψ˜ξi(σ
i , σξ )
∏
i→ξ
ψiξ(σ
i , σξ )
∏
i
ψi(σ
i ) (B7)
where ψ˜ξi(σ
i , σξ ) = eL3σ
i σξ , ψiξ(σ
i , σξ ) = eL12σ
i σξ and
ψi(σ
i ) = eh
i σi . We consider the sum-product rule at
each layer t for a generic pairwise interaction as in Fig.
17, given by:
νi→j(σi) ≈ ψi(σi)
∏
k∈N(i)\j
∑
σk
ψik(σi, σk)νk→i(σi)
≈ ehiσi
∏
k∈N(i)\j
∑
σk
eJikσiσkνk→i(σi) (B8)
up to a normalization constant, and where N(t)\s are
the neighbouring nodes of t excluded s. The equation
above can now be applied to the case of a two step layer
as the one in Fig. 18. We write:
νσξ→σk (σ
ξ ) ≈
∑
σi
eL12σ
ξ σi νσi→σξ (σ
i )
·
∑
σj
eL12σ
ξ σj νσj→σξ (σ
j )
ν
σk→σξ′ (σ
k) ≈ ehk σξ
∑
σξ
eL3σ
ξ σk νσξ→σk (σ
ξ ) (B9)
which we can combine to obtain:
ν
σk→σξ′ (σ
k) ≡ νσi σj :σk (σk)
≈ ehk σk
∑
σξ
eL3σ
ξ σk
∑
σi
eL12σ
ξ σi νσi→σξ (σ
i )
·
∑
σj
eL12σ
ξ σj νσj→σξ (σ
j )
≡ ehk σk
∑
σξ
eL3σ
ξ σk
∑
σi
eL12σ
ξ σi ν
σi
′
σj
′
:σi
(σi )
·
∑
σj
eL12σ
ξ σj ν
σi
′′
σj
′′
:σj
(σj ). (B10)
The equation above can be written explicitly as a func-
tion of the input probabilities ν
σi
′
σj
′
:σi
(σi ) = (α, 1− α)
and ν
σi
′′
σj
′′
:σj
(σj ) = (β, 1− β). We have
ν++:σk (σ
k) ∝
(
eh cosh(L3 + 2L12)
e−h cosh(L3 − 2L12)
)
ν−+:σk (σ
k) = ν+−:σk (σ
k) ∝
(
eh
e−h
)
ν−−:σk (σ
k) ∝
(
eh cosh(L3 − 2L12)
e−h cosh(L3 + 2L12)
)
(B11)
We now use again the star-triangle transformation again,
and note that cosh(L3± 2L12) ∝ eJ12±2J3 . We thus have
ν++:σk (σ
k) ∝
(
eh+J12+2J3
e−h+J12−2J3
)
∝
(
eh+2J3
e−h−2J3
)
,
ν−+:σk (σ
k) = ν+−:σk (σ
k) ∝
(
eh
e−h
)
,
ν−−:σk (σ
k) ∝
(
eh+J12−2J3
e−h+J12+2J3
)
∝
(
eh−2J3
e−h+2J3
)
.
(B12)
Whose normalized output is independent of the value
of J12. This shows that when messages are propagated
from the input to the output, the value of the horizontal
interaction does not affect the messages. The gate model
structure is thus preserved. This does not mean that
J12 does not have a role in obtaining the ground state,
at it still affects the dynamics. Also, this is not true
for the messages that are propagated from the output
to the input, and thus when the system relaxes to the
equilibrium state J12 can still have an important role.
1. The case of spin copy: NOT gate from NAND
Bit copying is an important tool to build different type
of boolean circuits, as the more general circuits are not
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FIG. 18. The factor graph which represents the belief propagation for the tree model.
FIG. 19. NOT gate from a spin copy input to a NAND.
necessarily planar. For spins, the obvious way involves
channels of ferromagnetic interactions. One way of ob-
taining a spin copy is by using a NAND gate, as in Fig.
19. In this case, there is the following hierarchy of ener-
gies as from Table VI. The spin copy requires the satis-
faction of a series of inequalities, given by:
−hi + 2J3 + J12 − 2ho < −hi − J12
−hi + 2J3 + J12 − 2ho < −hi − 2J3 + J12 + 2ho
hi + 2J3 + J12 + 2ho < hi − J12
hi + 2J3 + J12 + 2ho < hi − 2J3 + J12 − 2ho (B13)
from which we obtain the parameters ho = 0, J3 < 0 and
J12 < −J3. The NOT gate can be constructed then by
combining a spin copy and a NAND gate, as in Fig. 19.
The table for the NOT gate can be introduced with a
Hamiltonian of the form:
HNOT = σi(σ1+σ2)J
in
3 +J12σ1σ2+σo(σ1+σ2)J
out
3 +hσo
(B14)
and the table of the energies given the input σi is given
in Table VII.
Differently from before, we observe that since the inter-
nal states are not observable, we have some redundancy
in the set of inequalities which we can require. We choose
to impose the inequalities which are consistent with a
spin copy and a NAND gate. These are given by:
J12 + 2J1 + 2J2 > J12 + 2J1 − 2J2
(B15)
Another simple way to build a NOT gate is by intro-
ducing a single spin in the antiferromagnetic coupling
configuration.
2. The tolerance problem and its resolution
One important question is how tolerant is each gate to
possible perturbations of the input spins. We tackle this
question in the case of belief propagation of eqn. (D2).
a. Tree model
Let us assume that ~σ1 = (1−, ) and ~σ2 = (1, 0), then
we have the following output
~σ3( ≈ 0) =
(
1
2 (tanh (h+ 2L3) + 1)− 12sech2 (h+ 2L3) sinh (2L3)
1
2 sinh (2L3) sech
2 (h+ 2L3) +
1
1+e2h+4L3
)
+O
(
2
)
~σ3( ≈ 1) =
(
(1− ) cosh (L3) sinh (L3) sech2(h) + 12 (tanh(h) + 1)
(− 1) cosh (L3) sinh (L3) sech2(h) + 11+e2h
)
+O
(
(− 1)2)
(B16)
b. Triangle model
In this section we ask what is the tolerance on the ini-
tial state for the correct outcome to be provided. Specif-
ically, given a gate ~σ3 = G(~σ1, ~σ2), let us assume that
18
σi (−1,−1) (+1,−1) (−1,+1) (+1,+1)
−1 −hi + 2J3 + J12 − 2ho −hi − J12 −hi − J12 −hi − 2J3 + J12 + 2ho
+1 hi − 2J3 + J12 − 2ho hi − J12 hi − J12 hi + 2J3 + J12 + 2ho
TABLE VI. Spin copy requirements for the couplings.
σi H(σi|σ1 = −1, σ2 = −1, σo = −1) (−1,−1,+1) (−1,+1,−1) (−1,+1,+1)
-1 J12 + 2J
in
3 + 2J
out
3 − h J12 + 2J in3 − 2Jout3 + h −J12 − h −J12 + h
1 J12 − 2J in3 + 2Jout3 − h J12 − 2J1 + 2Jout3 + h −J12 − h −J12 + h
σi H(σi|σ1 = +1, σ2 = −1, σo = −1) (+1,−1,+1) (+1,+1,−1) (+1,+1,+1)
-1 −J12 − h −J12 + h J12 − 2J in3 − 2Jout3 − h J12 − 2J in3 + 2Jout3 + h
1 −J12 − h −J12 + h J12 + 2J in3 + 2Jout3 − h J12 + 2J in3 + 2Jout3 + h
TABLE VII. Energy values for the NOT gate in Fig. 19.
the gate provides an output ~σ?3 for a specific input set ~σ
?
1
and ~σ?2 . We assume then that one vector is perturbed,
e.g. ~σ1 = ~σ
?
1 ± (−1,+1). In the case ~σ∗1 = (1 − , )
and ~σ∗2 = (1, 0), in the AND configuration, the expected
output is ~σ3 = (1, 0) for  = 0. Analogously, for  = 1,
the output is ~σ3 = (0, 1). We know that the the output
state can be written as (σ3)r() =
∑2
ij αiβjq
r
ij
N , and thus
we have:
(σ3)r() =
(1− )∑2ij α1iβjqrij + ∑2ij α2iβjqrij
(1− )N1 + N2 (B17)
where Nk =
∑2
ij α
k
i βj(q
1
ij+q
2
ij) which is easy to see to be
normalized, i.e.
∑2
r=1(σ3)r() = 1. It is easy to under-
stand that , if ~β and ~α1 and ~α2 are chosen appropriately,
interpolates between ~σ3 = (1, 0) and ~σ3 = (0, 1). If we
define zrk =
∑2
ij α
k
i βjq
r
ij
Nk
, we can define
(σ3)r() =
(1− )N1zr1 + N2zr2
(1− )N1 + N2 (B18)
which shows that ~σ3() is simply a weighted average of
the vectors ~z1 and ~z2. The susceptibility to a pertur-
bation of the vector in  = 0 is given by a first order
expansion,
~σ3( ≈ 0) = ~z1 + N
2
N1
(~z2 − ~z1)+O
(
2
)
meanwhile in  = 1, we have
~σ3( ≈ 1) = ~z2 − N
1
N2
(~z2 − ~z1)(1− ) +O
(
(− 1)2)
The first thing we note is that if we define r = N
1
N2 , then
the magnitude of the effect is proportional to r in  = 1
and to r−1 in  = 0. Let us thus estimate the value of r.
r =
∑2
ij α
1
iβj(q
1
ij + q
2
ij)∑2
ij α
2
iβj(q
1
ij + q
2
ij)
(B19)
This ration can be exactly calculated if ~α1 = (1, 0) and
~α2 = (0, 1), and is given by:
r = tanh(h) sinh (2L12) tanh (L3)+sinh
2 (L12)+cosh
2 (L12)
(B20)
and shows that the tolerance factor should be exponen-
tially suppressed in order for the vector not to shift. How-
ever, the resolution comes from the fact that the pinning
is also temperature dependent, e.g. that effectively one
has: ~σi = (
ehi
2 cosh(hi)
, e
−hi
2 cosh(hi)
), and thus as the temper-
ature goes down, also the pinning is exponentially more
precise.
Appendix C: Partition function recursion
We are not interested in deriving a recursion relation
for the partition function of the system both for J12 = 0
and J12 6= 0, via the star-triangle transformation. The
importance of such recursion relation is that it simplifies
the numerical study of the Lee-Yang zeros. We use the
formalism introduced for the star-triangle transformation
of the physical σ and the unphysical σ spins. We de-
fine Z(σr , h′) =
∑
σr e
h′σr Z˜(σr). We also consider for
simplicity h homogeneous for the time being. If the root
is the spin σ0 , then we have:
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Z(σ0 , h˜) =
∑
σl
∑
σ0
eσ
0 (h˜+L˜3σ
l ) ·
∑
σ1 ,σ2
eL˜12σ
l (σ1 +σ2 )+h˜(σ1 +σ2 )Z˜(σ1) · Z˜(σ2)
=
∑
σl
2 cosh(h˜+ L˜3σ
l )
∑
σ1 ,σ2
eL˜12σ
l (σ1 +σ2 )+h˜(σ1 +σ2 )Z˜(σ1) · Z˜(σ2)
= 2
∑
σ1 ,σ2
(
cosh(h˜+ L˜3)e
L˜12(σ
1 +σ2 ) + cosh(h˜− L˜3)e−L˜12(σ1 +σ2 )
)
eh˜(σ
1 +σ2 )Z˜(σ1) · Z˜(σ2)
= 2
∑
σ1 ,σ2
cosh(h˜+ L˜3)e
L˜12(σ
1 +σ2 )eh˜(σ
1 +σ2 )Z˜(σ1) · Z˜(σ2)
+ 2
∑
σ1 ,σ2
cosh(h˜− L˜3)e−L˜12(σ1 +σ2 )eh˜(σ1 +σ2 )Z˜(σ1) · Z˜(σ2)
= 2 cosh(h˜+ L˜3)
∑
σ1
e(L˜12+h˜)σ
1
Z˜(σ1)
∑
σ2
e(L˜12+h˜)σ
2
Z˜(σ2)
+ 2 cosh(h˜− L˜3)
∑
σ1
e(−L˜12+h˜)σ
1
Z˜(σ1)
∑
σ2
e(−L˜12+h˜)σ
2
Z˜(σ2)
= 2 cosh(h˜+ L˜3)Z(σ
1 , h˜+ L˜12)Z(σ
2 , h˜+ L˜12)
+ 2 cosh(h˜− L˜3)Z(σ1 , h˜− L˜12)Z(σ2 , h˜− L˜12)
It is easy to see that such recursion relation can be gen-
eralized. It is simply necessary to replace h′ with h′σ j .
Thus we have:
Zn(σ0 , h˜σ0 ) = 2 cosh(h˜σ0 + L˜3)
· Zn−1(σ1 , h˜σ1 + L˜12)Zn−1(σ2 , h˜σ2 + L˜12)
+ 2 cosh(h˜σ0 − L˜3)
· Zn−1(σ1 , h˜σ1 − L˜12)Zn−1(σ2 , h˜σ2 − L˜12)
In the homogeneous case, this equation can be exactly
solved. If h is homogeneous, then the recursion can be
written as
Zn(σ0 , h) = 2 cosh(h˜σ0 + L˜3)
(
Zn−1(σ1 , h)
)2
+ 2 cosh(h˜σ0 − L˜3)
(
Zn−1(σ1 , h)
)2
(C1)
It is easy to see that the partition function is invariant
under the transformation L˜3 → −L˜3, L˜12 → −L˜12. This
implies that the zeros of the purely ferromagnetic and
antiferromagnetic partition functions are identical. The
recursion ends with Z1(x) = 2 cosh(x). We note that
if we define V (n) = 22
n−1−1, V (n) = 22
n−1 and the
recursive function F (n) = 2F (n− 1)2, F (1) = 1, then we
can study the recursion relation for the rescaled partition
function Zn(h) = F (n)V (n)V (n)Zn(h), which satisfies
Zn(h) = cosh(h− L˜3)Zn−1(h− L˜12)2
+ cosh(h+ L˜3)Zn−1(h+ L˜12)2
Z1(x) = cosh(x), (C2)
and which trivially generalizes to the nonhomogeneous
case.
1. Case L12 = 0
If we assume that L˜12 = 0, then it further simplifies
to:
Zn(σ0 , h) =
(
cosh(h˜σ0 + L˜3) + cosh(h˜σ0 − L˜3)
)
· Zn−1(σ1 , h)2. (C3)
If we introduce the variable y = eh, then it is easy to see
that cosh(h˜σ0 + L˜3) can be written as
Zn(σ0 , y) =
(1 + y2) cosh(L˜3)
y
Zn−1(σ1 , y)2. (C4)
Let us assume that the zeros of Zn−1 are yn−11 , · · · , yn−1k ,
and thus Zn−1 = an−1
∏k
i=1(y − yn−1i ). We have:
Zn(σ0 , y) = 2
(1 + y2) cosh(L˜3)
y
a2n−1
k∏
i=1
(y − yn−1i )2.
and thus we have that the zeros at the order n will have
two further zeros:
y± = ±i (C5)
which are imaginary. We note that this is independent
from the sign of L˜3. In the case the external field is not
homogeneous the result easily generalizes. In fact, we
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have:
Zn−1(σ1 , h˜σ1 ) = a
1
n−1
k∏
i=1
(y − an−1i )
Zn−1(σ2 , h˜σ2 ) = a
2
n−1
k∏
i=1
(y − bn−1i )
and thus if Zn−1 does not have any real zeros neither will
Zn. The result follows from noticing that Z0(y) = 1+y
2
2y ,
which does not have any real zeros. We thus see that the
model with L12 = 0 cannot have any phase transition, as
one would imagine since the model is on a tree.
2. Case L˜12 6= 0, L3 > 0
Let us now consider the case in which horizontal in-
teractions are not zero. In this case, the model is not
exactly a tree anymore.
From the combinatorial point of view, the terms which
appear in the partition function can be obtained from
the analysis of the tree in Fig. 20. Each branch of the
tree is the product of factors
q(x) = 2 cosh(h+ fL3 + Σ(x)L12)
= 2
(
cosh(h) cosh(fL3 + Σ(x)L12)
+ sinh(h) sinh(fL3 + Σ(x)L12)
)
=
e−fL3−L12Σ(x) + y2efL3+L12Σ(x)
2y
(C6)
with f = ±1, 0, and where Σ(x) is the number in the
circle for each branch. These factors can be obtained
summing over each possible branch of the tree. Let us
consider the possible combinations of strings of length
n made of ±1, σn = (σ1, σ2, · · · , σn). Given a com-
bination B = {σ(1), · · · , σ(n)}, we construct the fol-
lowing sequence of scalar based on the cumulative sum,
ΣB(1) = 0,ΣB(n + 1) =
∑n
i=1 σ
B(i). This implies that
the partition function is a multinomial in the fundamen-
tal variables
We thus have the following set of strings:
CB =
(
σ1 σ2 · · · σn
ΣB(1) ΣB(2) · · · ΣB(n)
)
(C7)
indexed by the branch B.
Appendix D: Connection to Probabilistic Computing
A real system can never be annealed to exactly zero
temperature. We can say that lack of complete anneal-
ing or equilibration can be interpreted in terms of faulty
gates or probabilistic gates. For instance, for a single gate
FIG. 20. The combinatorial structure emerging from eqn.
(C1).
without horizontal interaction, a straightforward calcula-
tion shows that the average output spin follows, at equi-
librium, the curve
〈σout〉 = tanh
(
h+ J(σ1 + σ2)
T
)
(D1)
which converges to a +1 or −1 at low T (depending on
the inputs). We can introduce the relative probability
distributions in the form:
P (σout|+ +) ∝
(
e
h+2J
T
e−
h+2J
T
)
P (σout|+−) = P (σout| −+) ∝
(
e
h
T
e−
h
T
)
P (σout| − −) ∝
(
e
h−2J
T
e
−h+2J
T
)
,
which are in the vector form P ≡ (P (σ = +1), P (σ =
−1)). An analysis of these curves is given for complete-
ness in Appendices A 1 and A 2 ). It is easy to see from
eqn. (D1) that the result of the output depends simply
on the values of h+ 2J as discussed previously in the ar-
ticle. For trees, as we have noted before when discussing
degeneracies, the result of the computation of a single
gate does not depend only on the result of the gate, but
also on the value of the gate above it. By introducing the
hierarchy in the couplings, the result of each gate’ compu-
tation depends (at zero temperature) only on parameter
space of (J, h) for each single gate, but with an ener-
getics that contains an effective external field interaction
due to the neighboring gates. If neglect the neighboring
gate interaction, the result of the computation for trees
without horizontal interaction, follows the probabilistic
computation at equilibrium, which at a first approxima-
tion is Bayes’ probability rule to chain the probability
distribution of the inputs to the output.
The exact solution for the probability of a certain equi-
librium configuration of a spin on a tree is known to be
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FIG. 21. Gate overlap evaluated numerically only on the out-
put result, which represents the fidelity of the computation.
We see that despite these having a non-zero probability of not
going into the ground state, this is remarkably low even for
the case with horizontal interactions for L = 10.
solved on trees via Belief Propagation [113] and reported
in Appendix B. The exact solution when loops are present
in the lattice is in general not known. In the case of
trees with horizontal interactions, however, via the star-
triangle transformations we can again recast the problem
on a tree. Applying the rules of belief propagation, we
can obtain the equivalent probability distributions for the
output of a gate at equilibrium, and these are found to
be given by (the reader is referred to Appendix B for a
derivation):
P (σout|+ +) ∝
(
e
h+2L12
T
e−
h+2L12
T
)
P (σout|+−) = P (σout| −+) ∝
(
e
h
T
e−
h
T
)
P (σout| − −) ∝
(
e
h−2L12
T
e
−h+2L12
T
)
(D2)
which are again valid in first approximation for the result
at very low temperatures. The effective coupling L12, ob-
tained via star-triangle transformation, replaces the J for
the single gate. Using the Bayes’ rule with the probability
distribution above for a gate, we can thus obtain an ap-
proximate result for the result of a computation on a tree.
Using these approximations, we can implement proba-
bilistic computation using magnetic nanoislands. This
is particularly useful in the case with non-homogeneous
trees, as these provide “faulty” gate results, as seen in
Fig. 21.
