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Abstract
A long series of recent results and breakthroughs have led to faster and better distributed ap-
proximation algorithms for single source shortest paths (SSSP) and related problems in the
CONGEST model. The runtime of all these algorithms, however, is Ω˜(
√
n), regardless of the
network topology2, even on nice networks with a (poly)logarithmic network diameter D. While
this is known to be necessary for some pathological networks, most topologies of interest are
arguably not of this type.
We give the first distributed approximation algorithms for shortest paths problems that adjust
to the topology they are run on, thus achieving significantly faster running times on many
topologies of interest. The running time of our algorithms depends on and is close to Q, where Q
is the quality of the best shortcut that exists for the given topology. While Q = Θ˜(
√
n+D) for
pathological worst-case topologies, many topologies of interest3 have Q = Θ˜(D), which results
in near instance optimal running times for our algorithm, given the trivial Ω(D) lower bound.
The problems we consider are as follows:
an approximate shortest path tree and SSSP distances,
a polylogarithmic size distance label for every node such that from the labels of any two nodes
alone one can determine their distance (approximately), and
an (approximately) optimal flow for the transshipment problem.
Our algorithms have a tunable tradeoff between running time and approximation ratio. Our
fastest algorithms have an arbitrarily good polynomial approximation guarantee and an essen-
tially optimal O˜(Q) running time. On the other end of the spectrum, we achieve polylogarithmic
approximations in O˜(Q ·nǫ) rounds for any ǫ > 0. It seems likely that eventually, our non-trivial
approximation algorithms for the SSSP tree and transshipment problem can be bootstrapped to
give fast Q · 2O(
√
logn log log n) round (1 + ǫ)-approximation algorithms using a recent result by
Becker et al.
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3For example, [8] and [10] show that large classes of interesting network topologies, including planar
networks, bounded genus topologies, and networks with polylogarithmic treewidth have shortcuts of
quality Q = O˜(D). A similar statment is likely to hold for any minor closed graph family [11].
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1 Introduction
This paper gives new distributed approximation algorithms for computing single source
shortest path (SSSP) distances and various generalizations, such as computing a SSSP tree,
distance labels, and a min-cost uncapacitated flow.
In the last few years, CONGEST algorithms for shortest path problems have seen a
tremendous amount of interest and progress [5, 12, 17]. The main difference of the al-
gorithms developed here, compared to those works, is that our algorithms achieve signi-
ficantly faster running times for non-pathological network topologies by building on the
recently developed [8, 9] low-congestion shortcut framework; for a detailed overview, see
Appendix A of the full version on arXiv.
The low-congestion shortcut framework leads to faster algorithms for optimization prob-
lems with simple parallel divide and conquer style algorithms, such as the minimum spanning
tree problem. However it initially seemed less applicable to shortest path problems, partic-
ularly because all previous approaches for CONGEST algorithms for these problems led to
Ω(
√
n) running times, for reasons that are independent of issues where shortcuts can help.
Indeed, our approach for achieving non-trivial approximation ratios for shortest path prob-
lems deviates notably from these approaches, and uses different tools to obtain non-trivial
approximation guarantees.
This paper is organized as follows: We briefly summarizes the key technical concepts of
the shortcut framework in Section 1.1; a more detailed treatment of the framework is given
in Appendix A in the full version. In Section 1.2, we define the different problems we treat in
this paper, and explain the difficulties in beating the Ω˜(
√
n+D) barrier for approximating
shortest path distances. We state our results in Section 1.3, compare it to related works in
Section 1.4, and devote the remaining paper to describing our algorithms and proving them
correct.
1.1 The Low-Congestion Shortcut Framework: A Brief Summary
This section provides the key technical definitions and facts about the low-congestion short-
cut framework. However, it does not attempt to explain the reasons, generality or import-
ance behind the definitions given here. Appendix A of the full version gives a more detailed
treatment, and we highly recommend to readers not familiar with the low-congestion short-
cut framework to read Appendix A first.
The shortcut framework is built around a simple and basic communication problem,
given in the next two definitions:
◮ Definition 1 (Valid Partitioning and Parts). For a graph G = (V,E), we say that a collection
of parts S1, S2, . . . ⊂ V is a valid partition if the parts are vertex disjoint and each induces
a connected graph.
◮ Definition 2 (The Part-wise Communication Problem). Let G be a network with a valid
partitioning S1, S2, . . . and a value xv for every node v ∈ V . Suppose ⊕ is an associative
and commutative function. The partwise communication problem asks for every Si
and every u ∈ Si to compute the value
⊕
v∈Si
xv.
We remark that for convenience, the parts of a valid partition do not necessarily need
to contain every vertex in V . Alternatively, it can be convenient to think of each node
in V \ ⋃i Si as forming its own single-vertex part, thus making any valid partitioning a
partitioning in the usual sense.
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The key findings of the shortcut framework can now be summarized as follows:
The shortcut framework allows us to characterize how hard it is to solve the part-wise
communication problem described in Definition 2 in the CONGEST model for any given
topology G. For any network with topology G this is captured by the quantity QG. In
the worst-case, the value of QG is Θ˜(
√
n+D) for a network with n nodes and diameter
D, such as the pathological network that shows a Ω˜(
√
n+D) lower bound for MST and
related problems [19]. In many other networks of interest, including planar networks,
networks which embed into a surface with bounded or polylogarithmic genus, networks
with bounded or polylogarithmic tree-width or networks with small separators, the
hardness QG is much lower and in fact only O˜(D). Most importantly, whatever the
hardness QG of a given topology is, there is a simple distributed algorithm which solves
the part-wise communication problem in O˜(QG) rounds for any valid partitioning in G.
Thus, O˜(QG) round shortcut-based algorithms necessarily have a worst-case running
time of O˜(
√
n+D) when expressed in terms of n and D; however, they are essentially
running as fast as the given topology (and to some extent even the given input) allows
it, which in many cases of interest is significantly faster, e.g., O˜(D) rounds.
1.2 CONGEST model and Shortest Path Problems
1.2.1 CONGEST Model
We consider the classical CONGEST model of distributed computing where a network is
given by a connected graphG = (V,E) with n nodes and (hop-)diameter D. Communication
proceeds in synchronous rounds. In each round, each node can send a different O(log n) bit
message to each of its neighbors. Local computations are free and require no time. Nodes
have no initial knowledge of the topology G, except that we assume that they know n and D
up to constants (because these parameters can be computed in O(D) time, which is negligible
in our context). All of our algorithms are randomized and succeed with high probability4.
In particular, we assume that each node has access to a private string of randomness, which
it can also use to create an O(log n) bit ID that is unique w.h.p.
In all problems considered here, we assume that every edge e of the network G has a
length or cost w(e) associated with it. We assume that all lengths lie in the range [1, nC ] for
some constant C, and are initially only known to nodes adjacent to an edge. Interestingly,
our algorithms also easily handle edges of length zero, but for sake of simplicity, we do not
consider such edges in this paper. Any such length or cost function w produces a weighted
graph which we call G(w), and induces a distance between any two nodes u, v ∈ V , which
we denote with dG(w)(u, v), or simply d(u, v) when the weighted graph G(w) is clear. We
denote the weighted diameter of a network with L = maxu,v dG(u, v).
1.2.2 Shortest Path Problems
The most important and most basic problem we are studying in this paper is the single
source shortest path problem:
4Throughout this work, “with high probability” or w.h.p. means with probability at least 1 − n−C
for any desired constant C.
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◮ Definition 3. The α-approximate SSSP distance problem assumes as input a weighted
graph and a designated source node s ∈ V , and asks for every node v ∈ V to compute an
approximate distance dv which satisfies d(s, v) ≤ dv ≤ α · d(s, v).
We furthermore consider the following generalizations of the SSSP distance problem:
◮ Definition 4. The α-approximate SSSP tree problem assumes that a weighted graph
with a designated source node s ∈ V is given and asks to compute a subtree T ⊆ G such
that for every node v ∈ V distance dT (s, v) ≤ α · d(s, v). Each node should know which of
its adjacent edges belong to T .
◮ Definition 5 (Approximate distance labeling scheme). An (l(n), α)-approximate distance
labeling scheme is a function that labels the vertices of an input graph with distinct labels
up to l(n) bits, such that there exists a polynomial time algorithm that, given the labels of
vertices x and y, provides an estimate d˜(x, y) for the distance between these vertices such
that
d˜(x, y) ≤ d(x, y) ≤ α · d˜(x, y).
◮ Definition 6 (Transshipment Problem). The transshipment problem is the problem of
uncapacitated min-cost flow. In it every node in a weighted graph G has some real demand
dv such that
∑
v dv = 0. The cost of routing x amount of flow over an edge e of weight w(e)
is xw(e). The problem is to compute a flow satisfying all demands of approximate minimum
cost. Each node should know the flow an all edges incident to it.
1.3 Our Results
1.3.1 SSSP
Our first result is on computing an approximate, single source shortest path tree in a dis-
tributed setting. Note that due to communication limits in the CONGEST model, it is
infeasible for each vertex to know the entire shortest path tree. However, it is sufficient that
each vertex computes the local structure of the tree, which is made specific below.
◮ Theorem 1. Let G be a network graph with edge weights in [1, poly(n)], with a specified
source vertex, and let β := (log n)−Ω(1). There is a distributed algorithm that, w.h.p., runs
for O˜( 1βQG) rounds and outputs a spanning tree that approximates distances to the source to
factor O(LO(log logn)/ log(1/β)).5 By output, we mean that at the end of the algorithm, every
vertex knows its set of incident edges in the spanning tree.
By setting β := n−ǫ, β := 2−Θ(
√
logn), and β := log−Θ(1/ǫ) n for constant ǫ, respectively,
we obtain the following three corollaries:
◮ Corollary 2. Let G be a network graph with edge weights in [1, poly(n)], with a specified
source vertex. For any constant ǫ > 0, there is a distributed algorithm that, w.h.p., runs for
O˜(QGn
ǫ) rounds and outputs a spanning tree that approximates distances to the source to
factor polylog(n).
◮ Corollary 3. Let G be a network graph with edge weights in [1, poly(n)], with a specified
source vertex. There is a distributed algorithm that, w.h.p., runs for O˜(QG2
O(
√
logn)) rounds
and outputs a spanning tree that approximates distances to the source to factor 2O(
√
logn).
5Recall that L = maxu,v dG(u, v).
DISC 2018
35:4 Faster Distributed Shortest Path Approximations via Shortcuts
◮ Corollary 4. Let G be a network graph with edge weights in [1, poly(n)], with a specified
source vertex. For any constant ǫ > 0, there is a distributed algorithm that, w.h.p., runs
for O˜(QG) rounds and outputs a spanning tree that approximates distances to the source to
factor O(Lǫ).
1.3.2 Distance labeling schemes
For distance labeling schemes, we have the following result.
◮ Theorem 5. Let G be a network graph with edge weights in [1, poly(n)]. There exists a
(polylog(n), nO(log logn)/log(1/β)) approximate distance labeling scheme that runs in O˜( 1βQG)
rounds.
Setting β := nǫ gives the following corollary:
◮ Corollary 6. Let G be a network graph with edge weights in [1, poly(n)], There exists a
(polylog(n), polylog(n)) approximate distance labeling scheme that runs in O˜(QGn
ǫ) rounds.
1.3.3 Transshipment problem
We also provide a distributed algorithm to compute an approximate flow for the transship-
ment problem.
◮ Theorem 7. Let G be a network graph with edge weights in [1, poly(n)] and demands that
sum to zero, and let β := (logn)−Ω(1). There is an algorithm that, w.h.p., runs for O˜( 1βQG)
rounds and computes a O˜( 1βn
O(log logn)/ log(1/β))-approximate flow.
1.4 Related Work
The complexity theoretic issues in the design of distributed graph algorithms for the CON-
GEST model have received much attention in the last decade, and extensive progress has
been made for many problems: Minimum-Spanning Tree [13], Minimum Cut [18], Dia-
meter [14], Shortest Path [5], and so on. Most of those problems have Θ˜(
√
n + D)-round
upper and lower bounds for some sort of approximation guarantee [19]. The notion of low-
congestion shortcuts was invented as a framework of circumventing these lower bounds [8].
Specifically, the ideas present in [8] can be turned into very short and clean O˜(D +
√
n)
round algorithms for general graphs, and near-optimal O˜(D) round algorithms for special
classes of graphs, for problems such as MST and Min-Cut.
However, the shortcut framework cannot be applied directly to the SSSP problem, since,
unlike MST and Min-Cut, shortest path problems are not inherently parallelizable. For
SSSP, a new technique based on multiplicative weights results in a (1+ ǫ)-approximation to
SSSP in O˜(D +
√
n) time on general graphs [5]. However, until this paper, not much work
has been done on circumventing the Ω˜(D+
√
n) lower bound on restricted classes of graphs
or otherwise.
As a subroutine to computing shortest paths, we will be running low-diameter graph
decompositions. Low diameter decompositions have a long history in the centralized [4, 15]
and parallel [3, 6, 16] settings, and have been applied in the distributed setting to compute
a network decomposition with low “chromatic number” [7].
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2 Distance-Preserving Tree
Let G be a weighted graph with QG-quality shortcuts. For a reader not familiar with
shortcuts or the material in Appendix A of the full version, the parameter QG intuitively
measures how easy it is for connected components of G to communicate within each other.
As a general rule, the “nicer” the graph G is, the smaller the quantity QG and the closer it
gets to the optimal D. For example, if G is a planar graph, then QG = O˜(D).
We first consider the problem of finding a tree such that, for every pair of vertices
x, y ∈ V , their distance is well-approximated with constant probability. Our algorithm is an
adaptation of the algorithm of Section 5.4 from [2].
To motivate the ideas behind the algorithm, we describe it in a parallel framework with
graph contraction support. In each iteration, the algorithm runs a low diameter decom-
position (defined below; see Appendix C of the full version for details) on the graph and
contracts each component into a single vertex. To compute the tree as described above,
take the set of edges inside the BFS trees formed by each LDD, and map them back to
the original graph. The resulting tree is simply the (disjoint) union of these edges over all
iterations. Of course, in a distributed framework, we cannot maintain contracted graphs,
so we substitute each contracted vertex with a part of the original graph with zero-weight
edges inside. To communicate efficiently between the parts, we establish shortcuts within
each part.
◮ Definition 7. For a weighted graph G = (V,E), a low-diameter decomposition (LDD) of
G is a probabilistic distribution over partitions of V into connected components S1, . . . , Sk,
such that
1. W.h.p., every induced graph G[Si] has low weighted diameter.
2. For every two vertices x, y ∈ V , the probability that they belong to the same component
is bounded from below by some function depending on dG(x, y).
We now describe the algorithm in detail. For a weight function w : E → R, denote G(w)
to be the graph G whose edges are reweighted according to w. The algorithm maintains a
weight function w : E → {0} ∪ [R, poly(n)] on the set of edges, for a given value R. The
zero-weight edges connect vertices within each component, while the threshold R increases
geometrically over time. With a larger threshold R, we can compute the LDD on G( 1Rw),
allowing the LDD to travel farther in the same amount of time. If R is large enough, this
graph still has edge weights at least 1 in between components, so computing the LDD is
feasible in a distributed manner.
In addition to w, the algorithm also maintains a forest T , which gets new edges every
iteration until it results in the approximate shortest path tree. Consider the following
LDDSubroutine, which we apply iteratively to w and T .
Algorithm (w′, T ′) = LDDSubroutine(w, T, β,R)
Algorithm:
1. Initially, set w′ := w and T ′ := T .
2. Consider G0(w), the subgraph of G with only the edges e with w(e) = 0.
3. Let H be the (multi-)graph with every connected component of G0(w) contracted
to a single vertex. Denote wH as the function w restricted to the edges in H .
4. Simulate a LDD on H( 1RwH) with parameter
1
β (see Appendix C of the full version).
The specifics are deferred to the next section.
5. For every edge in H that is part of a BFS tree in the LDD, add that edge to T ′.
6. For every edge e in H completely inside a LDD component, set w′(e) := 0.
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7. For every other edge e in H , set w′(e) := w(e) + c1β logn (for large enough constant
c1).
8. Output (w′, T ′).
2.1 Correctness
The following two lemmas bound the maximum weighted diameter of a component, and
therefore also the running time of the subroutine, as well as the probability that two vertices
close together belong to the same component. Their proofs are natural generalizations of
those in [16] and appear in Appendix C of the full version.
◮ Lemma 8. W.h.p., each component in LowDiameterDecomposition has weighted diameter
O( 1β logn).
◮ Lemma 9. For vertices u, v ∈ V of (weighted) distance d, the probability that u and v
belong to the same component is e−O(dβ).
We now describe in more detail how to simulate the LDD in H( 1RwH) in the desired
running time. Observe that we cannot directly compute the LDD on the contracted graph,
since the contracted vertices are actually entire parts with limited communication between
them. However, we can apply shortcuts to communicate quickly within the parts, up to the
quality of the shortcut.
◮ Lemma 10. The LDD on the contracted graph (step 4 of LDDSubroutine) can be simulated
with a O˜(QG) multiplicative overhead in running time. In other words, if the LDD takes d
rounds, then it can be simulated in O˜(QGd) rounds in the network G.
Proof. Define the parts of V to be the connected components of G, and compute a set of
O˜(QG)-quality shortcuts, one for each part. In every round of the LDD on H(
1
RwH), we
perform two steps sequentially: one to traverse nonzero weight edges between parts, and one
to flood through the zero weight edges within each part. To take care of the edges between
parts, note that every such edge has weight at least 1, so we can send them directly through
the network G. To flood through the zero edges within each part, it suffices to compute the
minimum time t that is received by any vertex, and then broadcast the message “t” to the
entire part. By routing through shortcuts, this can be done in O˜(QG) time per partition.
Overall, every round of the LDD is replaced by O˜(QG) rounds in the network G, hence the
multiplicative overhead. ◭
Together with Lemma 8, we get a running time of O˜( 1βQG).
◮ Definition 8. Let w : E → R be a weight function, and T ⊆ G a forest. Define G0(w)
to be the subgraph of G with only the edges e with w(e) = 0. Let C1, C2, . . . of G be the
connected components of G0(w). We say that (w, T ) satisfies the subroutine invariant
with parameter R if the following conditions hold:
1. The weighted diameter of each part Ci using edge weights in G is at most R.
2. Every edge within a part Ci has weight 0 in w.
3. Every edge between two parts Ci, Cj has weight at least R in w.
4. For all x, y belonging to the same part Ci, dT (x, y) ≤ R.
5. T has a spanning tree within each part Ci, and no edges in between parts.
◮ Lemma 11. Fix parameter β. Suppose that the input (w, T ) to LDDSubroutine satisfies
the subroutine invariant with parameter R. Then, w.h.p., for large enough constants c1 and
c2,
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The output (w′, T ′) satisfies the subroutine invariant with parameter ( c1β logn)R.
For all x, y ∈ V , E[dG(w′)(x, y)] ≤ (c2 logn)dG(w)(x, y).
Proof. Note that the following properties of the invariant follow immediately:
2. Every edge within a part C′i has weight 0 in w
′.
3. Every edge between two parts C′i, C
′
j has weight at least (
c1
β logn)R in w
′.
5. T ′ has a spanning tree within each part C′i, and no edges in between parts.
To prove invariant (4), suppose that x, y ∈ V are in the same C′i. If they are also in
the same Ci, then the property holds by the input guarantee. Otherwise, by Lemma 8,
w.h.p. the parts containing x and y have distance O( 1β logn) in the BFS tree on H(
1
RwH),
which means that there is a path in the BFS tree that travels through O( 1β logn) vertices
in H( 1RwH). We consider the distance through edges in H(
1
RwH) and through vertices in
H( 1RwH) (which are actually parts in G) separately. For the edges, the distance is at most
O( 1β logn)R in H , and each of these edges has weight at least that in G, giving O(
1
β logn)R
total distance. For the vertices, traversing through T inside the O( 1β logn) parts takes O(R)
distance each, by the input guarantee, and O( 1β logn)R distance overall. Combining the two
arguments proves (4) dT ′(x, y) ≤ ( c1β logn)R. Note that (4) immediately implies that (1)
the weighted diameter of each part C′i using edge weights in G is at most (
c1
β logn)R.
Finally, we prove that E[dG(w′)(x, y)] ≤ (c2 logn)dG(w)(x, y). If x, y ∈ V are in the
same C′i, then their distance in G(w
′) is zero and the claim follows. Otherwise, consider
the shortest path in H , which is also the shortest path in H( 1RwH). By Lemma 9, every
edge e on this path has probability at most 1− e−O(weβ) = O(w(e)β) of being cut between
two components, so the expected length is at most O(w(e)β) · c1β logn = O(w(e) log n). By
linearity of expectation, the expected multiplicative increase of the path in H( 1RwH), and
also in G(w′), is O(log n).
◭
2.2 Algorithm Main Loop
In this section, we apply LDDSubroutine recursively with geometrically increasing values of
R. We show that the resulting forest approximates distances in expectation.
Algorithm T = ExpectedSPForest(G, β,R0)
Input:
G = (V,E), the network graph with edge weights in [1, poly(n)].
β = (logn)−Ω(1), freely chosen.
Algorithm:
1. Initially, set R(0) := 1, T (0) := ∅, and w(0) to have the same edge weights as G.
2. For t = 1, 2, . . ., while R < nc for large enough c:
a. (w(t), T (t)) := LDDSubroutine(w(t−1), T (t−1), β, R(t−1)).
b. Set R(t) := ( c1β logn)R
(t−1).
3. Output the forest obtained on the last iteration.
Note that T is not guaranteed to be a tree at the end of the algorithm, so distances
within T can be infinite. However, a simple induction with linearity of expectation shows
that the expected increase in length behaves in a controlled way:
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◮ Lemma 12. Let G be a network graph with edge weights in [1, poly(n)], and let β :=
(log n)−Ω(1). On the tth iteration of ExpectedSPForest, for any two vertices x, y ∈ V ,
E[dG(w(t))(x, y)] ≤ (c2 logn)tdG(x, y).
We now show that we get approximate shortest paths with constant probability.
◮ Lemma 13. Let G be a network graph with edge weights in [1, poly(n)], and let β :=
(log n)−Ω(1). The algorithm ExpectedSPForest runs in O˜( 1βQG) rounds. Consider the
output forest T , and fix any two vertices x, y ∈ V . Then, dT (x, y) ≥ dG(x, y) always6, and
with constant probability, dT (x, y) ≤ O( 1βdG(x, y)O(log logn)/ log(1/β)) · dG(x, y).
Proof. For the running time, there are O( lognlog(1/β)) iterations of the LDD, each of which
takes O˜(QG) time.
For simpler notation, define M := dG(x, y). Since every edge added to T has weight
at least the weight of that same edge in G, we clearly have dT (x, y) ≥ M . To prove the
other bound on dT (x, y), consider any iteration t such that R
(t) ≥ 2(c2 logn)tM . (We
later argue that such an iteration t must exist.) By Lemma 12 and Markov’s inequality,
dG˜(t)(x, y) < R
(t) with probability at least 12 . If this occurs, then x and y cannot belong
to different parts at iteration t, since the distance between parts is at least R(t). By the
subroutine guarantee, dT (t)(x, y) = O(
1
β logn)R
(t−1) = O(R(t)), and since the edges of T (t)
are preserved for the rest of the algorithm, dT (x, y) = O(R
(t)) as well. Therefore, for this
value of t, the approximation factor is 2(c2 logn)
t with probability at least 12 .
It remains to find the smallest satisfying t. The condition on t is equivalent to ( c1β logn)
t ≥
2(c2 logn)
tM , or t ≥ ⌈ log(2M)log(c1/c2)+log(1/β)⌉. For t achieving equality, we get
R(t) =
(
c1
β
logn
)t
≤
(
c1
β
logn
) log(2M)
log(c1/c2)+log(1/β)
+1
= O
(
1
β
(2M)1+
O(log logn)
log(1/β) logn
)
,
as desired.
Lastly, we show that such an iteration t must exist. In particular, we show that the value
of t chosen above satisfies R(t) ≤ nc for some large enough constant c in the algorithm. Since
M = poly(n) and R = 1/poly(n), we have
t =
⌈
log(2M)
log(c1/c2) + log(1/β)
⌉
= O
(
logn
log(1/β)
)
.
Therefore,
R(t) =
(
c1
β
logn
)t
R0 =
(
logn
β
)O( logn
log(1/β)
)
=
(
1
β
)O( logn
log(1/β)
)
·(logn)O
(
logn
log(1/β)
)
= nO(1)·nO(1),
where the last equality uses the fact that β = (logn)−Ω(1) =⇒ log(1/β) = Ω(log logn).
Therefore, R(t) ≤ nc for large enough c. ◭
From the shortest path forest, we can also derive the distances to each vertex v from a
specified source s. Below is the algorithm, which runs in O˜( 1βQG) rounds.
6In particular, dT (x, y) =∞ if x and y are not in the same connected component in T
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Algorithm ExpectedSPDistance(G, β, s)
1. Run ExpectedSPForest(G, β) to obtain forest T . Set T˜ to be the connected com-
ponent of T that contains the source s.
2. For all vertices v /∈ T˜ , set d(s, v) :=∞.
3. Run AggregatePathToRoot (see Appendix B of the full version) with xv = 1 for all
v ∈ T˜ to determine the depth of each vertex in the tree T˜ rooted at s.
4. Every vertex v ∈ T˜\{s} computes its parent in the rooted tree, which it can de-
termine by finding the one neighbor with smaller depth.
5. For each v ∈ T˜\{s}, set xv to be the weight of the edge to its parent, and set xs := 0.
Run AggregatePathToRoot on these values to determine d(s, v) for v ∈ T .
3 Solving SSSP and Related Problems
3.1 SSSP Trees
In this section, we describe an algorithm that outputs an approximate single source shortest
path tree with source s. At a high level, to boost the probability that distances are well-
approximated, we construct many randomized trees and take a collective “best” tree.
Algorithm SSSPTree(G, β, s)
1. Repeat ExpectedSPDistance(G, β, s) Θ(logn) times to obtain distances dTi(v) :=
dTi(s, v).
2. For each vertex v, set dmin(v) := mini dTi(v).
3. For each vertex v except the source, connect an edge to some neighbor u that satisfies
dmin(u) + w(u,v) ≤ dmin(v). Return the tree T ∗ of all such edges.
◮ Lemma 14. Let G be a network graph with edge weights in [1, poly(n)], and let β :=
(logn)−Ω(1). W.h.p., SSSPTree runs for O˜( 1βQG) rounds and outputs a shortest path tree
that O( 1β dG(v)
O(log logn)
log(1/β) logn)-approximates distances from the source to each v.
Proof. Observe that in step 3 of SSSPTree, such a neighbor always exists, since in the tree Ti
that achieves distance dmin(v) to v, the parent u of v in Ti satisfies dmin(u)+w(u,v) = dmin(v).
To show that dT∗(v) ≤ d(v) for each v, consider the path s = v0, v1, v2, . . . , vℓ = v in T ∗.
We have w(vi, vi−1) ≤ dmin(vi) − dmin(vi−1) for each i, and summing up the inequalities
gives the result.
From Lemma 13, each vertex v achieves the desired approximation with constant prob-
ability. By taking the minimum dTi(v) over Θ(logn) trees, this approximation is satisfied
w.h.p. for every v, giving dT∗(v) ≤ dmin(v) = O( 1β dG(v)1+
O(log logn)
log(1/β) logn) · dG(v). ◭
This concludes Theorem 1, restated below.
◮ Theorem 1. Let G be a network graph with edge weights in [1, poly(n)], with a specified
source vertex, and let β := (log n)−Ω(1). There is a distributed algorithm that, w.h.p., runs
for O˜( 1βQG) rounds and outputs a spanning tree that approximates distances to the source to
factor O(LO(log logn)/ log(1/β)).7 By output, we mean that at the end of the algorithm, every
vertex knows its set of incident edges in the spanning tree.
7Recall that L = maxu,v dG(u, v).
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3.2 Distance Labeling Schemes
We restate our main result on approximate distance labeling schemes.
◮ Theorem 5. Let G be a network graph with edge weights in [1, poly(n)]. There exists a
(polylog(n), nO(log logn)/log(1/β)) approximate distance labeling scheme that runs in O˜( 1βQG)
rounds.
Proof. For each t from 1 to ⌈log(c1/c2) + log(1/β)⌉, run ExpectedSPForest Θ(logn) times
with R0 := 2
−t. By analysis from Lemma 13 and Theorem 1, w.h.p., for every x, y ∈ V ,
there is an iteration of ExpectedSPForest with R = O(dG(v)
1+
O(log logn)
log(1/β) ) that outputs a
cluster containing both x and y. The total number of rounds is O˜( 1βQG).
In each of the O(log2 n) iterations of ExpectedSPForest, consider all of the clusters
formed throughout the algorithm, and give each one a unique ID. For every iteration with
parameter R and a cluster formed in that iteration, assign to every vertex within the cluster
the label (ID, R). Each vertex is assigned to O( lognlog(1/β) ) clusters per ExpectedSPForest, so
the label size is polylog(n).
To compute distances given two vertices x, y ∈ V , simply output the minimum possible
R over all clusters that contain both x and y, which is easily computed with the labels of
x and y. By the analysis above, the minimum possible R gives the desired approximation
factor O(dG(v)
O(log logn)/log(1/β)) = O(nO(log logn)/log(1/β)). ◭
3.3 Transshipment Problem
Let G be a transshipment network with demand dv at each node v. The following algorithm
computes an approximate transshipment flow in expectation.
Algorithm ExpectedTS
1. Run ExpectedSPForest and root the tree T arbitrarily.
2. Using AggregateSubtree (see Appendix B), compute F (v) :=
∑
u∈Sv
dv for all v,
where Sv is the subtree rooted at v.
3. For each edge (v, p) ∈ T with p the parent of v in the rooted tree, direct F (v) flow
from v to p. (If F (v) is negative, then direct the flow the other way.)
◮ Lemma 15. Let G be a network graph with edge weights in [1, poly(n)] and demands that
sum to zero, and let β := (logn)−Ω(1). The expected total cost of ExpectedTS is within
O˜( 1βn
O(log logn)/ log(1/β)) of optimum.
Proof. Decompose the optimal solution into a set of (shortest) paths. For a path from
s to t, we have E[dT (s, t)] = O˜(
1
βn
O(log logn)/ log(1/β)) · dG(s, t) by Lemma 13, and by lin-
earity of expectation, the cost C of routing each of these paths through T gives an ex-
pected O˜( 1βn
O(log logn)/ log(1/β)) approximation. It remains to show that the total cost of
ExpectedTS is at most C. If ExpectedTS places F (e) flow along an edge e, then the total
demand difference between the two halves of the tree split at e is |2F |. Therefore, any
sequence of paths along T that satisfies all demands must route at least |F | flow along edge
e. It follows that C must be at least the cost of ExpectedTS. ◭
By running ExpectedTS repeatedly and taking the overall best flow, we obtain our main
result for transshipment.
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◮ Theorem 7. Let G be a network graph with edge weights in [1, poly(n)] and demands that
sum to zero, and let β := (logn)−Ω(1). There is an algorithm that, w.h.p., runs for O˜( 1βQG)
rounds and computes a O˜( 1βn
O(log logn)/ log(1/β))-approximate flow.
Proof. Run ExpectedTS Θ(logn) many times and output the minimum total cost. By
Markov’s inequality and Lemma 15, w.h.p., some iteration achieves within twice the expected
approximation of O˜( 1βn
O(log logn)/ log(1/β)). ◭
4 Conclusion and Future Work
Using the shortcuts framework from [8, 9], we give the first nontrivial approximation al-
gorithms for shortest path problems which run in o(
√
n + D) time on non-pathological
network topologies. Our algorithms feature a tuneable parameter β that represents the
balance between approximation ratio and running time. For certain values of β, we ob-
tain polylogarithmic-approximate solutions in O˜(nǫ ·QG) rounds for the shortest path and
distance labeling problems. While sublogarithmic approximation ratios are known to be
impossible (even existentially) for labeling schemes with polylogarithmic labels we believe
that our approximation guarantees can likely be improved for nice family of graphs, and, in
the case of the SSSP-tree and transshipment problems, even generally.
In particular, for the quite general set of minor closed families of graphs one might be able
to use more sophisticated low-diameter decompositions, such as [1], which would directly
lead to O(1)-approximation guarantees for such networks in our framework. However, [1] is
written for the sequential setting and making the algorithms in [1] distributed and compatible
with the shortcut framework is a nontrivial extension, which we plan to explore for the
journal version of this work.
More importantly, it seems possible that our non-trivial approximation ratios for the
SSSP-tree and transshipment problem can be improved all the way to (1+ǫ)-approximations
using tools from continuous optimization, such as, gradient descent or the multiplicative
weights method. As one example, the recent and brilliant work of Becker et al. [5] shows how
to obtain a (1+ǫ)-approximation for the SSSP-tree problem and the transshipment problem
by computing O˜(α2) many α-approximations to the transshipment problem. This work also
demonstrates that the required updates to weight and demand vectors can be performed in
various non-centralized models, including CONGEST. If this method could be applied to our
transshipment algorithm, we could choose β = 2−O(
√
logn log logn) to get a 2O(
√
logn log logn)-
approximate solution to the transshipment problem in QG · 2O(
√
logn log logn) rounds, which
could then be transformed into a (1 + ǫ) approximation with the exact same running time
(up to the constant hidden by the O-notation). This extension is highly nontrivial as well
and left for future work.
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Appendices
A Low-Congestion Shortcut Framework and Beating O˜(
√
n + D)
This section provides a more detailed explanation of the shortcut framework [8] and the
powerful tools it provides, obtaining faster algorithms that are much tighter coupled to the
fastest algorithm achievable in a given topology.
A.1 Beating O˜(
√
n + D) and (Instance) Optimality
In TCS, running times of algorithms are typically measured for worst-case inputs and ex-
pressed as asymptotic functions of the instance size, i.e., the number of nodes n for graph
problems. This approach is also standard in distributed computing when studying running
times and complexities of local graph/network problems, such as in various coloring and
decomposition problems. However, many interesting optimization algorithms are non-local
and trivially require a running time which is at least as large as the network diameter D.
This means that in a pathological worst-case topology, such as a line network, Ω(n) running
times are required. Technically, this makes any O(n) round algorithm optimal, in the sense
that no better running time, when measured only in terms of n, can be achieved for every
network. Furthermore obtaining such an “optimal” O(n) round algorithms is often essen-
tially trivial for many problems of interest, including the shortest path problem. However,
such algorithms are far from satisfactory, and it would have been a great loss to the field of
distributed computing if theoreticians would have stopped trying to obtain algorithms that
are “faster” than the trivial but “optimal” O(n) round algorithms.
In particular, in any given application of distributed computing, it is quite plausible that
many instances of a distributed problem need to be solved (e.g., as subroutines) on a given
fixed topology. Therefore, it is likely that one might encounter a worst-case instance. The
network topology itself, however, is typically fixed and most likely not of pathological Ω(n)
diameter. The goal is thus to compute a solution on the given topology as fast as possible.
The assurance that one should be happy with an optimal running time of Θ(n), because
in some completely different pathological line network topology no better running time can
be obtained, is not very helpful and strong given that the network topology of interest is
unlikely to be of this type, and thus typically allows for a drastically faster running time.
With this in mind, the distributed computing community is employing a finer way to
analyze non-local distributed optimization algorithms by expressing their running times in
terms of n and D. The ultimate goal would be to achieve running times of O˜(D). We
remark that the optimality (up to logarithmic factors) of such a complexity is qualitatively
very different, due to the trivial Ω(D) lower bound, which holds not just for some network
of diameter D, but for any network of diameter D. In particular, an O˜(D) algorithm for a
non-local problem is instance optimal, i.e, the running time of the algorithm on any given
topology is as fast as it can be on this (and not some other) topology.
Progress on distributed lower bounds in the last decade, however, has made it very clear
that such O˜(D) algorithms cannot exist in general. In fact, the well-known lower bound
framework of [19] give the wide-ranging and devastating result that even the simplest non-
local optimization problem, even if one merely wants so barely-non-trivial approximation
guarantees, cannot be obtained in less than O˜(
√
n + D) rounds in general. In particular,
there exists pathological network topologies with a tiny, say (poly)logarithmic, diameter on
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which any optimization algorithm requires not just polylogarithic but Ω(
√
n) many rounds.
At the same time, much progress has been made on the algorithmic side as well. Many
celebrated results with beautiful and highly sophisticated algorithms now achieve the Ω˜(
√
n+
D) running time for many problems, including the SSSP problem.
Unfortunately, these algorithms are far from being instance optimal, and in fact their
running times inherently remain Θ˜(
√
n + D) for any topology. Even worse, the structure
of the topology given in the lower bound of [19] is (topologically) very complicated8 and
unlikely to occur in practical networks or in other network topologies of interest. To the
contrary, on many classical families of networks that practitioners and/or theoreticians con-
sider interesting, the lower bound does provably not apply [8,9]. Overall, current distributed
shortest path algorithms are optimal in these sense that their running time cannot be im-
proved as a function of n and D, because there exists a pathological network topology where
one cannot do better. There is, however, the distinct possibility that for networks of interest
in which one wants to run these algorithms, much faster running times are possible than the
Ω(
√
n) rounds taken by current algorithms.
This is reminiscent of the problems in using only functions of n as a measure of complex-
ity. However, a fix is not as immediate, given that the Ω˜(
√
n) lower bound is much more
intricate than the trivial Ω(D) lower bound. In particular, it is much less clear what char-
acteristics generally make a topology “hard” and how this “hardness” can be meaningfully
defined, characterized, or parameterized. One way to circumvent this issue is to directly look
at classes of network topologies which are (arguably) of interest, such as planar networks, or
networks with small tree-width. The problem with this approach, however, is the somewhat
limited scope of such a direction. Furthermore, algorithms specifically aimed at a certain
class of networks are sometimes not be very robust, in that they might fail completely if the
structural assumption is just slightly violated. Given that practical networks will likely not
exactly fit into one of the presumed graph classes, such algorithms are less desirable.
The shortcut framework of [8,9], which is discussed next, addresses these issues and gives
a very general and powerful solution.
A.2 The Low-Congestion Shortcut Framework
The Low-Congestion Shortcut Framework of [8, 9] was designed to capture the essence of
what makes the pathological topology in the Ω˜(
√
n) lower bound hard. Shortcuts do this,
however, in a way that allows them to be used as a powerful algorithmic tool in any topology
which does not have such characteristics. The framework furthermore allows one to define
a shortcut quality parameter for any topology, which essentially captures how hard or easy
it is to route information for this given network.
Shortcuts are defined with respect to a collection of disjoint vertex subsets S1, . . . , SN ⊆
V , each being connected. We call these subsets parts and speak of the collection as a (valid)
partition. We note that not every node in V must be in a part.
The way one should think of a part is as a distributed sub-problem in which one wants
to perform some simple communication. In particular, the goal is it to compute a simple
aggregate function within each subset.
This problem arises naturally in many settings, such as Boruvka’s MST algorithm. For
another example related to SSSP, consider an SSSP instance in which several edge weights
8One way to make this assertion formal is to note that cannot be embedded into any surface unless
it has a huge Ω(n) genus(!) and it contains a complete bipartite
√
n×√n (induced) minor.
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are zero, maybe because they have been rounded down. The zero edges now induce several
connected subsets which will be exactly our parts. In a shortest path algorithm all nodes
in a part need to have the same SSSP distance. Even if we just want to verify some given
SSSP distances approximately each node in such a part must essentially learn whether the
minimum SSSP distance assigned to a node in its part is the same (or much different) from
its own supposed SSSP distance.
Of course, it is easy to compute the minimum value in each part by having all nodes in
a part flood the minimum value seen so far to all its neighbors, in time equal to the strong
diameter of each part. Unfortunately, however, the strong diameter of a subset of vertices
can be much much larger than the weak diameter or the diameter of the underlying graph.
This necessitates communicating the information of a part via other edges in the graph.
However, if too many parts try to communicate their information using the same edge in
the graph, they cause congestion on this edge. One can try to minimize congestion by
routing information via different possibly slightly longer paths. Depending on the topology,
there is then a tradeoff between the longest path along which information of a part is routed,
which we call dilation, and the maximum congestion caused along an edge. Shortcuts exactly
capture which tradeoffs between dilation and congestion can be achieved for a given topology
and valid partition.
◮ Definition 9 (Shortcuts). Given a graph G = (V,E) and a valid partition S1, . . . , SN ⊂ V
a c-congestion d-dilation shortcut specifies a shortcut edge set Ei ⊆ E for each Si such
that:
(1) For each i, the diameter of the subgraph G[Si] + Ei is at most d.
(2) Each edge e ∈ E is contained in at most c shortcut edge sets.
It is intuitively clear that if there is a distributed algorithm with round complexity T that
achieves communication in every part in parallel then tracing the way the information has
flown results in shortcuts of dilation at most T and congestion O˜(T ), because information
cannot travel faster than one hop per round and even if each part sends merely on bit of
information along some edge used by it, at most T/ logn parts can use an edge because the
total capacity of an edge in T rounds is at most T logn. In this way the existence of a O˜(T )
congestion T dilation shortcut seems essentially a necessary requirement for a fast algorithm
solving even the most basic part-wise communication problem to be able to succeed.
The real power of shortcuts, however, is that the opposite direction holds true. In partic-
ular, when given a shortcut a simple distributed algorithm computes any simple aggregate
function (such as min, sum, xor, and, etc.) of all nodes in each Si set in parallel using only
O˜(c+ d) time:
◮ Lemma 16. Suppose we have a d-dilation c-congestion shortcut for a valid partition
S1, . . . , SN and suppose each node v ∈ V has a value xv of logarithmic bit size. Now, let
⊕ be a commutative function. Then, there is a simple O˜(c+ d) round distributed algorithm
which computes at each node v in a part S the value
⊕
v∈S
xv.
This essentially shows that whether or not it is possible to solve the part-wise commu-
nication problem in O˜(T ) rounds depends only on whether or not the topology supports a
shortcut with T = O˜(c+ d). Hence, it makes sense to define the quality Q of a shortcut to
be the sum of its congestion and dilation.
◮ Definition 10. The quality Q = Q(E) of a shortcut E is equal to c+ d, where c and d are
the dilation and congestion of the shortcut, respectively.
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While in general one should not hope for a dilation and thus quality better than the
network diameter, we note that an easy argument shows that any valid partitioning in
any graph has a shortcut of quality Q =
√
n + D, where D is the network diameter [8]:
simply give any part consisting of at least
√
n nodes all edges (or the edges of any BFS-
tree) in its shortcut set, and leave the shortcuts sets of smaller parts empty. Now, the
dilation of all large parts becomes D while the congestion of small parts can be at most√
n. The congestion on any edge is furthermore at most the number of large parts, of which
there can be at most
√
n. It is also easy to see that the lower bound topology is exactly
designed to either force a dilation or congestion of Ω˜(
√
n) leading the best shortcut (for the
natural partitioning) to have absolute worst possible quality (for a low diameter network)
of Θ˜(
√
n). On the other hand [8] and [10] show that any partitioning in planar, bounded or
polylogarithmic genus topologies, and bounded or polylogarithmic treewidth or pathwidth
topologies has a shortcut of quality O˜(D). All these shortcuts furthermore have the nice
property that they are tree restricted, i.e., the union of the shortcut edge sets can be chosen
to come from any (low diameter) tree one chooses, such as a BFS tree.
◮ Theorem 17. Given a graph G = (V,E) of polylogarithmic genus or treewidth, a valid
partition S1, . . . , SN ⊂ V , and a spanning tree T ⊆ E of G of diameter O(D), a T -
restricted shortcut is a shortcut {Ei ⊆ E : i = 1, . . . , N} with the additional property that
Ei ⊆ T . We say that a shortcut is tree-restricted if it is T -restricted for some spanning
tree T of G of diameter O(D).
The final surprising and crucial ingredient for the framework is a simple and efficient
distributed algorithm which, for any topology and any partition and any low diameter tree,
computes a polylogarithmic approximation to the best possible tree restricted shortcut for
this topology and partition [9]. If the best such shortcut is of quality Q, then this algorithm
runs in O˜(Q) time. This allows any distributed algorithm to construct an approximately
optimal shortcut on the fly, and then perform a part-wise communication primitive from
Lemma 16, while overall not taking longer than the O˜(Q) one should expect to take for such
a communication anyway. Differently speaking, algorithms using shortcuts automatically
adjust and have a running time related to the best shortcuts possible in a given topology.
To accurately specify the running time of our algorithms, we define the quality QG of a
network G to be the best possible tree-restricted shortcut quality that can be achieved for
any valid partition (and its BFS tree).
◮ Definition 11. Given a graph G, the shortcut quality QG of G is defined as
QG = max
S={S1,...,Sn}
valid partition
min
tree-restricted
shortcut E
for S
Q(E)
This allows us to use the part-wise communication procedure in our algorithms and
express the final running times in terms of QG. We note that taking the worst-case over all
partitions is merely for clarity and that our O˜(QG) and O(QGn
ǫ) algorithms still adjust to
the actual input as well, meaning they will run faster on easy inputs even if QG is large,
certifying that a harder input could have been embedded into the same topology.
In summary, for any network with topology G, the quantity QG captures well how hard
it is to solve the very simple part-wise communication problem described in Lemma 16 in
the CONGEST model. Furthermore, there are simple distributed algorithms which solve
the part-wise communication problem in O˜(QG) rounds. In the worst-case, this hardness,
and thus also running time, is Θ˜(
√
n+D) for a network with n nodes and diameter D [8].
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In particular, the topology used for the lower bound in [19] is pathological and has the
worst-case hardness among all topologies (with low diameters). In many other networks of
interest, however, the hardness QG is much lower and in fact only O˜(D). While O˜(QG)
round shortcut-based algorithms necessarily have a worst-case running time of O˜(
√
n+D)
when expressed in terms of n and D, they are essentially9 running as fast as the given
topology (and to some extent even the given input) allows it.
B Tree Algorithms
In this section, we consider algorithms on trees in a distributed setting. Let G = (V,E) be
a distributed network with QG-quality shortcuts, and let T ⊆ G be an embedded tree. Note
that the diameter of G can be much smaller than that of T , and we want our algorithms to
have performance dependent on the diameter of G.
B.1 Heads/Tails Clustering Algorithm
In this section, we present the Heads/Tails low-diameter hierarchical clustering algorithm
in a distributed setting. This section highlights our first use of shortcuts and provides the
intuition behind associating shortcuts with graph contractions.
◮ Definition 12. Let G = (V,E) be a connected graph. A low-diameter hierarch-
ical clustering of G consists of a sequence of partitions P0,P1, . . . ,PK of V , with Pi =
{Ci,1, Ci,2, . . .} (Ci,j ⊆ V ), that satisfies the following:
1. Every Ci,j is connected.
2. P0 = {{v1}, {v2}, . . .} is the partition into singleton vertices, and PK = {V } partitions
V into a single cluster.
3. For each cluster Ci,j (i > 1), there exists a set of clusters Ci−1,k1 , Ci−1,k2 , . . . whose
(disjoint) union is Ci,j . Moreover, if we take the graph induced on Ci,j and contract
clusters Ci−1,k1 , Ci−1,k2 , . . ., then the resulting graph has diameter O(1).
We first describe the Heads/Tails algorithm in the parallel model with graph contractions,
and then highlight the technical differences needed in a distributed framework.
In the parallel model, we can view the clusters as the vertices in a contracted graph, where
every vertex represents the contraction of a cluster of the original graph. We highlight the
algorithm in the contraction below, with an example shown in Figure 1.
Algorithm HeadsTailsParallel
For i = 1, 2, . . .:
1. Every vertex flips either Heads or Tails.
2. For each vertex that flips Tails and which has at least one Heads neighbor, connect
the vertex with an arbitrarily chosen Heads neighbor.
3. Contract the connected components.
4. Number the remaining vertices from 1 to k, and output the partition Pi :=
9The only reason why this is only essentially and not fully formally true is due to the possible difference
between the best tree restricted and best possible shortcut (which does not exist in all network families
studied in [10] and [8]) and due to the fact that the necessity of a good shortcut for a fast solution of the
part-wise communication problem seems very intuitive but cannot be easily formalized — see above and
also [8] for more details.
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cT dH eH
fT ⇒
afT
bdH
cH eT
⇒ abdefT
cH
⇒ abcdef
Figure 1 HeadsTailsParallel on a sample graph with original vertices a through f .
{C1, . . . , Ck}, where Cj is the set of original vertices contracted to vertex j.
5. Repeat until there are no more edges.
◮ Lemma 18. HeadsTailsParallel terminates in O(log n) rounds w.h.p., and outputs a
low-diameter hierarchical clustering.
Proof. Suppose that the algorithm runs forK := Θ(logn) rounds, disregarding the stopping
condition. As long as there is more than one vertex remaining, every vertex has at least one
neighbor. The probability that a given vertex flips Tails and a specific neighbor flips Heads
is 14 , so every vertex merges with a neighbor with probability at least
1
4 . Therefore, if ni
is the number of vertices left on iteration i (ni ≥ 1), then E[ni+1|ni = k] − 1 ≤ 34 (k − 1),
and applying induction gives E[nK ] − 1 ≤ (34 )K(n − 1) = 1poly(n) . By Markov’s inequality,
the probability that nK ≥ 2 is 1poly(n) , so w.h.p. the stopping condition activates within K
rounds.
It is easy to see that (1) every cluster output by the algorithm is connected, and (2) P0
and PK are the singleton partition and the single-cluster partition.
For a cluster Ci,j , consider the set of vertices vk1 , vk2 , . . . at the beginning of iteration i
which contract to vertex j on that iteration. There is at most one Heads vertex, and every
Tails is adjacent to the Heads, so together, these vertices form a star component of diameter
at most 2. Therefore, the clusters Ci−1,k1 , Ci−1,k2 , . . . partition Ci,j and, when contracted
in Ci,j , form a graph of diameter O(1). ◭
Now we present the Heads/Tails algorithm in the distributed setting. Observe that, since
we can no longer contract connected components into single vertices, we instead construct
shortcuts to allow for efficient communication between components.
Algorithm HeadsTailsDistributed
1. Compute O˜(QG)-quality shortcuts using each cluster as a part.
2. For each cluster, choose a “leader” as follows: every vertex within the cluster com-
putes the minimum vertex ID over that cluster using shortcuts. The vertex with
this ID is the leader.
3. For each cluster, the leader flips either Heads or Tails and broadcasts this bit to the
entire cluster.
4. If an edge (h, t) in between two clusters has h in a Heads cluster and t in a Tails,
then send the message (h, t) to vertex t.
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Figure 2 AggregateSubtree on a sample graph with initial xv = 1, using the partitions from
Figure 1. The node labels represent the current value of xv in the algorithm. The color classes
represent the current parts. The arrows indicate the updates in step 4 of the algorithm.
5. For every Tails cluster, every vertex computes the minimum (lexicographic) message
received, if any, over that cluster.
6. If a vertex t in a Tails cluster C receives message (h, t), then broadcast to C that
C has merged with the cluster containing h (i.e. they are now the same part).
7. Every cluster computes its size and stops if it equals the size of T . Otherwise, repeat
from the start.
◮ Lemma 19. HeadsTailsParallel terminates in O˜(QG) rounds w.h.p., and outputs a
low-diameter hierarchical clustering.
Proof. We compare HeadsTailsDistributed to HeadsTailsParallel. Steps (2) and (3)
emulate a contracted vertex flipping a bit. Steps (4) through (6) correspond to choosing
an arbitrary Heads neighbor for each Tails cluster. Finally, Step (7) checks to see if only
one cluster remains. Note that the sizes can be computed efficiently by aggregating
∑
v∈C
1
within each cluster. It is also clear that in each iteration, either no cluster terminates, or all
of them do. As for running time, every iteration has O(1) aggregates and O(1) broadcasts,
each running in O˜(QG) time, so over all O(log n) iterations w.h.p., the clustering algorithm
takes O˜(QG) time. ◭
Observe that the algorithm is careful to ensure that two vertices do not broadcast within
the same cluster simultaneously. In the future, we will skip the more pedantic steps in
aggregating and broadcasting.
B.2 Aggregate Functions
As before, let G = (V,E) be a distributed network and let T ⊆ G be a tree. Consider rooting
the tree at a predetermined root r, and suppose every vertex v in the tree has a value xv.
For a commutative function ⊕, we want to compute, for every v ∈ V [T ], the value
⊕
u∈Sv
xu
for two types of vertex sets Sv ⊆ V [T ]: the set of vertices on the path from v to the root,
and the set of vertices in the subtree rooted at v. Using shortcuts of quality QG, we show
how to compute these two aggregates in time O˜(QG). At a high level, our algorithm mimics
the divide-and-conquer algorithms in parallel computing, with the clusters representing the
divided inputs. Figure 2 illustrates AggregateSubtree on a sample graph.
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Algorithm AggregateTree
1. Let P0, . . . ,Pℓ be the partitions output by the Heads/Tails algorithm, where P0 is
the singleton vertices and Pℓ is one entire component. Set r to be the root of Pℓ.
2. Initially, each v ∈ V [T ] has value xv.
Sub-algorithm AggregateSubtree:
For t from ℓ− 1 down to 0:
For each cluster C ∈ Pt+1:
1. Let the cluster in Pt that are contained in C be {C1, . . . , Ck}.
2. For each cluster Ci, compute the aggregate F (Ci) :=
⊕
u∈Ci
xu.
3. Let the root of C be r(C), and assume that C1 contains r(C). Set r(C1) :=
r(C). Within cluster C, view the Ci as contracted vertices in a tree, and run
BFS from C1. For each Ci, i > 1, set r(Ci) to be the vertex in Ci adjacent to
the parent of Ci in the BFS tree.
4. For every edge (u, v) in between two parts where the BFS travels from u to v,
set xv := xv ⊕ F (Ci).
Sub-algorithm AggregatePathToRoot:
For t from 0 up to ℓ− 1:
for each part P ∈ Ct+1:
1. Let the root of C be r(C), and assume that C1 contains r(C). Set r(C1) :=
r(C). Within cluster C, view the Ci as contracted vertices in a tree, and run
BFS from C1. For each Ci, i > 1, set r(Ci) to be the vertex in Ci adjacent to
the parent of Ci in the BFS tree.
2. For every edge (u, v) in between two parts where the BFS travels from u to v,
send the value xu to v.
3. For each part except the root, the one vertex that receives some value x broad-
casts it to its entire part. Then, every vertex in the part applies xv := xv ⊕ x.
It is easy to see, by induction on t, that the two algorithms are correct. The running
time is clearly O˜(QG).
C Low-diameter Decompositions
In this section, we present the exponential starting time algorithm by Miller et al. [16], with
a few modifications:
1. We work on weighted graphs with weights in the range [1, poly(n)].
2. We work under a distributed setting, where the graph is the network.
3. We replace exponential random variables with their discrete cousin, the geometric. The
latter does not have to deal with rounding real numbers, and yet maintains the special
memoryless property crucial to the algorithm.
Instead of referring to [16], we prove all the properties of the LDD that we need, since the
proofs are simple and allow this paper to become self-contained.
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Figure 3 LowDiameterDecomposition on a sample graph. The node labels are the starting times
tu. The color classes represent the current components at time t. Note that there is a tie on the
green node at t = 1.
Algorithm LowDiameterDecomposition
Input:
Weighted graph G with edge weights in the range [1, poly(n)].
Parameter β, freely chosen.
Output: A partition of V into connected components such that:
W.h.p., each component has (strong) diameter O( 1β logn).
For vertices u, v ∈ V of (weighted) distance d, the probability that u and v belong
to the same cluster is e−O(dβ).
Algorithm:
1. Every vertex u picks δu independently from a geometric distribution with parameter
β.
2. For each vertex u, set its starting time to tu :=
c
β logn− δu, where c is a predeter-
mined, large-enough constant. (W.h.p., no δu will exceed c logn.)
3. Simulate a continuous-time, parallel BFS with vertex u starting at time tu for
c
β logn
rounds.
4. Whenever the BFS reaches vertex u, assign u to the root vertex of this BFS path.
The resulting components are the sets of vertices assigned to a common root.
The algorithm is illustrated on a sample graph in Figure 3. First, we need to describe
how to simulate a continuous-time BFS on a distributed network with edge weights at least
1. Throughout the simulation, we maintain the invariant that a node that is reached at time
t will receive the message “t” at time ⌊t⌋. When this happens, the node sends along each
incident edge e the message “t+we” at round ⌊t+we⌋. Since we ≥ 1, ⌊t+we⌋ > ⌊t⌋, so the
round in which to send the message is always in the future. Note that a node may receive
multiple messages “ti” on a single round, in which case it is occupied at the earliest time ti.
◮ Lemma 20. W.h.p., each component in LowDiameterDecomposition has weighted dia-
meter O( 1β logn).
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Proof. The probability that some tu =
c
β logn − δu is negative is the probability that
Geo(β) > cβ logn, which is (1− β)(c/β) logn ≤ n−c. Otherwise, since every vertex is assigned
a nonnegative time bounded by cβ logn, and the BFS trees out of each root have diameter
at most cβ logn, it follows that each component also has diameter at most
c
β logn. ◭
◮ Lemma 21. For vertices u, v ∈ V of (weighted) distance d, the probability that u and v
belong to the same component is e−O(dβ).
Proof. For each root r, consider the random variable Xr,u := tr + d(r, u), which is the time
when the BFS at r would reach u if no other BFS paths interfere. We claim that if the
difference between the smallest and second-smallest Xr,u (call them X
(1)
r,u and X
(2)
r,u) over all
roots r are more than 2d apart, then u and v belong in the same component. Suppose for
contradiction that u and v belong to different components. Then, the times when the BFS
reaches u and v must be within d of each other, since otherwise, the first BFS tree to each
one of u and v would also reach the other vertex first. The BFS tree that reaches v first
takes at most another d time to reach u, which means that X
(2)
r,u −X(1)r,u ≤ 2d, contradiction.
To bound the probability that X
(2)
r,u −X(1)r,u > 2d, consider the variable X(1)r,u conditioned
on the value of X
(2)
r,u. If r is the root that produces X
(1)
r,u, then we are looking for the value
of X
(2)
r,u − (tr + d(r, u)) = δr − ( cβ logn − X
(2)
r,u + d(r, u)) conditioned on the value being
nonnegative. This is the same value as δr − C conditioned on the event δr ≥ ⌈C⌉, for
the (possibly negative) C := cβ logn−X(2)r,u + d(r, u). We can focus on the probability that
δr−⌈C⌉ ≥ ⌈2d⌉, since this implies that δr−C > 2d. By the memoryless property of geometric
random variables, the value of δr − ⌈C⌉ conditioned on δr ≥ ⌈C⌉ follows the distribution
Geo(β) + max{0,−⌈C⌉}, and the desired probability is at least (1− β)⌈2d⌉ ≥ e−β·O(d). ◭
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