Introduction {#sec1}
============

Living systems are very dynamic on all levels, from the whole multicellular organism to a single cell and down to the level of individual biomacromolecules. If one could watch a cell in "action" on the molecular level, the motions of the constituent biomacromolecules might seem chaotic, but these motions are in fact highly orchestrated and regulated by internal and external stimuli to maintain homeostasis. In condensed phase systems, many motions of biomacromolecules are coupled, from the molecular vibrations to diffusion. Over the years, the motions of biomacromolecules, including low-frequency conformational dynamics, have captivated the interest of many scientists in an effort to gain insight into the physical forces that drive a specific biological function.^[@ref1],[@ref2]^ The motions of macromolecular assemblies span more than 18 orders of magnitude in time, electronic transitions occur in attoseconds (EHz), bond vibrations occur in low femtoseconds (PHz), collective vibrations of protein secondary structure in picoseconds (low THz), protein domains can move on the nano-to-millisecond time scale (GHz--KHz), and cellular organization occurs in seconds to days ([Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}). The motions of atoms within molecules are coupled in time, and as correlations increase, the more collective a particular dynamical process becomes. Many collective motions in biomacromolecules have been identified to induce allosteric signaling, mechanical work, and many other important biological functions.^[@ref3]−[@ref5]^

###### Physical Events, Phenomena, and Their Associated Time Scales and Frequencies

  event                                      physical phenomena                        time scale, s                                      frequency       wavenumber, cm^--1^
  ------------------------------------------ ----------------------------------------- -------------------------------------------------- --------------- ----------------------
  electron--proton pairing                   weak force gauge Boson                    10^--18^ (as)                                      EHz              
  electronic transition                      UV/vis absorption                         10^--16^--10^--15^ (as---hundreds of as)           EHz--PHz        \>4000
  bond vibration                             IR absorption                             10^--15^--10^--14^ (fs---tens of fs)               PHz--high THz   4000--100
  protein vibrational dynamics               10^--13^--10^--12^ (hundreds of fs--ps)   low THz---sub-THz                                  50--15          
  protein breathing modes                    10^--12^--10^--11^ (ps---tens of ps)      sub-THz                                            15--1           
  internal conversion microwave absorption   bond rotations/translations               10^--14^--10^--10^ (tens of fs---hundreds of ps)   high THz--GHz   1000--100
  domain motion                              protein conformational dynamics           10^--9^--10^--6^ (ns−μs)                           GHz--MHz        0.03--0.03 × 10^--3^
  ligand/substrate binding                   induced fit                               10^--8^--10^--3^ (hundreds of μs--ms)              GHz--KHz        0.03--0.03 × 10^--6^

In biomacromolecules, domain motions are linked to solvent diffusion and therefore occur at relatively low frequencies. The frequency of domain transitioning from an open to a closed conformation is in the GHz-to-MHz range, and the two states are separated by an energy barrier on the order of several *k*T (Boltzmann constant times the absolute temperature). Such low-frequency, high-amplitude cooperative collective motions drive biomacromolecules between what is typically a relatively small number of possibly functional conformational states having distinct three-dimensional structures. Associated with the low-frequency domain motions are higher-frequency (low THz) small-amplitude fluctuations around the average structure, exploring a large ensemble of closely related conformations ([Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}). These motions include variations in nonbonded contacts associated with the secondary structure that can promote both strain and stability within conformations.^[@ref6]−[@ref8]^ Therefore, it is commonly recognized that conformational sampling, or dynamics, of proteins is interwoven into their functional abilities and is crucial for many biological processes on various time scales.

Enzymatic catalysis is thought to be strongly influenced by protein dynamics.^[@ref9],[@ref10]^ Enzymes accelerate rates of chemical reactions by substantially altering and lowering transition-state energies to control metabolism, signaling, and energy transduction and maintaining genetic information. The ability of enzymes to accelerate the rates of chemical reactions by many orders of magnitude, compared to that of the same uncatalyzed reactions in aqueous solvent,^[@ref11]^ permits cells to carry out many functions on the biologically relevant time scales at physiological conditions. Researchers have proposed that enzyme conformational dynamics plays a major role in the rate acceleration of chemical reactions, thus directly contributing to the catalytic power of enzymes.^[@ref12]^ Warshel and colleagues^[@ref13]−[@ref15]^ define dynamical effects to when (a) the transmission factor for the transition-state crossing is small, (b) there are non-Boltzmann coherent motions, (c) large deviations from the transition-state theory are apparent, and (d) the coupling modes in the enzyme do not follow the Boltzmann distribution. Recent studies suggest that the constraints implemented by Warshel and colleagues might be too restrictive.^[@ref1]^ For example, adenylate kinase (Adk), which catalyzes the reversible conversion of adenosine triphosphate (ATP) and adenosine monophosphate (AMP) molecules into two ADP molecules, has been subjected to extensive experimental studies to analyze possible dynamical effects that contribute to catalysis. Using NMR relaxation experiments, Kern and co-workers provided evidence that the opening of the nucleotide lids is the rate-limiting step for the overall turnover of Adk,^[@ref1],[@ref16]^ suggesting that there are catalytically important collective domain motions in Adk. In contrast, molecular simulation studies on Adk concluded that there is no significant dynamical coupling between the chemical and conformational trajectories,^[@ref15]^ indicating that atomic motions do not directly enhance the reaction rate. Similarly, conformational changes in the propyl cis--trans isomerase cyclophilin A have been suggested to influence the overall turnover rate.^[@ref17]^ Conversely, for many enzymes, it has been shown that the pre-organization of the active site and electrostatic contributions from amino acid residues located near and far from the catalytic site are the major phenomena that stabilize the transition state and increase the rate of the chemical reaction.^[@ref18]^ It is important to note that the motions of domains and secondary structure elements in enzymes are important for how the protein functions as a catalyst, but these motions should not necessarily be directly coupled to chemical catalysis. Thus, the role of dynamical contribution to enzymatic catalysis is an important topic of ongoing research and debate.^[@ref19]^

Inelastic neutron scattering (INS) is a vibrational spectroscopy technique that uses cold-thermal neutrons (0.001--1 eV) to gain or lose resonance energy during scattering, comparable to infrared Raman spectroscopy. Cold and thermal neutrons have an energy distribution that matches the vibrational and conformational dynamics of biomacromolecules in the condensed phase, which allows coupling of neutrons to different types of molecular motions to study the biomacromolecular function in a broad range of time scales (fs--ns) using various neutron scattering techniques.^[@ref20]−[@ref26]^ INS measurements are used to probe macromolecular dynamics in a broad frequency range, from a few wavenumbers (3 cm^--1^, 0.1 THz) to a few thousand wavenumbers (2000 cm^--1^, 60 THz), by exploiting the incoherent scattering of hydrogen in a sample.^[@ref27]−[@ref29]^ Using INS, vibrational molecular motions of proteins can be probed by detecting the energy transfer of the neutrons to/from the biomacromolecule after they interact with the biological sample.^[@ref30],[@ref31]^ The vibrational nature of the molecular motions in the frequency regime of ∼5--100 cm^--1^ (0.15--3 THz) overlays the inelastic scattering (Boson) peak located in this same realm.^[@ref27],[@ref28],[@ref32]−[@ref34]^

Here, we used INS to detect, analyze, and compare vibrations of the secondary structure elements (i.e., helices, β-sheets, loops) within lyophilized D~2~O-hydrated powders of aspartate aminotransferase (AAT) enzyme on the picosecond time scale corresponding to the vibrational frequency range of 5--50 cm^--1^ (6.6--0.66 ps or 0.15--1.5 THz). AAT is responsible for sequestering and transferring ammonia from aspartic acid to α-ketoglutarate in the forward reaction and from glutamate to oxaloacetate in the reverse, where directionality is governed by mass action and comparable barrier heights. AAT is a homodimeric enzyme in which each monomer has a large domain that contains a lysine in a solvent-exposed active site linked by a Schiff base to a pyridoxal 5′-phosphate (PLP) cofactor (internal aldimine) and small domain, which closes over the active site when the substrate binds. During the forward transferase reaction, the open-state AAT--PLP internal aldimine binds aspartate, the small domain closes, and the cofactor switches to AAT--PLP−α-Asp external aldimine ([Scheme [1](#sch1){ref-type="scheme"}](#sch1){ref-type="scheme"} and [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}). While in the closed state, a 1,3-proton shift initiates hydrolysis of the external aldimine. The small domain then opens to release oxaloacetate, with the ammonia sequestered in the active site as pyridoxamine. The inhibitor 2-methyl aspartate (2-MeAsp) blocks the 1,3-proton shift, trapping the enzyme in the closed conformation external aldimine form. The INS spectra of the open state (internal aldimine) and closed state (external aldimine) were compared to quantify dynamical changes occurring in AAT due to substrate binding on the molecular level. We performed molecular dynamics (MD) simulations by constructing models that (a) closely match the experimentally measured hydrated powder samples and (b) take advantage of our recently published neutron structures of AAT.^[@ref35]^ We observed that the binding of 2-MeAsp, a competitive inhibitor, to AAT causes reduction of the inelastic scattering peak height on the INS spectra in the 10--50 cm^--1^ frequency range, indicating stiffening of the protein's secondary structure elements, affecting their picosecond vibrational dynamics. MD simulations produced the same trend for the computed INS spectra, demonstrating rigidification within the picosecond protein vibrations range, and provided evidence of the reduced vibrational density of states (VDOS) in the external aldimine state compared to that in the internal aldimine state. We were able to discern that changes in the vibrational dynamics of two helices and the β-sheet accounted for ∼40% of the overall change in protein vibrations in this time regime. Our findings demonstrate that, in the closed conformational state of the external aldimine, the vibrational frequencies of the picosecond motions of the helices and the β-sheet shift to higher energies, where the observed dynamical stiffening can be seen in the INS spectra and MD simulations.

![Structural alignment of the internal aldimine (cyan) and external aldimine (dark pink) states of AAT. Internal aldimine (yellow carbon atoms) and external aldimine (green carbon atoms) are each shown within one of the monomers in a ball-and-stick representation, colored by the atom type.](ao0c01900_0001){#fig1}

![Chemical Diagrams of Pyridoxal 5′-Phosphate Cofactor (PLP), Internal Aldimine Produced by the Reaction with the AAT Catalytic Lys Residue, and External Aldimine Formed after the Internal Aldimine Reacts with the α-Methyl Aspartic Acid (2-CH~3~-Asp) Substrate Analogue\
Protonation states in the internal and external aldimine states correspond to the observed hydrogen atom positions in our previously reported neutron structure (PDB ID 5VJZ). Hydrogen bonds are shown as dashed lines, as observed in the neutron structure.](ao0c01900_0008){#sch1}

Materials and Methods {#sec2}
=====================

Sample Preparation {#sec2.1}
------------------

The protein expression and purification were conducted in the same manner as described previously.^[@ref36]^ After the hydrogenated protein was purified and concentrated to ∼10 mg/mL, the protein was dialyzed overnight at 4 °C twice in the buffer made with D~2~O containing 10 mM NH~4~OAc, pD = 7.5, and 0.1 mM PLP. For the internal aldimine sample, the protein was frozen at −80 °C after dialysis. For the external aldimine sample, 3.0 mg of 2-MeAsp (20 mM after mixing) was added to 3 mL of protein (∼10 mg/mL, 0.2 mM) after dialysis and then quickly mixed and placed to −80 °C. In this sample, there is about 100 times more hydrogen in the protein than that introduced by 2-MeAsp; therefore, the inelastic neutron scattering signal would be dominated by the protein. The frozen protein samples were lyophilized for 48 h. The volatile NH~4~OAc evaporates during the lyophilization step. The samples (∼30 mg each) were then rehydrated to 30% w/w each with pure D~2~O vapor in a glovebox and then placed in aluminum foil pouches.

Inelastic Neutron Scattering {#sec2.2}
----------------------------

The two protein samples were loaded in vanadium sample holders, and the INS spectra were measured at 120 K for ∼12 h each using the VISION neutron spectrometer located at the Spallation Neutron Source (SNS), Oak Ridge National Laboratory. VISION is an indirect-geometry spectrometer optimized for an improved signal-to-noise ratio to measure molecular vibrations over a broad energy range (−2--1000 meV) but does not allow for *Q* resolution. Therefore, VDOS cannot be directly calculated from the experimental data. The momentum transfer *Q* is a function of the energy transfer,^[@ref37]^ and for the energy range of interest in this study, *Q* ranges from 1 to 4 Å^--1^. The energy resolution of the instrument is about 1.5% of the energy transfer. Neutron scattering from an empty sample holder was also measured under the same conditions, and the resulting spectrum was subtracted as background from the protein INS spectra. For VISION, vanadium sample holders are used for the *E*--*Q* range of interest as polycrystalline aluminum produces similar background as vanadium after orientational averaging and Brillouin zone integration. The INS spectra for the two samples were normalized by the total measurement time (proton charge) and the elastic neutron scattering peak.

To determine the contribution of vibrational dynamics to substrate binding with INS, some assumptions and approximations must be considered. To obtain sufficient signal-to-noise and minimize the scattering from the solvent, the protein sample must be prepared by freeze-drying the hydrogenated protein and rehydrated with D~2~O to a degree of 30% w/w. It is also important to estimate the contribution of coherent scattering from D in D~2~O to the overall signal from the samples to ensure that the scattering signal is indeed dominated by the incoherent scattering of hydrogen within the protein. We calculate that there is ∼1.3 mmol of D in D~2~O and ∼2.2 mmol of H in the protein; then, the total signal from D in D~2~O measures ∼5% of the total signal from H in protein. If we assume that the hydration levels in the two samples differed by as much as several percent, such differences would contribute negligibly to the D~2~O neutron scattering signals and thus to the observed differences in the signal between the samples. Therefore, the dynamic structure factor can be assumed to be incoherent, dominated by the motions of the protein, and the differences in neutron scattering signals between the two samples come from altered vibrational motions in proteins and not from differences in the hydration levels. In addition, the incoherent scattering is the self-correlations of atoms in space and time, allowing the structure factor to be a sum over atoms.

Previously, VDOS of trehalose-coated myoglobin were determined to be very similar at both 100 K and 300 K.^[@ref22]^ Above the glass-transition temperature, anharmonic motions along with overdamping of the low-energy modes will result in quasi-elastic scattering, which is beyond the resolution of the VISION instrument. Importantly, previous molecular dynamics simulations have shown that the vibrational modes in proteins are effectively harmonic (∼99%) at 300 K.^[@ref38]^ The experiment is conducted below the glass-transition temperature (∼180--200 K). Specifically, the experiment is conducted at 120 K to ensure harmonic motions of the atoms, allowing simpler data interpretation.

Solution Molecular Dynamics {#sec2.3}
---------------------------

For the classical molecular dynamics (MD) simulation, the models were adapted from the recent AAT neutron structure.^[@ref35]^ Restrained by crystal contacts, this structure has one internal aldimine monomer and one external aldimine monomer within the dimeric AAT. Simplified models for MD simulations were generated by superimposition, the internal aldimine monomer replacing the external aldimine monomer to create a ligand-free dimer and vice versa for the ligand-bound dimer. Molecular mechanics force field parameters were generated as previously described.^[@ref12]^ In short, the antechamber module assisted in assigning atom types from the General AMBER Force Field,^[@ref39],[@ref40]^ and the program R.E.D^[@ref41]^ was used to compute the atomic partial charges by the restrained electrostatic potential (RESP) charge fitting procedure.

The MD models were generated with the leap module of AMBER16 using the ff14SB force field to describe the protein.^[@ref40]^ The system was further solvated in a cubic box of TIP3P water with a 20 Å length between the protein and the nearest face of the solvent box, while also retaining the crystallographic water positions.^[@ref42]^ Each system was then minimized using 1000 steps of steepest descent algorithm, followed by 250 steps of conjugate gradient. A cutoff of 8 Å for real-space nonbonded interactions was applied, and the particle mesh Ewald method was used to compute the long-range electrostatic interactions.^[@ref43]^ Periodic boundary conditions were applied for each system. The SHAKE algorithm was applied to constrain all bonds to hydrogen, allowing a 2 fs integration step to be used.^[@ref44]^ A three-step equilibration procedure was used. First, the system was heated from 0 to 300 K over 500 ps using Langevin dynamics with a collision frequency of 1 ps^--1^. All heavy atoms of the protein, internal, and external aldimines were restrained with a harmonic potential of 5 kcal mol^--1^ Å^--2^. Second, a 500 ps simulation at a constant pressure (1 atm) with isotropic scaling was carried out with heavy-atom restraints. Finally, a 500 ps equilibration step, in which only the Cα atoms were restrained, was run. After the equilibration, the system was subjected to 40 ns unrestrained production MD in an NPT ensemble. Coordinates were saved every 10 ps for data analysis. Throughout the simulation, the AAT models exhibited moderate backbone RMSD fluctuations (\<2.5 Å), indicating that the systems were stable over this time scale.

Powder Molecular Dynamics {#sec2.4}
-------------------------

To generate protein powder models, three dimeric AAT molecules with internal or external aldimines in their active sites containing a 7.0 Å solvent shell were randomly oriented. Additional water molecules were added to ensure that the hydration level was the same as in the samples used for the experimental INS data collection, 30% w/w. The protein powder models were generated with the leap module of AMBER16 using the ff14SB force field to describe the protein, and a periodic box was set to enclose all atoms at the edge of the cubic box.^[@ref40]^ Each protein powder model was minimized using 1000 steps of steepest descent algorithm, followed by 250 steps of conjugate gradient. A similar protocol as in the solution MD simulations was used for the nonbonding interactions and equilibration. However, to mimic the INS experiment, the protein powder model was first equilibrated using the NVT ensemble (300 K) for 1 ns. The second equilibration step involved a 1 ns simulation at a constant pressure (1 atm) with isotropic scaling. Each system was then cooled to 120 K using 20 K intervals over 1 ns for each simulation. Once the system reached 120 K, a 2 ns simulation at a constant temperature (120 K) was conducted. After the system was equilibrated, three 50 ps production simulations using a 1 fs integration step were performed for data analysis. The positions of the atoms were saved every 1 fs throughout the production simulations.

Analysis of Protein Powder MD Simulations {#sec2.5}
-----------------------------------------

To analyze the MD simulations of the protein powder models, each of the three 50 ps production simulations was used to compute the averaged VDOS and INS spectra. All computations were performed using Python scripts written in-house. Starting from the position (*x~n~*) and velocity of each atom, the mean-squared displacement ([eq [1.1](#eq1){ref-type="disp-formula"}](#eq1){ref-type="disp-formula"}) and the velocity autocorrelation function ([eq [1.2](#eq2){ref-type="disp-formula"}](#eq2){ref-type="disp-formula"}) were computedThe velocity autocorrelation function (*C*(*t*)) is essentially the self-correlation of each atom in time. A damping function ([eq [1.3](#eq3){ref-type="disp-formula"}](#eq3){ref-type="disp-formula"}) was applied to the velocity autocorrelation function to smooth out the numerical artifact resulting from finite-time truncationsBy applying a Fourier transformation of the velocity autocorrelation function, the power spectrum of the VDOS (*g*(ω)) can be obtained ([eq [1.4](#eq4){ref-type="disp-formula"}](#eq4){ref-type="disp-formula"}), which describes the number of vibrational modes per interval of energy and directly contributes to the INS signal ([eq [1.5](#eq5){ref-type="disp-formula"}](#eq5){ref-type="disp-formula"})whereandIn [eq [1.5](#eq5){ref-type="disp-formula"}](#eq5){ref-type="disp-formula"}, *g*(ω) is the VDOS, *q* is the scattering vector, σ~*i*~ is the incoherent scattering cross section of atom *i*, and m is the mass of atom *i*. In [eq [1.6](#eq6){ref-type="disp-formula"}](#eq6){ref-type="disp-formula"}, *k*~B~*T* is the Boltzmann constant times the temperature the simulation was conducted at.

Using the above equations, the incoherent INS spectra can be directly computed. Specifically, by iterating over the number of atoms and the frequency range, while also accounting for the incoherent scattering cross section of each atom, the incoherent INS spectra were computed ([eq [1.5](#eq5){ref-type="disp-formula"}](#eq5){ref-type="disp-formula"}). It is important to note that the MD simulations were conducted in H~2~O (TIP3P water model). However, when accounting for the contribution of the solvent in the INS spectra calculation, the incoherent scattering cross section for deuterium was substituted for the hydrogen atoms of water. In addition, the VDOS in the INS spectra calculations were normalized by setting the integral of *g*(ω) equal to one.

For the comparison of the absolute VDOS ([eq [1.8](#eq8){ref-type="disp-formula"}](#eq8){ref-type="disp-formula"}) of the internal and external aldimine states, *g*(ω) was normalized so that the integral is equal to the number of vibrational degrees of freedom (3*N* -- 6) of the protein minus the hydrogen constraints (*N*~C~)To identify and quantify changes in the vibrational dynamics of each protein secondary structure element (α-helices and β-sheets), we first considered the relative changes in the partial VDOS of each element ([eqs [1.9](#eq9){ref-type="disp-formula"}](#eq9){ref-type="disp-formula"} and [1.10](#eq10){ref-type="disp-formula"})where α~1~:α~2~ is the selected range of atoms within each structural element. The partial vibrational densities of states (VDOS) (*g*(ω)~p~) were integrated over the 0--60 cm^--1^ frequency range (ω~1~ -- ω~2~), where significant differences were observed in the INS spectra and VDOS from MD simulations for internal and external aldimine states of AAT. Next, we calculated the absolute contribution ([eq [1.11](#eq11){ref-type="disp-formula"}](#eq11){ref-type="disp-formula"}) of each element VDOS changes to the overall VDOS of the proteinHere, the absolute partial VDOS (*g*~abs~) are normalized to the vibrational degrees of freedom minus the hydrogen constraints for an individual structural element and then weighted to the overall VDOS of the entire protein.

Results {#sec3}
=======

INS Spectra of the Picosecond Vibrational Dynamics Indicate That the AAT External Aldimine State Is Stiffer than the Internal Aldimine State {#sec3.1}
--------------------------------------------------------------------------------------------------------------------------------------------

The INS vibrational spectra of both the internal and external aldimine states overlay the broad boson peak, which spans the frequency range of ∼10--150 cm^--1^ (0.3--4.5 THz) and is a characteristic of amorphous materials ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}A). The exact origin of the boson peak from the amorphous material is still a fundamental question in the field of physics.^[@ref45]^ The boson peak contains a signal resulting from acoustic modes arising from interparticle phonons and intraparticle molecular vibrations in a sample, in our case, perhaps, local ordering within the amorphous AAT. A peak at ∼95 cm^--1^ in the inelastic spectra shown in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}A is the instrument artifact. We observed that the external aldimine state has a significantly lower signal indicated by the reduced dynamic structure factors, *S*(*q*,ω), in the frequency range of 10--50 cm^--1^ compared to the internal aldimine state. The reduced amplitude of this inelastic peak is indicative of fewer vibrations in this energy range in the enzyme's closed state, making AAT stiffer in the external aldimine state ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}A). In this low-frequency range ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}B), the vibrations are more collective, which can be related to the breathing-like character (5--15 cm^--1^) of the enzyme and collective small-amplitude vibrational motions of the secondary structure elements, such as helices, β-sheets, and loops, in the picosecond regime (15--50 cm^--1^).^[@ref2],[@ref27],[@ref28]^ It is important to note that higher-energy modes (e.g., rotations of side chains) were also observed but were not the focus of this study. The higher-energy (\>100 cm^--1^) peak assignments were not considered and are not discussed further. The vibrations at energies above 100 cm^--1^ correspond to localized motions of individual amino acid residues, such as rotations of their side chains. Our INS picosecond vibrational dynamics spectra show that AAT is stiffer in the external aldimine state. MD simulations were used to model the changes in AAT dynamics caused by the substrate analogue binding and to quantitate the vibrational motions responsible for the observed dynamical changes on the molecular level.

![INS spectra. (A, B) are the experimental spectra. (C, D) are the computed spectra from MD simulations. Gray denotes the internal aldimine (open state) and red denotes the external aldimine (closed state) of AAT. The light blue and green lines are Savitzky--Golay smoothing trends (five-point third-order polynomial).](ao0c01900_0002){#fig2}

MD Simulations Indicate That Picosecond Dynamics Destabilizes the AAT External Aldimine State Relative to the Internal Aldimine State {#sec3.2}
-------------------------------------------------------------------------------------------------------------------------------------

To perform a quantitative assessment of the observations made with the INS spectroscopy, we carried out MD simulations of the internal and external aldimine states of AAT in the modeled powder state. Critical to the success of the MD simulations is the construction of hydrated powder models such that (1) the experimental conditions are appropriately mimicked and (2) the simulations are run within a reasonable amount of time. Therefore, the MD models contained three randomly oriented physiological AAT dimers hydrated to the same level as measured in the samples used in the INS experiments (30% w/w). Each AAT dimer was constructed using our published neutron structures of the internal and external aldimine states. These models contain accurate positions of hydrogen atoms, ensuring that the electrical charges are distributed correctly throughout the enzyme molecules. In the computed INS spectra generated from the MD simulations of such protein powder models, the characteristic boson peak is significantly less pronounced on a relative scale for both states ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}C), as expected.^[@ref6]^ The signal in the INS spectra is in arbitrary units and is related to the amount of material. In the experimental INS spectra, the internal aldimine has a significantly larger signal in the frequency range of 20--50 cm^--1^ compared to the external aldimine state ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}A,B), indicative of more vibrational motions in the open state of AAT. This difference can be computed and is consistent with the internal aldimine being less rigid than the external aldimine ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}C,D). These results justified additional analysis to discern the protein vibrational dynamics of AAT.

The INS spectra provide a qualitative measure of the differences between vibrational modes within a discrete energy range of the open and the closed states of AAT. A more direct approach for determining the magnitude of vibrational modes is to compute the absolute vibrational density of states (VDOS). The INS signal is directly related to the VDOS ([eq [1.5](#eq5){ref-type="disp-formula"}](#eq5){ref-type="disp-formula"} in Materials and Methods) of the system, and the VDOS is computed from MD simulations of the protein powder models using the power spectrum of the velocity autocorrelation function. The computed absolute VDOS of the internal and external aldimine ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}) are reflective of the experimental INS spectra. Specifically, the VDOS of the open internal aldimine state have more low-energy vibrational modes in the frequency range of ∼20--50 cm^--1^. As the substrate analogue binds to AAT, forming the external aldimine, the protein rigidifies. It is important to note that the low-frequency modes that are present in the internal aldimine do not vanish once the substrate analogue binds, but rather shift to a higher frequency ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}). As the external aldimine forms and small domain closes, many additional protein--protein and protein--substrate interactions are formed, perhaps contributing to shifting some vibrational motions to higher frequencies.

![Vibrational density of states of the AAT enzyme. The dark gray squares correspond to the internal aldimine (open-state) VDOS and the red spheres are for the external aldimine (closed-state) VDOS. The light blue and green lines are Savitzky--Golay smoothing trends (five-point third-order polynomial).](ao0c01900_0003){#fig3}

![Difference (external aldimine--internal aldimine) in the vibrational density of states plotted in the range of 0--100 cm^--1^. The red dashed line is a Savitzky--Golay smoothing (20-point second-order polynomial) to show the overall trend.](ao0c01900_0004){#fig4}

For structural biologists and biochemists, there is a focus on identifying changes in the secondary structure between individual states of a protein. Comparing both the relative and absolute VDOS of each structural element allows a more thorough approach to assess the magnitude of the change in the vibrational dynamics between the open and closed states of AAT. To establish which secondary structure components (elements) contribute to the overall and relative change in dynamics, the partial VDOS of each α-helix, β-sheet, and the catalytic loop (C-loop), which contains the catalytic residue (Lys258), were computed. It is important to note that the motions of each structural element can be coupled with neighboring and even more distant elements. However, the partial VDOS calculation provides quantitative information regarding the contribution to the change in vibrational modes of each structural element.

For each structural element, the relative change in their individual VDOS is positive except for helix 12 in the small domain ([Table [2](#tbl2){ref-type="other"}](#tbl2){ref-type="other"}). A positive change in VDOS occurs when the specific structural element has more vibrational modes in the low-energy regime (1--50 cm^--1^) for the internal aldimine compared to that for the external aldimine state. Many of the α-helices and the β-sheet have a significant (\>10%) relative change in their VDOS ([Table [2](#tbl2){ref-type="other"}](#tbl2){ref-type="other"} and [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}). As the substrate binds forming the closed-state external aldimine, not only does the small domain rigidify but the picosecond vibrational dynamics also indicates that virtually all of the protein is stiffer. When comparing the absolute partial VDOS changes ([Table [3](#tbl3){ref-type="other"}](#tbl3){ref-type="other"}), the β-sheet, helix 6, and helix 11 have the most significant contributions to the absolute difference in the total VDOS. Helix 6 is on the outer edge of the large domain, while the β-sheet spans the large domain ([Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"}). Helix 11 transverses from the large domain to the small domain in AAT, acting like a protein hinge. In fact, it can be clearly seen in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"} that helix 11 is bent in the open internal aldimine state but becomes virtually linear in the external aldimine state.

![Partial vibrational density of states (*g*(ω)~p~) of the β-sheet (A) and helices 6 (B) and 11 (C) in the AAT enzyme. The dark gray squares correspond to the internal aldimine (open-state) VDOS and the red spheres are for the external aldimine (closed-state) VDOS. The light blue and green lines are Savitzky--Golay smoothing trends (five-point third-order polynomial).](ao0c01900_0005){#fig5}

![Secondary structural elements of AAT. The β-sheet and C-loop are colored magenta and blue, respectively. α-Helices 6 and 11 whose VDOS changes make the largest contribution to the changes in the vibrational dynamics of AAT are colored red and green, respectively. The external aldimine and catalytic Lys258 are shown in ball-and-stick. The other AAT monomer is grayed out for clarity.](ao0c01900_0006){#fig6}

###### Relative Changes in VDOS of the Secondary Structure Elements Integrated in the 0--60 cm^--1^ Frequency Range between the Internal and External Aldimine States of AAT[a](#t2fn1){ref-type="table-fn"}

  structural elements   relative VDOS change, %
  --------------------- -------------------------------------
  helix 1               9.0
  helix 2               18.3
  helix 3               17.9
  β sheet               19.6
  helix 4               14.9
  helix 5               15.7
  helix 6               17.8
  helix 7               17.7
  helix 8               14.8
  helix 9               9.1
  helix 10              2.0
  helix 11              14
  helix 12              --8[b](#t2fn2){ref-type="table-fn"}
  helix 13              8.8
  C-loop                9.1

See [Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"} for the location of each secondary structure element.

The negative value for the percent VDOS change for helix 12 indicates more vibrations (i.e., softened dynamics) for this helix in the external aldimine state relative to the internal aldimine state, which is opposite to the overall trend in the case of the other AAT secondary structure elements.

###### Absolute Contributions of the Changes in VDOS of the Secondary Structure Elements to the Total Change in VDOS between the Internal and External Aldimine States of AAT[a](#t3fn1){ref-type="table-fn"}

  structural elements   absolute contribution, %
  --------------------- --------------------------
  helix 1               2.5
  helix 2               4.6
  helix 3               4.6
  **β sheet**           **14.2**
  helix 4               4.3
  helix 5               2.8
  **helix 6**           **10.8**
  helix 7               5.7
  helix 8               5.4
  helix 9               8.3
  helix 10              4.5
  **helix 11**          **14.3**
  helix 12              --2.9
  helix 13              7.7
  C-loop                4.5
  total                 88.8

See [Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"} for the location of each secondary structure element.

We observed that changes in the INS spectra and VDOS between the open and closed states of AAT in the powder form are comparable. Also, a comparison of the motions of the atoms in the powder and solution models shows that the change in root-mean-square fluctuations (RMSFs) follows the same trend going from the internal aldimine to the external aldimine states. In the external aldimine state, the RMSFs of the atoms are significantly smaller throughout the enzyme in both the solution and powder models independent of the temperature ([Figure [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"}). The magnitude of the RMSF between the powder and solution models is justifiably significantly different. This large difference in the magnitude of the RMSF is due to the temperature of the MD simulation. The temperature of the solution MD simulation was conducted at 300 K, while the protein powder MD simulation was conducted at 120 K. However, the regions and the trend of RMSF changes between the internal and external aldimine states are consistent between the solution and powder models ([Figure [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"}), providing evidence that motions of atoms are not drastically different between the solution and powder forms of AAT.

![RMSF of the atoms in the solution (A, B) and powder (C, D) MD simulations performed at 300 and 120 K, respectively. A and C are for the internal aldimine (open state), while B and D are for the external aldimine (close state). Warm colors (red-to-yellow) are high RMSF, whereas cool colors (green-to-blue) are low RMSF. It is important to note that the powder and solution models are on different scales but are consistent between the internal and external aldimine states.](ao0c01900_0007){#fig7}

Discussion {#sec4}
==========

Numerous X-ray crystallographic structures have demonstrated that protein association with a ligand generally leads to structural stabilization, reduced flexibility, and rigidification of proteins because ligand binding is often accompanied by a large conformational change that results in a more compact protein molecule. This is clearly demonstrated in the case of AAT---upon substrate analogue binding, the small domain moves toward the large domain and closes over the active site ([Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}), resulting in lower atomic B-factors and a better-defined electron density for parts of the small domain.^[@ref35]^ According to the hierarchical model of motions, the overall reduction in protein dynamics should span broad time scales, from picosecond vibrational motions to the slow microsecond-to-millisecond collective domain motions. The stiffened structure has fast vibrations that contribute to the slower large conformational changes.^[@ref1],[@ref46]^ In contrast, reduction in slow conformational dynamics due to ligand binding should not necessarily lead to enhancement of the fast vibrational motions.

Protein flexibility observed in the low-frequency regime (\<50 cm^--1^) corresponds to the collective vibrational modes of the secondary structure elements;^[@ref2],[@ref6]−[@ref8]^ it can either increase or decrease upon ligand binding, and there are no general rules to predict whether such picosecond vibrational dynamics would stiffen or soften in the complex. More rigid protein vibrations would contribute unfavorably to the ligand binding free energy, acting to destabilize the complex, whereas softening of the vibrational dynamics would provide a favorable stabilizing free-energy component for ligand binding.^[@ref47]−[@ref49]^ Previous INS,^[@ref23],[@ref50],[@ref51]^ anisotropic THz microscopy,^[@ref51]^ optical Kerr-effect spectroscopy,^[@ref52]^ and NMR^[@ref47],[@ref49],[@ref53]^ measurements and molecular simulations^[@ref53],[@ref54]^ performed on several proteins have demonstrated that ligands exert a significant effect on the protein vibrations, altering fast vibrational dynamics and making the proteins either more rigid or more flexible on the picosecond time scale. Decreased vibrational dynamics was detected in complexes of lysozyme with chitotriose,^[@ref51],[@ref52]^ cytochrome P450cam with camphor,^[@ref53]^ and human acetylcholinesterase with organophosphorus nerve agent soman.^[@ref50]^ Conversely, in complexes of dihydrofolate reductase with clinical drug methotrexate^[@ref23]^ and mouse major urinary protein^[@ref47]^ with the pheromone, the proteins softened. The change in the vibrational free energy upon complex formation was calculated for the dihydrofolate reductase/methotrexate complex, where the increase of breathing-like vibrations in the enzyme complex contributed −4.1 kcal/mol to the stability of the complex. Interestingly, the entropic contribution was favorable of −6.0 kcal/mol, compensated by the unfavorable enthalpic term of +1.9 kcal/mol. The entropic terms were calculated for lysozyme^[@ref49]^ and mouse major urinary protein^[@ref47]^ complexes to be of +6.7 kcal/mol (unfavorable) and −12 kcal/mol (favorable), respectively.

We calculated that the additional vibrational motions that are present in the open conformation of the AAT internal aldimine state in the 20--50 cm^--1^ frequency range are mostly due to extra vibrations within helices 6 and 11 and the core β-sheet that may be coupled with the motions of the large and small domains ([Table [3](#tbl3){ref-type="other"}](#tbl3){ref-type="other"}). As stated above, large collective motions of domains are coupled to the solvent. However, the role of solvent or the changes in solvent-accessible surface area in relation to the changes in low-energy vibrations cannot be decoupled. Here, we report the net change in the frequency of protein vibrations between the open and closed states of AAT, which can be influenced by changes in solvent--protein interactions and changes in the internal nonbonded protein--protein interactions.

The formation of the external aldimine shifts these vibrational motions of the enzyme secondary structure elements to higher frequencies, effectively destabilizing the external aldimine state ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}), which would be a similar effect of chitotriose on lysozyme^[@ref49]^ and an opposite effect of methotrexate on dihydrofolate reductase.^[@ref23]^ It is interesting, yet perhaps counterintuitive, that the secondary structure elements having the largest positional shifts when the small domain closes over the active site upon the formation of the external aldimine are helices 1, 12, and 13 ([Figures [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"} and [6](#fig6){ref-type="fig"}). Changes in the picosecond vibrations of the latter helices contribute significantly less to the total changes in the AAT vibrational dynamics than those of helices 6, 11, and the β-sheet, with helix 12 becoming dynamically softer instead of stiffer ([Tables [2](#tbl2){ref-type="other"}](#tbl2){ref-type="other"} and [3](#tbl3){ref-type="other"}). According to Warshel's criteria, such a change in the picosecond vibrational dynamics occurring in an enzyme intermediate complex would not be considered a dynamical effect on catalysis as such dynamics does not drive the system toward the transition state.^[@ref13],[@ref14]^ However, what we observe with the INS experiments and detect in the MD simulations of AAT is a clear effect of altered vibration dynamics on the stability of a stationary point (i.e., of an enzyme intermediate) along the enzyme-catalyzed chemical transformation.

We hypothesize that the destabilization of the external aldimine state may be beneficial for catalysis. For an enzyme to convert substrate to product without additional energy, the overall potential energy must remain the same, which is accomplished by shifting vibrational tension between protein regions. Stiffening of the picosecond vibrational motions in the closed conformation of the external aldimine state would increase the free energy of the complex. Moreover, rigidifying the external aldimine state may help keep the scissile Cα-H bond in the proper alignment, which ensures strong σ → π\* hyperconjugation with the PLP π-system that contributes ∼10^12^ orders of magnitude to the rate enhancement of the Cα-H bond cleavage.^[@ref55]^ If our hypothesis is correct, the picosecond vibrational dynamics that destabilizes the PLP--Asp external aldimine intermediate and hyperconjugation that promotes the 1,3-proton shift work in unison to promote this reaction step. Due to limitations in both INS and MD, the quantification and direct relationship between protein dynamics and catalysis are undefined. Specifically, the loss of *q* resolution on the VISION instrument affects the ability to compute the experimental vibrational free energy. The MD presented here samples the open internal aldimine and closed external aldimine intermediate states; no conclusion can be made on the entire space of the free-energy surface that encompasses the rate-limiting portion of the AAT-catalyzed transamination reaction. More rigorous statistical assessment, extended sampling, and relation to solution dynamics of powder MD models are needed to obtain the possible relationship of protein dynamics and catalysis. Current efforts are focused on developing a more direct approach to gain insights into the influences of protein dynamics. Regardless, what we observe with the INS experiments and detect in the MD simulations of AAT is a clear effect of altered quantifiable vibrational dynamics upon substrate binding.
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