The state complexity of a finite(-state) automaton intuitively measures the size of the description of the automaton. Sakoda and Sipser [STOC 1972, pp. 275-286] were concerned with nonuniform families of finite automata and they discussed the behaviors of nonuniform complexity classes defined by families of such finite automata having polynomial-size state complexity. In a similar fashion, we introduce nonuniform state complexity classes using families of quantum finite automata. Our primarily concern is one-way quantum finite automata empowered by garbage tapes. We show inclusion and separation relationships among nonuniform state complexity classes of various one-way finite automata, including deterministic, nondeterministic, probabilistic, and quantum finite automata of polynomial size. For two-way quantum finite automata equipped with garbage tapes, we discover a close relationship between the nonuniform state complexity of such a polynomial-size quantum finite automata family and the parameterized complexity class induced by quantum logarithmic-space computation assisted by polynomial-size advice.
Nonuniform State Complexity of Finite Automata Families
Each finite(-state) automaton is completely described in terms of a set of transitions of its inner states because there is no memory device, such as a stack, a work tape, etc. The number of inner states is thus crucial to measure the descriptional size of the automaton in question and it works as a complexity measure, known as the state complexity of the automaton. This complexity measure therefore naturally serves as a clear indicator for the computational power of the automaton. Instead of taking a single automaton, in this exposition, we consider a "family" of finite automata in a way similar to taking a family of Boolean circuits. Such a family of finite automata may be generated individually by a certain fixed deterministic algorithm in a uniform setting. Unlike Boolean circuits, nevertheless, inputs of automata are not limited to certain fixed lengths and this situation provides an additional consideration for simulation of automata. For brevity, the term "uniform sate complexity" refers to the state complexity of such a uniform family of finite automata. Opposed to this uniform state complexity, here we intend to study its "nonuniform" counterpart, known under the name of nonuniform state complexity. This nonuniform complexity measure has turned out to be closely related to a nonuniform model of Turingmachine computations.
In the past literature, nonuniform state complexity has played various roles in automata theory. An early discussion that attempted to relate certain state complexity issues to the collapses of known spacebounded complexity classes dates back to late 1970s. Sakoda and Sipser [29] , following Berman and Lingas [4] , argued on the state complexity of transforming one family of 2-way nondeterministic finite automata (or 2nfa's, for short) into another family of 2-way deterministic finite automata (or 2dfa's). From their works, we have come to know that the state complexity of a family of automata is closely related to the work-tape space usage of a Turing machine. In this line of study, after a long recess, Kapoutsis [19] and Kapoutsis and Pighizzini [20] lately revitalized a discussion on the relationships between logarithmicspace (or log-space, for short) complexity classes and state complexity classes in connection to the L = NL question (in fact, the NL ⊆ L/poly question, where L/poly is the nonuniform analogue of L). Taking a complexity-theoretic approach, Kapoutsis [17, 18] earlier discussed relationships among the nonuniform state complexity classes 1D, 1N, 2D, and 2N of families of "promise" decision problems, each of which is solved by a nonuniform family of deterministic and nondeterministic finite automata of polynomially many inner states (see Section 2 for their definitions). Along the same line of study, Yamakami [49] recently gave a characterization of the polynomial-time sub-linear-space "parameterized" complexity class, known as PsubLIN, and an NL-complete problem 3DSTCON parameterized by the number of vertices of an input graph (which is generally referred to as a size parameter ) in terms of the state complexities of restricted 2nfa's and narrow 2-way alternating finite automata (abbreviated as 2afa's).
An important discovery of [49] is the fact that a nonuniform family of promise decision problems is more closely related to parameterized decision problems than "standard" decision problems (whose complexities are measured by the binary encoding size of inputs). A decision problem (identified with a language) L over an alphabet Σ and a reasonable size parameter m from Σ * to N (the set of all natural numbers) form a parameterized decision problem (L, m) [47] . We can naturally translate such a parameterized decision problem (L, m) into a uniform family {(L n , L n )} n∈N of promise decision problems and also translate {(L n , L n )} n∈N back into another parameterized decision problem (K, m), which is "almost" the same as (L, m). See Section 2.4 for more details. These translations between parameterized decision problems and families of promise decision problems play an essential role in this exposition. For notational readability, we use the special prefix "para-" and write, for example, para-L and para-NL to denote respectively the parameterized analogues of L and NL.
After the study of state complexity classes was initiated in [29] , a further elaboration has been long anticipated; however, there has been little research on how to expand the scope of these classes. Our purpose of this exposition is to enrich the world of nonuniform state complexity classes toward a whole new direction.
An Extension to Quantum Finite Automata
We intend to expand the scope of nonuniform state complexity theory to an emerging field of quantum finite automata. The behaviors of quantum finite automata, viewed as a natural extension of probabilistic finite automata, are governed by quantum physics. Moore and Crutchfield [26] and Kondacs and Watrous [25] modeled the quantumization of finite automata in two quite different ways. Lately, these definitions have been considered insufficient for implementation and advantages over classical finite automata and, for this reason, numerous generalizations have been proposed (see, e.g., a survey [3] for references). Here, we intend to use two distinct models: measure-many 1-way 3 quantum finite automata with garbage tapes (or 1qfa's, for short) and measure-many 2-way quantum finite automata with garbage tapes (or 2qfa's), where garbage tapes are write-only tapes used to discard unwanted information, which is considered to be released into an external environment surrounding the target quantum finite automata. For an early use of tape tracks to discard the unnecessary information, see [44, Section 5.2] . The above models are simple to describe with no additional use of mixed states, superoperators, classical inner states, etc. and they are also as powerful as the generalized models cited in [16, 38] . This last claim will be examined later in Lemma 2.1.
Overview of Main Contributions
In analogy to 1D and 2D, we introduce their probabilistic and quantum variants in the following manner. We write 1Q for the collection of families {(L n , L n )} n∈N , each (L n , L n ) of which is solved by a certain 1qfa M n of polynomially-bounded garbage alphabet size with unbounded-error probability using polynomially many inner states. If we relax the unbounded-error requirement to the bounded-error requirement (i.e., error probability is bounded from above by a certain constant in [0, 1/2)), we write 1BQ in place of 1Q. Similarly to Boolean circuits, we often limit the length of input strings fed to given finite automata. Furthermore, if we replace quantum finite automata by probabilistic finite automata, then we obtain 1BP and 1P from 1BQ and 1Q, respectively. By allowing 1dfa's to have 2 p(n) states for a certain polynomial p, we obtain 2 1D from 1D. Using the 2-way models insetad, we naturally obtain 2D and 2N from 1D and 1N, 1.5BQ 1NQ Figure 1 : Inclusion/separation relationships among nonuniform state complexity classes respectively. The nonuniform state complexity class 2BQ is introduced in a way similar to 1BQ but using bounded-error 2qfa's instead of bounded-error 1qfa's. When nondeterministic quantum computation is used, however, we obtain 1NQ. There are a few known separations: 1D 1N 2 1D , 1N = co-1N [17, 18] , and 1D 2D ⊆ 2N 2 1D [17] . We also obtain 2BP ⊆ 2 1D from [9, Theorem 6.1] and 2BP 2N from [9,
The first part of our main result is summarized in Figure 1 . New inclusions and separations in this figure are proven in Theorems 3.1 and 4.2(1).
We consider a restricted form of 2qfa's. When the input size |x| of each string x in L n ∪ L n is limited to at most p(n) for a certain fixed polynomial p, we write 2N/poly and 2BQ/poly instead of 2N and 2BQ, respectively. We show the following close connections between advised complexity classes and nonuniform state complexity classes.
When we handle probabilistic and quantum finite automata, it is of significant importance to discuss the expected runtime of these machines. From execution efficiency concern, it is reasonable for us to concentrate on 2qfa's running in expected polynomial time rather than 2qfa's with no time bounds. Let us consider a family {M n } n∈N of 2qfa's whose expected runtime is restricted to a certain polynomial in the index n of M n . To emphasize the expected polynomial runtime, we append the prefix "ptime-" as in ptime-2BQ and ptime-2BQ/poly. Similarly, for QTMs running in expected polynomial time, we emphasize this runtime bound by the prefix "ptime-" as in ptime-BPL and ptime-BQL. For deterministic/nondeterministic computation, we note that ptime-2D = 2D, ptime-2N = 2N, ptime-NL = NL, and ptime-L = L. In Theorem 4.2(2), we present two extra inclusions: ptime-2BP ⊆ 2P and ptime-2P ⊆ 2 1P . To introduce the nonuniformity notion into a model of quantum Turing machine (or QTM, for short), we equip QTMs with the Karp-Lipton style advice as supplemental external information to empower those underlying QTMs (see, e.g., [28] ). Theorem 1.1 Let A, B ∈ {D, N, BP, BQ} with A = B. It then follows that ptime-2A/poly ⊆ ptime-2B iff ptime-AL ⊆ ptime-BL/poly, where, when A = D, "DL" is understood as "L."
1. 2N/poly ⊆ ptime-2BQ iff NL ⊆ ptime-BQL/poly. 2. ptime-2BQ/poly ⊆ ptime-2BP iff ptime-BQL ⊆ ptime-BPL/poly. Theorem 1.1 follows from the exact characterizations (Proposition 5.1) of parameterized complexity classes in terms of nonuniform state complexity classes, and vice versa. This proposition helps us translate nonuniform state complexity classes, such as 2D/poly, 2N/poly, ptime-2BP/poly, and ptime-2BQ/poly, into their corresponding advised parameterized complexity classes, para-L/poly, para-NL/poly, para-ptime-BPL/poly, and para-ptime-BQL/poly, where the last class para-ptime-BQL/poly, for example, denotes the collection of parameterized decision problems (L, m) solvable by bounded-error QTMs in polynomial time in m(x) using work tapes of space logarithmic in m(x) with (deterministic) advice of size polynomial in m(x) (see Section 2.4 for their precise definitions).
Nishimura and Yamakami [28] introduced the notion of quantum advice to enhance the ability of polynomial-time QTMs. Quantum advice manifests a quantumization of randomized advice (see, e.g., [42, 43] ). To emphasize the use of quantum advice, we write BQL/Qpoly in accordance with [28] . As discussed in [44] , the rewriting of an advice tape provides extra power for quantum finite automata. We thus allow a memory-limited QTM to "erase" advice symbols just before its termination to make appropriate quantum interference to take place. This erasing process is quite crucial in the use of quantum advice in quantum computation unless an underlying machine uses sufficient memory space. In parallel to the change of deterministic advice to quantum advice, we also modify our basic model of 2qfa's as follows. Firstly, we express a (quantum) transition function as the form of a matrix or a table, which can be easily encoded into a string over a certain alphabet. For readability, we use the term "transition table" to address this encoded string. See Section 2.2 for the precise definition. This encoding further makes it possible to consider a superposition of transition tables. Generally, we call by a super quantum finite automaton a quantum finite automaton obtained by substituting superpositions of transition tables for a quantum transition function. We further demand a mechanism of "erasing" its transition tables before terminating. For convenience, we use the notion 2sBQ to express the nonuniform state complexity class obtained from 2BQ by substituting super 2qfa's for ordinary 2qfa's. Theorem 1.3 ptime-2sBQ/poly ⊆ ptime-2BQ iff ptime-BQL/poly = ptime-BQL/Qpoly.
A further study on relativizations (or Turing reducibility) was lately conducted in [50] . As the final remark, we note that it is possible to consider the uniform version of nonuniform state complexity classes that we discuss in this exposition.
Preparations: Basic Notions and Notation
Let N, Z, Q, and C denote respectively the sets of all natural numbers (i.e., nonnegative integers), of all integers, of all rational numbers, and of complex numbers. Given two integers m, n with n ≥ m, [m, n] Z denotes the integer interval, which is the set {m, m + 1, m + 2, . . . , n}. Let N + = N − {0}. All polynomials in this exposition are assumed to have nonnegative integer coefficients. Assume that the logarithms are always to base 2. Let Σ be any alphabet, which is a finite nonempty set. A string over Σ is a finite sequence of symbols in Σ; in particular, we use the notation λ to denote the empty string of length 0. A language over Σ is a set of strings over Σ. We freely identify a language L with its characteristic function; that is,
Computational Models of Finite Automata
Our finite automata are always equipped with read-only input tapes, which use two endmarkers | c (left endmarker) and $ (right endmarker), where a given input string is written initially in between the two endmarkers. In contrast, each Turing machine is equipped with a read-only input tape with the two endmarkers | c and $ as well as a rewritable work tape. Occasionally, we further equip a Turing machine with a read-only advice tape, which holds a given advice string, together with the two endmarkers. It is important to note that no machine modifies a given advice string during its computation (except for the quantum advice model in Section 6).
For clarity reason, we use the term "one way" only to refer to the condition of a given machine where its tape head always moves to the right without stopping (i.e., there is no λ-move). On the contrary, if we allow such "λ-moves," we instead use the term "1.5 way" to emphasize its difference from "one way" head moves.
We assume the reader's familiarity with the basics of quantum computation (see, e.g., [15, 27] ). Since Kondacs and Watrous's model of 1qfa's [25] is strictly weaker in power than 1dfa's, there have been numerous generalizations proposed in the literature (see, e.g., a survey [3] ). As one of such generalizations, we here empower their 1qfa's by simply equipping each of them with a write-only garbage tape in which a machine drops any symbol (called a garbage symbol ) but never accesses any non-blank symbol written on the tape again. An early idea of 1qfa's discarding garbage information down to a portion of a read-once input tape was materialized in [44] and such a mechanism was shown to enhance the computational power of 1qfa's. Yakaryilmaz, Freivalds, Say, and Agadzanyan [36] also discussed write-only memory. The use of a garbage tape allows us to make 1qfa's simulate all 1dfa's. Each tape has the left endmarker | c, and input and advice tapes additionally have the right endmarker $. All tape cells are indexed by numbers in N; in particular, | c is always placed in cell 0. Formally, a 1-way quantum finite automaton with a garbage tape (where we hereafter use the term "1qfa" to indicate this particular model unless otherwise stated) M is a tuple (Q, Σ, {| c, $}, Ξ, δ, q 0 , Q acc , Q rej ), where Q is a finite set of inner states, Σ is an input alphabet, Ξ is a garbage alphabet, δ is a (quantum) transition function mapping Q ×Σ × Q × Ξ λ to C, q 0 (∈ Q) is the initial inner state, and Q acc , Q rej are subsets of Q, whereΣ = Σ∪{| c, $} and Ξ λ = Ξ∪{λ}. All inner states in Q acc ∪ Q rej are called halting states and the rest of inner states are non-halting states. Let H halt and H non denote respectively the Hilbert spaces spanned by all halting states and by all non-halting states. The garbage tape can be considered as a surrounding environment that exists "externally," separated from the essential part of a computation. By observing the garbage tape at every step produces a mixed state of "internal" configurations of M and therefore, our model turns out to be as powerful as other generalized models of 1qfa's given in [16, 38] , which allow 1qfa's to use mixed states and superoperators (see, e.g., a survey [3] for references therein). For completeness, we will prove this claim in Lemma 2.1.
Similarly, we define a 2-way quantum finite automaton with a garbage tape (or a 2qfa, for short) by allowing a tape head to move in both directions as well as stay still (equivalently, make a stationary move). To be more formal, a 2qfa M is of the form (Q, Σ, {| c, $}, Ξ, δ, q 0 , Q acc , Q rej ) with a transition function δ : Q ×Σ × Q × D × Ξ λ → C. We treat 1qfa's as a special case of 2qfa's.
A configuration of a 2qfa M is a tuple (q, x, i, z), where q ∈ Q, x ∈ Σ * , i ∈ [0, |x| + 1] Z , and a garbage-tape content z ∈ Ξ * . This describes a "snapshot" at a certain moment of the machine's internal condition where M is in inner state q, its input-tape head stays in the ith tape cell, and the garbage tape contains z. The function δ naturally induces the time-evolution operator U M of M on input x, which is defined as follows. First, we define U M as
where each x (i) is the (i + 1)th symbol of | cx$ with x (0) = | c and x (|x|+1) = $. When x is fixed, we often remove x and consider a surface configuration (q, i, z); in this case, we write U (x) M instead of U M . Let Π halt denote the projection measurement onto the space H halt . At each step, we first apply U M and then perform a measurement by applying Π halt . If we observe an accepting (resp., rejecting) configuration, then we accept (resp., reject) the input x. Otherwise, we continue to the next step.
We say that M is well-formed if
M is a unary matrix for all x ∈ Σ * . In the rest of this exposition, we assume that all 1qfa's as well as 2qfa's are well-formed. Notice that the expected runtime of each 2qfa varies.
The use of garbage tapes provides sufficiently high computational power to underlying 1qfa's and it also makes 1qfa's equivalent in power to generalized 1qfa's that allow mixed states and superoperators, as implicitly shown below. Notice that such generalized 1qfa's recognize exactly regular languages. For the sake of completeness, we include the proof of the next lemma.
Lemma 2.1 Any n-state bounded-error 1qfa with a garbage alphabet of size r can be simulated by a certain 2
Proof. Let Σ be any alphabet and let ε ∈ [0, 1/2) be any error bound. Take an n-state 1qfa M with a garbage alphabet Ξ of size r with error probability at most ε. We follow an argument similar to [3] . We simulate M classically as follows. Let Q be a set of all inner states of M and set n = |Q|. Let x be any input in Σ * . Consider two Hilbert spaces H Q = span{|q | q ∈ Q} and H Ξ = span{|z | z ∈ Ξ ≤|x|+2 }. For convenience, write A for the set Ξ ≤|x|+2 . We then define the unit sphere S n as {|φ ∈ H Q ⊗ H Ξ | |φ = 1}.
Consider superpositions |φ of surface configurations of M on x. Let |φ = z∈A q∈Q α q,z |q |z . For each z ∈ A, let |φ z = (1/p z ) q∈Q α q,z |q , where p z is a normalizing nonzero constant. We consider a density operator ρ = z∈A p z |φ z φ z |. Since ρ is of dimension n, we can express ρ as n i=1 p i |φ i φ i | for appropriate vectors |φ i and numbers p i for each i ∈ [n].
Consider the space H ⊗n Q . A set S of vectors in H Q is called an ε-net if, for any |φ ∈ H Q , there exists a vector |ψ ∈ S satisfying |φ − |ψ ≤ ε. For each space H Q , by the Solovay-Kitaev theorem (e.g., [23, 27] ), there is an ε-net, say, S of 2 O(n) vectors. Therefore, there is an ε-net of (2
Transition Tables
The behavior of a 2qfa is dictated by its transition function δ. However, it is sometimes convenient to use the notion of "transition tables," which is just another way to describe δ, introduced in [49, arXiv version] to establish a close tie between nonuniform state complexity and a working hypothesis, known as the linear space hypothesis. A transition table is a "description" of δ, which can be expressed as a (classical) string. In [49, arXiv version] , each row of a transition table is indexed by elements (q, σ) in Q ×Σ, each column is indexed by elements (p, d) in Q × D, and the ((q, σ), (p, d))-entry of the table contains 1 if (p, d) ∈ δ(q, σ); 0 otherwise. Although this definition is valid for deterministic/nondeterministic finite automata, we cannot use the same one for 2qfa's because we need to deal with a set of quantum transition amplitudes, which are generally arbitrary complex numbers. Hence, we need to find an appropriate way of encoding transition amplitudes of each 2sqfa into our transition table.
Let M be a 2qfa of the form (Q, Σ, {| c, $}, Ξ, δ, q 0 , Q acc , Q rej ) with Σ and Ξ of constant sizes. Since M 's transition amplitudes are complex numbers, we want to use a quantum circuit to generate those amplitudes and we then encode this quantum circuit into a transition table, where a quantum circuit is made up of finitely many quantum gates taken from a certain universal set. In the rest of this exposition, we fix {CN OT, H, T π/8 } as such a universal set, where CN OT is the Controlled-NOT, H is the Hadamard transform, and T π/8 is the π/8-rotation around the z axe (see, e.g., [27] ).
Formally, we express inner states of M as strings in {0, 1} r1 , symbols in Ξ λ as strings in {0, 1} r2 for two appropriate numbers r 1 and r 2 (thus, |Q| = 2 r1 and |Ξ λ | = 2 r2 ), and directions in D as elements in {10, 11, 01}. A transition table T of M on input x is a matrix, each row of which is indexed by (q, σ) in Q ×Σ, whose (q, σ)-row contains a "description" of a 2 r1+r2+2 × 2 r1+r2+2 unitary matrix V q,σ that, on
n, any input of length l, and any pair (q, σ) ∈ Q ×Σ, we intend to define a quantum circuit C (n,l) q,σ so as to approximate V q,σ .
Assume that M on input x runs in expected p(n, |x|) time for a certain function p and errors with probability at most a certain constant ε ∈ [0, 1/2). It suffices to consider the first cp(n, |x|) steps of M for an appropriately chosen absolute constant c ≥ 1 to guarantee that the error probability obtained during these steps is still at most another constant ε = 
Proof.
Given a unitary matrix V , as in the same way described in [27, Section 4.5.1], we can take a number k ≤ 2 r−1 (2 r − 1) and k 2-level unitary matrices
In the same way as in [27, Section 4.5.2], we then decompose each 2-level unitary matrix U i into O(r 2 ) 1-qubit and CNOT gates, where 1-qubit gates may not be limited to {CN OT, H, T π/8 }. Combining them, we can realize V by a quantum circuit of O(r 2 2 2r ) 1-qubit and CNOT gates. let s be the number of used quantum gates. The Solovay-Kitaev theorem (e.g., [23, 27] ) shows that, for ε, there exists a constant e ∈ [1, 2] such that each 1-qubit gate can be approximated by O(log e (1/ε)) universal gates from {CN OT, H, T π/8 } to within ε. By setting
The quantum circuit C (n,l) q,σ can be specified by a series (
is written on a tape, it is possible to generate a quantum state C (n,l) q,σ |0 r1 |00 |0 r2 by sweeping the tape from the left to the right and ap-
∈Q×Σ be a set of all approximated quantum circuits corresponding to δ. We first enumerate all elements in Q ×Σ as {(a 1 , b 1 ), (a 2 , b 2 ), . . . , (a k , b k )}, where k = |Q ×Σ|, and, according to this enumeration, we set T as C
r1+r2+2 applications of matrices V q,σ , the quantum state produced by M after cp(n, |x|) steps can be approximated to within α by the quantum state produced byM after cp(n, |x|) steps. This implies that the difference between the acceptance (resp., rejecting) probabilities between M andM is at most α (see, e.g., [5, 40] ). Therefore, if M accepts (resp., rejects) x with probability at least 1 − ε, thenM accepts (resp., rejects) x with probability at least 1 − ε − α, which equals 1 − ε . A family of transition tables is called polynomially bounded if the family of encoded strings of the transition tables is polynomially bounded.
Quantum Turing Machines with Advice
In accordance with the aforementioned quantum finite automata, we equip quantum Turing machines with garbage tapes. Since we discuss only such machines in later sections, we simply refer to quantum Turing machines equipped with garbage tapes as QTMs. A QTM has a work tape and a work alphabet Γ (with a unique blank symbol B) as well. We further supplement a piece of useful information, known as "advice." An advice function h is a function from N to Θ * for a certain alphabet Θ, and each value h(n) is called an advice string. Since we need to handle such advice, we further supply the QTM with a distinguished advice tape. For convenience, we call a QTM with an advice tape by an advised QTM. Formally, an advised QTM is a tuple (Q, Σ, {| c, $}, Γ, Θ, Ξ, δ, q 0 , Q acc , Q rej ), including a work alphabet Γ, an advice alphabet Θ, and a garbage alphabet Ξ. We assume that M 's input tape is read only and, just before the termination, M 's advice tape should be cleared; that is, any symbol on the advice tape should be replaced by the blank symbol, say, B.
A configuration of M is a tuple (q, x, t 1 , y, t 2 , w, t 3 , z), where q ∈ Q, t 1 , t 2 , t 3 ∈ Z, x ∈ Σ * , y ∈ Γ * , w ∈ Θ * , and z ∈ Ξ * . This configuration expresses a situation where M is in state q, scanning the t 1 th cell of an input tape, the t 2 th cell of a work tape, t 3 th cell of an advice tape containing w, and a garbage tape containing z. There is no need to include the head position of the garbage tape. The configuration space H M is spanned by all configurations of M . When x and h(|x|) are fixed throughout computation, we use a surface configuration of the form (q, t 1 , y, t 2 , t 3 ) for simplicity. The time-evolution operator of such an advised QTM on the configuration space is defined in a similar way as a quantum finite automaton; that is,
. We demand that the time-evolution operator of our QTM is unitary.
With the use of logarithmic work space, using one of the work tapes, we can implement an internal clock that helps quantum interference take place in a computation.
The advised quantum complexity class BQL/poly consists of languages, each L of which is recognized by a certain QTM equipped with an advice tape and a polynomially-bounded advice function using only logarithmic space. In a similar manner, we define BPL/poly and NL/poly using probabilistic Turing machines and nondeterministic Turing machines.
Parameterized Decision Problems and Promise Decision Problems
A size parameter is a function from Σ * to N for a certain alphabet Σ. Typical examples include m bin (x) = |x| (binary size of input x) and m ver (G) indicates the number of vertices in a graph G. A parameterized decision problem over an alphabet Σ is a pair (L, m) with a language (equivalently, a decision problem) L over Σ and a size parameter m : Σ * → N. We define a useful translation between a parameterized decision problem and a family of promise decision problems. Given a parameterized decision problem
With the use of a distinguished separator #, we set Σ # = Σ ∪ {#}. For each index n ∈ N, we define
We define m(w) as follows: m(w) = n if w = 1 n #x for a certain x ∈ L n ∪ L n , and m(w) = |w| otherwise. The pair (K, m) turns out to be a parameterized decision problem. We say that (K, m) is induced from L.
A size parameter m : Σ * → N is said to be polynomially bounded if m is p(n)-bounded for a certain polynomial p; in contrast, m is polynomially honest if, for a certain fixed polynomial q, |x| ≤ p(m(x)) holds for any x ∈ Σ * . We use the notation PHSP to denote the set of all parameterized decision problems (L, m) such that m is polynomially-honest size parameters.
We say that m is a log-space size parameter if there exists a deterministic Turing machine M such that, for any string x, M takes x as an input and produces 1 m(x) on its write-only output tape using O(log |x|) space [47] . Notice that the function f (x) = 1 m(x) is polynomially bounded because, otherwise, a log-space machine computing f must stay in an infinite loop. Thus, m is also polynomially bounded.
A promise decision problem is of the form (A, B) over an alphabet Σ satisfying both A, B ⊆ Σ * and A ∩ B = Ø. As stated in Section 1.1, we deal with a "family" L of promise decision problems, having the form {(L n , L n )} n∈N over a certain fixed alphabet Σ. For such a family L of promise problems and a given family {M n } nN of certain specified machines that satisfy appropriate criteria for acceptance and rejection, we generally say that M n recognizes (solves or computes) (L n , L n ) if (1) for any x ∈ L n , M n accepts x and, (2) for all x ∈ L n , M n rejects x. There is no requirement for the behavior of M n on any string x outside of L n ∪ L n and M n possibly neither accepts nor rejects such an x.
Consider a family L = {(L n , L n )} n∈N of promise decision problems. We say that a family {M n } n∈N of machines solves L with bounded-error probability if there exists a constant ε ∈ [0, 1/2) such that, for all n ∈ N,
Note that we do not require any condition on all strings outside of Σ n = L n ∪ L n . We say that any input in Σ n is valid inputs. We also say that x is promised if x ∈ Σ n .
As noted in Section 1.1, we use the prefix "para-" to describe parameterized complexity classes. We define para-BQL as the class of parameterized decision problems (L, m) solvable by bounded-error QTMs using O(log m(x)) space, where m is any log-space size parameter. If the expected runtime of each underlying QTM is further limited to a polynomial in m(x), we write para-ptime-BQL. The probabilistic counterparts of para-BQL and para-ptime-BQL are respectively denoted by para-BPL and para-ptime-BPL. With the use of deterministic and nondeterministic Turing machines instead, we similarly obtain para-L and para-NL, respectively, as in [49] . Moreover, we write para-NL/poly to denote the parameterization of NL/poly, which is obtained by replacing languages L with parameterized decision problems (L, m). Similarly, we obtain para-BQL/poly, para-ptime-BQL/poly, etc. See also [49] .
Nonuniform State Complexity
Our purpose is to introduce nonuniform complexity classes defined by state complexities of quantum finite automata families. Related to these classes, we also consider classes based on probabilistic finite automata.
The state complexity generally refers to the number of inner states used in a given automaton. However, since we use a (uniform or nonuniform) family {M n } n∈N of finite automata, the state complexity of such a family becomes a function in n. More formally, the state complexity sc(n) (or sc(M n )) of a family {M n } n∈N of finite automata is a function defined by sc(n) = |Q n | for all indices n ∈ N, where Q n denotes a set of inner states of M n [33] . In later sections, we use nonuniform families of finite automata and therefore we emphatically call sc(n) the nonuniform state complexity function.
The nonuniform state complexity class 1D is the collection of all nonuniform families {(L n L n )} n∈N over certain alphabets Σ satisfying the following: there are a polynomial p and a nonuniform family {M n } n∈N of 1dfa's such that, for each index n ∈ N, (i) M n has at most p(n) states and (ii) M n solves (L n , L n ) on all inputs. In a similar way, we can define 1N using 1nfa's instead of 1dafa's. Moreover, the notation 2 1D indicates the collection of families {(L n , L n )} n∈N of promise decision problems, each of which is recognized by a certain 1dfa of at most 2 p(n) inner states for a certain polynomial p. If we use families of 2dfa's having polynomially many inner states, we obtain 2D. In a similar fashion, with the use of nondeterministic finite automata, we can define 1N, 2 1N , and 2N as well. We present a useful lemma, which directly follows from Lemma 3.3 in [49, arXiv version] . This lemma will be used in later sections.
Lemma 2.3 [49]
Let m be a log-space size parameter over an alphabet Σ. If m is polynomially bounded and polynomially honest, there is a nonuniform family {M n } n∈N of 1dfa's equipped with write-only output tapes such that each M n has n O(1) states and M n produces 1 m(x) on the output tape from each input x ∈ Σ * .
We
.5dfa's, then we obtain 1.5D. Clearly, 1D ⊆ 1.5D ⊆ 2D follows. Moreover, it turns out that 1.5D coincides with 1D. Nevertheless, as we will show in Lemma 3.7, this does not hold for quantum finite automata.
Lemma 2.4 1D = 1.5D.
Proof.
Clearly, 1D ⊆ 1.5D. For the converse, let {M n } n∈N be 1.5dfa's. We want to simulate M n by a certain 1dfa of O(n 2 ) states. The desired 1dfa N n works as follows. On input x, if M n moves its tape head to the right, then we make the same move. Assume that M n is in state q and makes its tape head stay still. Assume that there are a number k ≥ 1 and a series p 1 , p 2 
One-Way Quantum Finite Automata Families
One-way finite automata are often used to model the circumstances where streamlined input data are processed instantly with little memory, since tape heads read input strings from the left to the right without stopping. Notice that, by our definition of one-wayness, 1-way automata halt exactly in |x| + 2 steps for any input x. In many cases, we can give clear separations among nonuniform state complexity classes. Formally, the notation 1BQ denotes the collection of nonuniform families {(L n , L n )} n∈N of promise decision problems over fixed input alphabets Σ (not depending on n) such that there exist a family {M n } n∈N of 1qfa's, two polynomials p and r, and a constant ε ∈ [0, 1/2) satisfying the following: for each n ∈ N, (1) for any x ∈ Σ * , if x ∈ L n , then M n accepts x with probability at least 1 − ε; if x ∈ L n , then M n rejects x with probability at least 1 − ε, (2) M n uses at most p(n) inner states, and (3) M 's garbage alphabet has size at most r(n). When M n satisfies Condition (1), we simply say that M n solves (or recognizes (L n , L n ) with error probability at most ε. In this case, M n is also said to make bounded errors. We obtain 1Q if we change Condition (1) to the following new condition: (1 ) given any index n ∈ N, for each x ∈ L n , M n accepts x with probability > 1/2 and, for any x ∈ L n , M n rejects x with probability ≥ 1/2. Occasionally, we say that M n makes unbounded errors. In addition, we obtain 1NQ if, instead of Condition (1), we use the following condition: (1") for any n ∈ N and any x ∈ Σ * , if x ∈ L n , then M n accepts x with positive probability, and if x ∈ L n , then M n rejects x with certainty.
Since quantum computation depends on the choice of transition amplitudes, we occasionally emphasize a set, say, K of such transition amplitudes and express its corresponding nonuniform state complexity classes as, for example, 1BQ K and 1Q K .
We define 1P in a similar way of defining 1D but using one-way probabilistic finite automata (or 1pfa's, for short), whose transition probabilities are arbitrary real numbers in [0, 1], with unbounded-error probability. By using the bounded-error criteria, we can define 1BP (where "B" stands for "bounded error"). Similarly to 2 1D , we can define 2 1BQ , 2 1Q , 2 1BP , 2 1P , etc. There are known inclusions and separations: 1D 1N 2 1D , 1D = co-1D, and 1N = co-1N [17, 18] . To obtain Figure 1 , we further need the following additional collapse and separation relationships among nonuniform state complexity classes.
2. 1BQ = co-1BQ and 1P = co-1P. The nonuniform state complexity class 1D is actually a quite large set by the following fact. A one-way deterministic pushdown automaton is abbreviated as 1dpda. 
Proof. Let (L, m) and L be given in the premise of the lemma. Let M = (Q, Σ, {| c, $}, Γ, δ, q 0 , Z 0 , Q acc ) denote a 1dpda that recognizes L, where Γ is a stack alphabet including a bottom symbol Z 0 . We want to define a family N = {N n } n∈N of 1dfa's, each N n of which solves (L n , L n ). Let N n = (Q n , Σ, {| c, $}, δ n , Q n,acc ).
Fix an input x. Define Q n as the set of all γ = (a 1 , a 2 , . . . , a k ) with 0 ≤ k ≤ |x| and a i ∈ Γ for all i ∈ [k]. We use each γ ∈ Q n to express the content of a stack at a certain moment. Since M halts in finitely many steps, the content of the stack does not exceed |x| + 2 for each input x because, otherwise, M enters an infinite loop. Hence, it follows that |Q n | ≤ |Q|(|x| + 2). Define Q n = Q × Q n . The initial state q n,0 of N n is (q 0 , (Z 0 )).
Next, we assume that N n is in state (q, γ); that is, M is in state q with stack content γ. Now, assume that M makes a possible series of λ-moves (and thus there is no more λ-move) and then makes a single non-λ-move. During this process, we assume that M changes q to q and γ to γ in the stack. In this case, we st N n to enter state (q , γ ). It is not difficult to show that N solves L.
2
Concerning the state complexity of 1qfa's, there were a few results in the past literature. Bianchi, Mereghetti, and Palano [7] , for example, demonstrated an exponential gap between the state complexities of 1dfa's and 1qfa's. Here, we obtain the following relationships, which are partly due to [1, 2, 38] .
Proof. (1) It was shown in [14, Corollary 5.3 ] that, for a certain family L of promise decision problems, L can be solved by a certain family of O(n)-state 1pfa's with bounded-error probability but no family of
(2) By the use of a garbage tape, any 1pfa can be simulated by an appropriate 1qfa. This implies that 1BP ⊆ 1BQ. The separation 1BP = 1BQ is shown as follows. For two positive integers m and r, the notation m|r expresses that m is divisible by r (i.e., r divides m). Given any index n ∈ N + , let
OD n , where pr(m) is the largest prime number p satisfying p ≤ m if it exists; pr(m) is undefined, otherwise. By modifying a 1qfa construction in [1, 2] , we can obtain a 1qfa that solves (2M OD n , 2M OD n ) using O(log pr(2 n )) states with bounded-error probability. Since 2 n/c ≤ pr(2 n ) ≤ 2 n − 1 for a certain absolute constant c ≥ 1, {(2M OD n , 2M OD n )} n∈N belongs to 1BQ.
Here, we claim that, for any n ≥ 1, no 1pfa with less than pr(2 n ) states solves (2M OD n , 2M OD n ) with bounded-error probability. In comparison, for any prime number p, let M OD p denote a unary language {a j | j|p}. If there is a 1pfa M with k states (k < pr(2 n )) that solves (2M OD n , 2M OD n ) with bounded-error probability, then we can convert M to another 1pfa that can recognize M OD pr(2 n ) with bounded-error probability by setting m = 0 in the definition of 2M OD n . This is a contradiction against the result in [1, 2] that, for any prime number p, any 1pfa needs at least p states in order to recognize M OD p .
(3) Lemma 2.1 implies that 1BQ ⊆ 2 1D . (4) By the use of a garbage tape, any unbounded-error 1pfa can be simulated by a certain unboundederror 1qfa. Thus, 1P ⊆ 1Q follows. For the converse inclusion, consider a family L = {(L n , L n )} n∈N and a family {M n } n∈N of 1qfa's solving L with unbounded-error probability. Let p be a polynomial such that M n uses at most p(n) inner states. We want to construct the desired 1pfa N n to solve (L n , L n ) with bounded-error probability. Consider the function p acc (x) that indicates the acceptance probability of M n on input x. We turn p acc to a so-called "gap" function. To construct such a function, [30, Lemma 8.1] used a direct simulation of a QTM, whereas [38, Lemma 1] used a transition matrix modification. Following [38] , for example, we construct from this gap function 1pfa's with O(p(n)
2 ) states that can simulate M .
(5) To see 1NQ ⊆ 1Q, for any given 1qfa M , we define another 1qfa N so that N splits its first move into two parts: (i) N starts simulating M on x with probability 1/2 and N immediately accepts x with probability 1/2. 1P. If 1BP = 2 1BP , then 2 1BP ⊆ 1P follows since 1BP ⊆ 1P. However, this contradicts Lemma 3.5(1). Hence, we conclude that 1BP = 2 1BP . (3) Note that 1BQ ⊆ 1Q = 1P by Lemma 3.3(4). Using this inclusions, an argument similar to (2) leads to the desired statement.
Let us show that L N H ∈ 1P − 2 1D . Freivalds and Karpinski [12] demonstrated that no one-way PTM recognizes L N H with unbounded-error probability using o(log n) space. This means that no 1pfa with o(n log n ) states can recognize (L n , L n ) for all n ∈ N. However, as in [12] , L N H can be solved using O(n log n ) (⊆ O(2 n )) states. (2) We claim the following.
Claim 1 Given a 1pfa M , there exists another 1pfa N such that, for any x, if M accepts x with probability > 1/2 (resp., rejects with probability ≥ 1/2), then N accepts (resp., rejects) x with probability > 1/2.
The desired statement follows from this claim. By the claim, we can pick a family {M n } n∈N of unbounded-error 1pfa's with either accepting probability or rejecting probability more than 1/2. We then simply exchange the roles of accepting and rejecting states.
To show the claim, let α 0 be the minimum nonzero transition probabilities of M . Note that the acceptance probability of M on x (if any) is > 1/2 + α |x|+2 0
. We define N to work as follows. On input x, in reading | c, we enter stateq 0 with probability α 0 /2 and mimic M with probability 1 − α 0 /2. In reading any other tape symbol, from stateq, we enterq with probability α 0 /2 and enter both an accepting state and a rejecting state with equal probability α 0 /4. In reading $, we enter a rejecting state fromq. It thus follows that either the accepting probability of N is > 1/2 or the rejecting probability of N is > 1/2.
(3) Since 1P = co-1P and 1N = co-1N [17, 18] , it instantly follows that 1N = 1P. (4) If 1P = 2 1P , then we obtain 2 1D ⊆ 2 1P = 1P since 1D ⊆ 1P. Thus, 2 1D ⊆ 1P follows. This is a contradiction against Lemma 3.4(1).
2 Lemma 3.6 1N 1NQ 2 1D .
Proof.
It is easy to see that 1N ⊆ 1NQ {0,±1/2,±1} . To show 1N = 1NQ, assume that 1N = 1NQ. Since 1N ⊆ 2 1D , we obtain 1NQ ⊆ 2 1D . It thus suffices to prove that 1NQ 2 1D .
Let Σ = {0, 1} and consider N EQ = {(N EQ n , N EQ n )} n∈N , where N EQ n = {w ∈ Σ 2 e(n) | # 0 (w) = # 1 (w)} and N EQ n = Σ 2 e(n) − N EQ n for each index n ∈ N, where e(n) = 2 n . It was shown in [6, 8] that N EQ ∈ 1NQ. Finally, we claim that N EQ / ∈ 2 1D . Assume otherwise. Note that co-N EQ = {(N EQ n , N EQ n )} n∈N also belongs to 2 1D . By a communication-complexity argument (e.g., [24] ) or a swapping lemma [41, 46] , it is not difficult to show that N n requires at least o(2 e(n) ) inner states to recognize N EQ n in the worst case. This is a clear contradiction against N EQ ∈ 2 1D . 2
In the end, we discuss the computational power of 1.5-way finite automata. We have already seen in Lemma 2.4 that 1.5D coincides with 1D. Lemma 3.7 is compared with Lemma 2.4. Lemma 3.7 1BQ = 1.5BQ.
First, we want to show that 1BQ = 1.5BQ. To lead to a contradiction, we assume that
e(n) } and L n = {a i b j | i = j, i + j = 2 e(n) , i, j ≥ 0} for each n ∈ N, where e(n) = 2 n . As noted in [3] , (L n , L n ) can be solved by a bounded-error 1.5qfa with constant state complexity. Notice that 1BQ ⊆ 2 1D by Lemma 3.3(3). Since L ∈ 1BQ by our assumption, there are a polynomial p and a family of 1dfa's that solves L using at most 2 p(n) states. However, any 1dfa solving (L n , L n ) requires at least 2 e(n) states. Since p(n) < e(n) for almost all n ∈ N, we obtain a clear contradiction. 2
Two-Way Quantum Finite Automata Families
For two-way head moves, the behaviors of two-way finite automata vary significantly depending on their machine types. For example, the length of accepting computation paths of 2dfa's and 2nfa's are always bounded linearly in input size. Thus, it follows that 2D = ptime-2D and 2N = ptime-2N, where "ptime-" refers the requirement of expected-polynomial runtime bounds. This fact further implies that 2D and 2N are both included in 2 1D . For probabilistic computation, this is not true. As Frievalds [10] demonstrated, bounded-error 2pfa's have more computational power in general than bounded-error expected-polynomial-time 2pfa's.
Furthermore, we define 2BQ to denote the collection of nonuniform families L = {(L n , L n )} n∈N such that, for each family L, there exist a family {M n } n∈N of 2qfa's, two polynomials p and r, and a constant ε ∈ [0, 1/2) satisfying the following: for each n ∈ N, (1) M n makes error probability at most ε on all inputs in Σ n = L n ∪ L n , (2) M n uses at most p(n) inner states, and (3) M n 's garbage alphabet has size at most r(n). Let 2Q be defined similarly to 2BQ by using unbounded-error probability instead of bounded-error probability. If we restrict all transition amplitudes of 2qfa's to a particular set, say, K, we write 2BQ K to emphasize the restriction on K.
In a similar fashion, we define 2BP to be the collection of nonuniform families {(L n , L n )} n∈N , each (L n , L n ) of which is recognized by 2pfa's of polynomially-many states with error probability at most ε ∈ [0, 1/2). The unbounded-error analogue of 2BP is denoted by 2P.
4
Unlike 1qfa's, it is possible for us to restrict our interest only in 2qfa's with garbage alphabets of constant size.
Lemma 4.1 Given any n-state 2qfa M with a garbage alphabet of size k, there exists another O(nk log k)-state 2qfa N with a constant-size garbage alphabet such that N simulates M with the same error probability.
Proof.
Assume that Ξ λ = {0, 1} r for a certain r ∈ N + . We modify q to (q,
. For each ξ ∈ Ξ λ , we express it as ξ 1 ξ 2 · · · ξ r for each ξ i ∈ {0, 1}. We define a new 1qfa N as follows. Assume that N is in state (q, λ, 0). If M applies a transition of the form δ(q, σ|p, d, ξ) (> 0) with ξ = λ, then N first writes ξ 1 on a garbage tape, enters (p, ξ, 1), and move its tape head in direction d. Theorem 4.2 follows from the lemmas given below.
Proof.
(1) Since every 2dfa can be seen as a bounded-error 2pfa. Thus, we obtain 2D ⊆ 2BP {0,1} . The separation 2D = 2BP comes from 2BP 2N [9] .
(2) Any 2pfa can be simulated by a certain 2qfa if we discard all information on the previously taken inner states to a garbage tape. The inclusion 2BP ⊆ 2BQ thus follows.
(3) This is trivial by the difference between the error bound criteria of 2BQ and 2Q. 2
Lemma 4.4 ptime-2BQ ⊆ 2P.
Our proof of ptime-2BQ ⊆ 2P essentially follows an argument used in [30, Lemma 8.1] , in which, for any linear-time one-tape QTM with Q-amplitudes, its acceptance probability on input x is calculated by two appropriate functions computed by the acceptance probabilities of liner-time one-tape PTMs. A major deviation from [30] is that we allow arbitrary real transition probabilities in [0, 1] for 2pfa's. This simplifies our construction of the desired 2pfa.
Let L = {(L n , L n )} n∈N be any family in ptime-2BQ and take a family {M n } n∈N of n O(1) -state 2qfa's recognizing L in expected-polynomial-time with bounded-error probability. It is possible to assume that M n uses only real amplitudes (see, e.g., [45, arXiv version] ). In a natural way, we express each computation path of M n on input x as strings over an appropriate alphabet, say, Θ. To such a computation path y, we assign the product of all transition amplitudes taken along y. This product is called the amplitude associated with y.
Let us define amp(z, y, z) to be the amplitudes associated with a computation path y of M n on x ending with z on a garbage tape. We define two functions. Let f + (x, z) = (+) y amp(x, y, z), where y ranges over all accepting computation paths of M n on x ending with z for which amp(x, y, z) is a positive real number. We also define f − (x, z) similarly except that we collect amp(x, y, z)'s of negative values. We set p
acc (x). In a way similar to [30, Lemma 8 .1], we can construct an unbounded-error 2pfa with n O(1) inner states such that it accepts x if p acc (x) ≥ 1 − ε and it rejects x if p acc (x) ≤ ε. Thus, L belongs to 2P. 2
Similar to 2D ⊆ 2 1D , the following inclusion holds.
Let p be a polynomial and, for every n ∈ N, let M n be any unbounded-error 2pfa running in expected p(n, |x|) time. We first modify M n so that, when it halts, its tape head returns to | c. We consider crossing sequences of M n , where a crossing sequence γ = (a 1 , a 2 , . . . , a k ) at border i, where k ≤ p(n), is a series of inner states that M n takes whenever its tape head crosses border i. Let CS n denote the set of all crossing sequences of M n . Note that
2 . Consider the following algorithm. For two crossing sequences γ = (a 1 , a 2 , . . . , a k ) and γ = (b 1 , b 2 , . . . , b l ), we write γ γ if M generates γ and γ at borders i and i + 1, respectively, for a certain index i. The probability of transition γ γ is the product of all probabilities taken transitions between γ and γ .
On input x ∈ Σ n , starting with a crossing sequence γ 0 of M n at border 0. For each i > 0, we generate all possible elements γ in CS n satisfying γ i γ with positive probability. The obtained machine N n is a 1pfa with 2 n O(1) states. Note that M n accepts x with probability > 1/2 iff N n accepts x with probability > 1/2. 2
Advised QTMs and Quantum Finite Automata
Our goal in this section is to prove a general theorem, Theorem 1.1, from which Corollary 1.2 follows immediately. To achieve this goal, we first give a precise characterization of parameterized decision problems solvable by expected-polynomial-time advised QTMs using logarithmic space in terms of certain expected-polynomial-time 2qfa's having polynomially many states.
Since the sole purpose of this section is to verify Theorem 1.1, for the proof of the theorem, we need to prove a central claim, Proposition 5.1, which establishes a close relation between nonuniform state complexity classes and parameterized complexity classes. The proof of Theorem 1.1 will be given in Section 5.2.
When we discuss probabilistic and quantum finite automata with two-way head moves, the runtime of 2qfa's and 2pfa's are not in general limited to expected polynomials in the size of input, because Freivalds [10] earlier demonstrated that expected-exponential-time bounded-error 2pfa's are in general more powerful than expected-polynomial-time bounded-error 2pfa's.
The Roles of Advice and the Honesty Condition
We begin with the statement of Proposition 5.1. In what follows, we intend to verify Proposition 5.1 only for the case of A = BQ and B = BQL since the other cases can be proven in a similar way. The proof of Proposition 5.1(1) is now split into two lemmas, Lemmas 5.2 and 5.3. Lemma 5.2 states that we can simulate an advised QTM by a certain nonuniform family of 2qfa's with appropriate state complexity.
Lemma 5.2 Let m be a size parameter. Let M be an advised QTM running with an advice function h. Let r be a function satisfying |h(n)| ≤ r(n) for all n ∈ N. For two functions p and , there exists a family {N n,l } n,l∈N of 2qfa's with O(r(l)2 O( (n,l)) ) states such that, for any input x, if M accepts (resp., rejects) (x, h(|x|)) in expected p(m(x), |x|) time using space at most (m(x), |x|) with bounded-error probability, then N m(x),|x| accepts (resp., rejects) x in expected O(p(m(x), |x|)) time with bounded-error probability.
Proof.
Let p, , and r denote respectively a time-bounding function, a space-bounding function, and an advice-bounding function. Let h be an advice function from N to Θ * for an advice alphabet Θ satisfying |h(n)| ≤ r(n) for all n ∈ N. Let M = (Q, Σ, {| c, $}, Γ, Θ, Ξ, δ, q 0 , Q acc , Q rej ) be an advised QTM with, in particular, a work alphabet Γ and a garbage alphabet Ξ. With the use of h, M runs within expected p(m(x), |x|) time using at most (m(x), |x|) space on any input x. In what follows, fix x and set a = h(|x|). Note that, since p(m(x), |x|) is an expected runtime bound of M on x, we need to consider only the first cp(m(x), |x|) steps of any computation path of M on each input x without losing the bounded-error probability criteria for an appropriately chosen absolute constant c ≥ 1. A surface configuration of M on x is of the form (q, j, k, t, w, v), which indicates that M with garbage-tape content v is in state q, scanning the jth cell of an input tape, the kth cell of a work tape containing w, and the tth cell of an advice tape holding a.
The desired family N = {N n,l } n,l∈N of 2qfa's has the following form. Given an instance x, let n = m(x) and set N n,|x| = (Q , Σ, {| c, $}, Ξ, δ , q 0 , Q qcc , Q rej ). The set Q consists of all inner states of the form (q, k, t, w, a), where q ∈ Q, k ∈ [0, (n, |x|) + 1] Z , t ∈ [0, |a| + 1] Z , and w ∈ Γ * . Note that |Q | ≤ |Q|( (n, |x|) + 1)(r(|x|) + 2)|Γ| (n,|x|)+1 since a is fixed and |a| ≤ r(|x|). Thus, N n,l uses O(r(l)2 e (n,l) ) states, where e = log |Γ|. It suffices to define δ to describe how the machine N n,|x| works. Note that δ is a map from Q × Σ × Q × D × Ξ λ to C. We use a series of (n, |x|) + 1 tape symbols w = w 0 w 1 w 2 · · · w (n) to express the content of M 's work tape starting with w 0 = | c (left endmarker). Let rest k (y) be obtained from a string y by removing the kth symbol y k of y. Write Σ n for the set {x ∈ Σ * | m(x) = n} for each index n ∈ N.
On input x ∈ Σ n , N n,|x| starts with the initial state (q 0 , 0, 0, | cB (n,|x|) ). Let a = h(|x|). Inductively, we assume that, at a certain step, M changes its surface configuration from (q, j, k, y, t, v) to (p, j , k , y , t , ξv) by moving its input-tape head in direction d 1 , its worktape head in direction d 2 , and its advice-tape head in direction d 3 , and also by writing y k over y k and changing v to ξv on a garbage tape. In this case, N n,|x| moves its tape head similarly, changes its inner state from (q, k, y, t) to (p, k , y , t ), and modifies v into v . More formally, we define a transition function δ of N n,|x| by setting δ ((q, k, y, t),
Notice that the above construction of N n,|x| depends on (x, a). Next, we claim that N n,|x| correctly simulates all steps of M on x one by one. More formally, we want to show that (*) for any constant ε ∈ [0, 1/2), if M accepts (resp., rejects) (x, h(|x|)) within p(n, |x|) time using (n, |x|) space with error probability at most ε, then N n,|x| accepts (resp., rejects) x within p(n, |x|) time with error probability at most ε.
Since N n,|x| "simulates" M with h precisely, if M 's configurations quantumly interfere with one another, then N n,|x| 's associated configurations interfere as well. Hence, N n,|x| is a correct 2qfa and the lemma follows.
The converse of Lemma 5.2 will be shown as Lemma 5.3 by giving a simulation of a family of 2qfa's by advised QTMs except for the use of transition tables, which have been discussed in Section 2.2. Unlike the proof of Lemma 5.2, in order to make a quantum interference take place correctly, we need to avoid any time discrepancy caused by the different simulation speed, and thus we need to adjust the timing of reaching the same configurations. For this purpose, we need to implement an internal clock. This is possible because 2qfa's in question can use polynomially many inner states. We say that an automaton M sweeps a tape or M is a sweeping automaton if M 's tape head always moves in one direction from | c to $.
A crucial point of the proof is how to encode all quantum transitions of a 2qfa into a single advice string so that we can easily perform each transition only from the information from the advice. Lemma 5.3 Let b, r, and p be functions and let {N n,l } n,l∈N be a family of r(n, l)-state 2qfa's over an alphabet Σ with a constant-size garbage alphabet. Let m be a size parameter satisfying m(x) ≤ b(|x|) for all x. There exist an advised QTM M and an O(b(|x|)r(m(x), |x|) 9 log 2 p(m(x), |x|))-bounded advice function h such that, for any n ∈ N and for any input x, if N m(x),|x| accepts (resp., rejects) x within expected p(m(x), |x|) time with bounded-error probability, then M accepts (resp., rejects) (x, 1 m(x) , h(|x|)) with bounded-error probability within expected O(b(|x|)r(m(x), |x|) 9 p(m(x), |x|) log 2 p(m(x), |x|)) time using O(log r(m(x), |x|)) space.
Proof. Let b, r, p, m, and {N n,l } n,l∈N be given as in the premise of the lemma. For each index n ∈ N, define Σ n = {x ∈ Σ * | m(x) = n}. Take an arbitrary input x ∈ Σ * and let n = m(x). Let N n,|x| be of the form (Q n , Σ, {| c, $}, Ξ n , δ n , q n,0 , Q n,qcc , Q n,rej ). We want to define the desired advised QTM M together with an appropriate advice function h to "simulate" N n,|x| on all inputs x in Σ n . For convenience, we identify Q n with the set {0, 1} r1 and Ξ n,λ with {0, 1} r2 ; thus, r 1 = log |Q n | and r 2 = log |Ξ n,λ |. Recall from Section 2.2 the encoding scheme of transition tables into strings of polynomial size. The transition function δ n of N n,|x| can be viewed as a transition table T n,|x| , as explained in Section 2.2. We further encode T n,|x| into an advice string so that we can easily generate any transition specified by δ n .
The transition table T is a matrix in which each (q, σ)-row contains a "description" of a quantum circuit C q,σ that takes |φ 0 = |0 r1 |00 |0 r2 and approximates to within 2 −cp(n,l) a quantum state
9 log 2 p(n, l)) symbols since Ξ λ is of constant size. As an advice string, for each l ∈ N, we define h(l) = 1
for any x ∈ Σ n , where
The following description is the behavior of M .
On input (x, 1 m(x) ) with x ∈ Σ n , M initially writes | c0 e $ onto the work tape by sweeping the tape. Assume that, in a single step, N n,|x| in state q scanning the jth input tape cell changes q to p and moves its tape head in direction d. By sweeping the work tape from | c to $, we find the (q i , x j )-row, and read its row entries C (n,|x|) qi,σi one by one by performing each quantum gate specified in C (n,|x|) qi,σi to form a quantum state
If we obtain an entry (q i+1 , d i+1 , ξ i+1 ), then we overwrite the work tape with q i+1 , move the input-tape head in direction d i+1 , and write ξ i+1 on a garbage tape. The work tape requires O(log r(n, |x|)) space. To simulate one step of N n,|x| by M , we need to sweep the advice tape once and the work tape at most |h(|x|)| times.
The above description guarantees that the expected runtime of M is O(p(m(x), |x|)
2 ). Note that M keeps its input-tape head stationary during each sweeping process. We then claim that, if N n,|x| accepts (resp., rejects) x with bounded-error probability, then M accepts (resp., rejects) (x, 1 m(x) , h(|x|)) with bounded-error probability. Proof.
(1) Since L ∈ C/poly, there exists a polynomial r such that, for any n ∈ N and for any input x in L n ∪ L n , |x| ≤ r(n) holds. In the case of x ∈ L n ∪ L n , since m(x) = n by the definition of L, we obtain |x| ≤ r(m(x)). Thus, m is polynomially honest.
(2) Similarly to (1), we obtain a polynomial r satisfying |x| ≤ r(n) for all n and x ∈ L n ∪ L n . Recall from Section 2.4 that
We define s(n) = n + r(n) + 1 for any n ∈ N. Consider the case where w is of the form
For any other case, we obtain |w| = m(w) ≤ s(m(w)). Therefore, m is polynomially honest.
We return to Proposition 5.1(1).
Proof of Proposition 5.1(1). Let (L, m) be any parameterized decision problem and let L = {(L n , L n )} n∈N be induced from (L, m). We present the proof for the case where A = BQ and B = BQL. Let Σ n = L n ∪ L n for each index n ∈ N.
(If-part) Assuming that L ∈ ptime-2BQ/poly, we take a family N = {N n } n∈N of 2qfa's of states n O (1) such that N n solves (L n , L n ) with bounded-error probability in expected polynomial time in n on all inputs x in Σ n . We simply define N n,|x| as N n . Moreover, by Lemma 5.4, m should be polynomially honest. Therefore, we obtain (L, m) ∈ PHSP.
By Lemma 5.3, we take a polynomially-bounded advice function h and an advised QTM M such that M on input (x, h(|x|)) simulates N m(x),|x| on x using space O(log m(x)) for all inputs x. Hence,
belongs to para-BQL/poly. (Only if-part) Assume that (L, m) ∈ para-ptime-BQL/poly ∩ PHSP. There are an advised QTM M and a polynomially-bounded advice function h such that, for all inputs x, M (x, h(|x|)) computes L(x) with bounded-error probability in expected polynomial time in m(x) using work space O(log m(x)). Since m is polynomially honest, take a constant c > 0 satisfying |x| ≤ m(x)
c + c for all x. With this value c, given any index n ∈ N, let Σ n = {x ∈ Σ * | |x| ≤ n c + c}. By Lemma 5.2, we take a nonuniform family {N n,l } n∈N of 2qfa's such that, on any input x, N m(x),|x| simulates M on (x, h(|x|)) and N m(x),|x| has states at most (|x|m(x)) O(1) ·2 O(log |x|m(x)) , which is bounded
. Given an arbitrary index n ∈ N, we define N n to work as follows. On any input x, we compute the value of l by setting l = |x| if x ∈Σ n and l = n otherwise. Next, we run N n,l on x. In particular, N m(x) simulates N m(x),|x| on all inputs x. Hence, N n correctly computes L(x) on all inputs x ∈ Σ n . Since N n uses n O(1) states, we conclude that L ∈ 2BQ/poly. 2
Next, we want to prove Proposition 5.1 (2) . For this proof, we need two more lemmas, Lemmas 5.5-5.6, which are analogous to Lemmas 5.2-5.3.
Lemma 5.5 Let M be an advised QTM, m be a size parameter, r be a function, and h be an advice function with |h(n)| ≤ r(n) for all n ∈ N. There is a family {N n,l } n,l∈N of O(r(l)2 O( (n,l)) )-state 2qfa's such that, for any x, if M accepts (resp., rejects) (1 m(x) #x, h(|x|)) with bounded-error probability in expected p(m(x), |x|) time using space at most (m(x), |x|), then N m(x),|x| accepts (resp., rejects) x with bounded-error probability in expected O(p(m(x), |x|)) time.
Proof. Let r, h, and M be given as in the premise of the lemma. Notice that, by the definition of K, for any n and x, 1 n #x ∈ K (resp., 1 n #x ∈ K) iff x ∈ L n (resp., x ∈ L n ). In a way similar to the proof of Lemma 5.2, we construct the desired family {N n,l } n,l∈N . We define N n,|x| to behave as: on input x, run M on the input (1 n #x, h(|x|)). This is possible because n is fixed. Clearly,
Lemma 5.6 Let {N n,l } n,l∈N be a family of 2qfa's with r(n, l) states. Let m be a size parameter satisfying m(x) ≤ b(|x|) for all x and set
There is an advised QTM M and an O(b(|x|)r(m(x), |x|) 9 log 2 p(m(x), |x|))-bounded advice function h such that, for any x, if N m(x),|x| accepts (resp., rejects) x with bounded-error probability in expected p(m(x), |x|) time, then M accepts (resp., rejects) (1 m(x) #x, h(|x|)) with bounded-error probability in expected O(b(|x|)r(m(x), |x|) 9 p(m(x), |x|) log 2 p(m(x), |x|)) time using O(log r(m(x), |x|)) space.
Let r and {N n,l } n,l∈N be given as in the premise of the lemma. With a construction similar to the proof of Lemma 5.3, we define the desired advice QTM M together with an appropriate advice function h to work as follows. On input w, first check whether w = 1 n #x for certain n and x. If not, then we reject w instantly. Assume that w is of the form 1 n #x. Next, compute |x|, retrieve the description of N n,|x| from h(|x|), and run N n,|x| on x. It is not difficult to see that M accepts (resp., rejects) (1 n #x, h(|x|) with bounded-error probability iff N n,|x| accepts (resp., rejects) x with boundederror probability.
The proof of Proposition 5.1(2) is in essence similar to the proof of Proposition 5.1(1) except for the treatment of (K, m) that is induced from a given family L of promise decision problems.
Proof of Proposition 5.1 (2) . Let L = {(L n , L n )} n∈N be any family of promise decision problems and let (K, m) be a parameterized decision problem induced from L. The following proof is meant for the case of A = BQ and B = BQL.
(If-part) Assume that L ∈ ptime-2BQ/poly. There are a polynomial p and a family N = {N n } n∈N of polynomial-size 2qfa's solving L with bounded-error probability. Consider (K, m) induced from L. By Lemma 5.4(1), m is polynomially honest, and thus (K, m) ∈ PHSP. For the 2qfa family N , by Lemma 5.6, there is an advised QTM M and a polynomially-bounded advice function h such that M on input (1 m(x) #x, h(|x|)) simulates N m(x),|x| on x within expected polynomial time using space O(log m(x)). Thus, (K, m) belongs to para-ptime-BQL/poly.
(Only if-part) Assuming that (K, m) ∈ para-ptime-BQL/poly ∩ PHSP, we take an advised QTM M and a polynomially-bounded advice function h for which M solves (K, m) using h with bounded-error probability within expected polynomial time using space O(log m(w)) for any input w. The polynomial honesty of m comes from the assumption that (K, m) ∈ PHSP. Take a polynomial p satisfying |w| ≤ p(m(w)) for any w. By Lemma 5.5, we obtain a family N = {N n,l } n,l∈N of 2qfa's having polynomially many inner states such that each 2qf N m(x),|x| on input x "simulates" M on (1 m(x) #x, h(|x|)) correctly. Thus, N solves L with bounded-error probability. It also follows that, for any x ∈ L n ∪L n , |x| ≤ |1 n #x| ≤ p(m(1 n #x)) = p(n). This concludes that L is in ptime-2BQ/poly. 2
Proof of Theorem 1.1
Finally, we are ready to give the proof of Theorem 1.1. We have already proven a key claim, Proposition 5.1, in the previous section. For the intended proof of the theorem, however, we still need two supporting claims regarding polynomial-size advice. (⇐) Assume that NL ⊆ BQL/poly. Hereafter, our goal is to verify that NL/poly ⊆ BQL/poly. Consider any language L in NL/poly and take an NTM M and a polynomial p such that, for any input x, (i) |h(|x|)| ≤ p(|x|) and (ii) N accepts (x, h(|x|)) iff x ∈ L. We define K = {(x, s) | |s| ≤ p(|x|), N accepts (x, s)}. Since K ∈ NL, by our assumption, we obtain K ∈ BQL/poly. Take an advice QTM M that recognizes K with bounded-error probability using an appropriate advice function g; that is, M (x, s, g(|x|, |s|)) computes K(x, s) with bounded-error probability. We then define a new advice function r by setting r(n) = (h(n), g(n, |h(n)|)) and defineÑ to start with (x, r(|x|)) and simulate M on (x, h(|x|), g(|x|, |h(|x|)|)). Note that |r(n)| is at most O(|h(n)| + |g(n, |h(n)|)|), which is bounded by O(p(n)). SinceÑ is also a bounded-error advice QTM, L must belong to BQL/poly. 2
Another claim stated below connects between parameterized complexity classes and standard complexity classes. It then follows that para-A/poly ∩ PHSP ⊆ para-B/poly iff A/poly ⊆ B/poly. The same holds even if the runtime of underlying 2qfa's is limited to expected polynomials.
Proof. We are focused only on the case where A = NL and B = BQL as in the proof of Lemma 5.7.
(⇒) We begin with assuming that para-NL/poly ∩ PHSP ⊆ para-BQL/poly. Let us consider any parameterized decision problem (L, m bin ) with L ∈ NL/poly and m bin (x) = |x| for all x. Since (L, m bin ) ∈ para-NL/poly ∩ PHSP, our assumption concludes that (L, m bin ) ∈ para-BQL/poly. This is logically equivalent to L ∈ BQL/poly by the definition of m bin . Therefore, we conclude that NL/poly ⊆ BQL/poly.
(⇐) On the contrary, assume that NL/poly ⊆ BQL/poly. Let (L, m) be any parameterized decision problem in para-NL/poly ∩ PHSP. By the definition, m is a log-space size parameter. It thus follows that we can deterministically compute 1 m(x) from x using O(log |x|) space. Since m is also polynomially honest, there is a constant s > 0 such that |x| ≤ m(x) s + s holds for all x. Let us define K = {(x, 1 t ) | x ∈ L, t ∈ N, m(x) ≤ t}. We claim that K ∈ NL/poly. For this claim, consider the following algorithm: on input (x, 1 t ), check whether both x ∈ L and m(x) ≤ t, and then output the value L(x). With the help of a certain polynomial-size advice string, we can check "x ∈ L?" using O(log m(x)) space and also check "m(x) ≤ t?" using O(log |x| + log t) space. Thus, the above algorithm requires only O(log |x|t) space. Therefore, K belongs to NL/poly.
Since K ∈ NL/poly, by our assumption, K ∈ BQL/poly follows. Take a logarithmic function , a polynomially-bounded advice function h, and an advised QTM M that recognizes {(x, h(|x|)) | x ∈ K} with bounded-error probability using space (|x|, t). Moreover, let us design a machine N so that it behaves as follows. On input x, compute a = m(x) and run M on (x, 1 a ). Note that N runs using space O ( (|x|, a) 
We are ready to give the proof of Theorem 1.1, which is now a relatively easy consequence of Lemmas 5.7-5.8 and Proposition 5.1.
Proof of Theorem 1.1. Here, we show only the case of A = N and B = BQ because the other cases can be proven in a similar manner.
(⇐) First, we assume that NL ⊆ ptime-BQL/poly. By Lemma 5.7, this assumption is logically equivalent to NL/poly ⊆ ptime-BQL/poly. Lemma 5.8 then implies that para-NL/poly ∩ PHSP ⊆ para-ptime-BQL/poly. Using this inclusion, we intend to prove that 2N/poly ⊆ ptime-2BQ.
For our purpose, we take an arbitrary family
There is a family {M n } n∈N of 2nfa's with polynomially many inner states such that, for any index n ∈ N, M n solves (L n , L n ) with bounded-error probability on all inputs in Σ n . Consider a parameterized decision problem (K, m) induced from L. Since L ∈ 2N/poly, by Lemma 5.4, m is polynomially honest. By Proposition 5.1(2), (K, m) belongs to para-NL/poly ∩ PHSP. Our assumption further places (K, m) in para-ptime-BQL/poly. Proposition 5.1(2) again concludes that L ∈ ptime-2BQ/poly. Since ptime-2BQ/poly ⊆ ptime-2BQ, the inclusion 2N/poly ⊆ ptime-2BQ follows immediately.
(⇒) On the contrary, assume that 2N/poly ⊆ ptime-2BQ. Notice that this is equivalent to 2N/poly ⊆ ptime-2BQ/poly. Hereafter, it suffices to prove that para-NL/poly ∩ PHSP ⊆ para-ptime-BQL/poly because, once this is proven, Lemma 5.8 implies that NL/poly ⊆ ptime-BQL/poly and Lemma 5.7 further concludes that NL ⊆ ptime-BQL/poly.
Let us take any parameterized decision problem (L, m) in para-NL/poly ∩ PHSP. Let L = {(L n , L n )} n∈N be a family induced from (L, m). Proposition 5.1(1) implies that L ∈ 2N/poly. Our assumption then implies that L ∈ ptime-2BQ/poly. It thus follow by Proposition 5.1(1) that (L, m) ∈ para-ptime-BQL/poly.
From Theorem 1.1, Corollary 1.2 follows immediately. This theorem also leads to the main result of [19] (see also [20] ), Corollary 5.9, whose proof relies on the property of a particular NL-complete problem, the directed graph s-t connectivity problem. Our argument instead uses the parameterized complexity classes para-L and para-NL as in Proposition 5.1. 
Quantum Advice and Quantum Transition Tables
For the proof of Theorem 1.3, we need to examine the essential roles of quantum advice. It is shown in [28, Lemma 3 .1] that a polynomial-time QTM with quantum advice can be translated into an equivalent polynomial-size quantum circuit family starting with additional quantum states. In the case of quantum finite automata, we need to quantize transition tables and feed them to quantum finite automata. Firstly, we need to clarity the notion of superpositions of transition tables. As discussed in Section 2.2, a transition table T is encoded into a string T , from which a certain 2qfa can recover a coded quantum circuit C (n,l) q,σ and approximately execute each transition from (q, σ). We collect such transition tables T 1 , T 2 , . . . , T k and form their superposition in the form k i=1 α i |T i . In what follows, we abbreviate 2-way super quantum finite automata with garbage tapes as 2sqfa's.
Our purpose is to give the proof of Theorem 1.3. For this purpose, we need to prepare key statements, Proposition 6.1 and Lemma 6.2.
Proposition 6.1 Let (L, m) and (K, m) be two parameterized decision problems and let L = {(L n , L n )} n∈N be a family of promise decision problems.
quantum advice function h similarly to the proof of Lemma 5.6.
2
In the end, we provide the proof of Proposition 6.1. Proposition 6.1(1) directly follows from Lemma 6.3.
Proof of Proposition 6.1(1). Let (L, m) be any parameterized decision problem and let L = {(L n , L n )} n∈N be a family of promise decision problems induced from (L, m).
(Only if-part) Let us assume that (L, m) is in para-ptime-BQL/Qpoly ∩ PHSP. Since m is polynomially honest, there is an absolute constant c > 0 such that x ∈ L n ∪ L n implies |x| ≤ n c + c for any n and x. Take an advised QTM M together with a polynomially-bounded quantum advice function h that solve (L, m) with bounded-error probability in expected m(x) O(1) time using O(log m(x)) space. By Lemma 6.3(1), we convert it to a family N = {N n,l } n,l∈N of 2sqfa's with polynomially many inner states together with a family Ψ = {|ψ n,l } n,l∈N of superpositions of transition tables of N . Note that M accepts (resp., rejects) (x, h(|x|)) with bounded-error probability iff N m(x),|x| with |ψ m(x),|x| accepts (resp., rejects) x with bounded-error probability. Since M with h solves (L, m) with boundederror probability, N with Ψ solves L with bounded-error probability as well. This implies that L ∈ ptime-2sBQ/poly.
(If-part) For the converse, assume that L ∈ ptime-2sBQ/poly. Take a family N = {N n } n∈N of n O(1) -state 2sqfa's together with Ψ = {|ψ n } n∈N that solves L with bounded-error probability. Since L is induced from (L, m), Lemma 5.4(1) implies that m is polynomially honest; thus, (L, m) belongs to PHSP. By Lemma 6.3(2), there are an advised QTM M and a polynomially-bounded quantum advice function h such that M with h "simulates" N with Ψ in expected m(x) O(1) time using O(log m(x)) space. Hence, we conclude that (L, m) ∈ para-ptime-BQL/Qpoly.
With a use of Lemma 6.4, we can prove Proposition 6.1 (2) .
Proof of Proposition 6.1(2). Let L = {(L n , L n )} n∈N be a family of promise decision problems and let (K, m) be a parameterized decision problem induced from L.
(⇐) Assume that L ∈ ptime-2sBQ/poly. By Lemma 5.4(2), m is polynomially honest; thus, (K, m) is in PHSP. Take a family N = {N n } n∈N of n O(1) -state 2sqfa's and a family Ψ = {|ψ n } n∈N of superpositions of polynomially-bounded transition tables solving L with bounded-error probability. Lemma 6.4(2) guarantees the existence of an advised QTM M and a polynomially-bounded quantum advice function h for which M with h "simulates" N with Ψ. Hence, we obtain (K, m) ∈ para-ptime-BQL/Qpoly.
(⇒) Assume that (K, m) ∈ para-ptime-BQL/Qpoly ∩ PHSP. There are an advised QTM M and a polynomially-bounded quantum advice function h such that M with h solves (K, m) with boundederror probability in expected m(x) O(1) time using O(log m(x)) space. By Lemma 6.4(1), there exist a family N = {N n } n∈N of 2sqfa's with polynomially many inner states and a family Ψ = {|ψ n } n∈N of superpositions of polynomially-bounded transition tables such that N with Ψ solves L with boundederror probability. This implies that L ∈ ptime-2BQ. Since m is polynomially honest, L further belongs to ptime-2BQ/poly. 2
Challenging Open Questions
Finite automata are generally regarded as one of the simplest models of computation because their behaviors are mostly simple enough to describe and easy to execute. Through this exposition, we have aimed at establishing bridges between such simple models and space-bounded advised computations by way of parameterization problems. Our effort in this exposition has earned a partial success in making a progress in theory of nonuniform state complexity, which was initiated by Berman and Lingas [4] and Sakoda and Sipser [29] and lately revitalized by Kapoutsis [17, 18, 19] , Kapoutsis and Pighizzini [20] , and Yamakami [49] . As a future research direction, we provide a short list of challenging open problems that await to be solved in the near future.
1. Computational models of one-way finite automata are relatively easy to analyze than two-way models; however, we have not settled all inclusion and separation relationships among nonuniform state complexity classes shown in Figure 1 . An important task is to complete this figure by clarifying such relationships. For example, prove or disprove that 1N 2D.
2. In computational complexity theory, many intriguing complexity classes have been introduced and studied extensively. In comparison, theory of nonuniform state complexity is still in a preliminary stage of intensive research. Develop a full fledged theory by introducing more classes and studying their structural properties. As an example, we need to settle a question of whether 2N is closed under complementation. 3. We have shown a close connection between polynomial state complexity and logarithmic-space complexity in Sections 5-6. This result can be seen as a direct application of nonuniform state complexity to main-stream computational complexity theory. For another application to the linear space hypothesis, for example, refer to [49] . Find more intriguing applications of nonuniform state complexity to other fields of computer science. 4. The choice of amplitudes and probabilities seems to endow underlying quantum and probabilistic finite automata with quite different computational power. For example, there is a difficulty in showing that 2P = co-2P and 2Q = co-2Q because of the lack of our understanding of real (and complex) numbers. 5. Our main concern has been nonuniform families of various types of finite automata. As another direction of the current research, we suggest to study a uniform variant of those families. In this direction, there are a few interesting results in [4, 19, 49] .
