In recent years, many private corporations and government organizations have digitized corpuses of legacy paper documents. Often, these organizations hope to take advantage of digital representations to transform costly manual tasks associated with paper archives into less-costly computer-assisted tasks. The most common approach toward automated information extraction is through inverted indexing systems that allow fast keyword searches. Keyword-based indexing, however, is ineective for tasks that require information from higherlevel contexts.
Introduction
A common problem faced by many organizations is in extracting useful information from large corpuses of physical documents. To avoid full manual processing, these documents are often rst processed using an optical character recognition (OCR) system. Once digitized, documents can be indexed for searching, allowing To make sense of digital documents from this domain, we propose combining two common document processing tasks, (i) clustering and (ii) segmentation, into one process to simultaneously segment documents within a corpus and assign each segment to a category.
We have developed a generative probabilistic model to accomplish this task which we call the Joint Segmenta- An excerpt from a Wikipedia article partitioned into segments based on section headings. Section headings also can be viewed as categories associated with blocks of text inside the section. Section headings are marked with dashed outlines and blocks of body text are indicated by solid outlines. The rst section in the example article is marked in blue, while the second is marked in green. Given text from a set of documents at a block-level granularity, we would like to recover section boundaries and common section topics associated with each block.
An additional contribution of our work is in introducing a noise-based heuristic to the JSC inference algorithm. This heuristic allows the JSC model to escape undesirable areas in the topic space and improves in both clustering and segmentation ability. the set of parameters used to compute the probability of the words in a segment given that the segment was assigned to cluster c H the prior distribution over Θ πd,c the probability of assigning a segment in document d to category c φc,m the probability of generating word m from foreground topic c ηm the probability of generating word m from the global background topic ψd,m the probability of generating word m from document d's local background topic a (...)
a Dirichlet prior on the variable contained in the superscripted parentheses, e.g., a (π) is the Dirichlet prior parameter for every row of π Table 1 : Description of JSC model parameters.
parameters in Table 1 . A plate diagram of the model is given in Figure 2 .
The joint probability of a single segment and associated cluster assignment in the JSC model is given
For the simplest case, we generate each segment's contents using a multinomial distribution over words:
where the index b is over words within a block of text. In this case, Θ = {φ} and φ c,m is the probability of generating word m given a segment cluster assignment of c. This multinomial distribution, φ c,: , is equivalent to a distribution over words given a topic in the LDA model [2] .
The marginal probability of the entire corpus is given by
where the sum is over S d , all possible numbers of segmentations, c d , all possible cluster assignments of segments, and t d , all possible ways to segment the document into S d parts. We use a uniform prior on numbers of segmentations and placement of segment boundaries,
We also include a Dirichlet prior over the document cluster probabilities, p(π d,:
and a distribution over segment-level param- Chemudugunta et. al. [3] and factor out both a global background topic and a document-specic background topic. Including background topics, the per-segment probability becomes In the rst step, we work directly with the multinomial distributions, π, ξ, φ, ψ, and η, and perform blocked Gibbs sampling of both segmentations and cluster assignments using the forward algorithm [13] combined with a backward sampling step. This step enables ecient sampling of segmentations at the expense of less ecient sampling of cluster assignments.
The forward algorithm is a dynamic programming algorithm that employs a forward recurrence, α d,t (c). This recurrence computes the sum of all segmentation probabilities for document d that start at the rst text block and end at text block t with cluster assignment c as follows:
For inference, we sample a segmentation in the backward direction using the previously-computed forward recurrence:
In the second inference step, we x segment boundaries in each document and run a predened number of collapsed Gibbs sampling steps on the cluster assignments for each segment. This inference step is similar to the collapsed Gibbs sampling algorithm for the SWB model [3] and is described in Section 1 of the Supplementary Material.
After sampling cluster assignments we can then sample π d,: from its Dirichlet-distributed conditional posterior: Table 2 : A description of datasets used to assess our algorithms. Vocabulary sizes and total word counts were computed after preprocessing the raw text.
than both the WikiCities and WikiElements datasets but was constructed similarly.
In the WikiPeople dataset, we only retained sections whose headings appeared more than ten times in the entire corpus. Table   2 lists the number of documents and clusters in each of the Wiki datasets.
We used the Associated Press (AP) dataset 6 to assess perplexity. AP news articles do not include reference segmentations, so the AP dataset is not appropriate for assessing segmentation ability.
We preprocessed each dataset by removing stop words, stemming words, removing very frequently or infrequently occurring words, and replacing strings of digits with the text NUMBER. Table 3 shows a comparison of clustering results between CLUTO, the Latent Permutations model [4] , and our models. To assess the performance of each approach, we computed three types of scores using a confusion matrix, C. The value of each entry, C r,h , is given by the number of sentences in reference cluster, r, which are also contained in hypothetical cluster, h. We computed the average recall as
Clustering
, the average precision as h maxr C r,h r,h C r,h
, and the F1-score as 2 · precision×recall precision+recall . We assessed overall performance using the F1 score.
Both the Latent Permutations model and our models produce better F1 scores than CLUTO on all datasets, indicating that the joint segmentation task adds useful information toward predicting cluster as- We assessed segmentation performance using P k [1] and WindowDi (WD) [9] scores. These segmentation scores are computed by passing a sliding window across the text and comparing segment boundaries that occur within the window between the inferred segmentation and the reference segmentation. The P k score counts whether a window in the reference and test segmentations either both contain or do not contain a segment boundary, and the WD score counts whether the number of segment boundaries in each window of the reference and test segmentations are the same. For both P k and WD, we chose a window length of half the average segment length in the reference segmentation. This window size was computed separately for each document.
Smaller P k and WD scores indicate more accurate segmentations. Table 4 
