One possible function of the dorsal cochlear nucleus (DCN) is discrimination of head-related transfer functions (HRTFs), spectral cues used for vertical sound localization. Recent psychophysical and physiological studies suggest that steep, rising spectral edges may be the features used to identify HRTFs. Here we showed, using notch noise and noise band stimuli presented over a range of frequencies, that a subclass of DCN type IV neurons responded with a response peak when the rising spectral edge of a notch or band was aligned near best frequency (BF). This edge sensitivity was correlated with weak or inhibited responses to broadband noise and inhibition in receptive fields at frequencies below BF. Some aspects of the inhibition shaping the response peak, namely inhibition to rising edges below BF and to falling edges at BF, could be explained by the properties of type II interneurons with BFs below those of the type IV neurons. However, many type IV neurons also showed inhibitory responses with the rising spectral edge just above BF, and these responses could not be reproduced by current models of DCN circuitry. Therefore, a new component of the DCN circuit is needed to fully explain the responses to rising spectral edges. This shaping of edge sensitivity by inhibition to rising spectral edges both below and above BF suggests the specialization of DCN for spectral edge coding along the tonotopic gradient.
Introduction
Spectral sound localization cues are created by the acoustic filtering properties of the outer ear; the frequency-specific changes in gain from the free field to a point near the eardrum are described by head-related transfer functions (HRTFs) (Blauert, 1969; Hebrank and Wright, 1974) . In cats, HRTFs are characterized by a midfrequency notch, which shifts systematically in frequency with sound source azimuth and elevation (Musicant et al., 1990; Rice et al., 1992) . This notch produces a sharp minimum in the sound spectrum at the eardrum, which is an important cue for vertical sound localization in cats (Huang and May, 1996; Tollin and Yin, 2003) . Spectral notch processing has been associated with the dorsal cochlear nucleus (DCN) (Young and Davis, 2002; Oertel and Young, 2004) and interruption of the output axons of the DCN impairs the ability of behaving cats to orient to sound sources in the vertical plane (Sutherland et al., 1998; May, 2000) .
Recent studies raise the question of whether it is the frequency of the notch itself or the frequency of the upper edge of the notch that is encoded. Psychophysical experiments in human observers show that steeply rising spectral edges can influence perceived vertical location (Middlebrooks, 1992; Macpherson and Middlebrooks, 1999) . Moreover, rising spectral edges are strongly encoded by type O neurons in the inferior colliculus (ICC) (Davis et al., 2003) . Type O neurons receive a dominant excitatory input from type IV neurons in the DCN (Davis, 2001) , and the edge sensitivity seen in the ICC could be derived from the DCN. Type IV neurons receive inhibitory inputs from type II interneurons with lower best frequencies (BFs) than the excitatory inputs to type IVs from the auditory nerve (AN) (Voigt and Young, 1990; Spirou and Young, 1991) , an arrangement that could produce spectral edge sensitivity.
The goal of this study was to test whether DCN type IV neurons encode rising spectral edges and, if so, to determine whether the known circuitry of the DCN suffices to account for such encoding. Previous studies explored a different hypothesis, that spectral notches are encoded by inhibitory responses to the absence of energy in the notch, based on the finding that most type IV neurons are excited by broadband noise (BBN) but inhibited by notches centered on BF (Spirou and Young, 1991; Nelken and Young, 1994) . These studies mainly examined the responses of DCN type IV neurons to notch noise with the notch centered on BF, which gives no information about encoding of notches with spectral edges at BF.
The data reported here show that the majority of DCN type IV neurons respond with a peak of discharge rate when a rising spectral edge is aligned near BF. This edge sensitivity is correlated with weak or inhibited responses to BBN and with inhibition in receptive fields at frequencies just below BF. Some aspects of the inhibition can be explained by the properties of known DCN inhibitory circuits; however, important aspects of the responses cannot be reproduced by the current model of the DCN (Han-cock and Voigt, 1999) . Therefore, a new inhibitory component of the DCN circuit is needed to fully explain the responses to rising spectral edges.
Materials and Methods
Surgical procedures. Experiments were conducted on 22 adult cats (3-4 kg) with infection-free ears and clear tympanic membranes. Animal use protocols were approved by the Johns Hopkins Animal Care and Use Committee. A detailed description of the surgical procedures is provided by Nelken and Young (1994) . Briefly, cats were tranquilized with xylazine (2 mg, i.m.) and anesthetized with ketamine (40 mg/kg, i.m.; supplemental dose, 15 mg/kg, i.m.). Atropine (0.1 mg, i.m.) was given to control mucous secretion. Cats were decerebrated by aspirating through the midbrain between the superior colliculus and thalamus, after which anesthesia was discontinued. Core body temperature was maintained at 38°C using a regulated heating blanket, and lactated Ringer's solution was given regularly to maintain fluid volume.
The DCN was exposed by drilling a small (ϳ2 mm) hole through the bone ϳ3-5 mm lateral to the foramen magnum after removal of the occipital condyle (Young and Brownell, 1976) . The DCN surface could be directly visualized after gentle parting of the choroid plexus, and no aspiration or retraction of neural tissue was needed for this approach. Recording electrodes were advanced into the DCN at an angle within 0 -20°from the stereotaxic horizontal plane and ϳ10°azimuth, approximately perpendicular to its layers and at a slight angle to its isofrequency laminas. Single neurons were isolated and recorded extracellularly using platinum-iridium microelectrodes.
Acoustic stimuli and experimental protocol. Recordings were made in a sound-attenuating chamber. Acoustic stimuli were delivered to the ipsilateral ear via an electrostatic speaker coupled to a hollow ear bar. The speaker was calibrated in situ using a probe tube placed ϳ2 mm from the eardrum. The calibration was essentially flat, with fluctuations of Ͻ10 dB from 0.5-30 kHz.
Tones at the BF of the background activity or BBN were used to search for neurons along the track. Once a neuron was isolated, it was characterized using rate versus level functions for BF tones and BBN; stimuli were presented as 200 ms bursts once per second. Sound level was changed in 1 dB steps over an 80 -100 dB range, and each level was presented once. Units were classified as type IV if they had moderate spontaneous rate and BF tone rate-level functions with excitation at low sound levels and inhibition (rate less than spontaneous rate) at high sound levels, as by Young (1984) . Other units with moderate spontaneous rate and incomplete inhibition at high levels were classified as either type III or type IV-T, depending on whether the driven rate to BF tones at 35 dB relative to threshold was greater or less than half of the maximum driven rate, respectively (Shofner and Young, 1985) . Units were classified as type II neurons if they had no spontaneous rate and strongly excitatory but nonmonotonic responses to BF tones, but little response to BBN (Ͻ30% of maximum BF tone rate). Only neurons located along the electrode track before a change in the direction of the BF gradient, which indicates a transition from DCN to ventral cochlear nucleus (VCN), were classified as DCN neurons. In VCN, at depths after a BF gradient shift, units were classified as onset-C neurons if they had onset responses to tones, no spontaneous rate, and strong BBN responses.
Response maps were collected for many neurons. They were constructed by recording responses to 200 ms tone bursts presented once per second over a range of frequencies (usually 100 tones spaced over 2 octaves centered on BF) and sound levels (40 -80 dB range in 10 dB steps). Each frequency-sound level combination was presented once, starting from BF and progressing to alternately lower and higher frequencies at each sound level. In the absence of spontaneous activity, response maps were collected in the presence of a second tone fixed at BF 3-8 dB above threshold to produce background activity and reveal inhibitory effects.
Once a neuron was characterized, notch noise and noise band sweep sets were presented. Notch noise stimulus spectra were defined in the frequency domain, each with 48.8 kHz bandwidth, infinite edge slopes, and notch depths of 30 dB, shown in Figure 1 . Each notch sweep set consisted of 100 notch noise stimuli with logarithmically constant notch widths and notch center frequencies ranging from 1 octave below to 1 octave above BF in ϳ 1 ⁄50 octave steps. For BFs Ͼ24.4 kHz, the highest notch frequencies presented were Ͻ1 octave above BF because of sampling rate limitations. Noise band sweeps were similar, except that the center frequency of the band was varied in place of the notch. Across sets, notch (band) width was varied as 1 ⁄32, 1 ⁄16, 1 ⁄8, 1 ⁄4, 1 ⁄2, 1, and 2 octaves.
These stimulus spectra were corrected for irregularities in the soundsystem transfer function using the inverse of the speaker calibration. The frequency spectrum of each stimulus was sampled with 32,768 points and inverse Fourier transformed with random phase to create ϳ335.5 ms stimulus bursts in the time domain (sampling rate of 97,656.25 Hz). The same set of random phases was used for all sweep stimuli. Linear 10 ms ramps were added to the onset and offset of the stimuli. All stimuli at a Original values are shown in parentheses when they have been changed. Input population parameters: C AB is the frequency offset of the input population from the target cell; BW AB is the integration bandwidth of the input population; N AB is the number of cells in the input population bandwidth [unlike by Hancock and Voigt (1999) 1/2 at BF. The BBN was not compensated for the acoustic calibration. The dotted line is the rate during the interstimulus interval after the stimulus. C, Example dot raster plot for notch noise with a notch width of 1 ⁄2 octave presented at a spectrum level of 8 dB. Rate responses to notch noise sweep sets (D) and noise band sweeps (E) are shown for different notch widths or bandwidths (colors) and sound levels (rows). Levels are spectrum level in the pass band in decibels relative to 20 ϫ 10
Ϫ6
Pa/(Hz) 1/2 . The horizontal gray line is spontaneous rate (spont. rate) measured from rate-level functions at subthreshold levels. Rates were smoothed by convolution with a three-point triangular window. The top plot shows the stimulus spectrum at the peak discharge rate for the 1 ⁄2 octave notch or band. Figure 2 , except that no dot raster is shown. dB SPL, Decibels of sound pressure level; sp/s, spikes per second; spont. rate, spontaneous rate.
given sound level were presented with the same pass-band spectrum level; hereafter, for notch noise or noise band stimuli, the notation "dB" in the text will represent the spectrum level of the pass band in decibels relative to 20 Pa/(Hz) 1/2 . The stimuli were presented once per second, sequentially from the lowest notch (band) center frequency to the highest center frequency. The first stimulus was presented an additional 10 times to preadapt the neuron. The stimuli were presented over a range of sound levels, spaced at 10 dB, from just above BBN threshold to the maximum speaker output level. Rate responses were averaged over the stimulus duration.
Simulations using the DCN model. Responses of onset-C, type II, and type IV neurons were simulated in Matlab (MathWorks, Natick, MA) with a model based on the one developed by Hancock and Voigt (1999) . The model circuit was the standard DCN model proposed by Young and colleagues, shown in Figure 12 D (Young and Davis, 2002) ; the wideband inhibitor (WBI) in the circuit was assumed to be the onset-C cell of the VCN (Nelken and Young, 1994; Winter and Palmer, 1995) . Similar intrinsic and connection parameters were used as by Hancock and Voigt (1999) , except for the following changes: b k , a parameter governing the effect of the variable potassium conductance, was set to 10 instead of 2 for the type IV and WBI cells and 9 instead of 1.75 for the type II cells; the BFs of certain input populations were offset to lower or higher frequencies relative to the BFs of their target cells, as described in Results; and finally, a Gaussian instead of flat distribution of synaptic weights was used for each population of connections. The Gaussian distribution was shaped to have an SD equal to half of the original bandwidth of Hancock and Voigt (1999) for each population, except for the AN inputs to the WBI, in which a relatively smaller SD equal to one-third of the original integration bandwidth was used. Changes to the connectivity parameters are described fully in Table 1 and discussed further in Results.
AN inputs to the model were simulated with a model developed by Bruce et al. (2003) for complex, broadband sounds and based on the previous model of Zhang et al. (2001) . Because the Bruce model is only valid for high spontaneous rate fibers, simulations were restricted to low sound levels in the middle of the dynamic range of these fibers for broadband stimuli, at approximate pass-band levels of 0 dB. This was necessary because both real (Hellstrom, 1998) and simulated high spontaneous rate fibers start to saturate for notch noise at pass-band levels of 10 dB and higher, eliminating the ability to code spectral features, in contrast to the obvious coding of spectral features by real DCN neurons at high levels. In reality, DCN neurons most likely compensate for saturation by integrating high and low spontaneous rate AN fiber inputs, which cannot be done with the current model. AN responses to tones, BBN, and notch noise were simulated for AN BFs spaced at 1 ⁄100 octave over a range of 4 octaves centered on 2.5 kHz (i.e., frequencies within the validated range for the model). This wide BF range was required for integration over at least 3 octaves by onset-C neurons. To reduce the scatter in responses to notch noise and noise bands, AN responses at each BF were simulated 10 times and saved, and the input to the model was taken as the average of 10 repetitions randomly selected from this set, with replacement. All other inputs (type II and onset-C) and stimuli (tones, BBN, and HRTFs) were simulated just once at each BF.
Results

Type IV units with peak responses to rising spectral edges
We found that 24 of 37 (65%) type IV neurons were selective for rising spectral edges (i.e., they exhibited a single excitatory peak response) in notch noise and noise band sweeps, for stimuli with the rising spectral edge aligned near BF. The remaining 13 of 37 (35%) type IV neurons lacked this peak to the rising edge, although they may have had a small peak to the falling edge or when the notch noise was centered on BF. Figures 2-4 show the rate responses of three type IV neurons that illustrate the range of responses in edge-sensitive units. In each figure, different colors represent different notch or bandwidths, and sound levels increase from the bottom to top rows.
The two examples in Figures 2 and 3 illustrate the edge sensitivity seen in the majority of type IV neurons. For the notch noise sweeps shown in Figures 2 D and 3C, these neurons showed a peak response with the rising spectral edge aligned near BF; the stimulus eliciting the peak response is shown at the top. The example in Figure 2 had a large peak rate of Ͼ100 spikes per second, and the example in Figure 3 had a smaller peak rate just above spontaneous rate (gray line) with a larger contribution of inhibition in the shaping of the peak, especially at high sound levels. In units like these examples, there was a strong inhibition of response for the notch edge frequencies above BF (i.e., for the BF within the notch). The range of notch frequencies over which the inhibition was seen broadened with increasing notch width, although the inhibition was usually strongest for rising edge frequencies just above BF (Fig. 3C ). The overall background rate also often decreased with notch width; this was particularly apparent at frequencies below the peak rising edge frequency (Fig. 2D) .
The example in Figure 4 shows a second kind of notch response that was observed in some edge-sensitive neurons. These neurons showed a large peak response to notch noise with the rising edge at or slightly above BF (Fig. 4 A) but lacked the inhibitory response for rising edge frequencies just above BF, as in Figures 2 and 3 . This unit showed inhibitory responses to rising edge frequencies farther above BF for narrow notch widths and low sound levels, but these responses became excitatory as notch width broadened or sound levels increased. Several qualitative features were similar across edge-sensitive neurons. These examples show that changes in sound level had little effect on the peak height, although the peak location shifted slightly upward in frequency with increasing sound level, especially for units like the one in Figure 4 . Conversely, notch width had a large effect on the peak height, because the peak was diminished at notch widths of 1 ⁄4 octaves or smaller, best seen in Figures 2 D and 4 A.
For noise band sweeps (Figs. 2 E, 3D, 4 B), most (16 of 18 units with noise band data, 89%) notch-edge-sensitive neurons also responded maximally to noise bands with the rising spectral edge aligned near BF; again, the stimulus eliciting the maximum rate is shown at the top of the figure. Like the peak seen in notch noise sweeps, the peak rate for noise band sweeps was invariant with sound level, although the peak location shifted upward slightly with increasing sound level. The bandwidth had little or no effect on peak size. The common feature between the optimal notch and band stimuli is the steep rising spectral edge near BF, which implies that the spectral edge is the feature that is encoded by these neurons.
The population of edge-sensitive units could be divided into two groups by the presence or absence of inhibition with the rising edge above BF (criterion: the rate is below or above spontaneous rate for rising edge frequencies within 0.2 octaves above BF for the 1 ⁄2 octave notch width sweeps). These are called low-rate (units like those in Figs. 2, 3) and high-rate (Fig. 4) below. Population data for the two groups are shown in Figure 5 . The group with inhibition for the rising edge above BF, the low-rate group (16 of 24, 67%) (Fig. 5A, brown) , showed sharp peaks of response to rising spectral edges; the peaks were similar at different notch widths and sound levels. The group without inhibition, the high-rate group (8 of 24, 33%) (Fig. 5A, green) , showed more variability in response as the stimulus changed. The stability in low-rate units is apparently attributable to the strong inhibition to rising spectral edges just above BF. This additional inhibition may also be responsible for the lower overall rate response.
Other differences between these two subgroups became apparent when notch width or sound level was varied. The peak location varied more as notch width changed for the high-rate group, as shown for mean population responses in Figure 5B . A similar effect was observed for noise band sweeps, in which the peak shifted to higher frequencies with decreasing bandwidth (data not shown). This peak shift across notch widths was more apparent at intermediate to high sound levels (Fig. 5C , thick green lines) than at low sound levels (Fig. 5C , thin green lines).
When sound level was varied, both low-rate and high-rate units showed shifts in peak location to higher frequencies with increasing sound level, as shown in Figure 5C for two notch widths. The shift was especially apparent between very low and intermediate sound levels. However, the high-rate group had larger shifts than the low-rate group, especially evident for notch widths of 1 octave.
Units without spectral edge sensitivity
The remaining type IV neurons, which lacked the peak to the rising edge, could be divided into three groups; the majority (8 of 13) showed no excitatory peak at all; 1 of 13 responded to falling edges; and 4 of 13 were excited instead of inhibited by notches centered on BF.
The neurons of the first group, like the edge-sensitive neurons, were inhibited by notch noise centered on BF (Fig. 6C) ; we call these notch-inhibited units. As for edge-sensitive units, the width of inhibition broadened for wider notch widths. Unlike edge-sensitive neurons, the background rate remained substantially above spontaneous rate and was not affected by notch width. These neurons were excited by noise bands centered at BF, and the width of excitation broadened for wide bandwidths (Fig.  6 D) . Some neurons in this group were inhibited by noise bands centered at BF for narrow, but not wide, bandwidths. This dichotomy corresponds to a transition from inhibition for narrow- show two subgroups of edge-sensitive units: a low-rate group (brown) and a high-rate group (green). The groups are defined based on notch responses only. B, Mean responses to notch noise at various notch widths show peaks that shift to higher edge frequencies with increasing notch width, notably for the high-rate group. Dashed lines indicate 1 SD above and below the mean. The area shaded light gray indicates the range of spontaneous rates (within Ϯ1 SD of the mean). C, Mean responses to notch noise at various sound levels show peaks that shift to higher frequencies with increases in sound level, again more so for the high-rate group. NW, Notch width; BW, bandwidth; sp/s, spikes per second; re:, relative to.
band stimuli to excitation for broadband stimuli (Nelken and Young, 1994) . The transition bandwidth varied from unit to unit, and sometimes responses were excitatory to the smallest bandwidth tested as in the example shown. Figure 7C shows an example from the four units that were excited by notches at or just below BF; we call these notch-excited units. Two units were recorded at low sound levels below spectrum levels of 20 dB, and these units behaved like the notchinhibited group in that they were inhibited by notches centered on BF. At higher sound levels, four of four units were excited instead of inhibited by notches centered on BF, and the excitatory response broadened with notch width. The maximum rate also increased with increasing notch width. The responses with the notch away from BF were either completely inhibited (two of four units) (Fig. 7C) or weakly influenced (two of four units) (data not shown). Figure 7D shows a similar trend for noise band sweeps. At low sound levels, units were excited by noise bands centered on BF. At high sound levels, responses were inhibited by noise bands centered at or just below BF and strongly excited elsewhere. This excitation to noise bands centered far away from BF does not necessarily mean that there are excitatory inputs far away from BF but is more likely attributable to the strongly non-monotonic BBN rate-level function and represents a response to the energy in the stop band of the noise, which is 30 dB down from the pass band. For the example in Figure 7 , a noise band with a pass-band level of 20 dB will have a stop-band level of Ϫ10 dB; a noise band centered on BF will be inhibitory because the neuron is inhibited by BBN at 20 dB (Fig. 7B) . However, when the noise band is far from BF, the neuron will be excited by the stop-band at BF because the neuron is excited by BBN at Ϫ10 dB. The same argument applies for notch noise centered on BF.
Type III and type IV-T units were also recorded in the DCN and were generally found to be non-edge sensitive, responding like the notch-inhibited type IV unit in Figure 6 . Of the type III units, three of four were notch inhibited, and one of four had a small peak to falling spectral edges. Of the type IV-T units, three of five were notch inhibited, one of five had a small peak to rising spectral edges, and one of five had a small peak to falling spectral edges. . Non-edge-sensitive unit of the notch-inhibited type (BF of 6.9 kHz). Organized as in Figure 3 . dB SPL, Decibels of sound pressure level; sp/s, spikes per second ; spont. rate, spontaneous rate.
Figure 7.
Non-edge-sensitive unit of the notch-excited type; the unit was excited by notches at BF at pass-band spectrum levels of 20 dB or greater (BF of 10.3 kHz). Organized as in Figure 3 . dB SPL, Decibels of sound pressure level; sp/s, spikes per second; spont. rate, spontaneous rate.
What other properties distinguish edge-sensitive and non-edge-sensitive type IV neurons?
There was no clear difference between the distribution of BFs for rising-edge-sensitive and other units, shown in Figure 8 A. The sampling of BFs was centered on frequencies from 8 to 20 kHz, which is the range of the lowest frequency notch in cat HRTFs (Musicant et al., 1990; Rice et al., 1992) . Given this sample, there was no segregation of spectral edge responses by BF.
Edge sensitivity was strongly linked to the shape of BBN rate versus level functions. Most rising-edge-sensitive units had nonmonotonic BBN rate-level functions, reflected in a negative local slope, as in Figures 2 B and 3B . In contrast, notch-inhibited units had monotonic BBN rate-level functions with zero or positive slopes everywhere, as in Figure 6 B. Figure 8 B shows a scatter plot of the slope of BBN rate functions at sound levels just above their inflection point, measured as in Figure 8 D One hypothesis for edge sensitivity is that it reflects an offset in the BFs of inhibitory inputs relative to excitatory inputs. The central inhibitory area (CIA) is the strong inhibitory frequency region centered near BF in the tone response maps of type IV units; the CIA corresponds to the type II inhibitory input (Voigt and Young, 1990; Spirou and Young, 1991) . These previous studies have suggested that the CIA usually is centered below BF, which is the offset needed to give rising edge sensitivity. The CIA center frequency (CIA CF) was calculated from tone response maps as the logarithmic center frequency of inhibition at the lowest sound level at which inhibition was seen, as by Spirou and Young (1991) . As shown in Figure 8C , most edge-sensitive type IV units had CIA CFs below BF (shaded symbols), whereas notch-inhibited units had CIA CFs at or above BF (open triangles) ( p Ͻ 0.05, rank-sum test). The notch-excited units, like the edge-sensitive units, had CIA CFs below BF (ϫ symbols).
Comparison of recording depths showed a difference in the locations of low-rate and high-rate neurons in the DCN. Recording depths were measured with the microdrive as the distance, in micrometers, from the surface of the DCN. There was no difference between the depth distributions of edge-sensitive versus non-edge-sensitive type IV units. However, there was a striking difference within the edge-sensitive group. Low-rate units occurred over a range of depths, but high-rate units occurred only at depths Ͼ600 m. Many of the units came from different experiments, so this was not an effect attributable to one cat. In fact, the one track with both low-and high-rate units had the two low-rate units at shallower depths than the one high-rate unit. This difference in depth of low-and high-rate units is highly significant ( p Ͻ 0.01; exact Fisher's test) and suggests that neuroanatomical differences may accompany physiological differences between low-and high-rate type IV units, specifically that high-rate units are found in deep DCN, whereas low-rate units are found in both deep DCN and the pyramidal cell layer. Similarly, the notchexcited units were found at depths Ͼ500 m. However, because the depth measurements were not normalized for track angle, nucleus size, or differences in shape, additional study followed by histological reconstruction would be useful to verify these trends.
Type II responses to notch noise and noise bands only explain some features of type IV responses Type II units are a prominent inhibitory input to DCN type IV units (Voigt and Young, 1990) . Although they are not considered to be a source of inhibition for noise notches centered at BF (Nelken and Young, 1994) , their responses for notches centered away from BF have not been studied extensively.
We found that seven of seven type II neurons studied showed very similar, strongly modulated responses to notch noise and noise band sweeps (Fig. 9) . This response modulation is consistent with previous type II data (Nelken and Young, 1994) . These responses differed from the type IV responses described above in that peak responses were not seen at the rising band edge (Fig. 9C,D) but rather at the falling band edge (Fig. 9E,F) . However, note that type II units responded to both edges, unlike rising edge-sensitive type IV units, which were inhibited by the falling edge. These high-rate responses to notch noise seem inconsistent with previously described weak rate responses to BBN in type II units (Young and Voigt, 1982; Spirou et al., 1999) . However, the data are consistent, as is shown by the observation that the excitatory responses decreased as notch width decreased, converging to the BBN response at very narrow notch widths. Figure 10 shows a comparison of average type II and type IV responses to notches and noise bands. All of the type II responses studied at octave notch width are superimposed on a normalized frequency scale (Fig. 10 A) , and these are averaged and compared with type IV responses in Figure 10 B. The type II frequency axes are shifted to lower frequencies relative to the type IV axes to reflect the empirically measured 0.1 octave frequency difference between CIA CFs and type IV BFs (Fig. 8C) . This frequency difference is consistent with the difference in BFs between type II and type IV units showing cross-correlation evidence of an inhibitory synaptic connection (Voigt and Young, 1990) .
Note that type II activity is qualitatively the inverse of the responses of the high-rate type IV group (Fig. 10 B, thin black  lines) . For example, the strong inhibition of type II units when the notch is centered near BF corresponds to an increase in rate in the type IV units, especially noticeable for the widest notch Figure 8C . As in Figure  5B , dashed lines indicate 1 SD above and below average responses. NW, Notch width; BW, bandwidth; sp/s, spikes per second; re:, relative to.
widths. Peaks in activity in type II units also correspond generally to decreases in rate in the high-rate type IV units. In particular, the broad peak responses to falling edges in type II units correspond to the inhibited responses to falling edges in type IV units (Fig. 10 Bi,Bii, vertical dotted lines); this enhances the prominence of the peak responses to rising edges.
In contrast, the responses of the low-rate type IV units ( Fig.  10 B, thick gray lines) are very different from the predictions that follow from type II inhibition. Although the low-frequency side of the response peak at the rising band edge generally corresponds to a decrease in type II rate, there is no type II response feature that can be used to account for the high-frequency side of the peak. This is especially apparent at wide notch widths in which type II units do not respond at all to notch frequencies around BF (Fig. 10 Bi) . This unexplained inhibition, plus the general low-rate nature of these type IV responses, suggests the presence of additional inhibitory mechanisms.
It is also evident that the loss of edge sensitivity at small notch widths is attributable to the minimum notch width for type II activity. When the notch is narrow, the type II activity is greatly reduced and provides insufficient inhibition to shape the lowerfrequency side of the peak (Fig. 10 Biii) .
Onset-C responses are consistent with broadband integration
Onset-C units in the VCN are characterized physiologically by strong responses to BBN and weak responses to tones (Smith and Rhode, 1989; Winter and Palmer, 1995) ; they are thought to be a wideband inhibitory input to the DCN (Nelken and Young, 1994; Winter and Palmer, 1995; Doucet and Ryugo, 1997) . The responses of two onset-C units to notch noise sweeps are shown in Figure 11 . Consistent with previous results showing these units to have excitatory inputs over a wide BF range Palmer et al., 1996; Arnott et al., 2004) , they gave a broad excitatory response over a large range of notch frequencies, and the response reached its minimum when the notch was centered at BF (Fig. 11) . Also note that the responses were smaller for wide notch widths than for narrow notch widths. These characteristics are not the ones needed to account for the unexplained inhibition of low-rate type IV units shown in Figure 11 B.
Simulation of DCN neurons replicates some aspects of rising edge sensitivity
The model of DCN type IV units developed by Hancock and Voigt (1999) was used to test whether the usually assumed twoinhibitor model of the DCN (Fig. 12 D) is able to account for the responses to band edges. Figure 12 A shows that the model successfully reproduces onset-C (assumed to be the WBI) (Fig.  12 Ab) and type II (Fig. 12 Ac) responses from simulations of the population response of AN fibers (Fig. 12 Aa) . The strong rate modulation of the WBI by notch frequency was obtained only with a smaller AN fiber integration bandwidth than that used by Hancock and Voigt ( Table 1 ). The asymmetric response of type II units to falling, but not rising, band edges required both the strong WBI rate modulation and an assumed 0.3 octave offset in BF of the WBI units relative to type II units. Note also the increases in type II response as notch width increases, which reflect the weakening of the WBI response as total stimulus bandwidth decreases.
Type IV responses were simulated either without (Fig. 12 Be) or with (Fig. 12C ) the inhibitory connection from WBI units to type IV units. Type II BFs were offset 0.1 octaves lower in frequency relative to type IV BFs, as suggested by the data. Type II responses were generated with the WBI input and BF alignment as in Figure 12 A.
Without WBI input, the type IV simulations exhibit rate peaks at the rising band edge (Fig. 12 B, arrows) . The vertical lines in Figure 12 B make it clear that the peaks come about because of the offset in type II BFs. These type IV simulations resemble the high-rate type IV data (Fig. 5, green lines) but do not show the strong inhibitory responses seen in low-rate units (Fig. 5 , brown lines) with the notch near BF.
Previously, the inhibitory responses to notches centered on BF were attributed to reduced rate in AN fibers and inhibitory inputs from the WBI (Nelken and Young, 1994; Hancock and Voigt, 1999) . However, adding inhibitory inputs from the WBI does not produce appropriate responses in this model, as shown in Figure  12C . Model responses are shown for four inhibitory strengths of the WBI input to type IV units and are compared with averaged data from low-rate units responding to the same stimuli (heavy lines). Although the WBI inhibition reduces the discharge rates, it does not do so with the pattern seen in the data. The WBI inhibition is greatest at notch frequencies far from the type IV BF (Fig.  12 Ab), in contrast to the inhibition seen in the data which is greatest at notch frequencies near the type IV BF.
The weak link in this modeling is that the WBI simulations are based on (1) limited onset-C data and (2) parameters that replicate type II behavior. It could be argued that type IV units might receive inputs from a different subset of onset-C units than type II units, or even other types of onset units, with wider integration bandwidths and flatter rate modulation by notch frequency. Such an input would respond with little modulation to narrow and wider notches, and, together with reduced AN excitation, might account for notch inhibition. However, it is not evident how such an input would compensate for spread of excitation with increased sound level. Furthermore, the inhibition in the data are strongest at rising edge frequencies just above type IV BF rather than when the notch is centered on BF, as would be expected if the Figure 11 . Examples of two onset-C responses to notch noise sweeps plotted versus notch center frequency. Spectral irregularities in the calibration were not compensated for in these early data. A, BF of 21.3 kHz. Pass-band level was 45 dB. Data are incomplete at high center frequencies because of sampling rate limitations. B, BF of 9.4 kHz. Pass-band level was Ϫ13 dB. Archival data are from Nelken and Young (1994) . These stimuli differed slightly in that notches were centered linearly, not logarithmically, in frequency. sp/s, Spikes per second.
inhibition were attributable to general inhibition plus lack of AN excitation. This is most evident when looking at the difference between the low-rate and high-rate group responses for wider notch widths in Figure 5B . The difference is not as apparent at smaller notch widths because it overlaps with the type II inhibition, which clearly affects both the low-and high-rate groups.
Discussion
Physiological mechanisms of edge sensitivity Three main groups of DCN type IV units have been defined on the basis of responses to notch noise: edge sensitive, notch inhibited, and notch excited. The notch responses are correlated with other properties, such as responses to BBN and the relative positioning of the CIA with respect to unit BF. Although the properties of these unit types cannot be fully accounted for by our understanding of DCN circuitry, models that account for their general behavior can be offered. The notchinhibited units (Fig. 6) have the simplest response properties. They show signs of only weak inhibitory inputs in response to noise, in that their BBN rate-level functions are monotonic (Figs. 6 B, 8B ) and they are inhibited by notch noise and excited by noise bands without edge sensitivity (Fig. 6C,D) . Their notch noise properties are qualitatively consistent with the drop in discharge rate of their AN inputs attributable to the notch ( Fig. 12 Aa) ; only small additional inhibition seems necessary, for example, at the widest notch width in Figure 6C . Effects of type II inhibition are not obvious in these notch responses, perhaps because they are weak or because the CIA CF is not reliably offset from the BF of the unit (Fig. 8C) . Of course, type II inhibition must be present in these units to account for their responses to tones (Fig. 6 A) .
The notch-excited units (Fig. 7) show behavior that varies with sound level. At higher levels, these units are excited when the notch is located near BF and inhibited by the noise band. This behavior is qualitatively the inverse of that shown by type II units (Fig. 9) , suggesting that the main properties of the responses of notchexcited units reflect inhibition from type II units. At low sound levels, the type II units are not activated by the noise, and the notch-excited units are like notchinhibited units. This model does not explain the strongly non-monotonic rate functions for BBN shown by these units (Figs. 7B, 8B) , suggesting that these units may have an additional inhibitory input that responds strongly to BBN. This could be from the WBI (Fig. 11) , which would be consistent with the notch and band responses of these units, or from another source.
The edge-sensitive units divide into two subclasses, called low-and high-rate. Both groups show moderately nonmonotonic responses to BBN (Fig. 8 B) and an offset toward lower frequencies of their CIA CFs (Fig. 8C) . The latter property was used in Figures 10 and 12 to account for the general properties of the high-rate subclass. The main effect controlling the responses of type IV units in the model is the inhibitory input from type II units. The rate peak with a rising band edge at BF is produced by this model, but the shift toward higher frequencies of the rate peak as notch width increases is not (Fig.  5B) . There is also a shift with sound level (Fig. 5C ), which could Strong modulation of WBI rate by notch frequency and an offset in WBI BF relative to AN BF (ϩ0.3 octave) are sufficient to replicate the type II falling-edge rate peak. B, Shaping of the type IV response peak to rising spectral edges by a spectrally asymmetric combination of inhibitory type II input (c) and excitatory AN input (d) without WBI input. C, Effect of WBI input (b) to type IV for different WBI synapse strengths g WBI , given as the conductance of the WBI input normalized by the resting conductance of the cell. For comparison, the type II inhibition has a g II of 2.25. The mean data are shown for comparison. Addition of the WBI does not account for additional inhibition with the rising edge frequencies above BF, especially for wide notch widths. NW, Notch width; oct, octave; re:, relative to; spont. rate, spontaneous rate; T2, type II; T4, type IV.
not be investigated with the model because of its limitations to low sound levels. Moreover, it seems clear that an additional inhibitory mechanism, discussed below, is necessary to account for the properties of the low-rate units.
The peak shifts in the high-rate units with sound level (Fig.  5C ) might be caused by an increase in the AN discharge rate with sound level for BFs within the notch. Such a rate increase is expected from the rate responses of AN fibers to broadband stimuli (Schalk and Sachs, 1980) and would not be opposed by type II inhibition, because type II units are inhibited at similar BFs (Fig.  9C) . However, this explanation does not account for the shift in peak locations with increases in notch width.
The additional inhibitory input
Previously, the additional inhibitory input needed to account for low-rate edge-sensitive neurons was assumed to be the WBI (Nelken and Young, 1994; Blum and Reed, 1998; Hancock and Voigt, 1999) . Whereas simulations were able to model inhibitory responses to notches centered on BF using the WBI, the responses to the wider array of notch positions used here were not studied and cannot be simulated with this model.
The properties of the additional inhibitory source can be inferred from the data in Figure 5 as the difference between the green and brown lines in Figure 5B , taking into account the effects of the type II input, shown in Figure 10 B. The additional inhibitory input should respond when the BF of the type IV unit is within the notch, especially with the rising edge of the notch just above BF.
Two candidates for the additional inhibitory source among the unit types studied in this paper are the notch-excited units and the high-rate edge-sensitive units. Both types give responses that are qualitatively like the inferred additional inhibitory input. However, both types are type IV units, and the existing evidence suggests that type IV units are DCN principal cells (Young, 1984) and not interneurons. There is some evidence that principal cells give recurrent collaterals in cat (Smith and Rhode, 1985) , making it feasible that type IV units could interact with other type IV units in the DCN. Whereas DCN principal cells are generally negative for inhibitory neurotransmitters, there are reports of several large cells, including giant cells, in deep DCN that stain for glycine in the cat (Osen et al., 1990) . It is possible that the notchexcited or high-rate type IV units, which electrode track locations suggest to be located in the deep DCN, correspond to these glycinergic cells and that these cells inhibit the low-rate type IV units. Another possibility is that the recurrent collaterals activate small inhibitory interneurons, which then terminate on low-rate type IV units.
Of course, the DCN receives inhibitory inputs from a variety of loci in the superior olive (Ostapoff et al., 1997) and inferior colliculus (Shore et al., 1991; Malmierca et al., 1996) , which could provide the additional inhibitory input. At present, nothing is known about the notch noise responses of these neurons, except for the type O units in the inferior colliculus, which show responses to rising band edges (Davis et al., 2003) and could provide the additional inhibitory input, either directly or indirectly.
Encoding of spectral edges and notches
Previous physiological studies in anesthetized cats using sounds in the free field have shown that DCN responses carry information about sound location (Imig et al., 2000) . Those studies focused on the inhibitory responses, but some of their data also show excitatory peaks adjacent to the null responses (Fig. 12) . The excitatory peaks are not large in the examples shown. However, sound locations were only sampled at 22.5°intervals in elevation, corresponding to ϳ 1 ⁄4 octave steps in spectral notch frequency near the midline. Here, the rate peaks were ϳ 1 ⁄10 octave wide, so they would have been incompletely sampled by Imig et al. (2000) .
These DCN results are similar to results for type O neurons in the ICC (Davis et al., 2003) . Type O neurons respond with a peak of discharge rate when the rising edge of a notch noise is aligned near BF. The results shown here suggest that edge sensitivity in the ICC results from edge sensitivity of inputs from the DCN, which are an important excitatory input to type O neurons (Davis, 2001) . However, the edge sensitivity is elaborated in the ICC, in that type O neurons respond less to noise bands than to notch noise, and a full model of type O neurons requires inputs in addition to DCN type IV units (Davis et al., 2003) .
Psychophysical studies
These results are consistent with observations in human psychophysical studies suggesting that perceived sound location is influenced by the frequency location of the rising spectral edge of notch noise, noise bands, or high-pass noise, as long as the rising spectral edge is in the physiological range of rising edge frequencies in human HRTFs (Middlebrooks, 1992; Macpherson and Middlebrooks, 1999) . This illusion is robust for notch widths of 2 ⁄3 or 1 octaves but not 1 ⁄3 octave (Macpherson and Middlebrooks, 1999) , consistent with the increasing amplitude of the rate peak as the notch width increases (Figs. 2 D, 3C) .
In cats, illusory vertical locations produced by the simultaneous presentation of two sounds from two different spatial locations tends to be higher than predicted by a model based on the center frequency of the spectral notch (Tollin and Yin, 2003) . However, the method used in those experiments produces notches in the sound spectrum at the eardrum that are wider and shallower than those in actual HRTFs, for the same notch frequencies. A rising spectral edge model predicts a higher illusory elevation for this HRTF than a spectral notch model. Thus, spectral edge sensitivity may explain the discrepancy between the predicted and perceived elevations in that study. However, additional work is needed to determine the effects of varying notch parameters, such as slope and depth, in both physiology and psychophysics.
