The Electrocardiogram signals are a very valuable source of data for physicians in diagnosing heart abnormalities. In this paper, we present an efficient technique for compression of electrocardiogram (ECG) signals. A new thresholding method based on the three level of quantization is proposed for encoding samples using an Embedded Zero-tree Wavelet (EZW) and Huffman algorithms. The modified encoding algorithm allows an optimal data compression for a target bit rate and appeared superior to other wavelet-based ECG coders. Also, to improve the efficiency of the proposed method we propose to use different types of wavelet and compare their performances for compression of the ECG signals. Experimental results show that the proposed method has a good performance and less complexity for compression of ECG database from MIT-BIH database different types of wavelet transform.
INTRODUCTION
The electrocardiogram is commonly needed because it is a noninvasive way to establish clinical diagnosis of heart diseases. The records have become widely used to extract some considered information from the heart signals. With increasing use of ECG in heart diagnosis, such as 24 monitoring or in ambulatory monitoring systems, the volume of ECG data that should be stored or transmitted, has greatly increased. Therefore we need to reduce the data volume to decrease storage cost or make ECG signal suitable and ready for transmission through common communication channels such as phone line or mobile channel. So, an effective data compression method is needed.
The main aim of any compression method is to accomplish maximum data reduction while preserving the significant signal morphology features upon reconstruction. Compression methods can be classified into three categories: 1) direct methods: These are time-domain Techniques; where the samples of the signal are directly handled to provide the compression. Coding by time-domain methods is based on the idea of extracting a subset of significant signal samples to represent the signal. Examples of the methods belonging to this group are Amplitude-Zone-Time Epoch Coding method (AZTEC) [1] , Coordinate Reduction Time Encoding System (CORTES) [2] . The key to the successful algorithm is a good rule to determine the most significant samples. 2) Linear Transformation Methods: where the original samples are subjected to a transformation and the compression is performed in the new domain. Wavelet coefficients are encoded based on the characteristics that the coefficients are ordered in hierarchies [3] [4] [5] . This implies that many of the transform coefficients will have little energy and may be discarded. A variety of encoding methods, for instance vector quantization and linear prediction, are used directly to the wavelet coefficients [6] [7] [8] [9] .
3) Parametric Methods: More recently reported in the literature, are combinations of direct and transformation techniques methods, typical examples being beat codebook [10] and artificial neural network [11] . Transform compression using the WT is an efficient and flexible scheme [12] . In recent year many of the research studies have been concentrated on Discrete Wavelet Transform (DWT) coding. Many efficient algorithms have been used to encode the DWT coefficients. Examples include: Embedded Zero-tree Wavelet encoding [13] , the Set Partitioning in Hierarchical Tree (SPIHT) [14] and the wavelet coding using Vector Quantization [15] .
In this paper, a different thresholding method has been performed using the Three-Level Quantization and EZW & Huffman encoding for a better compression. Figure1 shows the block diagram of the proposed method for ECG compression. For lossy compression techniques, the definition of the error criterion to appreciate the distortion information can lead to wrong diagnostics. The measurement of these distortions is a difficult problem and it is only partially solved for biomedical signals. In bio-signal compression, adopting the proper evaluation criteria is important. Most common figure used for compression performance evaluation is percentage root mean square difference (PRD), compression ratio (CR) [16] [17] [18] [19] . In most ECG compression algorithms, the percentage root-meansquare difference (PRD) measure defined as:
Where x is the original signal, x is the reconstructed signal, and N is the length of the window over which the PRD is calculated. In this paper the correlation coefficient (CC) is used as a measure. It is described by:
Where x is the original signal, x is the reconstructed signal, x is the average of original signal, x is the average of reconstructed signal. It should be noted that this measure used to evaluate the similarity between two signals has the drawback of its global (average) nature. The compression ratio (CR) is defined as the ratio between the number of bits needed to represent the original and the compressed signal. The compression ratio is described by: 
Where ac n is number of bits in the compressed signal duration and bc n is number of bits in original signal. This paper is organized as follows. Section 2 describes the discrete wavelet transform (DWT). Section 3 presents the thresholding and the three-level quantization of the coefficients vector. Section 4 explains the encoding of the quantized coefficients using EZW without thresholding and Huffman algorithms. Section 5 shows the simulation results. Section 6 concludes the paper. Here, we have proposed an algorithm using wavelet transform and EZW encoding based on the three-level quantization to achieve a better performance. As shown in Figure  1 , the block diagram of the proposed method to compress ECG signals is illustrated in the following place. 
Input

DISCRETE WAVELET TRANSFORM
For mother wavelet we have:
For orthogonal basis we have:
is low pass filter and ) (n g is high pass filter. If we want to find the projection of a function ) (t f on this set of subspaces, it must be expressed in each subspace as a liner combination of expansion function of that subspace [20] : .These coefficients are given respectively, by:
Here, g and h represent the low pass and high pass filters' transfer functions respectively. The output scaling coefficients are considered as the input samples to the next stage in the DWT algorithm [20] [21] . The wavelet coefficients are described by:
L denotes the maximum number of scales that can be performed. It depends on the size of the data to be analyzed. represents the first level of decomposition, where an approximation and detail are generated for the first level of approximation and an approximation and detail are generated for the first level detail in the second stage. In this paper, we used a discrete wavelet transform with 5 
Then there is a function  such that the family 
 is an orthogonal wavelet associated to the multi-resolution approximation [27] . A signal f in L 2 can be decomposed as:
φ is an orthogonal scaling function of the multiresoution. One can verify the other resolutions are generated by a suitable dilatation of these bases of translated atoms. Since the resolutions are embedded, there is necessarily a sequence of real number
In this study, we have examined the symN and dbN wavelet families that include: Sym8, Sym7, Sym5, db3 and db2.
Biorthogonal Wavelet (BiorN)
Leave Biorthogonal wavelets are defined similarly to orthogonal wavelets, except that the starting point is biorthogonal multi-resolution approximations. The following decompositions are performed:
Like in the orthogonal case, a signal in L can be written as:
In this paper, we have tested the Bior wavelet families that include: Bior4.4, Bior3.3, Bior3.1 and Bior2.2 as the biorthogonal wavelets.
THREE-LEVEL QUANTIZATION
In this section, the quantization of the coefficient vector (C) is described. Due to the quantization, perfect reconstruction is not possible, and reconstruction errors occur. The quantization is performed iteratively by a three-level quantizer. Given the input 
In this stage, the input vector includes a set of approximation and detail coefficients that is created in the five levels of decomposition. Results of this step are the quantized coefficients vector (C) that is generated by the equation (19) . 
EZW AND HUFFMAN ENCODING
The EZW algorithm has two very interesting properties [22-23-24] . The first is that the EZW algorithm creates a connection between the wavelet coefficients from different sub-bands. This is the reason why several quantized coefficients from different sub-bands can be encoded using only one symbol .The second property is that the import coefficients are encoded using the successive approximated technique, which puts the most important parts of the coefficients at the beginning of a bit stream. Therefore, the encoder can easily stop encoding procedure at any desired target rate. In this section, the encoding of the quantized coefficients is performed at each iteration level of the quantization procedure. The main goal of the encoding algorithm is to find a connection between the quantized coefficients [.] equation because of the thresholding of the coefficient vector (C) in the previous section. Therefore in this stage, we only need to encode the results of the previous step to receive a better performance. The EZW algorithm use an alphabet which includes four symbols {P, N, T, Z}. Symbols P and N indicate the sign of a significant quantized coefficients, respectively for values of +1 and -1. A non-significant coefficients is encoded with the symbol {T} if it the root of a zero-tree where all of its coefficients are non-significant. A zero-tree and its members are encoded with only one symbol, namely with its root. The symbols {Z} describes those quantized coefficient, which are zero and do not belong to a zero-tree. The results of this stage are an encoded coefficients vector C with four symbols {P, N, T, Z}. In the next stage, these coefficients with the Variable-Length Coding (Huffman Coding) are encoded. In the Huffman encoding, a code with shorter length is replaced by symbols that have a small number and a code with longer length is substituted by symbols that their number is very large. We have considered the number of each symbol and Z, T, P and N have been replaced by 1, 01, 001 and 000 codes, respectively. Table1 describes this procedure: We have compared the performance of our encoder with some kinds of encoders in the literature, wavelet-based coders and direct ECG signal coders. The PRD and CR results in a similar record have been compared. Now, the effects of the iterations of the three-level quantization on the PRD, CR have been evaluated. Figure 3 shows the effects of the iterations of quantization on PRD. According to the Figure, as the numbers of iterations increase, the values of PRD can be improve more and in low number of iterations, the PRD values increase sharply and it would be worse than. Fig. 4 shows the effects of the iterations of quantization on CR. It can be found from the Figure 4 that the values of CR would be increased when the numbers of iteration become lower. In other words, by decreasing the numbers of iteration, the values of CR can be better and by increasing iterations, the CR values would be worse. Table 3 shows the achieved results for compression of the 9 th iteration. The highest compression ratio (CR=15.3670%) was achieved using Bior3.1for record number 115. The lowest percent root-mean-square different (PRD=0.61511%) was achieved using sym8 for record no. 117. The correlation coefficients (CC) for all the records in 9th iteration are very excellent (CC>99.99%). But it is noted that the performance of the compression algorithm is dependent on CR, PRD and CR together. Because of it, the highest compression performance was achieved for record 219 using Bior3.1 with a CR of 13.9839%, a PRD value of 0.71706% and CC=99.998%. The fonts of the other better performances are boldface in Table 3 . (e.g. For record 219 using Sym8 wavelet, CR=11.92%, PRD=0.75792%, CC=99.997%. For record 119 using Bior3.1 wavelet, CR=13.2362%, PRD=0.86724%, CC=99.996%. For record 117 using Sym8, CR=9.3014%, PRD=0.61511%, CC=99.998%) It can be found from comparison of Table 3 and Table 4 that the values of CR and PRD decreased and the value of CC increased, when the numbers of iteration become higher. In other words, in the higher numbers of iteration, the PRD and CC performances become better values and the value of CR would be worse. Table 4 shows the achieved results for compression of the 8 th iteration. The highest compression ratio (CR=5790079%) was achieved using Bior3.1for record no. 115. The lowest percent root-mean-square different (PRD=0.99699%) was achieved using sym8 for record no. 117. The correlation coefficients (CC) for most of the records in 9th iteration are very excellent (CC>99.99%). But generally, the performance of the compression algorithm is dependent on CR, PRD and CR together. The highest compression performance was achieved for record 219 using Bior3.1 wavelet with CR=18.3154%, PRD=1.1508% and CC=99.994%. And the other better performances are highlighted with boldface in Table 4 . As seen from Table 4 , some better performances are: record 219 using Bior3.1 wavelet with values of CR=11.18.3154%, PRD=1.508% and CC=99.997%. Record 119 using db3 wavelet has the values of CR=21.293%, PRD=1.5276% and CC=99.989%. Table 5 shows the achieved results for compression of the 7 th iteration. The best compression ratio (CR=779967%) was achieved using Bior3.1for record no. 115. The lowest percent root-mean-square different (PRD=.92.57%) was achieved using sym8 for record no. 117. The highest correlation coefficient (CC) was obtained using sym8 wavelet for record number 117. But the performance of the compression is dependent on CR, PRD and CR. With this explanation, the highest compression performance was achieved for record 219 using Bior3.1 wavelet with CR=27.077%, PRD=1.8968% and CC=99.985%. It can be found from the table, some better performances are: record 115 using Bior3.1 wavelet with CR=38.708%, PRD=2.9269%, CC=99.965%. Record 117 using sym8 wavelet with CR=5692.97%, PRD=1.5128%, CC=99.99%. Record 219 using Bior3.1 wavelet with the values of CR=27.077%, PRD=1.8968%, CC=99.985%. Table 6 and 7 show the simulation results of the proposed algorithm for 6 th and 5 th iterations. In these iterations, the values of CR and PRD are higher and the value of CC is lower. On the other hands, in the 6 th and 5 th numbers of iteration, the CR performance become better values and the values of PRD and CC would be worse. For iterations lower than 5, the compression ratio (CR) was achieved extremely high (the high CR is our favorite) but the percent root-mean-square different (PRD) that is a very important factor, was inferior (the value of PRD become high too whereas the low PRD is our preferable). And also for iterations higher than 9, the percent root-meansquare different (PRD) was obtained extremely low (the lower PRD is our admirable) but in these iterations, the compression ratio (CR) was achieved lower whereas the low CR is inferior. Because of it, we show the simulation results from 5 th to 9 th iteration. th and 5 th iterations for all the eleven records. Because the correlation coefficients (CC) for all the proposed records in all iterations are very excellent (CC>99%), we have only calculated the average values of the PRD and CR for Bior3.1, db3 and Sym8 wavelets. As expected, the PRD is generally low and the compression ratio (CR) is achieved low at higher iterations and for lower iterations, the PRD and CR values are achieved higher. It can be seen from the Table8, The best compression ratio (CR=50.17449%) was obtained using Bior3.1 and the lowest percent root-mean-square different was achieved (PRD=6990797.%) using sym8 wavelet for all the considered records. But as we mentioned before, the best performance depends on both CR and PRD. Therefore according to the values, the Bior3.1 and sym8 are achieved the best performances. The lower PRDs are achieved by sym8 wavelet and the higher CRs are achieved by Bior3.1 for all the considered iterations. 
CONCLUSION
The proposed algorithm for compression of ECG signals using wavelet transforms and EZW& Huffman encoding based on the three-level quantization is described in this Paper. The algorithm is examined for compression of 11 records of ECG signal from the MIT-BIH database. The experimental results indicate that the presented wavelets in this coder have high performance. The some of biorthogonal wavelets have a performance better than the orthogonal wavelets. In this paper, combination of three-level quantization and EZW together for thresholding and encoding has been used. After selecting threshold, the three-level quantization has been continued from 1 th level to 12 th level of iteration. In low iterations, the values of CR and PRD are higher and the value of CC is lower. On the other hands, in the lower numbers of iteration, the compression ratio (CR) is achieved extremely high (CR become better values) but the percent root-mean-square different (PRD) that is a very important factor, is inferior (the value of PRD become high too whereas the low PRD is our favorite). And also for high iterations, the PRD is obtained extremely low (the lower PRD is our admirable) but in these iterations, the CR values are achieved lower whereas the low CR is inferior. Consequently, it seems reasonable to conclude that the best simulation results are achieved for 5 th to 9 th iterations. The three kinds of wavelet were tested to gain the acceptable results named: db, bior and sym.
The different results have gained for each wavelet and record number. Among all wavelets, in higher iterations, sym8 and some of biorthogonal wavelets (bior2.2, bior3.3, bior3.1 and bior4.4) achieved better results. Also, we have concluded that if high compression rates need, we should continue iterations of quantization for lower than 4 th level. Consequently, if we want to decrease the PRD value, the iterations of the three-level quantizer can be continued to high levels. Generally, for values of CR>50 and 3.5<PRD, the three-level quantization should be continued to 4 th or 5 th level of iteration. If a ratio around 24<CR<50 and 1.5<PRD<3.5 is our favorite, we should repeat the three-level quantization to 6 th or 7 th iteration. For 6<CR<24 and 0.6<PRD<1.7, it should be quantized to 8 th or 9 th iteration. And for about 0<CR<10 and 0<PRD<0.6, the three-level quantization can be repeated to 10 th or more. The number of iteration depends on our particular application in which value of CR and PRD should be used to gain our favorite results.
