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Introdution générale
Cette thèse a été réalisée sous Convention Industrielle de Formation par la Reherhe
(CIFRE). Elle s'insrit dans le adre d'un projet industriel multipartenarial nané par le Centre
National d'Expertise Réseaux de Réseau de Transport d'Eletriité (RTECNER) et super-
visé par le département Simulation et Traitement de l'information pour l'Exploitation des sys-
tèmes de Prodution (STEP) du entre de Reherhe et Développement d'Eletriité De Frane
(EDF R&D).
L'objetif global de e projet est l'élaboration d'une proédure d'imagerie en deux dimensions
des fondations de pylnes életriques haute tension par ontrle non destrutif.
Cette thèse est dédiée à la résolution du problème inverse dont le but est de retrouver la
géométrie de la fondation ausultée à partir des mesures relevées sur le terrain.
Desription de la proédure d'ausultation
Une fondation est une struture en béton dont la profondeur est généralement inférieure à
inq mètres. Elle est typiquement onstituée d'une heminée dont une partie émerge du sol,
d'une semelle qui onstitue la base de la fondation, et éventuellement de gradins. Un shéma de
la struture générale d'une fondation est donné sur la gure 1.

	


Figure 1  Shéma en deux dimensions de la struture d'une fondation
La proédure d'ausultation doit permettre de reonstruire ave préision la géométrie d'une
fondation tout en s'adaptant à la diversité des terrains environnants et à la variabilité des ondi-
tions hydrogéologiques. Une tehnique d'imagerie basée sur la propagation d'ondes sismiques est
suseptible de réunir es ontraintes. Elle onsiste à propager un train d'ondes dans le sous-sol à
l'aide d'une soure d'exitation et à enregistrer la vitesse de l'onde résultante en plusieurs points
de mesure à l'aide de géophones.
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Dans la onguration  nominale , la génération de l'onde d'exitation et l'aquisition de
mesures sont entièrement réalisées depuis la surfae du sol. Etant donné que l'objetif est d'ima-
ger une oupe vertiale de la fondation, l'ensemble du dispositif est positionné le long d'une
ligne, de préférene dans le plan de symétrie de la fondation. Une aquisition en  ouverture
multiple  est réalisée : la proédure de mesure est répétée pour plusieurs positions de la soure
an d'aquérir des données plus rihes.
Résolution du problème inverse
Objetif du problème inverse
L'objetif du problème inverse est de retrouver la géométrie de la fondation onnaissant les
données enregistrées par les apteurs et le protoole d'imagerie suivi. Néanmoins, les inonnues
du problème ne se limitent pas seulement au ontour de la fondation. Il est néessaire d'estimer
la distribution spatiale des aratéristiques physiques du sous-sol ar elles-i inuent fortement
sur les données et ne peuvent pas être déterminées de façon exate au préalable.
De nombreuses méthodes lassiquement utilisées en imagerie par ondes sismiques telles que
les tehniques de sismique réexion [Hole et Zelt, 1995℄ ou de sismique réfration [Lanz et al.,
1998℄ exploitent les données enregistrées de façon partielle. Leur analyse se limite à ertains
modes de propagation des ondes. Dans notre as, les enregistrements résultent de modes de
propagation très divers. Etant donné la faible quantité d'informations mesurées par rapport
au grand nombre d'inonnues, il onvient d'exploiter l'information disponible de façon plus
omplète.
Les méthodes exploitant l'ensemble des données enregistrées par les apteurs [Tarantola,
1986 ; Pratt, 1999℄ onsistent généralement à minimiser une fontion oût. En regroupant dans
la variable θ les diérentes inonnues du problème, le ritère minimisé prend typiquement la
forme suivante :
C(θ) = ‖y − g(θ)‖2 + φ(θ)
où y et g désignent les données mesurées et la sortie d'un modèle respetivement. La fontion
de pénalisation φ permet, quant à elle, d'inlure des informations a priori sur les variables
optimisées.
L'enjeu du problème inverse est de onilier qualité de reonstrution et eaité de l'al-
gorithme d'inversion. Pour ela, le modèle utilisé doit à la fois représenter dèlement la réalité
et être peu oûteux en aluls. Les données y sont généralement bruitées. Pour ompenser le
aratère mal posé du problème et ainsi éviter à l'algorithme de onverger vers une solution
dégénérée, il est néessaire d'inlure des informations a priori (représentées par l'ajout de la
fontion de pénalisation φ) qui doivent être hoisies de façon judiieuse. Enn, l'algorithme de
minimisation du ritère doit lui-même être performant et peu oûteux.
Nous ajoutons à ela une ontrainte supplémentaire : le nombre d'hyperparamètres doit être
minimal an de se rapproher d'une méthode idéalement non supervisée. Cela permet d'éviter
des réglages empiriques qui peuvent être fastidieux. La notion d' hyperparamètres  renvoie aux
oeients qui interviennent dans l'expression du ritère minimisé et dont la valeur doit être
réglée par l'utilisateur. Il peut s'agir par exemple d'un oeient de pondération permettant
d'établir un ompromis entre les termes d'adéquation aux données et de pénalisation du ritère
minimisé.
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Diultés du problème abordé
Les longueurs d'ondes se propageant dans le milieu sont du même ordre de grandeur que
les dimensions des fondations et les aratéristiques physiques du béton sont très diérentes
de elles de la terre. Cela donne lieu à des phénomènes de diration qui ne peuvent pas être
négligés.
Le problème d'imagerie des fondations s'intègre don à l'ensemble des problèmes de  tomo-
graphie de diration  [Carfantan et Mohammad-Djafari, 2001℄. Ce type de problème inverse
est diile à résoudre : il s'agit de problèmes mal posés marqués par une forte non-linéarité entre
les inonnues et les données mesurées. La onvexité du ritère minimisé n'est alors pas garantie
et ela induit la présene éventuelle de minima loaux.
D'autres aspets du problème inverse abordé ii rendent sa résolution diile. Premièrement,
le fort ontraste entre les aratéristiques de la terre et du béton donne lieu à une dégradation si-
gniative du onditionnement du ritère. Notre problème est aratérisé par une faible quantité
de données mesurées par rapport au nombre important d'inonnues et le milieu n'est ausulté
que depuis la surfae du sol (dans la onguration  nominale ). Cela tend à aentuer la sous-
détermination du problème. Enn, la résolution du problème diret est oûteuse en aluls, e
qui alourdit la résolution du problème inverse.
Organisation globale du projet
Parmi les diérents objetifs du projet d'imagerie des fondations, on distingue deux volets.
Le premier volet regroupe les aspets expérimentaux. Les ateurs travaillant sur e
volet sont l'Institut Français des Sienes et Tehnologies des Transports, de l'Aménagement et
des Réseaux (IFSTTAR), le département STEP d'EDF R&D et la soiété TERRASEIS.
Il omprend bien entendu le hoix du matériel utilisé et la dénition du protoole de mesure
(plaement de la soure et des apteurs, hoix du signal d'exitation). Ces travaux ont en partie
fait l'objet de la thèse d'Olivier Magnin [Magnin, 2008℄.
Ce volet inlut également plusieurs tâhes additionnelles. D'une part, plusieurs tehniques
de ontrle omplémentaires ont été mises au point. Elles permettent d'obtenir des informations
a priori utiles pour la résolution du problème inverse. D'autre part, l'IFSTTAR a pris en harge
la oneption d'une maquette représentant une fondation à l'éhelle 1/60 et la réalisation de
mesures sur ette maquette à l'aide d'un ban de Mesures Ultrasonores Sans Contat (MUSC).
Cela a permis d'aquérir un jeu de données omplet sur une onguration réaliste dont les
aratéristiques sont bien maîtrisées. Ces travaux font suite à la thèse de François Bretaudeau
[Bretaudeau, 2010℄.
Le seond volet regroupe les aspets algorithmiques, 'est-à-dire les travaux relatifs
à la mise au point d'un outil numérique permettant de résoudre le problème inverse. Les ateurs
travaillant sur e seond volet sont l'Eole Polytehnique de Montréal (EPM), le laboratoire
Grenoble Images Parole Signal et Automatique (GIPSA-Lab), l'Institut de Reherhe en Com-
muniations et Cybernétique de Nantes (IRCCyN), l'Institut des Sienes de la Terre (ISTerre)
et le département STEP d'EDF R&D.
Plusieurs points ont été abordés :
 l'appliation d'une première méthode d'inversion déjà éprouvée dans le adre de la déte-
tion de ouhes d'hydroarbures [Brossier, 2009℄ ;
 la mise au point de tehniques de  pré-traitement  permettant de mettre en exergue les
informations d'intérêt dans les données mesurées ;
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 l'élaboration d'un algorithme de résolution du problème diret permettant de synthétiser
un jeu de mesures ;
 la oneption d'un algorithme de résolution du problème inverse adapté à l'imagerie des
fondations de pylnes.
Assoié à l'EPM, le rle de l'IRCCyN a été prinipalement de proposer un shéma d'inversion
prenant en ompte des informations a priori spéiques à l'imagerie des fondations de pylnes.
Organisation de la thèse
Cette thèse est onsarée à la résolution du problème inverse. Elle s'est déroulée en majorité
au sein de l'IRCCyN.
Ce travail a été mené en étroite ollaboration ave l'Eole Polytehnique de Montréal. Cela
a permis d'explorer davantage de pistes et de multiplier les tests d'inversion. Nos deux équipes
se sont appuyées sur un même algorithme de résolution du problème diret développé au sein
du département STEP d'EDF R&D [Kerzalé et al., 2009℄. A partir d'une disrétisation des
équations de propagation des ondes élastiques par diérenes nies, il permet de générer un
jeu de mesures synthétiques onnaissant les aratéristiques du milieu sondé et le protoole de
mesure suivi.
Au ours des premiers mois, nos deux équipes ont travaillé en ommun. Il s'agissait au départ
de se familiariser ave l'algorithme de résolution du problème diret et de travailler sur la mise en
appliation de la méthode Contrast Soure Inversion (CSI). Cette méthode avait déjà été utilisée
pour deux projets de tomographie de diration : le premier impliquant l'IRCCyN et l'EPM et
portant sur la détetion du aner du sein par tomographie miro-ondes [Barrière, 2008℄ et le
seond impliquant l'IRCCyN, l'EPM et le département STEP d'EDF R&D et portant sur la
détetion de défauts dans des plaques métalliques par ourants de Fouault [Trillon, 2010℄.
Par la suite, nos deux équipes ont travaillé en parallèle sur des approhes diérentes. An
de omparer leurs performanes, les algorithmes d'inversion étaient testés sur des ongurations
ommunes.
Dans un premier temps, deux approhes de type  artographie  ont été abordées. Dans
e as, les inonnues du problème orrespondent à la distribution spatiale des aratéristiques
physiques du milieu.
• Cté EPM, plusieurs méthodes basées sur une formulation bilinéaire du problème diret
inluant la méthode du gradient modié [Kleinman et Van Den Berg, 1992℄ et la méthode
CSI [Van Den Berg et Kleinman, 1997℄ ont été testées. Elles onsistent à introduire des va-
riables auxiliaires en plus des variables d'intérêt et à relâher ertaines ontraintes liées au
modèle diret. Cela permet de simplier les étapes de mise à jour des diérentes variables.
• Cté IRCCyN, nous avons travaillé sur des méthodes prenant diretement en ompte la
non-linéarité du problème diret. Celles-i ont un oût par itération plus élevé mais ne
passent pas par l'introdution de variables auxiliaires et par le relâhement de ertaines
ontraintes.
L'approhe basée sur une formulation non linéaire s'est avérée la plus performante. Elle a don
servi de base à la seonde partie de l'étude.
Dans les approhes de type  artographie , peu d'a priori sont onsidérés. Une régularisa-
tion markovienne permet seulement de tenir ompte du fait que le milieu sondé est onstitué de
régions lisses séparées par des ontours frans. Dans un seond temps, nous avons travaillé sur
l'inorporation d'a priori plus nombreux et plus préis.
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• Cté EPM, une approhe prenant en ompte une estimation préalable des aratéristiques
de la terre et du béton a été étudiée. Il s'agit prinipalement d'introduire dans le ritère
des termes de régularisation non onvexes favorisant l'apparition de zones homogènes.
• Cté IRCCyN, nous avons proposé une approhe originale basée sur une segmentation du
milieu sondé en une région Terre et une région Béton. Cette approhe permet de tenir
ompte non seulement de l'estimation préalable des aratéristiques de haque région mais
également de plusieurs informations liées à la struture de la fondation.
Présentation du doument
Ce doument est divisé en quatre hapitres.
Le premier hapitre est onsaré au ontexte du problème inverse. Nous expliquons le hoix
du dispositif utilisé puis le protoole expérimental de mesure dans sa onguration nominale.
S'ensuit un état de l'art sur les méthodes ouramment employées en imagerie par ondes
sismiques. Nous distinguons d'une part les méthodes basées sur une exploitation partielle des
mesures et d'autre part les méthodes exploitant le hamp d'ondes omplet. Etant donné la quan-
tité limitée d'informations mesurées vis-à-vis du nombre important d'inonnues du problème,
nous nous sommes davantage intéressés à la seonde famille de méthodes.
Nous abordons ensuite la résolution du problème diret. L'algorithme utilisé s'appuie sur
les équations de propagation des ondes élastiques, e qui permet de modéliser dèlement la
propagation des ondes sismiques dans le sous-sol. Le problème diret est résolu dans le domaine
fréquentiel : ela permet de réduire dans une ertaine mesure le oût alulatoire et de s'aorder
ave la méthode de résolution du problème inverse pour laquelle seul un nombre limité de
fréquenes est onsidéré.
Enn, deux ongurations que nous avons utilisées pour tester les diérentes méthodes d'in-
version proposées sont présentées. Elles orrespondent à deux milieux de taille réduite, e qui
permet de erner les performanes des algorithmes d'inversion pour un oût alulatoire moindre.
Le deuxième hapitre est onsaré aux approhes de type  artographie . La résolu-
tion du problème diret est oûteuse. C'est pourquoi les méthodes d'optimisation globale ont
été éartées d'emblée pour s'intéresser uniquement aux méthodes d'optimisation loale. Deux
familles de méthodes sont abordées : d'abord elles s'appuyant sur une formulation bilinéaire
des équations de modélisation puis elles s'appuyant sur une formulation non linéaire.
Nous détaillons ensuite la méthode développée à l'IRCCyN qui appartient à la seonde famille
de méthodes. Peu d'informations a priori sont exploitées : seule une régularisation markovienne
est introduite an de tenir ompte du fait que le milieu sondé est onstitué de régions lisses
séparées par des ontours frans.
Enn, les résultats obtenus sur données simulées sont présentés. Ils mettent en évidene un
fort ralentissement de la onvergene de l'algorithme dû au fort ontraste entre les aratéris-
tiques de la terre et du béton. Une de nos ontributions onsiste à introduire un hangement de
variables an d'aélérer la onvergene de l'algorithme.
Les limites de la première approhe proposée semblent rapidement atteintes lorsque la on-
guration du milieu sondé se omplexie. Pour pouvoir aller plus loin, une seonde approhe
est proposée dans le troisième hapitre. Elle se base sur une segmentation du milieu sondé.
Celle-i permet de prendre en ompte des a priori plus nombreux et plus spéiques liés aux
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aratéristiques du sous-sol et à la géométrie des fondations. Dans un premier temps, les a priori
en question sont détaillés.
Plusieurs approhes fréquemment utilisées dans la littérature ont été envisagées. Nous expli-
quons dans un deuxième temps leurs prinipes puis leurs avantages et leurs limites dans le adre
de l'imagerie des fondations de pylnes. Au lieu de l'une de es approhes, nous avons mis au
point une méthode originale s'adaptant bien aux informations a priori disponibles et assurant
une ertaine eaité de l'algorithme d'inversion. Il s'agit de notre ontribution prinipale au
problème d'imagerie des fondations de pylnes.
Nous présentons enn les résultats obtenus sur données simulées. Ils montrent une nette
amélioration des performanes par rapport à la première approhe proposée. La robustesse de
l'algorithme par rapport à des erreurs sur l'estimation préalable de la profondeur de la fondation
ou des aratéristiques du terrain a également été testée.
Dans le quatrième hapitre, trois extensions sont apportées à l'approhe par segmenta-
tion. Elles sont néessaires au traitement de données réelles. La première porte sur l'estimation
de la signature de la soure ar elle-i ne peut pas être supposée parfaitement onnue lors de
l'inversion.
Initialement, l'approhe par segmentation onsiste à retrouver la distribution spatiale de
deux aratéristiques (la vitesse de propagation des ondes de ompression et des ondes de i-
saillement). Or le milieu est également aratérisé par la distribution de la masse volumique.
La deuxième extension onsiste à inlure l'estimation de la distribution de ette aratéristique
dans l'algorithme d'inversion.
Enn, la troisième extension onerne la prise en ompte du fateur de qualité. Il permet de
modéliser une ertaine forme d'atténuation des ondes lors de leur propagation dans le sous-sol.
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1.1 Organisation du hapitre
Dans e premier hapitre, nous abordons le ontexte du problème inverse.
Dans la setion 1.2, nous présentons la proédure expérimentale suivie pour l'imagerie des
fondations de pylnes. Nous abordons notamment la mise en forme du signal généré par la soure
vibratoire.
La setion 1.3 porte sur les tehniques d'inversion lassiquement utilisées en imagerie par
ondes sismiques. Nous abordons d'abord les méthodes basées sur une exploitation partielle des
enregistrements puis les méthodes basées sur l'exploitation du hamp d'ondes omplet. Nous
expliquons davantage les méthodes appartenant à la deuxième famille ar elles sont plus adaptées
au problème d'imagerie des fondations de pylnes.
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Pour résoudre le problème inverse, il faut savoir résoudre le problème diret, 'est-à-dire
onstruire un jeu de données mesurées onnaissant les aratéristiques du sous-sol et le protoole
expérimental. Pour ela, une modélisation de la propagation des ondes dans le sous-sol est
néessaire. Dans la setion 1.4, nous dérivons le modèle utilisé. Il s'appuie sur les équations
de propagation des ondes élastiques formulées dans le domaine fréquentiel et disrétisées par
diérenes nies. La setion 1.5 explique la résolution du problème diret en tant que telle. Nous
proposons de nous restreindre à une zone d'intérêt de taille réduite an de diminuer le nombre
d'inonnues. Parmi les diérentes formulations possibles, une de nos ontributions onsiste à
retenir elle qui minimise l'espae mémoire requis.
Enn, la setion 1.6 détaille les aratéristiques des ongurations utilisées pour tester les
méthodes d'inversion proposées dans les hapitres suivants.
1.2 Desription de la proédure expérimentale retenue
1.2.1 Généralités
Les diérentes proédures d'imagerie par ondes sismiques utilisent toutes un dispositif d'in-
vestigation similaire. D'une part, une soure sismique est utilisée an de générer un train d'ondes
dans le sous-sol. On distingue les tehniques de sismologie passive pour lesquelles un séisme est
à l'origine du train d'ondes et les tehniques de sismologie ative pour lesquelles on utilise une
soure anthropique (explosion, hute de poids, soure vibratoire) e qui permet de ontrler la
loalisation de la soure et le signal d'émission. D'autre part, un ensemble de apteurs est utilisé
an de mesurer la vitesse des ondes résultantes (géophones) ou leur aélération (aéléromètres)
en plusieurs points du milieu sondé.
Les diérents phénomènes qui régissent la propagation du train d'ondes depuis la soure
d'émission jusqu'aux apteurs sont diretement liés à la struture du sous-sol et à ses araté-
ristiques physiques. Par onséquent, les données enregistrées par les apteurs ontiennent des
informations sur la omposition du sous-sol. Le dispositif utilisé doit être en adéquation ave les
objetifs visés (profondeur d'ausultation, résolution, et.) ar les données aquises doivent être
susamment rihes pour pouvoir reueillir les renseignements esomptés.
Les premiers travaux en imagerie sismique datent de la n du XIX
ème
sièle. Ces tehniques
ont onnu un essor important à partir des années 1930, au moment de leur utilisation pour la
prospetion pétrolière. Les éhelles d'investigation s'étendaient alors de quelques entaines de
mètres à plusieurs kilomètres. Depuis, l'utilisation des méthodes d'imagerie par ondes sismiques
a été étendue à d'autres objetifs tels que la prévention des risques (eondrements de avités,
glissements de terrains), la onstrution et la maintenane d'ouvrages en génie ivil (onformité
du terrain, détetion de détériorations, respet des normes) ou enore la ompréhension de la
tetonique des plaques et des phénomènes intervenant dans la formation de tremblements de
terre. Elles ont don été appliquées à diérentes éhelles d'investigation, les plus ourtes allant
jusqu'aux premiers mètres sous la surfae du sol [Magnin, 2008 ; Brossier, 2009℄.
Les méthodes d'imagerie sismique dièrent les unes des autres par le plaement du dispositif
de mesure sur le terrain. Pour la sismique de surfae, la soure d'émission ainsi que les apteurs
sont positionnés à la surfae du sol. Pour imager une oupe vertiale du sous-sol, l'ensemble
du dispositif est plaé le long d'une même ligne. Si les premiers travaux en imagerie par ondes
sismiques utilisaient un dispositif  à ourts oset  (réepteurs prohes de la soure), les dispo-
sitifs  à grands osets  ont davantage été utilisés par la suite ar ils permettent l'aquisition
de données plus rihes [Sirgue, 2006℄. Dans le as de la sismique de puits, la soure d'émission de
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l'onde sismique et/ou les réepteurs sont plaés en profondeur dans un puits. Cela permet d'a-
quérir des informations plus omplètes mais la proédure de mesure est plus lourde puisqu'un
forage est néessaire. De manière générale, il est préférable de multiplier les positions de apteurs
et de répéter la proédure d'aquisition en variant les angles d'illumination dans la mesure du
possible an d'aquérir davantage d'informations sur la omposition du milieu ausulté.
La signature temporelle du signal émis par la soure sismique doit également être hoisie
en fontion des objetifs visés. Par exemple, un signal rihe en hautes fréquenes permet de
loaliser de façon plus préise les interfaes géologiques présentes dans le sous-sol. Cependant,
les omposantes hautes fréquenes d'un signal ont tendane à s'atténuer plus rapidement que les
omposantes basses fréquenes. Ainsi, la soure sismique doit être en mesure de générer un signal
susamment hautes fréquenes ave une amplitude assez élevée pour répondre aux objetifs de
profondeur d'ausultation et de nesse de résolution esomptés.
1.2.2 Choix d'un dispositif adapté à notre étude
Pour notre étude, la mise au point d'un protoole d'imagerie sismique adapté à l'ausulta-
tion des fondations de pylnes életriques a fait l'objet de la thèse d'Olivier Magnin [Magnin,
2008℄. Selon les objetifs dénis par RTE et EDF R&D, la proédure d'ausultation utilisée
doit permettre, en imageant les dix premiers mètres du sous-sol, de déterminer la géométrie
des fondations de pylnes életriques ave une résolution déimétrique. De plus, ette proédure
doit pouvoir s'adapter aux diérents types de terrains renontrés ainsi qu'à la variabilité des
onditions hydrogéologiques. Pour répondre à es diérents ritères, une proédure d'imagerie
haute résolution basée sur la propagation d'ondes sismiques a été onçue. Celle-i permet de
reonstruire une image en deux dimensions de la prohe surfae, 'est-à-dire des dix premiers
mètres du sous-sol, après inversion.
Pour générer l'onde sismique, une soure sismique vibratoire est utilisée. L'intérêt de e type
de soure par rapport à des soures explosives (détonateur) ou à impat (marteau, hute de
poids) est multiple :
 La soure est omplètement ommandée par l'utilisateur, e qui permet de ontrler la
durée et le ontenu fréquentiel du signal émis.
 Le signal émis par la soure est parfaitement répétable.
 La soure est relativement légère (20 kg) e qui permet de failement répéter la proédure
d'aquisition pour plusieurs positions de la soure.
Un ensemble de géophones est utilisé pour l'aquisition de données. Ils mesurent la ompo-
sante vertiale de la vitesse partiulaire des ondes sismiques. Les géophones sont aratérisés par
une fréquene propre hoisie en fontion de la bande de fréquenes que l'on souhaite mesurer. Le
système d'aquisition utilisé permet de travailler ave plusieurs dizaines voire plusieurs entaines
de géophones.
1.2.3 Desription du protoole de mesure
Nous nous restreignons à une étude en deux dimensions. En eet, travailler en trois di-
mensions paraît diilement envisageable, d'une part à ause de la lourdeur de la proédure
d'aquisition et d'autre part à ause du oût exessif en temps de alul et en plae mémoire
néessaire pour le traitement des données. Par onséquent, l'ensemble du dispositif (soure vi-
bratoire et géophones) est positionné le long d'une ligne, en surfae et dans le plan de symétrie de
la fondation (voir gure 1.1). An de reueillir davantage d'informations sur les aratéristiques
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Figure 1.1  Dispositif utilisé pour l'imagerie sismique des fondations de pylnes életriques ave
la soure vibratoire en premier plan et les géophones entre la soure et le pylne életrique.
du sous-sol, on réalise une aquisition en ouverture multiple : la proédure d'ausultation est
répétée pour plusieurs positions de la soure.
Un point important onerne la signature du signal émis par la soure vibratoire. Le ontenu
spetral du signal doit être hoisi en fontion des dimensions du domaine sondé et de la résolution
esomptée. L'expériene montre que la résolution la plus ne que l'on est en mesure d'obtenir est
environ égale au quart de la plus petite longueur d'onde se propageant dans le sous-sol [Magnin,
2008℄. Elle dépend don de la plus haute fréquene émise par la soure vibratoire.
Dans notre as, l'objetif de résolution pour l'imagerie des fondations est déimétrique et les
vitesses de propagation des ondes sismiques de isaillement évoluent généralement entre 180 m/s
et 400 m/s. Par onséquent, les plus hautes fréquenes de l'onde générées par la soure vibratoire
doivent au moins être égales à 400 Hz. Le spetre du signal doit également s'étendre aux basses
fréquenes pour que l'algorithme d'inversion soit en mesure de onverger vers l'image du sous-
sol reherhée [Sirgue, 2006℄. Par onséquent, nous onsidérerons que le ontenu fréquentiel du
signal émis par la soure vibratoire varie de f
min
= 100 Hz à f
max
= 500 Hz. La bande passante
des apteurs doit être adaptée à elle du signal émis par la soure. Les géophones retenus ont
une fréquene propre égale à 100 Hz.
Certaines ontraintes doivent également être prises en ompte : la durée du signal est limitée
(environ 4 seondes) an de modérer la quantité de données enregistrées et son amplitude est
bornée par les apaités de l'ampliateur (on note a
max
l'amplitude maximale autorisée).
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Le signal soure doit être hoisi de sorte que haque fréquene du signal omprise entre
f
min
et f
max
véhiule la même énergie et que ette énergie soit maximale. En supposant que le
bruit est additif et d'amplitude égale quelle que soit la fréquene (aratéristiques d'un bruit
blan), ela permet d'égaliser le rapport signal / bruit sur toutes les fréquenes du signal et de le
maximiser. Ces onditions onduisent naturellement à un sweep linéaire dont la fréquene varie
entre f
min
et f
max
et dont l'amplitude est égale à l'amplitude a
max
:
s(t) = a
max
exp
(
2π
(
f
max
+
(f
min
− f
max
)t
2T
)
t+ ϕ
)
, t ∈ [0,T ] (1.1)
Cependant, ertaines aratéristiques du signal transmis dans le sous-sol dièrent du signal
généré par la soure vibratoire. En pratique, un apteur est plaé à proximité de la soure an
de ontrler la qualité du signal se propageant dans le sous-sol. L'analyse du signal de ontrle
montre qu'un problème de ouplage entre la soure vibratoire et le sol implique des phéno-
mènes d'atténuation plus marqués pour ertaines fréquenes que pour d'autres. Par onséquent,
l'énergie du signal transmis dans le sous-sol n'est pas uniformément répartie sur l'ensemble des
fréquenes parourues (voir illustration sur la gure 1.2).
0 1 2 3 4
Temps (s)
(a) Signature temporelle du signal gé-
néré par la soure
200 400 600 800 1000
Fréquence (Hz)
(b) Densité spetrale d'énergie du signal
généré par la soure
0 1 2 3 4
Temps (s)
() Signature temporelle du signal
transmis dans le sous-sol
200 400 600 800 1000
Fréquence (Hz)
(d) Densité spetrale d'énergie du signal
transmis dans le sous-sol
Figure 1.2  Illustration du problème d'atténuation du signal généré par la soure vibratoire. Le
signal généré par la soure est un sweep linéaire dont la fréquene varie de 1000 Hz à 100 Hz.
Un fenêtrage est appliqué aux extrémités du sweep an d'éviter une solliitation trop brutale de
la soure vibratoire.
Pour ompenser e phénomène d'atténuation et égaliser l'énergie du signal transmis dans
le sous-sol pour haque fréquene, il faut modier l'allure temporelle du signal généré par la
soure. La proédure suivante a été adoptée. L'intervalle des fréquenes parourues [f
min
; f
max
]
est déoupé en plusieurs sous-intervalles et l'énérgie du signal généré par la soure sur haque
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sous-intervalle est adaptée. Pour e faire, on joue sur la durée onsarée à l'émission de haque
fréquene tout en onservant l'amplitude du signal envoyé égale à a
max
: les intervalles or-
respondant aux fréquenes les plus atténuées voient leur durée d'émission augmentée an de
rehausser l'énergie du signal transmis tandis que pour les fréquenes les moins atténuées, la
durée d'émission est diminuée.
Atuellement, le réglage des durées des diérents sous-intervalles est eetué à la main en
proédant par ajustement suessifs. Ce réglage peut être long et fastidieux. Nous proposons
dans l'annexe A une proédure automatisée permettant d'adapter l'allure du signal selon le
prol d'atténuation du milieu.
1.3 Méthodes d'inversion existantes en imagerie sismique
1.3.1 Partiularités du problème abordé
Dans notre étude, nous nous intéressons à un problème d'imagerie sismique dite  de prohe
surfae  ou  de subsurfae  : le domaine sondé s'étend de la surfae du sol jusqu'aux dix
premiers mètres sous la surfae du sol. A ette éhelle, diérents types d'ondes interagissent :
les ondes dites  de volume  qui se propagent dans le sol. Elles sont de deux types : les
ondes de ompression dites ondes P (le déplaement des partiules est parallèle à la dire-
tion de propagation) et les ondes isaillantes dites ondes S (le déplaement des partiules
est orthogonal à la diretion de propagation). Ces ondes sont révélatries des aratéris-
tiques du sous-sol à la fois à proximité de la surfae et en profondeur.
les ondes dites  de surfae  qui se propagent au niveau de la surfae libre ('est-à-dire
l'interfae entre l'air et le sous-sol). Ces ondes omportent des informations sur les a-
ratéristiques du sous-sol à proximité de la surfae libre. Elles ont la partiularité d'être
très énergétiques (environ 67% de l'énergie émise par la soure se propage à la surfae
du sol [Miller et Pursey, 1955℄). Elles ont don tendane à masquer les enregistrements
orrespondant aux ondes de volumes. Les ondes de surfae étant diiles à modéliser, elles
réduisent la part d'information exploitable onernant les zones plus profondes du sous-sol.
Notons également que nous sommes en présene d'un milieu très fortement ontrasté puisque
les aratéristiques physiques des fondations (en béton) sont très diérentes de elles du milieu
environnant (la terre). Ce type de onguration donne lieu à des phénomènes très divers tels
que :
 des réexions et des réfrations qui peuvent être multiples ;
 des dirations, dues au fait que les longueurs d'ondes du signal émis par la soure vibra-
toire sont du même ordre de grandeur que les dimensions des fondations ;
 des méanismes de onversion entre ondes de ompression et ondes isaillantes.
A ela s'ajoutent également des phénomènes d'atténuation à la fois géométrique (perte d'ampli-
tude liée à l'expansion du front d'onde) et intrinsèque (atténuation au sein des matériaux due à
la dissipation de l'énergie).
Les ondes sismiques suivent don des modes de propagation partiulièrement omplexes, e
qui rend l'interprétation des mesures diile.
1.3.2 Méthodes basées sur une exploitation partielle des enregistrements
De nombreuses méthodes d'imagerie par ondes sismiques n'exploitent qu'une partie de l'in-
formation ontenue dans les sismogrammes. Par exemple, ertaines tehniques ne s'appuient que
sur le temps de propagation des ondes dans le sous-sol telles que :
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 les méthodes d'imagerie par sismique réexion [Hole et Zelt, 1995 ; Baker et al., 1999℄.
Pour es méthodes, on utilise un dispositif à ourt oset (réepteurs prohes de la soure).
Il s'agit des premières méthodes largement utilisées en imagerie par ondes sismiques. Elles
onsistent à identier sur les sismogrammes les hodohrones
a
orrespondant à des ré-
exions de l'onde émise par la soure.
 les méthodes d'imagerie par sismique réfration, également appelée sismique grands angles
[Lanz et al., 1998 ; Zelt et al., 2006℄. Pour es méthodes, on utilise un dispositif à grand
oset (réepteurs éloignés de la soure). Elles onsistent à identier sur les sismogrammes
les hodohrones orrespondant à des réfrations de l'onde émise par la soure. Ces méthodes
peuvent être utilisées de manière ombinée ave la sismique réexion [Miller et al., 1998℄.
 les méthodes de tomographie des temps de première arrivées [Hole, 1992 ; Zelt et Barton,
1998℄. Pour déterminer les aratéristiques du sous-sol, on ne retient des sismogrammes
que les durées les plus ourtes pour que l'onde émise par la soure se propage jusqu'aux
diérents réepteurs.
Ces tehniques d'imagerie onsistent à résoudre un problème inverse, le but étant de déter-
miner les aratéristiques d'un modèle physique expliquant au mieux les temps de propagation
relevés. Elles font don appel à un modèle de propagation des ondes dans le sous-sol. Dans de
nombreux as, on utilise la théorie des rais : en faisant l'hypothèse que les longueurs d'onde sont
nettement inférieures aux dimensions des objets à imager, on onsidère que les ondes suivent
des lois de réexion / réfration équivalentes à elles de l'optique géométrique (lois de Snell-
Desartes). Ces méthodes aboutissent à la reonstrution d'un modèle lisse du milieu sondé.
D'autres tehniques s'appuient exlusivement sur les ondes de surfae [Nazarian et Stokoe,
1984 ; Park et al., 1999℄. En eet, il est possible de déterminer ertaines aratéristiques du sous-
sol à partir de la vitesse des ondes se propageant au niveau de la surfae libre. Ces méthodes
fournissent des informations sur les zones très superielles du sous-sol et aboutissent à une
reonstrution lisse du milieu.
Globalement, pour es diérentes méthodes, seuls les éléments qui semblent le plus porteurs
d'information sont retenus dans les données enregistrées par les apteurs. Elles s'appuient don
sur une desription parimonieuse des mesures. Elles ont l'avantage d'être relativement simples
à mettre en ÷uvre et d'aboutir à un résultat d'imagerie de façon rapide. Elles restent don
ompétitives par rapport à d'autres méthodes d'imagerie plus omplexes et elles sont toujours
utilisées atuellement. En revanhe, elles aboutissent à une reonstrution approximative des
aratéristiques du milieu.
Dans notre as, les enregistrements résultent de modes de propagation divers et nous sou-
haitons reonstruire une image haute résolution du milieu sondé bien que les données soient en
quantité limitée (les tirs sont eetués uniquement depuis la surfae libre et les données sont
aquises en surfae ave un petit nombre de apteurs). Nous nous sommes don orientés vers
des méthodes permettant d'exploiter plus nement les mesures.
1.3.3 Méthodes basées sur l'exploitation du hamp d'ondes omplet
Prinipe des méthodes d'inversion des formes d'ondes omplètes
Pour les méthodes d'imagerie itées préédemment, la quantité d'informations exploitées est
très faible, e qui ne permet pas d'aboutir à une reonstrution préise du milieu sondé. De
plus, l'utilisation de la théorie des rais pour modéliser la propagation des ondes est parfois trop
approximative [Williamson, 1991 ; Williamson et Worthington, 1993℄. Par exemple, lorsque les
a. Une hodohrone est une ourbe dérivant les temps d'arrivée d'une onde sismique en fontion de l'oset.
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longueurs d'ondes se propageant dans le milieu sont du même ordre de grandeur que les objets
à imager (e qui est le as dans notre étude), les phénomènes de diration ne peuvent pas être
négligés.
Les méthodes d'  inversion des formes d'ondes omplètes  onstituent une famille de mé-
thodes d'imagerie sismique qui exploitent l'ensemble des données mesurées par les apteurs.
Le problème inverse se présente sous la forme d'un problème de minimisation d'un ritère de
moindres arrés permettant de retrouver les aratéristiques du modèle qui expliquent au mieux
les données observées. Ces méthodes étant assez omplexes et oûteuses, elles restent relative-
ment peu utilisées atuellement en exploration géophysique [Virieux et Operto, 2009℄.
Les premières méthodes d'inversion des formes d'ondes omplètes ont été introduites au
ours des années 1980 et s'appuyaient sur les équations de propagation des ondes aoustiques
[Tarantola et Valette, 1982℄. Cependant, l'approximation aoustique se limite à la modélisation
de la propagation des ondes de ompression dans le milieu sondé. Son utilisation peut mener à
des résultats erronés si la présene d'autres ondes devient prépondérante dans la formation des
enregistrements [Barnes et Charara, 2008℄. Certains auteurs appliquent alors des prétraitements
aux données mesurées an de se rapproher du as aoustique [Operto et al., 2004 ; Smithyman
et al., 2009℄.
Une alternative onsiste à modéliser la propagation d'ondes élastiques [Tarantola, 1986℄.
Dans le domaine temporel et en deux dimensions, la propagation d'ondes élastiques est dérite
par les équations aux dérivées partielles suivantes :
∂F x(r,t)
∂t
= ρ(r)
∂2V x(r,t)
∂t2
− ∂
∂x
(
ρ(r)v
p
(r)2
∂V x(r,t)
∂x
)
− ∂
∂y
(
ρ(r)v
s
(r)2
∂V x(r,t)
∂y
)
− ∂
∂x
(
ρ(r)
(
v
p
(r)2 − 2v
s
(r)2
) ∂V y(r,t)
∂y
)
− ∂
∂y
(
ρ(r)v
s
(r)2
∂V y(r,t)
∂x
)
(1.2)
∂F y(r,t)
∂t
= ρ(r)
∂2V y(r,t)
∂t2
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(
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∂V y(r,t)
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− ∂
∂x
(
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(
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(
v
p
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s
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) ∂V x(r,t)
∂x
)
− ∂
∂x
(
ρ(r)v
s
(r)2
∂V x(r,t)
∂y
)
(1.3)
où r désigne un point de l'espae et t est la variable temporelle.
Ces équations se onstruisent à partir du prinipe fondamental de la dynamique, en se ra-
menant à une relation linéaire et isotrope entre déplaements, déformations et ontraintes dans
le milieu. Pour se ramener à deux dimensions, les aratéristiques du milieu sont supposées in-
variantes selon une diretion de l'espae et les dérivées spatiales sont annulées selon ette même
diretion [Gélis, 2005℄.
Elles font intervenir plusieurs grandeurs. Certaines sont liées à la dynamique des partiules
dans le milieu :
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 F x(r,t) et F y(r,t) sont les omposantes d'une densité volumique de fore selon l'axe ho-
rizontal et l'axe vertial au point r et à l'instant t. Ces deux hamps orrespondent à
l'exitation du milieu par la soure sismique et se déduisent diretement du signal émis
par la soure sismique.
 V x(r,t) et V y(r,t) sont les omposantes de la vitesse partiulaire selon l'axe horizontal et
l'axe vertial au point r et à l'instant t. Ces deux hamps orrespondent à la réponse du
terrain à l'exitation par la soure sismique. Une partie de e hamp est mesurée par les
géophones.
Trois aratéristiques indépendantes du temps interviennent également dans les équations
de propagation. Leur distribution spatiale détermine la propagation des ondes élastiques dans
le domaine onsidéré. Il s'agit de :
 v
p
: la vitesse de propagation des ondes de ompression ;
 v
s
: la vitesse de propagation des ondes de isaillement ;
 ρ : la masse volumique.
Pour l'imagerie des fondations de pylnes, nous reonstruisons la distribution spatiale de es
trois grandeurs à partir des données mesurées an de retrouver la géométrie de la fondation
ausultée.
Les équations de propagation des ondes élastiques ont l'avantage de représenter plus dèle-
ment les diérents phénomènes intervenant dans la formation des sismogrammes. Néanmoins,
le reours à ette modélisation omplexie l'inversion des formes d'ondes omplètes. En eet,
trois grandeurs aratérisent le sous-sol et l'expression des données mesurées en fontion des a-
ratéristiques du modèle est fortement non linéaire. Cela rend la résolution du problème inverse
diile (aratère mal posé, oût de alul important, présene éventuelle de minima loaux).
Le problème inverse est généralement érit sous la forme d'un problème d'optimisation non
linéaire onsistant à minimiser un ritère des moindres arrés régularisé. Dans la plupart des
as, e problème est résolu en utilisant un algorithme de minimisation loale. Pour réduire le
nombre d'itérations, il est préférable d'initialiser l'algorithme par un modèle prohe de la solution
reherhée. Pour e faire, ertains auteurs font appel à des méthodes plus approximatives telles
que elles évoquées dans le paragraphe 1.3.2 [Shipp et Singh, 2002 ; Operto et al., 2006℄.
Inversion dans le domaine fréquentiel
Les premiers travaux en inversion des formes d'ondes omplètes s'appuyaient sur une formu-
lation des équations de propagation dans le domaine temporel [Tarantola, 1984 ; Mora, 1987℄.
Cependant, il peut être plus intéressant de travailler dans le domaine fréquentiel [Pratt, 1990℄ :
 Il est possible de se ramener à un nombre limité de fréquenes pour résoudre le problème
inverse [Pratt et Worthington, 1990 ; Sirgue et Pratt, 2004℄ et don de réduire la quantité
de données à traiter.
 Le temps de alul néessaire à la résolution du problème diret est diretement propor-
tionnel au nombre de fréquenes retenues. En diminuant le nombre de fréquenes utilisées,
on diminue le temps de alul requis pour résoudre le problème diret et on aélère ainsi
la résolution du problème inverse.
 Travailler dans le domaine fréquentiel peut se révéler plus éonomique en temps de alul
lorsque le nombre de positions de la soure est important.
Un autre avantage de la formulation fréquentielle est qu'elle permet d'introduire failement
les informations de façon progressive. Plusieurs auteurs utilisent ette stratégie an de failiter
la résolution du problème inverse. Par exemple, les données peuvent être introduites dans l'al-
gorithme d'inversion en ommençant par les basses fréquenes et en onsidérant ensuite les plus
hautes fréquenes. Plusieurs démarhes sont possibles :
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 On travaille en permanene sur une seule fréquene. On ommene par traiter la fréquene
la plus basse puis on passe progressivement de la plus basse fréquene à la plus haute
[Pratt et Worthington, 1990℄.
 On agglomère les fréquenes. On ommene par traiter la fréquene la plus basse puis on
inorpore les fréquenes suivantes jusqu'à traiter l'ensemble des fréquenes [Bunks et al.,
1995 ; Campman et Dwi Riyanti, 2007℄.
 On travaille par groupes de plusieurs fréquenes. en se déplaçant des basses vers les hautes
fréquenes [Pratt, 1999 ; Brossier, 2009℄.
La formulation fréquentielle permet également d'introduire les données progressivement dans
le temps, en ommençant par traiter les premières données enregistrées puis en inluant les arri-
vées plus tardives. Cela permet de traiter les données provenant des ouhes les plus superielles
du sous-sol avant de s'intéresser aux zones plus profondes. Pour e faire, on utilise des fréquenes
omplexes. Lorsque la partie imaginaire des fréquenes est non nulle, les données sont atténuées
suivant une loi exponentielle. On travaille alors ave des données fortement atténuées au départ
puis ave une atténuation moins marquée ensuite [Shin et al., 2002 ; Brossier, 2009℄.
Il est également possible de travailler ave des sous-ensembles de géophones en ommençant
par exemple par les ourts osets (géophones prohes de la soure) [Shipp et Singh, 2002℄.
1.4 Modélisation de la propagation des ondes
Le problème inverse onsiste à déterminer les aratéristiques du sous-sol onnaissant les
données mesurées par les apteurs ainsi que le protoole d'imagerie utilisé (positions de la soure
vibratoire, signal émis par la soure vibratoire et position des géophones). Pour résoudre le
problème inverse, il est néessaire de savoir résoudre le problème diret, 'est-à-dire onstruire
un jeu de mesures (données enregistrées par les géophones) dans le as où les aratéristiques
du milieu ainsi que le protoole suivi sont onnus. Il est don néessaire de savoir modéliser la
propagation d'une onde sismique dans un milieu donné.
An d'optimiser les performanes de l'algorithme de résolution du problème inverse, il faut
trouver un ompromis entre réalisme et omplexité du modèle. En eet, le modèle de propa-
gation des ondes doit être susamment dèle à la réalité pour qu'un maximum d'informations
présentes dans les données puissent être interprétées orretement lors de l'inversion. Cependant,
l'algorithme de résolution du problème diret doit rester peu oûteux en temps de alul et en
plae mémoire an de ne pas pénaliser inutilement l'algorithme d'inversion.
Pour le projet d'imagerie des fondations de pylnes életriques, EDF R&D a pris en harge
le développement de l'algorithme de résolution du problème diret [Kerzalé et al., 2009℄ en
reprenant la démarhe proposée dans [Gélis, 2005℄. Certaines évolutions ont ensuite été apportées
à l'algorithme initial an de diminuer le oût de alul requis. Cet algorithme repose sur une
disrétisation des équations de propagation des ondes élastiques (1.2) et (1.3) par diérenes
nies. Nous allons dérire la démarhe suivie pour aboutir nalement à une relation matriielle
reliant les aratéristiques du milieu (v
p
, v
s
et ρ) et les hamps des fores volumiques et des
vitesses partiulaires (F x, F y, V x et V y).
1.4.1 Equations de propagation utilisées
Les équations (1.2) et (1.3) dérivent la propagation des ondes élastiques en deux dimensions
dans le domaine temporel. Or nous souhaitons résoudre le problème inverse dans le domaine fré-
quentiel en travaillant sur un nombre limité de fréquenes. Nous nous plaçons don dans le
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domaine fréquentiel pour résoudre le problème diret an de déterminer diretement les ompo-
santes fréquentielles des mesures qui sont utilisées pour la résolution du problème inverse.
Par la suite, nous désignerons par l'indie ω les diérentes pulsations retenues (ω = 1, . . . , Nω).
De plus, étant donné que l'on réalise une aquisition en ouverture multiple, nous introduisons
l'indie k pour distinguer les diérentes positions de la soure (k = 1, . . . , Nk). Dans le do-
maine fréquentiel, pour haque pulsation ω et haque position de la soure k, les équations de
propagation des ondes élastiques s'érivent :
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−iωF yω,k(r) = ω2ρ(r)V yω,k(r) + αyω(r)
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Sur le terrain, les ondes sismiques se propagent dans un milieu de dimensions innies. Or nous
devons nous ramener à un milieu de dimensions nies pour pouvoir modéliser la propagation
des ondes. Pour e faire, des zones d'absorption des ondes appelées Perfetly Mathed Layers
(PML) [Berenger, 1994℄ sont introduites sur le pourtour du domaine d'étude (voir gure 1.3).
La zone PML doit être susamment large vis-à-vis des longueurs d'ondes se propageant
dans le milieu pour qu'elle atténue omplètement les ondes arrivant sur les bords du domaine.
Néanmoins, elle ne doit pas être trop étendue an de ne pas alourdir inutilement la résolution
du problème diret. En pratique, on xe la largeur de la zone PML à la moitié de la longueur
d'onde la plus grande se propageant dans le domaine d'étude.
L'introdution d'une zone PML dans le domaine se traduit par la présene des oeients
d'absorption αxω et α
y
ω dans les équations de propagation. Ils sont lassiquement dénis de la
façon suivante [Martin et al., 2008℄ :
αxω(r) =
1
1 + iγx(r)/ω
et αyω(r) =
1
1 + iγy(r)/ω
(1.6)
A l'intérieur du domaine d'étude, les oeients γx et γy sont nuls. Les oeients d'absorp-
tion n'ont ainsi auune inidene sur la propagation des ondes. Dans la zone PML, γx et γy sont
nuls à proximité du domaine intérieur et augmentent à mesure que l'on s'en éloigne. Cela génère
un phénomène d'absorption de plus en plus marqué.
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Figure 1.3  Shéma du dispositif utilisé pour l'imagerie sismique des fondations de pylnes
életriques. La surfae grisée orrespond à la zone d'absorption des ondes (zone PML). Elle est
introduite sur le pourtour du domaine an de se ramener à un milieu de dimensions nies tout
en simulant la propagation d'ondes dans un milieu inni.
1.4.2 Disrétisation des équations de propagation
Les équations de propagation (1.4) et (1.5) sont disrétisées par diérenes nies. Ce type
de disrétisation est adapté pour la résolution d'un problème inverse puisque ela permet de
modéliser la propagation des ondes dans un milieu hétérogène de manière simple et rapide
[Virieux, 1986℄. Le shéma de disrétisation proposé par Saenger [Saenger et al., 2000℄ est utilisé
ii ar il s'adapte bien aux milieux dont les propriétés varient rapidement, e qui est le as dans
notre étude au niveau de l'interfae terre/béton. De plus, la surfae libre, 'est-à-dire l'interfae
entre l'air et le sous-sol, se modélise de façon simple : il sut d'imposer aux aratéristiques v
p
et v
s
d'être nulles au-dessus de l'interfae.
On onsidère don un maillage onstitué de deux grilles disposées en quinone (voir -
gure 1.4) :
 La première grille (représentée par des points noirs sur la gure 1.4 et sur les gures sui-
vantes) est assoiée aux grandeurs v
p
et v
s
. Elle est don liée aux aratéristiques physiques
du milieu. Par la suite, nous désignerons les oordonnées des points de ette grille par des
nombres entiers i et j.
 La seonde grille (représentée par des points blans sur la gure 1.4 et sur les gures
suivantes) est assoiée aux grandeurs Fx et Fy (les omposantes de la densité volumique
de fore) et Vx et Vy (les omposantes du hamp de vitesse partiulaire). Par la suite, nous
désignerons les oordonnées des points de ette grille par i± 12 et j ± 12 ave i et j entiers.
La masse volumique ρ ainsi que les oeients d'atténuation αx et αy doivent quant à eux être
dénis sur les deux grilles.
Notons Nx le nombre de olonnes et Ny le nombre de lignes de la grille liée aux aratéris-
tiques du milieu. La grille liée aux hamps des fores volumiques et des vitesses partiulaires
ompte alors Nx − 1 olonnes et Ny − 1 lignes.
Pour disrétiser les opérations de dérivation partielle
∂
∂x
et
∂
∂y
intervenant dans les équations
(1.4) et (1.5), nous introduisons les quatre opérateurs de diérenes nies suivants :
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
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

	
Figure 1.4  Maillage utilisé pour disrétiser les équations de propagation. La surfae grisée
orrespond à la zone PML. La grille blanhe est assoiée aux omposantes de la densité volumique
de fore (Fx et Fy) et aux omposantes de la vitesse partiulaire (Vx et Vy). La grille noire est
assoiée aux aratéristiques du milieu (v
p
et v
s
). La masse volumique (ρ) et les oeients
d'atténuation (αx et αy) sont dénis sur les deux grilles.
 Gx orrespond à la dérivée partielle selon l'axe horizontal d'une gran-
deur X liée aux hamps des fores et des vitesses partiulaires :
Gx(X)i,j =
(X)i+ 1
2
,j+ 1
2
+ (X)i− 1
2
,j+ 1
2
− (X)i+ 1
2
,j− 1
2
− (X)i− 1
2
,j− 1
2
2∆x
(1.7)




 Gy orrespond à la dérivée partielle selon l'axe vertial d'une gran-
deur X liée aux hamps des fores et des vitesses partiulaires :
Gy(X)i,j =
(X)i+ 1
2
,j+ 1
2
− (X)i− 1
2
,j+ 1
2
+ (X)i+ 1
2
,j− 1
2
− (X)i− 1
2
,j− 1
2
2∆y
(1.8)




 Hx orrespond à la dérivée partielle selon l'axe horizontal d'une
grandeur X liée aux aratéristiques du milieu :
Hx(X)i+ 1
2
,j+ 1
2
=
(X)i+1,j+1 + (X)i,j+1 − (X)i+1,j − (X)i,j
2∆x
(1.9)




 Hy orrespond à la dérivée partielle selon l'axe vertial d'une gran-
deur X liée aux aratéristiques du milieu :
Hy(X)i+ 1
2
,j+ 1
2
=
(X)i+1,j+1 − (X)i,j+1 + (X)i+1,j − (X)i,j
2∆y
(1.10)




Remarque : L'utilisation de l'un de es opérateurs induit le passage d'une grille à l'autre.
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1.4.3 Eriture sous forme matriielle
Relation entre hamp de fore et hamp de vitesse partiulaire
Après disrétisation, nous pouvons érire les équations de propagation sous forme matriielle.
Soient Fω,k et V ω,k deux veteurs omprenant l'ensemble des omposantes du hamp de fore
et du hamp de vitesse partiulaire pour une pulsation ω et une position de la soure k données.
Ce sont des veteurs de longueur 2(Nx − 1)(Ny − 1). Nous avons :
Fω,k = AωV ω,k (1.11)
A priori, seules un petit nombre de omposantes de Fω,k sont non nulles. Il s'agit des om-
posantes assoiées aux points du maillage exités par la soure sismique à la position k. Leur
amplitude (omplexe) est proportionnelle à elle du signal soure à la pulsation ω. Néanmoins,
une telle modélisation du hamp de fore peut onduire à des problèmes numériques (apparition
d'un  eet damier  lors du alul de V ω,k). Pour éviter ela, une onvolution spatiale par une
gaussienne à deux dimensions est eetuée [Gélis, 2005 ; Kerzalé et al., 2009℄. L'éart-type est
hoisi égal au pas de disrétisation dans les deux diretions de l'espae.
L'équation (1.11) met en évidene la relation de linéarité entre la densité volumique de fore
et le hamp de vitesse partiulaire. Aω est la matrie d'impédane assoiée à la pulsation ω. Elle
dépend des aratéristiques du milieu et de la pulsation onsidérée ω mais elle est indépendante
de la position de la soure k.
Il s'agit d'une matrie reuse de taille 2(Nx − 1)(Ny − 1)× 2(Nx − 1)(Ny − 1). Chaune de
ses lignes possède au plus 18 éléments non nuls. En eet, haque omposante du veteur Fω,k
s'érit en fontion des deux omposantes du veteur V ω,k prises au même point et à ses huit
points voisins. Autrement dit, il s'agit d'un voisinage  au deuxième ordre  : le alul d'une
omposante de Fω,k passe par l'utilisation des opérateurs Gx et Gy puis des opérateurs Hx et
Hy qui induisent haun le passage d'une grille à l'autre via une ombinaison linéaire en quatre
points voisins (f équations 1.7 à 1.10). La struture de la matrie d'impédane est shématisée
sur la gure 1.5 dans le as où les veteurs Fω,k et V ω,k sont onstruits en parourant la grille
assoiée olonne par olonne et en alternant omposante selon l'axe horizontal et omposante
selon l'axe vertial.
Déomposition des matries d'impédane
Soient :
 v
2
p
et v
2
s
deux veteurs dont les omposantes sont égales au arré des vitesses des ondes
de ompression et des ondes de isaillement respetivement ;
 ρ un veteur dont les omposantes sont égales à la masse volumique dénie sur la grille
liée aux aratéristiques du milieu ;
 αxω et α
y
ω deux veteurs dont les omposantes sont égales aux oeients d'atténuation
dénis sur la grille liée aux aratéristiques du milieu.
Ces inq veteurs sont de longueur NxNy.
La matrie d'impédane dépend des aratéristiques du milieu et des oeients d'atténua-
tion. Nous pouvons la déomposer en une somme de trois termes :
Aω = A
p
ω +A
s
ω +A
ρ
ω (1.12)
où :
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


Figure 1.5  Struture de la matrie d'impédane dans le as où les veteurs Fω,k et V ω,k sont
onstruits en parourant la grille assoiée olonne par olonne et en alternant omposante selon
l'axe horizontal et omposante selon l'axe vertial. Nx et Ny désignent le nombre de olonnes et
de lignes de la grilles liées aux aratéristiques du milieu respetivement. Dans le as général,
haque ligne omporte 8, 12 ou 18 éléments non nuls.
 A
p
ω omprend exlusivement les termes dépendant des aratéristiques v
p
.
 Asω omprend exlusivement les termes dépendant des aratéristiques vs.
 A
ρ
ω omprend les termes ne dépendant ni des aratéristiques v
p
, ni des aratéristiques
v
s
.
Une relation faisant intervenir des matries reuses a été établie entre haun des termes A
p
ω,
Asω et A
ρ
ω et les veteurs v
2
p
, v
2
s
, ρ, αxω et α
y
ω [Vautrin et Voorons, 2010℄
b
:
Apω =
[
Diag {Mαxω}Hx
Diag {Mαyω}Hy
]
Diag
{
v
2
p
⊙ ρ} [
Diag {αxω}Gx Diag {αyω}Gy
]
(1.13)
b. Diag {w} désigne une matrie diagonale dont la diagonale est le veteur w et ⊙ représente le produit
omposante par omposante ou produit d'Hadamard.
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Asω =
[
Diag {Mαyω}Hy
Diag {Mαxω}Hx
]
Diag
{
v
2
s
⊙ ρ} [
Diag {αyω}Gy Diag {αxω}Gx
]
+
[
Diag {Mαxω}Hx
−Diag {Mαyω}Hy
]
Diag
{
v
2
s
⊙ ρ} [
Diag {αxω}Gx −Diag {αyω}Gy
]
−
[
Diag {Mαxω}Hx
Diag {Mαyω}Hy
]
Diag
{
v
2
s
⊙ ρ} [
Diag {αxω}Gx Diag {αyω}Gy
]
(1.14)
Aρω = ω
2
Diag {Mρ} (1.15)
Les distributions de ρ, αxω et α
y
ω doivent a priori être dénies sur les deux grilles mais nous
avons introduit la matrie M qui permet de se ramener uniquement aux distributions dénies
sur la grille liée aux aratéristiques du milieu.
Les matries Gx,Gy,Hx et Hy sont des matries retangulaires reuses assoiées aux quatre
opérateurs de diérenes nies (voir les équations (1.7) à (1.10)) :
 Gx et Gy sont de taille NxNy × (Nx − 1)(Ny − 1). Chaune de leurs lignes omporte 1,
2 ou 4 oeients non nuls orrespondant aux oeients des opérateurs de diérenes
nies Gx et Gy (± 12∆x et ± 12∆y ).
 Hx et Hy sont de taille (Nx − 1)(Ny − 1) × NxNy. Chaune de leurs lignes omporte
4 oeients non nuls orrespondant aux oeients des opérateurs de diérenes nies
Hx et Hy (± 12∆x et ± 12∆y ).
A partir des équations de propagation des ondes élastiques formulées dans le domaine fré-
quentiel (équations (1.4) et (1.5), page 17), nous avons don établi une relation matriielle
permettant de faire le lien entre les hamps des fores et des vitesses partiulaires et les gran-
deurs aratéristiques du milieu. Cette relation est utilisée pour résoudre le problème diret et
le problème inverse.
Notons que l'utilisation des équations (1.13) à (1.15) nous a permis d'aélérer la onstrution
des matries d'impédane par rapport à l'algorithme initial. Cela a entraîné une aélération de
la résolution du problème diret et don une diminution du temps de alul néessaire à la
résolution du problème inverse.
1.5 Résolution du problème diret
1.5.1 Algorithme initial
Nous rappelons que le problème diret onsiste à déterminer les données mesurées par les
géophones onnaissant les aratéristiques du sous-sol et la proédure suivie. Pour haque pul-
sation ω et haque position de la soure k, l'objetif est don de aluler la omposante vertiale
de la vitesse partiulaire à l'endroit des géophones onnaissant :
 les veteurs des aratéristiques du sous-sol v
2
p
, v
2
s
et ρ ;
 la position de la soure et le signal émis par la soure qui permettent de déterminer les
veteurs Fω,k.
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Pour haque ouple (ω,k), la résolution du problème diret s'eetue en deux temps. Dans
une première étape, les hamps de vitesses V ω,k sont alulés dans l'ensemble du domaine en
résolvant le système linéaire donné à l'équation (1.11). Les matries normales de es systèmes sont
les matries d'impédane Aω qui dépendent de ω mais pas de k. Une même matrie normale est
don ommune à plusieurs systèmes linéaires. Pour mutualiser les aluls et aélérer la résolution
du problème diret, une déomposition LU de haque matrie d'impédane est eetuée avant
de résoudre les systèmes linéaires assoiés. Ces matries étant reuses, nous faisons appel à un
algorithme de permutation des lignes et des olonnes qui minimise le taux de oeients non
nuls dans les fateurs L et U [Davis, 2004℄. De ette façon, la résolution des systèmes linéaires
est plus rapide. Dans une deuxième étape, les omposantes orrespondant aux mesures gω,k
sont extraites de V ω,k. La démarhe suivie pour résoudre le problème diret est résumée dans
l'algorithme 1.
Algorithme 1: Algorithme initial de résolution du problème diret
Pour haque pulsation ω :
Constrution de la matrie d'impédane Aω ;
Calul des matries de permutation des lignes et des olonnes Pω et Qω ;
Fatorisation LU de la matrie d'impédane après permutation des lignes et des
olonnes : PωAωQω = LωUω ;
Pour haque position de la soure k :
Constrution du hamp des fores Fω,k ;
Calul du hamps des vitesses : V ω,k = QωU
−1
ω L
−1
ω PωFω,k ;
Restrition aux omposantes mesurées par les géophones : gω,k = EgV ω,k ;
Fin
Fin
1.5.2 Restrition à une zone d'intérêt
Pour les méthodes d'imagerie sismique utilisant le hamp d'ondes omplet, le problème in-
verse est souvent résolu en minimisant un ritère des moindres arrés pénalisé ave un algorithme
d'optimisation loal. Il est don préférable d'initialiser l'algorithme ave des aratéristiques
prohes de la solution reherhée an de minimiser le nombre d'itérations. Pour e faire, ertains
auteurs font appel à une méthode d'imagerie alternative telles que elles présentées dans le pa-
ragraphe 1.3.2, page 12 [Shipp et Singh, 2002 ; Operto et al., 2006℄. Elles permettent d'obtenir
une première estimation des aratéristiques reherhées.
Supposons qu'une telle méthode soit utilisée dans notre étude et qu'une estimation a priori
des aratéristiques du milieu soit disponible préalablement à l'inversion des formes d'ondes
omplètes. Par la suite, le milieu onstruit à partir des aratéristiques estimées a priori sera
appelé  milieu de référene  et ses aratéristiques seront notées v
p,0
, v
s,0
et ρ0.
Le problème inverse onsiste alors à retrouver les variations des aratéristiques v
p
, v
s
et ρ
par rapport à elles du milieu de référene. Les variations les plus importantes sont loalisées
à proximité de la fondation. Nous pouvons don supposer que les aratéristiques du milieu de
référene sont égales aux aratéristiques réelles dans les régions éloignées de la fondation et
nous ramener à une zone d'intérêt plus restreinte pour résoudre les problèmes diret et inverse.
Cette démarhe a pour avantage de réduire le nombre d'inonnues et de diminuer le temps de
alul néessaire à la résolution du problème diret. Cela ontribue à aélérer la onvergene
de l'algorithme d'inversion.
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Par la suite, nous désignerons par v
2
p
, v
2
s
et ρ les aratéristiques du milieu en se restreignant
aux points du maillage qui appartiennent à la zone d'intérêt. Ces veteurs sont de longueur NZxN
Z
y
où NZx et N
Z
y sont les dimensions de la zone d'intérêt en nombre de points du maillage.
Déomposition des matries d'impédane
Nous avons vu que la résolution du problème diret passe par la résolution de plusieurs
systèmes linéaires faisant intervenir des matries d'impédane (voir setion 1.4.3, page 20) :
Fω,k = AωV ω,k (1.16)
Seule une partie des matries d'impédane dépend des aratéristiques de la zone d'intérêt.
A une permutation des lignes et des olonnes près, nous avons :
Aω =
[
Aω,1(v
2
p
,v2
s
,ρ) Aω,20
Aω,30 Aω,40
]
(1.17)
où Aω,1 désigne la plus petite sous-matrie arrée de Aω dépendant des aratéristiques de la
zone d'intérêt.
Pour mettre en évidene les variations des aratéristiques par rapport au milieu de référene,
nous pouvons érire :
Aω =
[
Aω,10 Aω,20
Aω,30 Aω,40
]
+
[
Xω(v
2
p
,v 2
s
,ρ) 0
0 0
]
(1.18)
= A0ω +E
t
Z
Xω(v
2
p
,v2
s
,ρ)E
Z
(1.19)
où A0ω est la matrie d'impédane onstruite à partir des aratéristiques du milieu de référene
et où E
Z
est une matrie d'éhantillonnage permettant de se ramener aux points appartenant
la zone d'intérêt.
A partir des équations (1.13), (1.14) et (1.15) page 21, nous pouvons érire :
Xω(v
2
p
,v 2
s
,ρ) = HpDiag
{
v
2
p
⊙ ρ− v2
p,0 ⊙ ρ0
}
Gp
+
3∑
i=1
HsiDiag
{
v
2
s
⊙ ρ− v2
s,0 ⊙ ρ0
}
Gsi
+ ω2Diag {MZ(ρ− ρ0)}
(1.20)
où les matries Gp, Gsi , H
p
, Hsi et MZ se déduisent des matries G
x
, Gy, Hx, Hy et M en
ne retenant que les lignes et les olonnes assoiées à la zone d'intérêt. Nous nous plaçons dans
le as où la zone d'intérêt n'a pas d'intersetion ave la zone PML. Par onséquent, l'équation
préédente ne fait pas intervenir les oeients d'atténuation αxω et α
y
ω.
Choix d'une formulation pour exprimer les données en fontion des aratéristiques
de la zone d'intérêt
Nous devons être en mesure de traiter des problèmes de taille réaliste : les dimensions du
domaine onsidéré sont de l'ordre du déamètre et la résolution spatiale du maillage est de l'ordre
du entimètre. Un espae mémoire important est don néessaire pour résoudre le problème
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inverse. Plusieurs formulations peuvent être utilisées pour exprimer un jeu de données gω,k en
fontion des aratéristiques de la zone d'intérêt v
2
p
, v
2
s
et ρ.
Parmi les diérentes formulations possibles, une de nos ontributions onsiste à séletionner
elle qui minimise l'espae mémoire requis lors de l'inversion. Pour orienter notre hoix, nous
avons supposé qu'un grand nombre de fréquenes intervenaient dans la proédure d'inversion.
Cela nous a amenés à retenir deux formulations qui seront expliitées dans les paragraphes
suivants. Leur diérene est liée à l'utilisation ou non du lemme d'inversion matriielle par blo
qui permet d'exploiter le fait que l'on se restreint à une zone d'intérêt. Nous proposerons ensuite
une démarhe permettant de déterminer la formulation la plus adaptée.
Expression obtenue sans utilisation du lemme d'inversion
La première expression proposée est obtenue sans le reours au lemme d'inversion matriielle
par blo. Soit V
0
ω,k le hamp de vitesse dans le milieu de référene :
Fω,k = A
0
ωV
0
ω,k (1.21)
On a don :
AωV ω,k = A
0
ωV
0
ω,k (1.22)
En soustrayant le veteur AωV
0
ω,k de haque té de l'égalité, on obtient (f. équation
(1.19)) :
Aω
(
V ω,k −V 0ω,k
)
= −Et
Z
XωEZV
0
ω,k (1.23)
En isolant le veteur V ω,k et en se ramenant aux omposantes mesurées par les géophones,
on obtient l'expression suivante :
gω,k(v
2
p
,v2
s
,ρ) = g0ω,k −Eg
(
A0ω +E
t
Z
XωEZ
)−1
Et
Z
XωV
10
ω,k (1.24)
où g
0
ω,k = EgV
0
ω,k et V
10
ω,k = EZV
0
ω,k.
Expression obtenue ave utilisation du lemme d'inversion
La seonde expression proposée est obtenue ave le reours au lemme d'inversion matriielle
par blo. Cette expression peut se onstruire diretement à partir de l'équation (1.24) en ap-
pliquant le lemme d'inversion matriielle par blo

à la matrie A0ω + E
t
Z
XωEZ. On obtient
ainsi :
gω,k(v
2
p
,v 2
s
,ρ) = g0ω,k −Eg


(
A0ω,Z +Xω
)−1
−A−1ω,40Aω,30
(
A0ω,Z +Xω
)−1

XωV 10ω,k (1.25)
= g0ω,k −B0ω
(
A0ω,Z +Xω
)−1
XωV
10
ω,k (1.26)
où A0ω,Z = Aω,10 −Aω,20A−1ω,40Aω,30 et B0ω = Eg
[
I
−A−1ω,40Aω,30
]
.
. Lemme d'inversion matriielle par blo :[
A1 A2
A3 A4
]−1
=
[
(A1 − A2A
−1
4 A3)
−1 −(A1 − A2A
−1
4 A3)
−1A2A
−1
4
−A−14 A3(A1 − A2A
−1
4 A3)
−1 A−14 + A
−1
4 A3(A1 − A2A
−1
4 A3)
−1A2A
−1
4
]
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1.5 Résolution du problème diret
Choix de la formulation selon la onguration du problème
Nous souhaitons minimiser l'espae mémoire requis pour la résolution du problème inverse.
Pour se ramener aux deux formulations préédentes, nous avons supposé qu'un grand nombre de
pulsations intervenaient dans l'inversion. Dans e as, les variables qui dépendent de la pulsation
ω jouent un rle prépondérant dans le hoix de l'une ou l'autre des deux formulations proposées.
 Pour l'expression obtenue sans utilisation du lemme d'inversion matriielle, il s'agit des
variables A0ω, V
10
ω,k et g
0
ω,k.
 Pour l'expression obtenue ave utilisation du lemme d'inversion matriielle, il s'agit des
variables A0ω,Z, B
0
ω, V
10
ω,k et g
0
ω,k.
Les variables V
10
ω,k et g
0
ω,k sont présentes dans les deux formulations proposées. Le hoix de la
méthode s'opère don en fontion de l'espae mémoire oupé par les matries A0ω d'une part
et les matries A0ω,Z et B
0
ω d'autre part. Pour orienter e hoix, nous proposons de omparer le
nombre de oeients non nuls ontenus dans es variables pour haque pulsation.
• Pour l'inversion sans utilisation du lemme d'inversion :
Les variables oupant le plus d'espae en mémoire sont les matries A0ω dont le nombre
de lignes et le nombre de olonnes est égal à 2(Nx − 1)(Ny − 1). En dehors des lignes
assoiées aux bords du domaine, on dénombre 18 oeients non nuls par ligne. Pour
haque pulsation, le nombre total de omposantes non nulles est environ égal à :
18× 2(Nx − 1)(Ny − 1)
• Pour l'inversion ave utilisation du lemme d'inversion :
Les variables oupant le plus d'espae en mémoire sont les matries A0ω,Z et B
0
ω. On
rappelle que :
A0ω,Z = A10,ω −Aω,20A−1ω,40Aω,30 et B0ω = Eg
[
I
−A−1ω,40Aω,30
]
(1.27)
 A10,ω est une matrie reuse dont le nombre de lignes et le nombre de olonnes est égal
à 2(NZx + 1)(N
Z
y + 1). En dehors des lignes assoiées aux bords de la zone d'intérêt, on
dénombre 18 oeients non nuls par ligne.
 A−1ω,40 est une matrie pleine.
 Aω,20 est une matrie dont seules 4(N
Z
x +N
Z
y ) lignes sont non nulles.
 Aω,30 est une matrie dont seules 4(N
Z
x +N
Z
y ) olonnes sont non nulles.
Par onséquent, pour haque pulsation ω, le nombre de omposantes non nulles présentes
dans A0ω,Z est environ égal à :
18× 2(NZx + 1)(NZy + 1) +
(
4(NZx +N
Z
y )
)2
et dans le as où les apteurs sont situés à l'extérieur de la zone d'intérêt, le nombre de
omposantes non nulles présentes dans B0ω est environ égal à :
N
g
× 4(NZx +NZy )
où N
g
est égal au nombre de géophones utilisés.
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Chapitre 1 : Contexte
Le hoix de l'expression minimisant l'espae mémoire requis pour résoudre le problème in-
verse s'eetue don en omparant N
SLI
(sans utilisation du lemme d'inversion) et N
ALI
(ave
utilisation du lemme d'inversion) :
N
SLI
= 36(Nx − 1)(Ny − 1)
N
ALI
= 36(NZx + 1)(N
Z
y + 1) + 16
(
NZx +N
Z
y
)2
+ 4N
g
(NZx +N
Z
y )
Comparaison sur une onguration de taille réaliste
On onsidère un milieu de 12 mètres de longueur et de 5 mètres de profondeur disrétisé ave
une résolution de 1 m et sondé ave 40 apteurs (un apteur tous les 30 m). Nous supposons
que la zone d'intérêt est arrée. Les dimensions de e problème sont don Nx = 1200, Ny = 500,
Ncapt = 40 et N
Z
x = N
Z
y = n
Z
.
Nous faisons évoluer la taille de la zone d'intérêt de manière à déterminer le seuil à partir
duquel il semble préférable d'utiliser la méthode d'inversion sans utilisation du lemme d'inversion
matriielle par blo. La gure 1.6 montre l'évolution de N
SLI
et N
ALI
(voir équations i-dessus)
en fontion de nZ (la longueur et la profondeur de la zone d'intérêt sont exprimées en mètres).
L'égalité entre N
SLI
et N
ALI
est obtenue pour une zone d'intérêt de longueur et de profondeur
égale à 4,5 mètres environ. Il s'agit don du seuil au-delà duquel il est préférable d'utiliser
l'expression obtenue sans le lemme d'inversion matriielle pour minimiser la plae mémoire
oupée. Pour une dimension de la zone d'intérêt inférieure, 'est l'expression obtenue en utilisant
le lemme d'inversion qui est la moins oûteuse en mémoire.
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Figure 1.6  Evolution de N
SLI
et N
ALI
en fontion des dimensions de la zone d'intérêt en mètres
pour hoisir la méthode d'inversion la moins oûteuse en espae mémoire
1.6 Milieux utilisés pour tester les méthodes d'inversion propo-
sées
Les hapitres suivants sont onsarés à la résolution du problème inverse. Pour omparer les
performanes des diérentes méthodes d'inversion, nous proposons de travailler sur deux jeux
de données synthétiques. Ceux-i sont obtenus à partir de deux ongurations diérentes. La
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première orrespond à un milieu sans heminée ni surfae libre et la seonde à un milieu ave
heminée et surfae libre. Dans les deux as, nous nous plaçons dans l'hypothèse où les régions
Terre et Béton du sous-sol sont homogènes.
Travailler sur un milieu de taille réaliste requiert un temps de alul et un espae mémoire
relativement importants. En partiulier, étant donné les dimensions du milieu ausulté (de l'ordre
de la dizaine de mètres) et la résolution spatiale du maillage (de l'ordre du entimètre), le
nombre d'inonnues du problème est onsidérable (jusqu'à plusieurs millions). Nous avons hoisi
de travailler sur des milieux de taille réduite. Le oût de alul est alors plus abordable, e qui
permet de multiplier les tests d'inversion et de mieux erner les performanes des méthodes
d'inversion.
Dans un premier temps, nous nous plaerons dans le as où la masse volumique du milieu
est onstante dans le sous-sol (aratéristique ρ uniforme) et onnue a priori. Les méthodes
d'inversion onsisteront alors à estimer les paramètres v
p
et v
s
. Les données simulées sont bruitées
avant d'être utilisées pour résoudre le problème inverse. Nous avons ajouté une séquene de bruit
blan gaussien dont l'amplitude est telle que le rapport signal sur bruit est égal à 30 dB.
Nous présentons i-dessous les deux ongurations utilisées pour omparer les performanes
des diérentes méthodes d'inversion.
1.6.1 Milieu sans heminée ni surfae libre
Pour la première onguration, on onsidère un milieu sans heminée ni surfae libre. Les
dimensions de e milieu sont de 1 mètre par 50 entimètres et omprend un blo de béton re-
tangulaire de 30 entimètres de largeur et de 25 entimètres de profondeur. Les aratéristiques
physiques des régions Terre et Béton sont indiquées dans le tableau 1.1.
Région Caratéristiques
Terre v
T
p
= 300 m/s vT
s
= 150 m/s ρT = 1500 kg/m3
Béton v
B
p
= 4000 m/s vB
s
= 2200 m/s ρB = 1500 kg/m3
Tableau 1.1  Caratéristiques du milieu sans heminée ni surfae libre
Le dispositif de mesure omprend 19 géophones que l'on plae le long d'une ligne horizontale
10 entimètres au-dessus du blo de béton. La soure vibratoire prend quatre positions sues-
sives en restant à la même hauteur que les géophones. Le signal émis par la soure est un Riker
dont la fréquene prinipale est de 200 Hz. Pour résoudre le problème inverse, nous retenons
10 fréquenes situées dans la bande passante de e signal (voir gure 1.7). Nous nous plaçons
ainsi dans le as général où l'énergie du signal transmis dans le sous-sol n'est pas uniformément
répartie sur l'axe fréquentiel (voir setion 1.2.3, page 9) et où le rapport signal / bruit n'est pas
égal d'une fréquene à l'autre.
La résolution du maillage dépend des longueurs d'ondes qui se propagent dans le milieu. Sans
la présene d'une surfae libre, la résolution spatiale doit être inférieure ou égale au dixième de
la plus petite longueur d'onde de ompression se propageant dans le milieu. Dans notre as,
les ondes de ompression se propagent à la vitesse de 300 m/s dans la terre et la plus grande
fréquene retenue pour l'inversion est de 500 Hz. La petite longueur d'onde de ompression est
don égale à 60 m (λ
p
= v
p
/f ). La résolution spatiale doit don être inférieure ou égale à 6 m.
Nous prenons une résolution égale à 5 m.
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e
Figure 1.7  Signature temporelle du signal émis par la soure (à gauhe) et spetre d'amplitude
orrespondant (à droite). Les points plaés sur le spetre d'amplitude désignent les omposantes
fréquentielles retenues pour l'inversion (10 fréquenes équiréparties entre 100 Hz et 500 Hz).
La largeur de la zone PML est également dénie en fontion des longueurs d'ondes qui se
propagent dans le milieu. Elle doit être au moins égale à la moitié de la plus grande longueur
d'onde se propageant dans la région Terre. Les ondes de ompression se propagent à la vitesse
de 300 m/s dans la terre et la plus petite fréquene retenue pour l'inversion est de 100 Hz. La
longueur d'onde orrespondante est don de 3 m et la largeur de la zone PML est xée à 1,5 m.
Un shéma du milieu sans heminée ni surfae libre et du plaement du dispositif de mesure
est donné sur la gure 1.8 (la zone PML n'est pas représentée). Les données issues des apteurs
pour une position de la soure donnée sont habituellement représentées sous forme de sismo-
grammes. Nous représentons sur la gure 1.9 les sismogrammes orrespondant à la deuxième
position de la soure vibratoire.


	


Figure 1.8  Shéma du milieu sans heminée ni surfae libre. La ligne en pointillés représente
la frontière de la zone d'intérêt qui omprend 18 pixels en largeur et 8 pixels en profondeur.
1.6.2 Milieu ave heminée et surfae libre
Pour la seonde onguration, un milieu de 2 mètres de largeur et de 70 entimètres de
profondeur ave heminée et surfae libre est onsidéré. Ce milieu omprend un objet en béton
de géométrie plus omplexe. La largeur maximale de et objet est de 50 entimètres et sa hauteur
totale est de 30 entimètres. Les aratéristiques physiques des diérentes régions du milieu sont
indiquées dans le tableau 1.2.
Le dispositif de mesure omprend 90 géophones plaés le long d'une ligne horizontale. Ils
mesurent la omposante vertiale de la vitesse partiulaire juste sous la surfae libre. La soure
vibratoire est plaée au même niveau et elle prend six positions suessives. Comme pour le
milieu sans heminée ni surfae libre, le signal émis par la soure est un Riker dont la fréquene
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Figure 1.9  Sismogrammes obtenus sur le milieu sans heminée ni surfae libre pour la deuxième
position de la soure
Région Caratéristiques
Terre v
T
p
= 300 m/s vT
s
= 150 m/s ρT = 1500 kg/m3
Béton v
B
p
= 4000 m/s vB
s
= 2200 m/s ρB = 1500 kg/m3
Air v
A
p
= 0 m/s vA
s
= 0 m/s ρA = 1,2 kg/m3
Tableau 1.2  Caratéristiques du milieu ave heminée et surfae libre
prinipale est de 200 Hz. Pour résoudre le problème inverse, nous retenons 10 fréquenes situées
dans la bande passante de e signal (voir gure 1.7).
En présene d'une surfae libre, la résolution spatiale doit être inférieure ou égale au tren-
tième de la plus petite longueur d'onde de ompression se propageant dans le sous-sol. Comme
préédemment, les ondes de ompression se propagent à la vitesse de 300 m/s dans la terre et la
plus grande fréquene retenue pour l'inversion est de 500 Hz. La petite longueur d'onde de om-
pression est don égale à 60 m (λ
p
= v
p
/f ). Nous prenons une résolution spatiale égale à 2 m.
De plus, omme pour le milieu ave heminée et surfae libre, la longueur d'onde orrespondante
est don de 3 m et la largeur de la zone PML est xée à 1,5m.
Un shéma du milieu ave heminée et surfae libre ave le dispositif de mesure est donné
sur la gure 1.10 (la zone PML n'est pas représentée). Nous représentons sur la gure 1.11 les
sismogrammes orrespondant à la deuxième position de la soure vibratoire.

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Figure 1.10  Shéma du milieu ave heminée et surfae libre. La ligne en pointillés représente
la frontière de la zone d'intérêt qui omprend 37 pixels en largeur et 29 pixels en profondeur.
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Figure 1.11  Sismogrammes obtenus sur le milieu ave heminée et surfae libre pour la deuxième
position de la soure. La ligne en pointillés indique la séparation entre les deux ensembles de
géophones situés de part et d'autre de la fondation.
Remarque : Des jeux de données réelles ont également été obtenus. Un ban de Mesures
Ultrasonores Sans Contat (MUSC) onçu à l'IFSTTAR [Bretaudeau, 2010℄ a permis d'obtenir
un jeu de données sur une maquette reproduisant une fondation dans un milieu biouhe à
l'éhelle 1/60. L'Eole Polytehnique de Montréal a pris en harge l'appliation des méthodes
d'inversion développées au ours de ette thèse à e jeu de données. D'autre part, des données
ont été aquises sur site, en suivant le protoole de mesure dérit dans la partie 1.2, page 8.
Pour le traitement de telles données, ertains pré-traitements sont à prévoir. En partiulier,
dans le modèle utilisé, le train d'ondes émis par la soure est supposé se propager dans un milieu
dont les aratéristiques sont invariantes suivant une diretion de l'espae. Cette hypothèse est
approximative. Des pré-traitements adéquats permettraient d'éviter une mauvaise interprétation
des données mesurées.
La suite du manusrit est onsarée à la résolution du problème inverse. Dans le hapitre
suivant, une première méthode d'inversion prenant en ompte peu d'informations a priori est
introduite. Deux artes du milieu sont reonstruites, une pour haune des aratéristiques v
p
et
v
s
. Cette méthode s'appuie sur une régularisation markovienne, la diérene entre pixels voisins
est pénalisée de manière à favoriser la reonstrution de régions lisses séparées par des ontours
frans.
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2.1 Introdution
2.1.1 Objetifs du problème
Dans e hapitre, nous abordons la résolution du problème inverse. L'objetif onsiste à
identier la géométrie de la fondation ausultée à partir des données mesurées par les géophones
en supposant onnu le protoole de mesure, 'est-à-dire le signal émis par la soure vibratoire,
les positions suessives de la soure et les positions des géophones.
Les inonnues du problème ne se limitent pas seulement à la géométrie de la fondation.
En partiulier, les aratéristiques physiques de la terre ont une forte inuene sur les données
mesurées et ne peuvent pas être déterminées au préalable de façon préise. Leur estimation au
ours de l'inversion est don néessaire an d'éviter une mauvaise interprétation des données.
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Nous nous sommes orientés dans un premier temps vers une approhe de type  artographie  :
l'objetif est de déterminer une arte pour haune des aratéristiques physiques du milieu. La
forme de la fondation est alors indiquée par les pixels assoiés aux valeurs aratéristiques du
béton.
Dans le hapitre préédent, nous avons présenté diérentes méthodes d'imagerie par ondes
sismiques. Les spéiités de notre problème (dimensions et aratéristiques de l'objet ausulté,
profondeur d'ausultation, résolution souhaitée) nous ont dirigés vers les méthodes d' inversion
des formes d'ondes omplètes  (voir setion 1.3, page 12). Ces méthodes s'appuient sur une
modélisation préise de la propagation des ondes dans le sous-sol et prennent notamment en
ompte les phénomènes de diration des ondes.
Notre problème se plae don dans le adre plus général de la tomographie de diration
qui regroupe de nombreuses modalités d'imagerie [Carfantan et Mohammad-Djafari, 2001℄. Il
s'apparente par exemple à d'autres travaux qui utilisent la propagation d'ondes életromagné-
tiques pour des appliations diverses telles que l'exploration géophysique [Chaturvedi et Plumb,
1995℄, l'imagerie biomédiale [Barrière, 2008℄ ou enore le ontrle non destrutif par ourants
de Fouault [Trillon, 2010℄. Généralement, en tomographie de diration, le problème inverse
est érit sous la forme d'un problème d'optimisation non linéaire qui onsiste à minimiser une
fontion oût.
2.1.2 Diultés du problème
Les problèmes de tomographie de diration sont diiles à résoudre. Il s'agit généralement
de problèmes mal posés puisqu'ils ne vérient pas les onditions d'existene, d'uniité et de
stabilité établies par Hadamard [Hadamard, 1902 ; Colton et Kress, 1998℄. De plus, la relation
entre les inonnues du problème (les aratéristiques du milieu sondé) et les données mesurées
est fortement non linéaire. Par onséquent, le ritère minimisé ne possède pas de garantie de
onvexité et des minima loaux peuvent exister.
Remarquons également que dans notre as, les données mesurées sont en faible quantité
(quelques dizaines de positions de la soure et des géophones) par rapport à la grande taille
du problème (jusqu'à plusieurs millions d'inonnues pour une onguration de taille réaliste).
De plus, le milieu n'est ausulté que depuis la surfae du sol dans la onguration nominale e
qui tend à aentuer la sous-détermination du problème. Le milieu sondé est très ontrasté (f.
tableaux 1.1 et 1.2, page 28), e qui renfore la non-linéarité entre les données et les inonnues
du problème. Enn, le oût de alul néessaire à la résolution du problème diret est élevé, e
qui alourdit la résolution du problème inverse.
Au premier abord, il semble préférable d'utiliser une méthode d'optimisation globale pour
assurer la onvergene vers le minimum global [Caorsi et al., 1995 ; Garnero et al., 1991℄. Cepen-
dant, es méthodes sont trop gourmandes en aluls pour être utilisées dans notre étude. C'est
pourquoi nous nous sommes orientés vers les méthodes d'optimisation loale. L'initialisation doit
alors être susamment prohe du minimiseur global pour éviter la onvergene vers un éventuel
minimum loal.
2.1.3 Organisation du hapitre
Dans la setion 2.2, nous présentons les méthodes d'optimisation loale qui ont été envisagées.
Nous nous sommes en partiulier intéressés aux tehniques établissant un bon ompromis entre
rapidité de onvergene et oût de alul par itération.
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Dans la setion 2.3, nous donnons une desription préise de l'algorithme retenu en détaillant
notamment l'expression du ritère minimisé et la tehnique de minimisation employée. De ma-
nière générale, nous avons onçu et algorithme en ombinant des éléments diretement liés aux
problèmes d'imagerie par ondes sismiques à d'autres plus lassiques en optimisation non linéaire
tout en nous eorçant de onserver un maximum de ohérene.
Dans la setion 2.4, nous présentons les résultats obtenus sur données synthétiques, le but
étant de nous rapproher au mieux de la solution parfaite du problème pour un temps de
alul raisonnable. Deux évolutions de l'algorithme initial nous ont permis d'en améliorer les
performanes : la prise en ompte des données de manière progressive, e qui est ouramment
eetué en imagerie sismique, et l'introdution d'un hangement de variables.
Notons que dans e hapitre, nous supposons que la distribution spatiale de la aratéristique
ρ est uniforme et onnue a priori, omme 'est le as dans [Gélis, 2005℄ ou [Brossier, 2009℄.
Les inonnues du problème sont don les distributions spatiales de v
p
et de v
s
a
. Nous nous
restreignons à la zone d'intérêt an de réduire le nombre d'inonnues.
2.2 Méthodes d'optimisation loale en tomographie de dira-
tion
En tomographie de diration, ertaines méthodes onsistent à se ramener à une relation
linéaire entre les données mesurées et les inonnues du problème. Les plus onnues sont les
approximations de Born et de Rytov. Cette démarhe de linéarisation n'est valable que dans le
as de faibles ontrastes ou lorsque l'objet diratant est de petite taille vis-à-vis des longueurs
d'ondes se propageant dans le milieu. Etant donné les dimensions des fondations et le très fort
ontraste entre les aratéristiques de la terre et du béton, es méthodes ne sont pas adaptées à
notre as. Nous devons don prendre en ompte la non-linéarité du modèle diret.
Nous distinguons deux familles de méthodes : d'une part, les méthodes s'appuyant sur une
formulation bilinéaire du problème dont le prinipe est présenté dans la setion 2.2.1 et d'autre
part, les méthodes qui prennent diretement en ompte la non-linéarité entre données mesurées
et inonnues et que nous présentons dans la setion 2.2.2.
La méthode Contrast Soure Inversion (CSI) appartient à la première famille de méthodes.
Elle a été appliquée ave suès à la fois sur un projet de tomographie miro-ondes impliquant
l'IRCCyN et l'Eole Polytehnique de Montréal [Barrière, 2008℄ et sur un problème de tomogra-
phie par ourants de Fouault impliquant l'IRCCyN, l'Eole Polytehnique de Montréal et EDF
R&D [Trillon, 2010℄. De plus, ette méthode a réemment fait l'objet de publiations en imagerie
par ondes sismiques [Hu et al., 2008 ; Abubakar et al., 2009℄. Les tehniques appartenant à la
première famille semblent don adaptées à notre étude. Elles ont été testées dès le début du
projet par Matthieu Voorons et Yves Goussard de l'Eole Polytehnique de Montréal sur des
données synthétiques [Vautrin et Voorons, 2010℄. Néanmoins, es méthodes n'ont pas abouti à
des reonstrutions satisfaisantes, même après un grand nombre d'itérations. Nous nous sommes
intéressés à la seonde famille de méthodes. Leur appliation à des données synthétiques a abouti
à des résultats plus satisfaisants.
a. Remarquons que nous aurions pu travailler, de manière équivalente, sur les paramètres de Lamé λ et µ :
λ = ρ(v2
p
− 2v2
s
) et µ = ρv2
s
.
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2.2.1 Méthodes s'appuyant sur une formulation bilinéaire
Ces méthodes onsistent à introduire un jeu de variables supplémentaires an d'érire les
équations du problème diret sous la forme d'un système de deux équations bilinéaires. Leur
prinipal avantage est de failiter la proédure d'inversion du point de vue algorithmique. En
eet, le problème inverse peut être résolu par une suession de sous-problèmes qui onsistent à
minimiser un ritère quadratique. De plus, les algorithmes d'optimisation ne font jamais expli-
itement appel à la résolution d'un problème diret, e qui permet d'alléger le oût de alul.
Cependant, les variables auxiliaires doivent être optimisées au même titre que les variables
d'intérêt, e qui peut entraîner une augmentation signiative du nombre global d'itérations.
De plus, pour e type de méthode, les équations du problème diret ne sont pas vériées de
façon exate : une ontrainte reliant les données mesurées aux variables d'intérêt est relâhée
an de se ramener à la minimisation de ritères quadratiques. Les données doivent alors être
susamment rihes et l'algorithme d'inversion susamment robuste pour onverger vers des
résultats satisfaisants malgré ette approximation.
Formulation générale
De manière générale, pour haque pulsation ω et haque position de la soure k, la formulation
bilinéaire est onstituée de deux équations faisant intervenir les variables d'intérêt (v
2
p
et v
2
s
dans
notre as) et les variables auxiliaires (que nous noterons wω,k) :
 L'équation d'observation orrespond à l'expression des données mesurées en fontion des
variables auxiliaires wω,k :
gω,k(wω,k) = Kowω,k + uo (2.1)
 L'équation de ouplage fait le lien entre les variables auxiliaires wω,k et les variables
d'intérêt v
2
p
et v
2
s
:
R(v 2
p
,v 2
s
,wω,k) = 0 (2.2)
Cette seonde équation peut être vue omme une ontrainte sur les diérentes variables
du problème. Pour wω,k xé, ette relation peut s'érire de manière à mettre en évidene
la linéarité de R par rapport aux variables d'intérêt v2
p
et v
2
s
:
R(v2
p
,v2
s
,wω,k) = Kp(wω,k)v
2
p
+K
s
(wω,k)v
2
s
+ u
p,s
(wω,k) (2.3)
Pour v
2
p
et v
2
s
xé, ette même relation peut se mettre sous une forme diérente mettant
ette fois en évidene la linéarité de R par rapport aux variables auxiliaires :
R(v 2
p
,v2
s
,wω,k) = Kw(v
2
p
,v2
s
)wω,k + uw(v
2
p
,v2
s
) (2.4)
Critère minimisé
Les données observées yω,k sont modélisées omme étant la somme des données alulées
gω,k et d'une erreur ǫ
o
ω,k pour haque pulsation ω et haque position de la soure k :
yω,k = gω,k(wω,k) + ǫ
o
ω,k (2.5)
Supposons également que les ontraintes données par les équations de ouplage sont relâhées,
en onsidérant qu'une erreur ǫcω,k est ommise :
R(v2
p
,v2
s
,wω,k) = ǫ
c
ω,k (2.6)
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Pour ompenser le aratère mal posé du problème, il est néessaire d'inlure des informations
a priori. En supposant que ǫoω,k et ǫ
c
ω,k orrespondent à des séquenes de bruit blan gaussien,
l'estimation au sens du maximum a posteriori est obtenue en minimisant un ritère des moindres
arrés pénalisé de la forme :
C(v 2
p
,v 2
s
,wω,k) = Co(wω,k) + γCc(v 2
p
,v2
s
,wω,k) + φ(v
2
p
,v2
s
,wω,k) (2.7)
ave :
Co =
∑
ω
∑
k
‖yω,k − gω,k(wω,k)‖2 (2.8)
Cc =
∑
ω
∑
k
‖R(v 2
p
,v2
s
,wω,k)‖2 (2.9)
Le terme Co orrespond à la minimisation de l'erreur sur les équations d'observation et
Cc orrespond à la minimisation de l'erreur sur les équations de ouplage. La fontion φ est
une fontion de régularisation du ritère. Elle est onstruite d'après les informations a priori
disponibles sur les diérentes variables intervenant dans le problème.
L'hyperparamètre de pondération γ permet d'établir un ompromis entre les termes Co et Cc.
Une petite valeur de γ permet d'aorder davantage d'importane à l'adéquation entre données
alulées et données observées. Une grande valeur de γ onduit plutt à vérier les ontraintes
données par les équations de ouplage.
Résolution du problème inverse
Le problème inverse onsiste à identier les variables d'intérêt v
2
p
et v
2
s
et les variables
auxiliaires wω,k qui minimisent le ritère (2.7). L'utilisation d'une formulation bilinéaire est
partiulièrement avantageuse lorsque l'on minimise le ritère de manière alternée, 'est-à-dire en
optimisant tour à tour haune des variables, les autres restant xées. Dans e as, on se ramène
à une suession de minimisations de ritères quadratiques (à ondition bien sûr que le terme
de régularisation φ soit lui-même quadratique).
Il existe de nombreuses manières de formuler un problème de tomographie de diration en
respetant la forme indiquée par les équations (2.1) à (2.4). Le hoix de l'une ou l'autre de es
variantes a une inuene sur les performanes globales de l'algorithme d'inversion ar il peut
rendre l'optimisation de ertaines variables très rapide.
Néanmoins, les variables auxiliaires peuvent être nombreuses : ave Nω pulsations et Nk
positions de la soure, le nombre de variables auxiliaires est égal à NωNk. L'optimisation des
variables de manière alternée peut alors néessiter un nombre important d'itérations, en parti-
ulier si le ritère est mal onditionné. Ce nombre d'itérations peut être diminué en optimisant
plusieurs variables onjointement mais, dans e as, le ritère minimisé n'est plus forément
quadratique. De plus, des diérenes d'éhelle entre les diérentes variables peuvent impliquer
des problèmes de mauvais onditionnement [Barrière, 2008℄.
Formulations ouramment utilisées
Parmi les diérentes formulations bilinéaires possibles, les plus ouramment utilisées sont
assoiées à la méthode du gradient modié [Kleinman et Van Den Berg, 1992℄ et à la méthode
Contrast Soure Inversion (CSI) [Van Den Berg et Kleinman, 1997℄ qui ont été introduites dans
les années 1990. Nous donnons i-dessous les formulations orrespondant à haune de es deux
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méthodes en reprenant les équations de propagation utilisées dans notre étude (f. setions 1.4
et 1.5 du hapitre préédent) :
• Pour la méthode du gradient modié, les variables auxiliaires sont les hamps des vitesses
partiulaires V ω,k. L'équation d'observation orrespond simplement à l'éhantillonnage
des veteurs V ω,k pour ne retenir que les omposantes mesurées par les apteurs :
gω,k(V ω,k) = EgV ω,k (2.10)
Les équations de ouplage établissent une relation entre les variables auxiliaires V ω,k et
les variables d'intérêt v
2
p
et v
2
s
. Elles peuvent se mettre sous deux formes diérentes. La
première met en évidene la linéarité de la relation par rapport aux variables d'intérêt :
K
p
(V ω,k)v
2
p
+K
s
(V ω,k)v
2
s
+ u
p,s
(V ω,k) = 0 (2.11)
ave :
K
p
(V ω,k) = H
p
Diag {ρ0 ⊙ (GpV ω,k)} (2.12)
K
s
(V ω,k) =
3∑
i=1
HsiDiag {ρ0 ⊙ (GsiV ω,k)} (2.13)
u
p,s
(V ω,k) = −Kp(V ω,k)v2
p,0 −Ks(V ω,k)v 2s,0 +A0ω(V ω,k −V 0ω,k) (2.14)
La seonde met en évidene la linéarité de la relation par rapport aux variables auxiliaires :
Kw(v
2
p
,v2
s
)V ω,k + uw = 0 (2.15)
ave :
Kw(v
2
p
,v2
s
) =
(
A0ω +E
t
Z
XE
Z
)
(2.16)
uw = −A0ωV 0ω,k (2.17)
L'avantage de ette formulation est la rapidité de mise à jour des variables auxiliaires :
le alul du ritère et du gradient par rapport à es variables ne fait intervenir que des
sommes et des produits. Cependant, ontrairement aux variables d'intérêt, les variables
auxiliaires doivent être estimées dans l'ensemble du domaine et pas seulement à l'intérieur
de la zone d'intérêt.
• Pour la méthode CSI, les variables auxiliaires sont obtenues en multipliant les hamps des
vitesses partiulaires V ω,k, dont on n'a retenu que les omposantes liées à la zone d'intérêt,
par la matrie de ontraste X :
wω,k = XEZV ω,k (2.18)
Nous donnons i-dessous l'expression des équations d'observation :
gω,k(wω,k) = g
0
ω,k −B0ω
(
A0ω,Z
)−1
wω,k (2.19)
Comme préédemment, les équations de ouplage peuvent être érites sous deux formes.
La première met en évidene la linéarité de la relation par rapport aux variables d'intérêt :
K
p
(wω,k)v
2
p
+K
s
(wω,k)v
2
s
+ u(wω,k) = 0 (2.20)
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ave :
K
p
(wω,k) = H
p
Diag
{
ρ0 ⊙ (Gp(V 10ω,k − (A0ω,Z)−1wω,k))
}
(2.21)
K
s
(wω,k) =
3∑
i=1
HsiDiag
{
ρ0 ⊙ (Gsi(V 10ω,k − (A0ω,Z)−1wω,k))
}
(2.22)
u(wω,k) = −Kp(wω,k)v2
p,0 −Ks(wω,k)v2s,0 −wω,k (2.23)
La seonde met en évidene la linéarité de la relation par rapport aux variables auxiliaires :
Kw(v
2
p
,v2
s
)wω,k + uw = 0 (2.24)
ave :
Kw(v
2
p
,v2
s
) =
(
I+X(A0ω,Z)
−1
)
(2.25)
uw = −XV 10ω,k (2.26)
L'avantage de ette formulation est la taille réduite des variables auxiliaires et des variables
d'intérêt : elles ne sont estimées qu'à l'intérieur de la zone d'intérêt. En revanhe, ette
méthode perd en eaité par rapport à la formulation assoiée à la méthode du gradient
modié à haque itération ar l'estimation des variables auxiliaires est plus lourde en
aluls.
Conernant le réglage du oeient γ (f. équation (2.7)), Abubakar et Van Den Berg
proposent de hoisir la valeur qui annule le ritère lorsque les variables auxiliaires wω,k
sont nulles [Van Den Berg et Kleinman, 1997 ; Abubakar et al., 2008℄. On obtient :
γ
CSI
=
∑
ω
∑
k ‖yω,k‖2∑
ω
∑
k ‖XV 10ω,k‖2
(2.27)
Cependant, ette démarhe peut aboutir à une solution dégénérée [Barrière, 2008℄ et il est
préférable de régler la valeur de et hyperparamètre de façon empirique.
Dans le adre de notre étude, plusieurs formulations (y ompris la méthode du gradient modi-
é et la méthode CSI) ombinées à diérentes tehniques d'optimisation (minimisation alternée /
onjointe, reours à divers préonditionneurs) ont été testées par l'Eole Polytehnique de Mont-
réal mais auune d'entre elles n'a abouti à des résultats satisfaisants. Ces résultats semblent dus
au mauvais onditionnement du ritère, et plus partiulièrement au mauvais onditionnement
des matries intervenant dans l'estimation des variables auxiliaires wω,k [Vautrin et Voorons,
2010℄.
Remarquons que dans la thèse d'Adrien Trillon qui porte sur un problème d'imagerie par
ourants de Fouault, les reonstrutions les plus intéressantes étaient obtenues ave une méthode
de Lagrangien augmenté [Trillon, 2010℄. Dans e as, l'erreur sur les équations de ouplage
était nulle à la onvergene de l'algorithme d'inversion. Ces résultats sont ohérents ave nos
observations : il est préférable de vérier les ontraintes liées aux équations de ouplage de façon
exate.
2.2.2 Méthodes s'appuyant sur une formulation non linéaire
Ces méthodes sont une alternative aux méthodes s'appuyant sur une formulation bilinéaire.
Elles onsistent à revenir à l'expression des données mesurées diretement en fontion des va-
riables d'intérêt et à faire appel à des tehniques d'optimisation loale plus lassiques. Elles
possèdent plusieurs avantages :
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 Les équations du problème diret restent toujours vériées de façon exate (pas de relâ-
hement de ontrainte).
 Le nombre d'inonnues du problème est réduit puisque l'on ne onsidère plus que les
variables d'intérêt du problème, e qui tend à diminuer le nombre global d'itérations pour
résoudre le problème.
 La plupart des méthodes d'optimisation lassiques n'introduisent pas d'hyperparamètre
supplémentaire (hormis les éventuels hyperparamètres liés à la régularisation du ritère).
Cependant, l'expression des données alulées en fontion des inonnues est non linéaire.
Cela implique notamment une augmentation du oût de alul par itération.
Critère minimisé
Supposons que pour haque fréquene ω et haque position de la soure k, les données
observées yω,k orrespondent aux données alulées gω,k auxquelles s'ajoute une séquene de
bruit blan gaussien ǫω,k :
yω,k = gω,k(v
2
p
,v2
s
) + ǫω,k (2.28)
L'objetif est alors de minimiser les erreurs ǫω,k en tenant ompte d'informations a priori.
L'estimation au sens du maximum a posteriori est obtenue en minimisant un ritère des moindres
arrés pénalisé de la forme :
C(v2
p
,v2
s
) = C
AD
(v2
p
,v2
s
) + φ(v2
p
,v2
s
) (2.29)
où C
AD
est le terme d'adéquation aux données. Il s'agit de la somme sur toutes les pulsations ω
et toutes les positions de la soure k des normes des éarts entre données observées et données
alulées :
C
AD
(v2
p
,v2
s
) =
∑
ω
∑
k
‖yω,k − gω,k(v2
p
,v2
s
)‖2 (2.30)
Comme préédemment, φ est une fontion de régularisation du ritère onstruite d'après les
informations a priori disponibles.
Résolution du problème inverse
De manière générale, les méthodes d'optimisation non linéaire loales proèdent de manière
itérative en alternant détermination d'une diretion de reherhe et alul d'un pas de progression
dans la diretion de reherhe hoisie. Cette démarhe est résumée dans l'algorithme 2 où θn
désigne l'ensemble des inonnues (les omposantes des veteurs v
2
p
et v
2
s
) à l'itération n. Nous
détaillerons es deux étapes dans les paragraphes suivants.
Détermination d'une diretion de reherhe
Pour les méthodes d'optimisation non linéaire lassiques, la diretion de reherhe est dénie
à partir de ertaines informations sur la forme loale du ritère. Elles s'appuient par exemple sur
le gradient et sur la matrie hessienne alulés au point ourant et lors des itérations préédentes.
Nous donnons i-dessous l'expression générale du gradient du ritère (2.29)
b
:
∇C(θ) =
∑
ω
∑
k
−2ℜ
{
Jω,k(θ)
†
(
yω,k − gω,k(θ)
)}
+∇φ(θ) (2.31)
b. M† est la matrie adjointe (transposée onjuguée) de la matrie M
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Algorithme 2: Algorithme général de minimisation d'un ritère non quadratique
Initialisation ;
Répéter
Détermination d'une diretion de reherhe dn en θn ;
Répéter
Choix d'un pas de progression α dans la diretion dn ;
Calul du ritère et du gradient en θ = θn + αdn ;
Jusqu'à vériation des onditions de Wolfe;
θn+1 ← θn + αdn ;
n← n+ 1 ;
Jusqu'à vériation des onditions d'arrêt ;
ainsi que l'expression de la matrie hessienne :
∇
2C(θ) =
∑
ω
∑
k
2ℜ

Jω,k(θ)†Jω,k(θ)−
Ng∑
l=1
∇2
[
gω,k(θ)
]
l
[
yω,k − gω,k(θ)
]
l

+∇2φ(θ)
(2.32)
où θ désigne l'ensemble des inonnues. Ces expressions font intervenir la matrie jaobienne
Jω,k. Chaun de ses oeients orrespond à la dérivée partielle d'une des omposantes de gω,k
par rapport à l'une des inonnues :
[
Jω,k(θ)
]
l,m
=
∂
[
gω,k
]
l
∂ [θ]m
(2.33)
La démarhe la plus simple onsiste à hoisir l'opposé du gradient omme diretion de
reherhe (méthode de steepest desent) mais ette méthode s'avère souvent peu eae, e
qui onduit généralement à utiliser des méthodes plus performantes. Nous listons i-dessous
quelques-unes des méthodes les plus ouramment utilisées :
• Dans la méthode du gradient onjugué non linéaire, utilisée en tomographie de diration
dans [Harada et al., 1995 ; Lobel et al., 1996 ; Rekanos et al., 1999℄, la diretion de reherhe
est obtenue par ombinaison linéaire entre le gradient au point ourant et la diretion de
reherhe alulée à l'itération préédente :
dn = −∇C(θn) + βndn−1 (2.34)
Il existe diérentes possibilités pour déterminer le oeient βn qui peuvent inuer sur
l'eaité de la méthode. Les plus ouramment utilisées sont la méthode de Flether-
Reeves :
βn =
∇C(θn)†∇C(θn)
∇C(θn−1)†∇C(θn−1) (2.35)
et la méthode de Polak-Ribière :
βn =
∇C(θn)†(∇C(θn)−∇C(θn−1))
∇C(θn−1)†∇C(θn−1) (2.36)
• Pour la méthode de Newton, utilisée en tomographie de diration dans [Pratt et al., 1998 ;
Newman et Hoversten, 2000℄, la diretion de reherhe est obtenue à partir du gradient et
de la matrie hessienne alulés au point ourant. dn est tel que :
∇
2C(θn)dn = −∇C(θn) (2.37)
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L'avantage de ette méthode est qu'elle permet de s'aranhir des problèmes de ondi-
tionnement. Elle onverge également en très peu d'itérations lorsque la forme du ritère
est prohe d'une forme quadratique. Cependant, le oût de alul à haque itération peut
être important en raison du alul de la matrie hessienne. De plus, elle ne garantit pas de
dénir une diretion de desente (si la matrie hessienne est dénie négative, la diretion
obtenue pointe vers un maximiseur du ritère).
• Pour la méthode de Gauss-Newton, utilisée en tomographie de diration dans [Pratt
et al., 1998 ; Mojabi et LoVetri, 2009℄, la démarhe est la même que pour la méthode de
Newton mais une approximation de la matrie hessienne est utilisée : seul le premier terme
faisant intervenir les matries jaobiennes dans l'équation (2.32) est onservé. dn est don
tel que : (∑
ω
∑
k
2ℜ
{
Jω,k(θn)
†Jω,k(θn)
})
dn = −∇C(θn) (2.38)
Par rapport à la méthode de Newton, les avantages sont une rédution du oût de alul
par itération ainsi que l'assurane de dénir une diretion de desente (l'approximation de
la matrie hessienne est une matrie semi-dénie positive).
• La méthode de Levenberg-Marquardt, utilisée en tomographie de diration dans [Joahi-
mowiz et al., 1991 ; Franhois et Pihot, 1997℄, est prohe de la méthode de Gauss-Newton.
La diretion de reherhe dn est telle que :(∑
ω
∑
k
2ℜ
{
Jω,k(θn)
†Jω,k(θn)
}
+ αI
)
dn = −∇C(θn) (2.39)
L'introdution du terme αI dans l'approximation de la matrie hessienne permet d'amé-
liorer le onditionnement et de failiter la onvergene de l'algorithme. Notons que la
méthode de Levenberg-Marquardt et la méthode distorted Born iterative [Chew et Wang,
1990℄ sont équivalentes [Franhois et Pihot, 1997℄.
• Enn, la méthode BFGS, utilisée en tomographie de diration dans [Klose et Hielsher,
2003 ; Hu et al., 2006℄, est une méthode de quasi-Newton qui onsiste à estimer l'inverse
de la matrie hessienne au fur et à mesure des itérations [Noedal et Wright, 1999, hap.
8℄. Supposons qu'à l'itération n, le ritère soit approhé par une fontion quadratique :
Qn(ε) = C(θn) +∇C(θn)T ε+ 1
2
εTBnε (2.40)
où Bn est une matrie dénie positive. La diretion de reherhe dn est alors dénie de
manière à pointer vers le minimiseur de l'approximation quadratique :
Bndn = −∇C(θn) (2.41)
A haque itération, l'approximation de la matrie hessienne Bn est mise à jour en fontion
de son itérée préédente. Elle est hoisie de sorte que le gradient de l'approximation qua-
dratique orresponde au gradient du ritère en θn−1. Parmi l'innité de solutions possibles,
la matrie retenue est :
Bn = Argmin
B
‖B−Bn−1‖ (2.42)
L'utilisation d'une norme matriielle partiulière (la norme de Frobenius pondérée) permet
de mettre à jour diretement l'inverse de Bn. La diretion de reherhe dn peut don être
alulée sans néessiter la résolution d'un système linéaire. De plus, le oût alulatoire
est relativement faible puisque ela ne néessite prinipalement que le alul du gradient
au point ourant.
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Cette méthode permet don de réupérer une information de plus en plus préise sur la
ourbure du ritère sans passer expliitement par le alul de la matrie hessienne ou d'une
approximation à haque itération.
Calul d'un pas de progression
Chaque étape de détermination d'une diretion de reherhe dn est suivie du alul d'un
pas de progression α dans ette diretion. Il est déterminé au moyen de la fontion Φ dont les
variations sont elles du ritère dans la diretion dénie par dn : Φ(α) = C(θn + αdn).
A priori, le pas retenu devrait orrespondre à un minimum loal : α doit vérier Φ′(α) = 0.
Cependant, il n'existe pas toujours d'expression analytique permettant d'obtenir un pas α vé-
riant ette égalité et dans e as, le reours à une proédure itérative n'est pas envisageable.
Une alternative est alors de reherher un pas vériant les onditions dites de Wolfe [Noedal
et Wright, 1999, hap. 3℄. L'intérêt est double : ela permet d'une part de s'approher d'un
minimum de Φ de façon itérative ave un nombre d'itérations raisonnable et d'autre part d'avoir
la garantie d'obtenir un pas de progression susamment prohe d'un minimum loal de Φ pour
que les algorithmes de minimisation puissent onverger.
Les onditions de Wolfe sont au nombre de deux :
 la première ondition de Wolfe ou  ondition d'Armijo  :
C(θn + αdn)− C(θn) ≤ c1α∇C(θn)Tdn (2.43)
qui impose ainsi une ertaine déroissane du ritère.
 la seonde ondition de Wolfe :
∇C(θn + αdn)Tdn ≥ c2∇C(θn)Tdn (2.44)
ou sa version forte :
|∇C(θn + αdn)Tdn| ≤ |c2∇C(θn)Tdn| (2.45)
qui onduit néessairement θn + αdn à se rapproher d'un minimiseur de Φ.
Les oeients c1 et c2 intervenant dans haune des deux onditions doivent être hoisis de
sorte que 0 < c1 < c2 < 1. Dans notre étude, les valeurs utilisées sont c1 = 10
−3
et c2 = 0,9.
2.3 Préisions sur la tehnique d'optimisation retenue
Dans la setion préédente, nous avons souligné l'avantage des méthodes exploitant direte-
ment l'expression non linéaire des données en fontion des inonnues par rapport aux méthodes
s'appuyant sur une formulation bilinéaire pour notre étude. Dans ette setion, nous donnons
des préisions sur la méthode d'inversion que nous avons utilisée. Nous expliitons plus partiu-
lièrement l'expression du ritère minimisé puis l'algorithme d'optimisation retenu.
2.3.1 Critère minimisé
Rappelons tout d'abord que l'objetif est de minimiser un ritère des moindres arrés pénalisé
de la forme :
C(v2
p
,v2
s
) = C
AD
(v2
p
,v2
s
) + φ(v2
p
,v2
s
) (2.46)
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C
AD
orrespond au terme d'adéquation aux données. Il s'agit de la somme sur toutes les pulsa-
tions ω et toutes les positions de la soure k des normes des éarts entre données observées et
données alulées :
C
AD
(v2
p
,v2
s
) =
∑
ω
∑
k
‖yω,k − gω,k(v2
p
,v2
s
)‖2 (2.47)
φ est un terme de régularisation du ritère qui permet ompenser le aratère mal posé du
problème par l'ajout d'informations a priori.
Nous détaillons haun de es deux termes.
Terme d'adéquation aux données
Il existe plusieurs formulations permettant d'exprimer les données alulées gω,k en fontion
des aratéristiques du milieu v
2
p
et v
2
s
. Le hoix de l'une ou l'autre de es formulations n'a
auune inidene sur le heminement suivi par l'algorithme au fur et à mesure des itérations
puisqu'elles sont équivalentes mathématiquement.
Dans la setion 1.5.2, page 24, nous nous sommes ramenés à un hoix entre deux formulations
dans le but de limiter l'espae mémoire requis pour résoudre le problème diret. La diérene
entre es deux formulations provient de l'utilisation ou non du lemme d'inversion matriielle qui
permet d'exploiter le fait que l'on se ramène à une zone d'intérêt. Sans le reours au lemme
d'inversion matriielle, nous avons obtenu la relation suivante :
gω,k(v
2
p
,v2
s
) = g0ω,k −Eg
(
A0ω +E
t
Z
XE
Z
)−1
Et
Z
XV 10ω,k (2.48)
Le lemme d'inversion matriielle onduit quant à lui à la relation suivante :
gω,k(v
2
p
,v2
s
) = g0ω,k −B0ω
(
A0ω,Z +X
)−1
XV 10ω,k (2.49)
Dans les deux as, la matrie de ontraste X s'érit en fontion des variables d'intérêt de la
façon suivante (f. setion 1.5.2, page 24) :
X = HpDiag
{
(v2
p
− v2
p,0)⊙ ρ0
}
Gp +
3∑
i=1
HsiDiag
{
(v2
s
− v2
s,0)⊙ ρ0
}
Gsi (2.50)
Remarquons que X ne dépend plus de la pulsation ω ar la masse volumique ρ est supposée
égale à son estimée ρ0 (voir équation (1.20), page 24).
Pour les tests d'inversion sur des ongurations de taille réduite (f. setion 1.6, page 27),
l'espae mémoire oupé n'est pas un point ritique. Parmi les deux formulations proposées,
nous avons don retenu elle qui résout le problème diret le plus rapidement, à savoir la relation
(2.49) obtenue ave le reours au lemme d'inversion matriielle. Cette diérene de temps de
alul s'explique par le fait que la résolution des systèmes linéaires est plus rapide (les matries
normales sont de plus petite taille).
Régularisation
La régularisation du ritère est assurée par l'ajout du terme φ(v2
p
,v2
s
) dans le ritère (2.46).
Elle permet de ompenser le aratère mal posé du problème en inorporant des informations a
priori sur les variables optimisées. Nous nous sommes appuyés sur un a priori faible en supposant
simplement que le milieu est onstitué de régions lisses délimitées par des ontours frans.
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Une forme de régularisation ouramment employée est la régularisation de Tikhonov :
φ(θ) =
∑
n≥0
γn‖D(n)θ‖2 (2.51)
oùD(n) est la matrie de diéreniation à l'ordre n. Dans notre étude, nous savons que les images
reherhées sont onstituées de deux régions relativement lisses (les régions Terre et Béton). La
pénalisation des diérenes à l'ordre 1, 'est-à-dire la pénalisation des diérenes entre les points
du maillage qui forment une lique horizontale ou vertiale (voir gure 2.1), semble don la plus
pertinente :
φ(θ) = γ
∑
(l,l′)∈C
([θ]l − [θ]l′)2 (2.52)
où C désigne l'ensemble des liques du domaine (4 onnexités).
 
(a) Points formant une
lique horizontale


(b) Points formant
une lique vertiale
Figure 2.1  Cliques horizontale et vertiale d'un voisinnage à 4 onnexités
Néanmoins, si la régularisation de Tikhonov permet de reonstruire des images lisses, elle
ne fait pas failement apparaître les variations franhes entre deux régions. Elle n'est don pas
adaptée à notre étude étant donné le fort ontraste entre les aratéristiques de la terre et du
béton (f. tableaux 1.1 et 1.2, page 28). Nous adoptons don une forme plus générale faisant
intervenir une fontion potentiel ϕ :
φ(θ) = γ
∑
(l,l′)∈C
ϕ ([θ]l − [θ]l′) (2.53)
Pour pénaliser les diérenes entre les points du maillage voisins tout en préservant les fortes
disontinuités, la fontion potentiel ϕ doit vérier ertaines propriétés qui ont été établies dans
[Charbonnier et al., 1997℄ :
• ϕ′(t)/2t doit être ontinue et stritement déroissante sur [0;+∞[ ;
• limt→+∞ ϕ′(t)/2t = 0 ;
• limt→0+ ϕ′(t)/2t = M, 0 < M < +∞.
Une telle fontion a un omportement quadratique pour t prohe de zéro et est asymptoti-
quement linéaire. Par onséquent, les petites diérenes entre pixels voisins sont atténuées tandis
que les variations plus importantes sont préservées. Nous avons retenu :
ϕ(t) =
√
t2 + δ2 (2.54)
Cette fontion vérie les trois onditions préédentes. Le oeient δ permet de positionner la
transition entre les régimes quadratique et linéaire.
Dans notre étude, deux distributions doivent être reonstruites : elle des vitesses de propaga-
tion des ondes de ompression (v
p
) et elle des vitesses de propagation des ondes de isaillement
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(v
s
). Or, nous savons que les fortes variations spatiales de v
p
et de v
s
oïnident spatialement
puisqu'elles sont loalisées au niveau de la frontière qui sépare la région Terre et la région Bé-
ton. Pour tenir ompte de ette information, nous avons opté pour la fontion de régularisation
suivante :
φ(v2
p
,v2
s
) = γ
∑
(l,l′)∈C
√(
[v2
p
]l − [v2
p
]l′
)2
+ ([v 2
s
]l − [v 2
s
]l′)
2 + δ2 (2.55)
où C est l'ensemble des liques du domaine (4-onnexité). Nous illustrons l'intérêt de ette
fontion sur un as 1D (voir gure 2.2). Lorsque les deux variations ne oïnident pas (gure
2.2a), nous avons :
φ(v 2
p
,v2
s
) = γ
(√
(β
p
− α
p
)2 + δ2 +
√
(β
s
− α
s
)2 + δ2
)
= φ1 (2.56)
et lorsque les deux variations oïnident (gure 2.2b), nous avons :
φ(v2
p
,v2
s
) = γ
(√
(β
p
− α
p
)2 + (β
s
− α
s
)2 + δ2
)
= φ2 (2.57)
Il est évident que φ2 < φ1, e qui met en évidene le fait que le terme de régularisation (2.55)
favorise les as où les variations spatiales de v
p
et de v
s
oïnident spatialement.










(a) Cas où les variations de v
2
p
et v
2
s
ne
oïnident pas










(b) Cas où les variations de v
2
p
et v
2
s
oïnident
Figure 2.2  Choix de la régularisation  Illustration sur un as 1D
2.3.2 Algorithme de minimisation utilisé
Parmi les diérentes méthodes d'optimisation loale que nous avons itées dans la setion
2.2.2, une tendane se dégage. Les méthodes qui font appel au alul de la matrie hessienne
(ou d'une approximation) sont les plus oûteuses mais elles onvergent en peu d'itérations,
en partiulier lorsque la forme du ritère est prohe d'une forme quadratique. A l'inverse, les
méthodes qui se basent uniquement sur le alul du gradient ont un oût par itération moindre
mais elles néessitent souvent un plus grand nombre d'itérations.
Remarque : Les méthodes basées sur une formulation bilinéaire (f. setion 2.2.1, page 36)
suivent ette même tendane : la résolution du problème diret n'est jamais expliite, e qui
permet de réduire le oût de alul par itération. Cependant, la onstrution des formulations
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bilinéaires néessite l'introdution de variables auxiliaires qui doivent être optimisées en plus
des variables d'intérêt. Cela implique une augmentation du nombre d'itérations pour arriver à
onvergene.
Dans notre as, l'algorithme d'inversion doit permettre de résoudre des problèmes de grande
taille. Il semble don préférable de se tourner vers les méthodes les moins oûteuses malgré
l'augmentation du nombre d'itérations qui en déoule, à ondition bien sûr que e nombre d'ité-
rations ne soit pas disproportionné. Nous avons hoisi d'utiliser l'algorithme L-BFGS [Noedal
et Wright, 1999, hap. 9℄. La démarhe est la même que pour la méthode BFGS sauf qu'au lieu
de prendre en ompte l'ensemble des gradients alulés dès la première itération, on ne garde
en mémoire qu'un nombre limité de gradients pour onstruire l'approximation de la matrie
hessienne inverse. Cela permet de ontrler l'espae mémoire oupé, e qui rend ette méthode
partiulièrement adaptée aux problèmes de grande taille.
Plus partiulièrement, nous avons retenu l'algorithme L-BFGS-B [Byrd et al., 1995℄. Cette
variante de l'algorithme L-BFGS permet de tenir ompte de ontraintes de bornes sur les va-
riables optimisées grâe à une tehnique de gradient projeté. Dans notre étude, ela permet de
tenir ompte du fait que les omposantes des veteurs v
2
p
et v
2
s
doivent rester positives. Cette
méthode est généralement utilisée ave un nombre de gradients en mémoire ompris entre 3 et
20. Les premiers tests ont montré que le nombre de gradients mémorisés a peu d'inuene sur
la vitesse de onvergene de l'algorithme. Nous avons poursuivi ave 3 veteurs en mémoire an
de réduire l'espae mémoire oupé.
Pour le hoix du pas de progression à haque itération, nous utilisons l'algorithme proposé
dans [Moré et Thuente, 1994℄ qui a l'avantage de déterminer un pas satisfaisant les onditions
fortes de Wolfe pour un petit nombre de aluls du ritère et du gradient.
Expression du gradient du ritère
Pour la méthode d'optimisation retenue, il est néessaire de savoir aluler le gradient en un
point quelonque de l'espae d'état. Nous résumons ii une démarhe permettant d'aboutir à
l'expression du gradient du ritère lorsque elui-i ne omporte que le terme d'adéquation aux
données. Le terme de régularisation ne présente pas de diulté. Notons que le gradient peut
également être alulé en suivant le formalisme de l'état adjoint, omme expliqué dans [Plessix,
2006℄ pour les problèmes d'imagerie en géophysique.
Expression générale pour une seule fréquene et une seule position de la soure
An de simplier le raisonnement et les éritures, nous onsidérons uniquement les variations
du ritère par rapport à v
2
p
, pour une seule pulsation et une seule position de la soure. Le ritère
peut don s'érire :
C(v2
p
) = ‖y − g(v2
p
)‖2 (2.58)
où les données alulées g s'expriment en fontion des inonnues v
2
p
omme érit i-dessous :
g(v2
p
) = g0 −B0 (A0
Z
+X
)−1
XV 10 (2.59)
ave :
X = HpDiag
{
(v2
p
− v2
p,0)⊙ ρ0
}
Gp (2.60)
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Le gradient du ritère est égal à :
∇C = −2ℜ
{
J
p
(v2
p
)†
(
y − g(v2
p
)
)}
(2.61)
où J
p
est la matrie jaobienne de la fontion g :
[
J
p
(v 2
p
)
]
l,m
=
∂ [g ]l
∂
[
v
2
p
]
m
(2.62)
Calul de la matrie jaobienne J
p
Pour aluler la matrie jaobienne J
p
, on eetue un développement de Taylor à l'ordre 1
de la fontion g . La matrie reherhée est telle que :
g(v 2
p
+ δv 2
p
) = g(v 2
p
) + J
p
δv 2
p
+O(‖δv 2
p
‖2) (2.63)
Or, nous avons (f. équation (2.59)) :
g(v 2
p
+ δv 2
p
) = g0 −B0 (A
Z
+ δX)−1 (X+ δX)V 10 (2.64)
ave A
Z
= A0
Z
+X et δX = HpDiag
{
δv 2
p
⊙ ρ0
}
Gp.
• Dans un premier temps, un développement à l'ordre 1 de (A
Z
+ δX)−1 est eetué en
utilisant le lemme d'inversion matriielle

, e qui onduit à :
(A
Z
+ δX)−1 = A−1
Z
−A−1
Z
δXA−1
Z
+O(‖δX‖2) (2.65)
• Ce développement est intégré dans l'expression de g(v2
p
+ δv2
p
) pour obtenir le développe-
ment suivant :
g(v 2
p
+ δv 2
p
) = g(v 2
p
)−B0A−1
Z
HpDiag
{
δv 2
p
⊙ ρ0
}
Gp
(
I−A−1
Z
X
)
V
10 +O(‖δv 2
p
‖2)
(2.66)
• Et l'expression de la matrie jaobienne J
p
s'en déduit :
J
p
= −B0A−1
Z
HpDiag
{
ρ0 ⊙
(
Gp
(
I−A−1
Z
X
)
V
10
)}
(2.67)
Calul de la matrie jaobienne J
s
La même démarhe que pour le alul de J
p
donne l'expression de la matrie jaobienne J
s
:
J
s
= −B0A−1
Z
3∑
i=1
HsiDiag
{
ρ0 ⊙
(
Gsi
(
I−A−1
Z
X
)
V
10
)}
(2.68)
ave A
Z
= A0
Z
+X.
Retour à l'expression du gradient
Dans le as de plusieurs fréquenes ω et plusieurs positions de la soure k, le gradient or-
respond à la somme des expressions obtenues pour haque ouple {ω,k}. On a don :
. Lemme d'inversion matriielle : (P+QRS)−1 = P−1 −P−1Q(R−1 + SP−1Q)−1SP−1
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∇C =
∑
ω
∑
k
2ℜ
{ Diag
{
ρ0 ⊙ (Gp(V 10ω,k −A−1ω,ZXV 10ω,k))
}
(Hp)t∑3
i=1Diag
{
ρ0 ⊙ (Gsi(V 10ω,k −A−1ω,ZXV 10ω,k))
}
(Hsi)
t


(A−1ω,Z)
†(B0ω)
†
(
yω,k − gω,k(v2
p
,v 2
s
)
)}
(2.69)
ave Aω,Z = A
0
ω,Z +X.
Algorithme de alul du ritère et du gradient
Pour la méthode d'inversion retenue, haque point de l'espae d'état exploré fait l'objet d'un
alul du ritère et du gradient. En eet, es deux aluls sont néessaires pour la vériation
des onditions de Wolfe. Pour éviter de répéter ertaines opérations ommunes, les deux aluls
sont menés de façon onjointe.
Par exemple, pour haque pulsation ω, le alul du ritère et du gradient passe par la résolu-
tion de plusieurs systèmes linéaires qui ont en ommun la matrie normale Aω,Z qui ne dépend
pas de la position de la soure k. Par onséquent, une déomposition en fateurs LU de Aω,Z
est eetuée pour mutualiser les aluls avant de onsidérer haque position de la soure. Ces
fateurs sont utilisés à la fois pour le alul du ritère et du gradient.
Notons également que l'expression A−1ω,ZXV
10
ω,k intervient déjà dans le alul du ritère. Le
alul du gradient néessite don la résolution d'un seul système linéaire supplémentaire pour
haque ouple {ω,k} par rapport au alul du ritère.
La proédure de alul du ritère et du gradient est résumée dans l'algorithme 3.
Algorithme 3: Calul du ritère et du gradient
Constrution de la matrie de ontraste X ;
Pour haque pulsation ω :
Fatorisation LU de la matrie Aω,Z ;
Pour haque position de la soure k :
Calul de A−1ω,ZXV
0
ω,k en utilisant les fateurs L et U de Aω,Z ;
Calul du terme du ritère assoié à la fréquene et à la position de la soure
ourantes ;
Calul de (A−1ω,Z)
†(B0ω)
†(yω,k − gω,k(v2p,v 2s )) en utilisant les fateurs L et U de
Aω,Z ;
Calul du terme du gradient assoié à la fréquene et à la position de la soure
ourantes ;
Fin
Fin
Remarque : En e qui onerne le terme de pénalisation du ritère (f. setion 2.3.1),
[Charbonnier et al., 1997℄ proposent de travailler à partir d'une expression modiée de la fontion
potentiel ϕ qui dépend à la fois des variables d'intérêt v2
p
et v
2
s
et d'un jeu de variables auxiliaires.
Lorsque l'expression des données en fontion des inonnues du problème est linéaire, la démarhe
proposée permet de simplier la minimisation du ritère. Ce n'est pas le as dans notre étude.
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De plus, ela ne permettrait pas de réduire de façon signiative le oût de alul puisque les
opérations les plus oûteuses sont liées au terme d'adéquation aux données. Par onséquent,
le gradient de la fontion de régularisation est alulé diretement en fontion des variables
d'intérêt v
2
p
et v
2
s
.
2.4 Résultats sur données simulées
2.4.1 Préisions sur les tests eetués
Le ritère d'arrêt de l'algorithme se base sur la variation de v
p
et de v
s
d'une itération à
l'autre. A l'itération n, elle est dénie par :
∆n =
‖v
pn
− v
pn−1‖2 + ‖v sn − v sn−1‖2
2NZxN
Z
y
(2.70)
La grandeur ∆n est très variable d'une itération à l'autre. C'est pourquoi nous avons préféré
arrêter l'algorithme lorsque ∆n était inférieur à un seuil η pendant 10 itérations suessives.
Cela permet de ltrer les valeurs exessivement petites de ∆n qui mettraient n à l'algorithme
de manière intempestive si l'on seuillait sur une seule itération.
L'algorithme d'inversion a été exéuté pour deux initialisations diérentes :
1. Pour la première initialisation, les aratéristiques de la zone d'intérêt sont égales à elles
du milieu de référene, 'est-à-dire aux aratéristiques de la terre (v
p
= 300 m/s et
v
s
= 150 m/s).
2. Pour la seonde initialisation, les aratéristiques de la zone d'intérêt orrespondent exa-
tement à la solution parfaite du problème.
Nous onsidérons ainsi deux situations extrêmes. Dans le premier as, auun a priori onernant
l'objet diratant n'est introduit pour initialiser l'algorithme et les aratéristiques de la zone
d'intérêt sont simplement elles du milieu environnant. Dans le deuxième as, un maximum
d'a priori est introduit pour initialiser l'algorithme puisque l'élément en béton est supposé
parfaitement onnu. Lors de l'inversion de signaux réels mesurés sur site, nous pouvons supposer
que nous disposerons de susamment d'informations sur la forme et les aratéristiques de la
fondation pour nous plaer dans une situation intermédiaire.
Les diérents oeients qui interviennent dans l'agorithme d'inversion ont été réglés de
façon empirique. Il s'agit :
 de l'hyperparamètre γ qui intervient dans le terme de pénalisation φ. Il permet d'établir un
ompromis entre adéquation aux données et régularisation (voir équation (2.55), page 46).
Les valeurs testées ont été dénies d'après les ordres de grandeur du terme d'adéquation
aux données C
AD
et du terme de régularisation φ lors des premières itérations pour les
deux initialisations, de sorte que l'un de es deux termes ne soit pas négligeable devant
l'autre.
 de l'hyperparamètre δ qui intervient également dans le terme de pénalisation φ et qui
permet de positionner la transition entre le régime quadratique et le régime linéaire de la
fontion potentiel (voir équation (2.54), page 45). Les valeurs testées ont été dénies en
fontion de l'éart entre les aratéristiques du béton et elles de la terre.
 du seuil η qui intervient dans le ritère d'arrêt. Il a été réglé de sorte que pour les deux
initialisations, l'algorithme onverge vers des valeurs du ritère très prohes en un temps
raisonnable.
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 du nombre d'itérations suessives au ours desquelles la grandeur ∆n (f. équation (2.70))
doit être inférieure au seuil η pour que l'algorithme s'arrête. Pour tous les tests eetués,
e nombre d'itérations a été xé à 10.
2.4.2 Premiers résultats obtenus
Nous avons ommené par appliquer la méthode d'inversion présentée dans la setion pré-
édente au milieu sans heminée ni surfae libre (voir setion 1.6.1, page 28). Les valeurs des
hyperparamètres retenues sont δ = 104 et γ = 10−18 et le seuil η a été xé à 10−9. Les résultats
sont présentés sur la gure 2.3. Nous montrons les artes des aratéristiques v
p
et v
s
obtenues
à onvergene ainsi que l'évolution temporelle du ritère pour l'initialisation aux aratéristiques
de la terre et l'initialisation à la solution parfaite.
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Figure 2.3  Premiers résultats obtenus sur le milieu sans heminée ni surfae libre pour deux
initialisations diérentes (valeurs aratéristiques du béton attendues : v
p
= 4000 m/s et v
s
=
2200 m/s)
Pour les deux initialisations, l'algorithme aboutit à des artes similaires et à une valeur de
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ritère similaire. Il semble don qu'un même minimiseur du ritère ait été atteint. Sur la arte
des aratéristiques v
p
omme sur la arte des aratéristiques v
s
, nous reonnaissons bien la
forme de l'objet diratant.
Néanmoins, les résultats obtenus ne sont pas tout à fait satisfaisants :
 Les aratéristiques du béton ne orrespondent pas aux valeurs attendues : pour les deux
initialisations, les valeurs de v
p
obtenues sont inférieures à 1300 m/s alors qu'elles devraient
être égales à 4000 m/s et les valeurs de v
s
obtenues sont inférieures à 1000 m/s alors qu'elles
devraient être égales à 2200 m/s.
 Sur les artes reonstruites, les régions Terre et Béton ne sont pas tout à fait uniformes
alors que pour la solution reherhée, es régions le sont parfaitement.
 Le temps de alul est exessivement long : presque 5 heures sont néessaires pour l'ini-
tialisation aux aratéristiques de la terre et il faut plus de 24 heures pour l'initialisation
à la solution.
Il est possible de se rapproher des aratéristiques du béton reherhées et de onverger vers
des régions plus homogènes en imposant un ritère d'arrêt plus strit mais ela implique une
augmentation du temps de alul.
La lenteur de onvergene de l'algorithme est manifestement due à un mauvais ondition-
nement du ritère. Il est possible d'améliorer le onditionnement en augmentant la valeur du
oeient de pondération γ et ainsi d'aélérer la onvergene de l'algorithme mais les araté-
ristiques du béton reonstruites s'éloigneront davantage des valeurs reherhées.
2.4.3 Introdution progressive des données
Desription de la démarhe
Pour aélérer la onvergene de l'algorithme, nous proposons tout d'abord d'introduire les
données de manière progressive, omme nous l'avons évoqué dans la setion 1.3.3, page 15. L'idée
est de réduire la quantité de données traitées dans un premier temps an de se rapproher de la
solution pour un oût de alul moindre, puis de prendre en ompte davantage d'informations
an d'aner la reonstrution.
L'introdution des données fréquene par fréquene semble la démarhe la plus pertinente
dans notre as. En eet, le temps de alul du ritère et du gradient est diretement lié au nombre
de fréquenes prises en ompte. Plus préisément, le nombre de déompositions en fateurs LU
et de résolutions de systèmes linéaires, qui sont les opérations les plus oûteuses, est diretement
proportionnel au nombre de fréquenes onsidérées (f. algorithme 3, page 49).
Nous reprenons la démarhe proposée dans [Bunks et al., 1995℄ : dans un premier temps,
nous travaillons sur la plus basse fréquene jusqu'à onvergene de l'algorithme. Les résultats
obtenus servent d'initialisation pour l'étape suivante qui onsiste à travailler sur les deux plus
basses fréquenes. Nous proédons de ette façon jusqu'à e que l'ensemble des données soit
pris en ompte. De ette façon, nous reonstruisons d'abord un milieu lisse (informations or-
respondant aux données basses fréquenes) avant de reonstruire les disontinuités plus franhes
(informations orrespondant aux données hautes fréquenes).
Par rapport à d'autres tehniques qui onsistent à travailler onstamment sur un nombre
de fréquenes limité [Pratt et Worthington, 1990 ; Pratt, 1999 ; Brossier, 2009℄, ette façon de
proéder nous semble plus rigoureuse ar à l'étape nale d'optimisation, nous travaillons sur
l'expression omplète du ritère.
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Remarque : La non-linéarité du ritère est moins marquée pour les basses fréquenes que
pour les hautes fréquenes [Sirgue et Pratt, 2004℄. La démarhe adoptée s'apparente don à la
méthode proposée dans [Carfantan et Mohammad-Djafari, 1995℄ qui onsiste à minimiser un
ritère non onvexe en onsidérant d'abord une approximation onvexe puis en introduisant la
non-onvexité du ritère de manière graduelle.
Résultats obtenus
Les résultats sont présentés sur la gure 2.4. Ils ont été obtenus en utilisant les mêmes
valeurs des hyperparamètres δ et γ que préédemment. Nous avons également onservé le ritère
d'arrêt basé sur la variation des artes des aratéristiques v
p
et v
s
pour haque groupe de
fréquenes mais le seuil η est maintenant égal à 10−8. Lorsqu'une fréquene supplémentaire est
prise en ompte, les termes assoiés à ette fréquene sont ajoutés à l'expression du ritère, e
qui explique les  pis  visibles sur l'évolution temporelle du ritère. A haque ourrene, nous
avons indiqué le numéro de la fréquene introduite.
Cette démarhe nous a permis de réduire le temps de alul pour l'initialisation à la solution :
nous sommes passés de plus de 24 heures de alul à environ 6 heures de alul. Pour l'initia-
lisation aux aratéristiques de la terre, le temps de alul est resté quasiment identique. Les
artes obtenues après la prise en ompte des 10 fréquenes sont semblables aux artes obtenues
préédemment : la forme de l'objet diratant est reonnaissable mais les aratéristiques du
béton sont sous-estimées et les régions Terre et Béton ne sont pas tout à fait uniformes.
Nous allons montrer que l'utilisation d'un autre jeu de variables peut entraîner une amélio-
ration des résultats d'inversion.
2.4.4 Introdution d'un hangement de variables
Intérêt du hangement de variables
D'après les résultats préédents, un ralentissement de la progression de l'algorithme d'inver-
sion se manifeste lorsqu'un ontraste élevé entre les aratéristiques de la terre et elles du béton
est atteint. Cela est partiulièrement visible sur les résultats présentés gure 2.3 :
 Pour l'initialisation aux aratéristiques de la terre, le ontraste est faible lors des premières
itérations et nous observons une rapide déroissane du ritère. Une fois que des valeurs de
v
2
p
et de v
2
s
relativement élevées sont atteintes (bien que elles-i restent enore éloignées
des valeurs reherhées), la déroissane du ritère est plus lente.
 Pour l'initialisation à la solution, le ontraste est élevé dès les premières itérations et nous
observons une lente évolution du ritère tout au long du proessus de minimisation.
Nous expliquons es observations par un manque de sensibilité du ritère vis-à-vis des va-
riables optimisées : lorsque des valeurs aratéristiques élevées sont atteintes le ritère devient
quasiment insensible à des variations de v
2
p
et de v
2
s
, e qui induit une faible progression de
l'algorithme à haque itération. Cela est une onséquene direte du fort ontraste entre les
aratéristiques de la terre et du béton : d'après les tableaux 1.1 et 1.2, page 28, le ratio entre
les aratéristiques des deux régions est supérieur à 13 pour v
p
omme pour v
s
(un ontraste
 faible  désigne habituellement à un ratio inférieur à 2). D'un point de vue physique, ela
orrespond au fait qu'une légère modiation des aratéristiques du béton n'a quasiment auun
impat sur la propagation des ondes dans le sous-sol.
Une de nos ontributions onsiste à aélérer la onvergene de l'algorithme d'inversion grâe
à un hangement de variables hoisi de manière à ompenser le manque de sensibilité du ritère
[Vautrin et al., 2011b℄.
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Figure 2.4  Résultats obtenus sur le milieu sans heminée ni surfae libre en introduisant les
données fréquene par fréquene pour deux initialisations diérentes (valeurs aratéristiques du
béton attendues : v
p
= 4000 m/s et v
s
= 2200 m/s)
Jusqu'à maintenant, nous avons travaillé ave les veteurs v
2
p
et v
2
s
dont haque omposante
est égale au arré de la vitesse de propagation des ondes de ompression et de isaillement en un
point du maillage. Ce hoix provient du fait que la matrie d'impédane Aω dépend linéairement
de v
2
p
et v
2
s
(voir setion 1.4.3, page 20). Nous proposons d'exprimer le ritère en fontion de
deux nouvelles variables χ
p
et χ
s
dont les omposantes sont les images des omposantes de v
2
p
et v
2
s
par une fontion h :
[χ
p
]l = h
(
[v 2
p
]l
)
et [χ
s
]l = h
(
[v2
s
]l
)
(2.71)
où h est un diéomorphisme déni sur [0;+∞[ (h est bijetive et diérentiable et sa réiproque
est diérentiable). Cela revient à minimiser le ritère :
Ch(χp,χs) = C(h−1(χp),h−1(χs)) (2.72)
où [h−1(χ
p
)]l = h
−1([χ
p
]l) et [h
−1(χ
s
)]l = h
−1([χ
s
]l).
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Le hangement de variables a une inuene sur le alul du gradient du ritère :
∇Ch(χp,χs) = Diag
{[
(h−1)′(χ
p
)
(h−1)′(χ
s
)
]}
∇C(h−1(χ
p
),h−1(χ
s
)) (2.73)
où [(h−1)′(χ
p
)]l = ∂h
−1([χ
p
]l)/∂[χp]l et [(h
−1)′(χ
s
)]l = ∂h
−1([χ
s
]l)/∂[χs]l.
Il agit don omme un préonditionneur diagonal variable [Barrett et al., 1994℄ qui a l'avan-
tage d'être très peu oûteux en aluls. Notons que le hangement de variables a un impat sur
le proessus de minimisation uniquement dans le as où la fontion h est non linéaire.
Choix du hangement de variables
Nous avons observé que le ritère semble perdre en sensibilité lorsque des valeurs de ontraste
élevées sont atteintes. Pour ompenser e manque de sensibilité, la fontion h doit être hoisie de
sorte que de faibles variations sur χ impliquent des variations de v2 = h−1(χ) plus fortes pour
des valeurs élevées que pour des valeurs faibles de v
2
. Autrement dit, la dérivée de h doit être
déroissante en valeur absolue. Une première possibilité onsiste simplement à se ramener à des
vitesses de propagation en hoisissant h(v2) = v . Nous avons également testé les hangements
de variables h(v2) = v−1 et h(v2) = ln v (voir gure 2.5).
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Figure 2.5  Changements de variables testés. Dans tous les as, h est hoisie de sorte que sa
dérivée soit déroissante en valeur absolue.
Remarquons enn que le terme de régularisation peut être modié de manière à porter sur
les nouvelles variables χ
p
et χ
s
.
Résultats obtenus
Parmi les diérents hangements de variables testés, les résultats les plus satisfaisants sont
obtenus ave le hangement de variables logarithmique et lorsque le terme de régularisation
φ porte diretement sur les variables optimisées χ
p
et χ
s
. Nous les présentons sur la gure
2.6. Les valeurs des deux hyperparamètres intervenant dans le terme de régularisation φ du
ritère sont maintenant δ = 10−2 et γ = 10−11. Nous avons onservé le même ritère d'arrêt que
préédemment : la variation de v
p
et v
s
(f. équation (2.70)) est inférieure à η = 10−8 pendant 10
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Figure 2.6  Résultats obtenus sur le milieu sans heminée ni surfae libre ave hangement de
variables logarithmique pour deux initialisations diérentes (valeurs aratéristiques du béton
attendues : v
p
= 4000 m/s et v
s
= 2200 m/s)
itérations suessives. Nous présentons à nouveau les résultats obtenus en initialisant l'algorithme
aux aratéristiques de la terre d'une part et à la solution parfaite d'autre part.
Comme préédemment, l'algorithme aboutit à des artes similaires et à une valeur de ri-
tère similaire pour les deux initialisations. Les artes obtenues sont plus satisfaisantes : non
seulement la forme de l'objet diratant est nettement visible mais les régions Terre et Béton
sont maintenant plus uniformes. De plus, nous nous sommes légèrement rapprohés des valeurs
aratéristiques du béton reherhées, bien qu'elles restent sous-estimées.
L'amélioration la plus signiative porte sur le temps de alul. Alors que plusieurs heures
étaient néessaires initialement, l'eet ombiné de l'introdution progressive des données et du
hangement de variables a permis de réduire le temps de alul à une dizaine de minutes pour
les deux initialisations.
Notons que omme préédemment, il reste possible de se rapproher des aratéristiques du
béton reherhées en jouant sur la valeur du oeient de pondération γ et en imposant un
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ritère d'arrêt plus strit mais ela se fait au détriment du temps de alul.
Appliation au milieu ave heminée et surfae libre
Nous avons appliqué ette dernière version de notre algorithme d'inversion au milieu ave
heminée et surfae libre dérit à la setion 1.6.2, page 29. Les réglages des hyperparamètres δ et
γ sont identiques (δ = 10−2 et γ = 10−11). Nous avons également onservé le ritère d'arrêt basé
sur la variation des artes des aratéristiques v
p
et v
s
mais le seuil η est ette fois égal à 10−5.
Nous avons initialisé l'algorithme aux aratéristiques de la terre d'une part et à la solution
parfaite d'autre part. Les résultats sont présentés sur la gure 2.7.
On remarque que l'algorithme onverge apparemment vers le même minimiseur pour les deux
initialisations : les artes obtenues sont similaires et les valeurs nales de ritère sont très prohes.
Cependant, la forme de l'objet diratant est reonstruite de manière assez approximative.
De plus, les valeurs aratéristiques du béton sont à nouveau sous-estimées (on parvient aux
mêmes estimations que pour le milieu sans heminées ni surfae libre). D'autres réglages des
hyperparamètres δ et γ et du ritère d'arrêt ont été testés mais ela n'a pas permis d'améliorer
de façon signiative les résultats.
On note également qu'il faut davantage de temps par rapport au milieu sans heminée ni
surfae libre pour arriver à onvergene (environ trois heures de alul sont néessaires). Cela
peut s'expliquer non seulement par l'augmentation du nombre d'inonnues (les dimensions de la
zone d'intérêt sont plus grandes et la résolution spatiale du maillage plus ne) mais également
par la plus grande omplexité de la onguration : les dimensions de l'objet diratant sont plus
grandes, sa géométrie est plus omplexe et le milieu omprend une surfae libre e qui implique
la formation d'ondes de surfae.
Nous montrons sur la gure 2.8 le sismogramme obtenu à partir du milieu reonstruit. Les
gures 2.8a et 2.8 montrent une omparaison ave les sismogrammes orrespondant à la solu-
tion parfaite (voir gure 1.11, page 31). Les sismogrammes sont très similaires. Cela illustre le
aratère mal posé du problème non régularisé : les artes des aratéristiques assoiées à deux
jeux de données très prohes sont sensiblement diérentes.
Bilan des résultats
Nous avons appliqué l'algorithme d'inversion proposé, ave introdution progressive des don-
nées des basses vers les hautes fréquenes et hangement de variables logarithmique, à deux
ongurations diérentes. Dans les deux as, un même jeu d'hyperparamètres (δ = 10−2 et
γ = 10−11) a abouti aux meilleurs résultats possibles. Seul le ritère d'arrêt a dû être adapté
d'une onguration à l'autre.
Si les résultats obtenus sont prohes de la solution reherhée sur un milieu de petite taille
sans heminée ni surfae libre, ils sont moins satisfaisants pour une onguration plus omplexe.
Pour améliorer les résultats de reonstrution, il est néessaire d'inorporer des informations
plus préises onernant l'objetif d'inversion. C'est e que nous aborderons dans le prohain
hapitre.
2.4.5 Eléments d'interprétation omplémentaires
Nous proposons nalement de revenir aux résultats obtenus sur le milieu sans heminée
ni surfae libre et d'apporter quelques éléments omplémentaires permettant de mieux erner
l'intérêt d'un hangement de variables logarithmique.
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Figure 2.7  Résultats obtenus sur le milieu ave heminée et surfae libre ave hangement de
variables logarithmique pour deux initialisations diérentes (valeurs aratéristiques du béton
attendues : v
p
= 4000 m/s et v
s
= 2200 m/s)
Considérons les trois situations suivantes :
1. Les variables optimisées et régularisées sont v
2
p
et v
2
s
.
2. Les variables optimisées sont χ
p
et χ
s
et les variables régularisées sont v
2
p
et v
2
s
.
3. Les variables optimisées et régularisées sont χ
p
et χ
s
.
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Figure 2.8  Sismogramme obtenu ave le milieu reonstruit et omparaison ave le sismogramme
orrespondant à la solution parfaite pour le géophone n°30 (gure (a)) et pour l'instant t = 200
ms (gure ())
Dans es trois as, la forme de l'objet diratant est supposée onnue et nous étudions
l'évolution du terme d'adéquation aux données C
AD
, du terme de régularisation φ et du ritère
total C = C
AD
+ φ en fontion de ses aratéristiques. Sans hangement de variables (situation
n°1), nous faisons évoluer les omposantes de v
2
p
(resp. v
2
s
) assoiées à la région Béton de façon
linéaire entre les valeurs aratéristiques de la terre et les valeurs aratéristiques réelles du
béton, 'est-à-dire entre 3002 et 40002 (resp. entre 1502 et 22002). Ave hangement de variables
logarithmique (situations n°2 et n°3), nous faisons évoluer les omposantes de χ
p
(resp. χ
s
)
assoiées à la région Béton de façon linéaire entre ln(300) et ln(4000) (resp. entre ln(150) et
ln(2200)).
De ette façon, nous nous ramenons à l'évolution du ritère le long d'un axe partiulier
de l'espae d'état e qui permet de mieux se représenter l'impat du hangement de variables
logarithmique. Préisons que les ourbes ahées ne sont pas représentatives de l'évolution du
ritère dans tout l'espae d'état. En partiulier, dans la diretion hoisie, le ritère est unimodal
et onvexe, e qui n'est ertainement pas le as de manière générale.
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1. Cas où les variables optimisées et régularisées sont v
2
p
et v
2
s
Il s'agit du as où auun hangement de variables n'est eetué et où le terme de régulari-
sation porte sur les variables initiales. L'évolution des diérents termes du ritère est présentée
sur la gure 2.9.
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Figure 2.9  Evolution des diérents termes du ritère en fontion des aratéristiques de l'objet
diratant pour deux éhelles de l'axe des ordonnées. Dans e as, les variables optimisées et les
variables régularisées sont v
2
p
et v
2
s
. Le long de l'axe des absisses, v
2
p
et v
2
s
évoluent linéairement.
Les valeurs de v
p
et v
s
ahées ont été alulées après onversion.
L'évolution du terme d'adéquation aux données met en évidene le manque de sensibilité
des données alulées. En eet, ses plus fortes variations se onentrent autour des très faibles
valeurs de v
2
p
et v
2
s
. Pour les valeurs de v
2
p
et v
2
s
plus élevées, l'évolution de C
AD
stagne.
Ce manque de sensibilité implique une diulté de réglage de l'hyperparamètre γ qui pondère
la fontion de régularisation. En eet, une faible pondération est néessaire pour permettre à
l'algorithme de se rapproher des aratéristiques du réelles béton (remarquons que malgré la
petite valeur de γ que nous avons hoisie, le minimum du ritère est déjà atteint pour v
p
= 2330
m/s et v
s
= 1310 m/s). Cela se fait au détriment à la fois de la pénalisation des petites diérenes
entre pixels voisins (ela explique l'hétérogénéité des régions Terre et Béton observée sur les artes
reonstruites, voir gure 2.4, page 54) et de la sensibilité du ritère total qui est à l'origine de
la lenteur de onvergene de l'algorithme.
2. Cas où les variables optimisées sont χ
p
et χ
s
et les variables régularisées sont v
2
p
et v
2
s
Il s'agit du as où seul un hangement de variables a été eetué. Le terme de régularisation
porte toujours sur les variables initiales. L'évolution des diérents termes du ritère est présentée
sur la gure 2.10.
Nous mettons ii en évidene l'intérêt du hangement de variables vis-à-vis de la sensibilité
des données. En eet, les plus fortes variations du terme d'adéquation aux données se répartissent
maintenant sur un intervalle plus grand.
Cependant, les petites diérenes entre pixels voisins restent mal pénalisées par le terme de
régularisation : pour les petites valeurs de χ
p
et χ
s
, la fontion φ ne varie quasiment pas.
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Figure 2.10  Evolution des diérents termes du ritère en fontion des aratéristiques de l'objet
diratant pour deux éhelles de l'axe des ordonnées. Dans e as, un hangement de variables
logarithmique a été eetué. Les variables optimisées sont ln v
p
et ln v
s
et les variables régularisées
sont v
2
p
et v
2
s
. Le long de l'axe des absisses, ln v
p
et ln v
s
évoluent linéairement. Les valeurs de
v
p
et v
s
ahées ont été alulées après onversion.
3. Cas où les variables optimisées et régularisées sont χ
p
et χ
s
Il s'agit du as où un hangement de variables a été eetué et où le terme de régularisation
porte sur les nouvelles variables. L'évolution des diérents termes du ritère est présentée sur la
gure 2.11.
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Figure 2.11  Evolution des diérents termes du ritère en fontion des aratéristiques de l'objet
diratant pour deux éhelles de l'axe des ordonnées. Dans e as, un hangement de variables
logarithmique a été eetué. Les variables optimisées et les variables régularisées sont ln v
p
et
ln v
s
. Le long de l'axe des absisses, ln v
p
et ln v
s
évoluent linéairement. Les valeurs de v
p
et v
s
ahées ont été alulées après onversion.
Les ourbes montrent que les petites diérenes entre pixels voisins sont maintenant mieux
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régularisées sans pour autant pénaliser davantage les fortes disontinuités (dans la diretion
hoisie, le minimum du ritère est atteint pour v
p
= 2270 m/s et v
s
= 1220 m/s). C'est pourquoi
les régions Terre et Béton des artes reonstruites sont plus homogènes dans e as (voir gure
2.6, page 56).
Remarquons que, même après modiation de la fontion de régularisation du ritère, un
hangement de variables logarithmique reste néessaire pour aélérer la onvergene de l'algo-
rithme omme le montrent les temps de alul indiqués sur le tableau 2.1.
Initialisation aux Initialisation à la
aratéristiques de la terre solution exate
Sans hangement de variables 151 min. 190 min.
Ave hangement de variables 11 min. 11 min.
Tableau 2.1  Temps de alul sans et ave hangement de variables logarithmique dans le as
où le terme de régularisation porte sur χ
p
et χ
s
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Reonstrution tomographique ave
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3.1 Introdution
3.1.1 Objetifs
Dans le hapitre préédent, nous avons proposé une méthode d'inversion ave régularisa-
tion markovienne. Des tests sur données simulées ont montré qu'elle aboutit à des résultats
intéressants sur des milieux de petite taille sans surfae libre. Cependant, dans le as d'une
onguration plus omplexe (milieu de plus grandes dimensions, présene d'une surfae libre),
les reonstrutions sont plus approximatives.
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3.2 Détail des informations a priori disponibles
Un point faible de ette méthode est le peu d'a priori pris en ompte. En eet, la régulari-
sation du ritère minimisé se base uniquement sur une pénalisation des diérenes entre pixels
voisins.
Les performanes de la méthode peuvent être améliorées si l'on tient ompte d'a priori plus
nombreux et plus préis. Nous disposons en partiulier
a
:
 d'a priori sur la struture partiulière des fondations ;
 d'informations portant sur la géométrie des fondations obtenues par des tehniques de
mesure omplémentaires ;
 d'une estimation préalable des aratéristiques du terrain.
Dans e hapitre, nous proposons une seonde approhe pour la résolution du problème
inverse basée sur une segmentation du milieu sondé. Elle permet de prendre en ompte es
diérentes informations. Elle partage ertains points ommuns ave la méthode d'inversion par
régularisation markovienne que nous avons présentée dans le hapitre préédent.
3.1.2 Organisation du hapitre
Dans la setion 3.2, nous présentons en détail les diérentes informations a priori disponibles.
Conernant les tehniques de mesure omplémentaires, nous expliquons en partiulier le prinipe
du  sondage au piquet  qui apporte des informations sur la géométrie de la fondation ausultée
et de l'impat-eho qui fournit une estimation préalable de la profondeur de la fondation.
Pour prendre en ompte es informations, il est néessaire d'introduire une segmentation de
la zone d'intérêt en deux régions (une région Terre et une région Béton). Dans la setion 3.3, nous
dérivons la prise en ompte d'une segmentation dans l'algorithme d'inversion de façon générale.
Nous expliquons ensuite le prinipe de ertaines méthodes de reonstrution tomographique qui
s'appuient sur une segmentation du milieu sondé.
La setion 3.4 dérit la proédure retenue. Il s'agit d'une méthode originale que nous avons
développée an de pouvoir exploiter toutes les informations a priori disponibles. Comme préé-
demment, elle se base sur la minimisation d'un ritère des moindres arrés régularisé. Un de ses
avantages est qu'elle permet d'utiliser des méthodes d'optimisation basées sur le alul expliite
du gradient, e qui ontribue à l'eaité de l'algorithme de minimisation.
Les résultats obtenus sur des données synthétiques sont présentés dans la setion 3.5. Ils
montrent que la méthode proposée est plus performante que la méthode d'inversion par régula-
risation markovienne. An d'évaluer la robustesse de l'algorithme de reonstrution, des situa-
tions où la profondeur de la fondation ou les aratéristiques de la terre étaient mal estimées
ont également été onsidérées.
3.2 Détail des informations a priori disponibles
Dans ette setion, nous listons les a priori disponibles pour l'imagerie des fondations de
pylnes. Ces informations seront utilisées par la suite pour la résolution du problème inverse.
3.2.1 Position et géométrie d'une fondation
Une partie de la heminée des fondations est émergente. Cela donne une information préise
sur sa position. Lors de la résolution du problème inverse, nous nous onentrons don sur la
a. Hormis le premier point qui est lié à la géométrie intrinsèque des fondations, es informations sont fournies
par les autres ateurs du projet.
64
Chapitre 3 : Reonstrution tomographique ave segmentation du milieu sondé
géométrie des fondations.
Une fondation est une struture d'un seul tenant. Elle possède une géométrie partiulière :
sa forme est telle que toute setion horizontale est retangulaire. Rappelons que pour résoudre
les problèmes diret et inverse, nous nous ramenons à une étude en deux dimensions en nous
plaçant dans le plan de symétrie de la fondation. Dans e as, toute setion horizontale d'une
fondation est représentée par un segment horizontal (voir le shéma de la gure 3.1).
(a) Vue 3D (b) Vue 2D
Figure 3.1  Représentation en trois dimensions et en deux dimensions d'une fondation ave
deux oupes horizontales
Nous pouvons également tenir ompte du fait que dans la majorité des as, la largeur de la
fondation augmente en fontion de la profondeur.
3.2.2 Informations obtenues par des tehniques omplémentaires
Informations par sondage au piquet
La tehnique du  sondage au piquet  permet d'obtenir des informations supplémentaires sur
la géométrie de la fondation. Elle onsiste simplement à enfoner une tige métallique dans le sol
jusqu'à e qu'elle entre en ontat ave la semelle de la fondation (voir gure 3.2). En mesurant la
position de la tige en surfae (D
sp
) et la profondeur à laquelle la pointe a été enfonée (P
sp
), nous
obtenons un a priori sur l'évolution de la largeur de la fondation en fontion de la profondeur.
Estimation de la profondeur de la fondation ausultée par impat-eho
La proédure d'impat-eho est une méthode de ontrle non destrutif qui a été développée
au ours des années 1980. Cette tehnique est ouramment employée pour mesurer une épaisseur
ou pour déteter des défauts dans une struture en béton [Cheng et Sansalone, 1995 ; Abraham
et al., 2000 ; Carino, 2001℄. Dans notre étude, ette tehnique sert à mesurer la profondeur totale
des fondations.
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Figure 3.2  Informations sur l'évolution de la largeur en fontion de la profondeur obtenues par
sondage au piquet
Proédure de mesure
La mesure par impat-eho est eetuée sur la partie émergente de la fondation. Elle onsiste à
réer un impat de ourte durée sur le toit de la fondation, en faisant huter une boule métallique
par exemple. Cet impat entraîne la propagation d'une onde dans le béton. La signature de l'onde
résultante est mesurée à l'aide d'un aéléromètre plaé sur le toit de la fondation, à proximité
du point d'impat. Le shéma de la gure 3.3 résume la proédure de mesure. Etant donné le
fort ontraste entre le béton et son milieu environnant (terre et air), l'onde inidente est presque
entièrement rééhie lorsqu'elle atteint le fond ou le toit de la fondation. L'onde eetue don
une suession d'allers-retours sur toute la hauteur de la fondation.
Figure 3.3  Mesure de la profondeur de la fondation par impat-eho. Etant donné le fort
ontraste entre la fondation et le milieu environnant (terre et air), l'impat sur le toit de la
fondation est suivi d'une suession de réexions sur le fond et sur le toit de la fondation.
Analyse du signal mesuré
L'estimation de la profondeur s'obtient par analyse fréquentielle du signal mesuré par l'a-
éléromètre.
L'alternane entre réexion sur le fond et sur le toit de la fondation est un phénomène
périodique (on note sa période T ). Elle est assoiée à la omposante fréquentielle du signal
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mesuré dont l'amplitude est maximale (f
max
= T−1). Cette fréquene orrespond à un mode de
résonane de la fondation. Soit v
b
p
la vitesse de propagation de l'onde dans le béton. La longueur
d'onde λ
max
assoiée à la fréquene f
max
est égale à :
λ
max
=
v
b
p
f
max
(3.1)
La période T orrespond à la durée d'un aller-retour entre le toit et le fond de la fonda-
tion. Une demi-période est don néessaire pour parourir toute la hauteur de la fondation. La
profondeur P de la fondation est don égale à :
P =
λ
max
2
=
v
b
p
2f
max
(3.2)
Remarque : La profondeur de la fondation n'est estimée qu'à partir de l'analyse du signal
mesuré. Néanmoins, l'impat initial a une inuene sur le résultat de l'estimation. En partiulier,
sa durée inue sur le spetre du signal mesuré : plus l'impat est bref (onde générée prohe
d'une impulsion), plus le ontenu fréquentiel du signal est rihe mais plus l'amplitude de haque
fréquene est faible (rapport signal à bruit plus élevé) [Carino, 2001℄.
3.2.3 Estimation préalable des aratéristiques du terrain
Une première estimation des aratéristiques du terrain qui englobe la fondation est réalisée
en faisant appel à des méthodes d'imagerie plus lassiques. Celles-i n'exploitent qu'une partie
des informations ontenues dans les sismogrammes, omme elles que nous avons itées à la
setion 1.3.2, page 12 :
• Une méthode de tomographie par sismique réfration est utilisée pour estimer la distribu-
tion spatiale de la vitesse des ondes de ompression v
p
. Elle onsiste à minimiser l'éart
entre les temps d'arrivée des ondes de réfration théoriques et les temps d'arrivée mesurés
sur les sismogrammes. Cette méthode s'appuie sur une approximation haute fréquene de
l'équation de propagation des ondes appelée équation de l'eikonale.
• L'analyse de la propagation des ondes de Rayleigh permet d'estimer la distribution spatiale
de la vitesse des ondes de isaillement v
s
. Il s'agit d'ondes de surfae dispersives (leur
vitesse de propagation dépend de la fréquene). Les fréquenes les plus hautes donnent des
informations sur les zones les plus superielles tandis que les fréquenes les plus basses
renseignent sur les zones plus profondes.
Notons que pour obtenir es estimations préalables, le dispositif mis en plae dière de elui
utilisé pour l'imagerie des fondations, notamment par l'utilisation d'un dispositif à oset plus
grand (soure vibratoire plus éloignée des géophones). Des préisions et des référenes sur les
méthodes utilisées sont données dans [Magnin, 2008, hap. 2℄.
Les aratéristiques du béton ne sont quant à elles pas mesurées : des valeurs standards
(v
p
= 4000 m/s et v
s
= 2200 m/s) sont diretement utilisées.
3.3 Introdution d'une segmentation du milieu
La méthode d'inversion par régularisation markovienne, que nous avons présentée dans le
deuxième hapitre, se base sur des a priori faibles. C'est e qui explique les reonstrutions ap-
proximatives du milieu ave heminée et surfae libre (f. setion 2.4.4, page 53). Nous proposons
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de modier ette première méthode d'inversion pour y inorporer les a priori que nous avons
ités dans la setion 3.2.
Une première approhe prenant en ompte uniquement l'estimation préalable des araté-
ristiques de la terre et du béton (voir setion 3.2.3, page 67) a été mise en ÷uvre par Matthieu
Voorons et Yves Goussard de l'Eole Polytehnique de Montréal [Vautrin et Voorons, 2011℄.
Elle onsiste à ajouter dans l'expression du ritère minimisé des fontions de pénalisation non
onvexes qui privilégient l'apparition de ertaines valeurs aratéristiques dans les artes re-
onstruites. Les fontions utilisées sont onstruites à partir de la fontion potentiel ϕ qui a été
introduite dans le hapitre préédent (voir équation (2.54), page 45). Plus préisément, elles
s'obtiennent en soustrayant deux fontions ϕ de paramètres δ1 et δ2 diérents :
φL2L0(χ) = γ
NZxN
Z
y∑
m=1
√
δ21 + ([χ]m − χ˜)2 −
√
δ22 + ([χ]m − χ˜)2 (3.3)
où χ désigne une des variables optimisées (χ
p
ou χ
s
) et ([χ]m) ses diérentes omposantes. χ˜
orrespond à la valeur de rappel, γ est un hyperparamètre de pondération et δ1 et δ2 déterminent
l'allure de la fontion de pénalisation (largeur et profondeur du puits de potentiel). δ1 et δ2
doivent être hoisis tels que : 0 < δ1 < δ2.
La gure 3.4 montre l'allure de la fontion φL2L0 pour un rappel à la valeur χ˜ = 5 ave
γ = 1, δ1 = 0,2 et δ2 = 0,4.
0 2 4 6 8 10
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m
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Figure 3.4  Fontion de pénalisation non onvexe pour un rappel à la valeur χ˜ = 5. Les valeurs
des hyperparamètres sont γ = 1, δ1 = 0,2 et δ2 = 0,4.
Des tests sur données simulées montrent que pour ertaines initialisations, ette approhe
permet d'aélérer la onvergene de l'algorithme. Cependant, elle n'aboutit pas à une amélio-
ration signiative des résultats de reonstrution par rapport à la méthode initiale [Vautrin
et al., 2011a℄. De plus, elle fait intervenir des hyperparamètres supplémentaires qui sont réglés
de façon empirique et e réglage peut être fastidieux.
Nous proposons de nous éarter du modèle markovien qui se limite aux interations entre
pixels voisins et de travailler sur une desription plus globale du milieu, en introduisant une
segmentation de la zone d'intérêt en deux régions omplémentaires : une région Terre et une
région Béton. Le prinipe général de ette approhe est dérit dans la setion 3.3.1.
De nombreuses méthodes de reonstrution tomographique s'appuient sur une segmentation
du milieu sondé. Dans les setions 3.3.2 et 3.3.3, nous présentons ertaines d'entre elles en
distinguant :
 les modèles paramétriques pour lesquels la frontière qui sépare les deux régions est dérite
à partir d'un nombre ni de paramètres ;
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 les modèles non paramétriques, également appelés ontours atifs, pour lesquels on agit
diretement sur les points de la frontière. L'approhe par ligne de niveau (en anglais level-
set) qui est la plus utilisée sera dérite.
L'objetif n'est pas de faire une synthèse exhaustive des méthodes existantes mais plutt
de erner les avantages et les limites des méthodes les plus ourantes pour une appliation au
problème d'imagerie des fondations de pylnes.
Nous indiquons d'ores et déjà que es méthodes ne nous ont pas permis d'exploiter au mieux
les a priori disponibles. Cela nous a amenés à développer une méthode originale. Elle sera
présentée en détail dans la setion 3.4.
3.3.1 Prinipe général de l'approhe par segmentation
Le milieu sondé est onstitué de deux régions : une région Terre que nous noterons Ω
T
et une
région Béton que nous noterons Ω
B
. Elles sont séparées par la frontière Γ. Ω
T
et Ω
B
sont assoiées
à deux fontions omplémentaires R
B
et R
T
à valeur dans {0; 1}. Elles dérivent l'appartenane
de haque point du milieu à l'une ou l'autre des régions :
R
B
(x,y) =
{
1 si (x,y) ∈ Ω
B
0 si (x,y) ∈ Ω
T
(3.4)
R
T
(x,y) = 1−R
B
(x,y) (3.5)
Les aratéristiques des régions Terre et Béton sont estimées au préalable (voir setion 3.2.3,
page 67). Pour une frontière Γ donnée, nous pouvons utiliser es estimations pour reonstruire
la distribution spatiale des aratéristiques v
p
et v
s
dans tout le milieu :
v
p
(x,y) = v˜B
p
(x,y)R
B
(x,y) + v˜T
p
(x,y)R
T
(x,y) + εp(x,y) (3.6)
v
s
(x,y) = v˜B
s
(x,y)R
B
(x,y) + v˜T
s
(x,y)R
T
(x,y) + εs(x,y) (3.7)
où v˜
T
p
et v˜
T
s
(resp. v˜
B
p
et v˜
B
s
) désignent les estimations préalables des aratéristiques de la terre
(resp. du béton).
Une erreur sur l'estimation préalable des aratéristiques de haque région est possible. Pour
tenir ompte de l'éart entre valeurs estimées et valeurs réelles, nous avons introduit les hamps
εp et εs dans les équations (3.6) et (3.7). L'algorithme d'inversion onsiste alors à retrouver la
distribution spatiale exate des aratéristiques v
p
et v
s
en optimisant à la fois :
 le ontour qui sépare les deux régions Terre et Béton (Γ) ;
 les variations par rapport aux estimations préalables (εp et εs).
Comme pour la méthode par régularisation markovienne, nous résolvons pour ela un pro-
blème d'optimisation qui onsiste à minimiser un ritère des moindres arrés régularisé.
Remarque : Nous pouvons qualier ette approhe d'approhe région : la frontière évolue
en fontion des aratéristiques dénies au sein de haque région Ω
T
et Ω
B
. Cette approhe se
distingue des approhes ontour lassiquement utilisées en segmentation d'image pour lesquelles
la frontière évolue uniquement en fontion des aratéristiques des points de l'image situés à
proximité de la frontière (on herhe typiquement à positionner la frontière à l'endroit des plus
fortes variations de niveau de gris).
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3.3.2 Représentations paramétriques
Pour les modèles paramétriques, la géométrie de la frontière Γ est dénie à partir d'un nombre
ni de paramètres. Nous voyons deux avantages à leur utilisation : d'une part, elles permettent
de se ramener diretement à ertaines géométries plus ou moins spéiques et d'autre part, le
nombre d'inonnues liées à la forme de l'objet imagé est limité.
Plusieurs méthodes de reonstrution tomographique s'appuient sur une telle représentation.
Par exemple, la forme de l'objet imagé peut être représentée par une ellipse [Apostolopoulos
et al., 1990 ; Arnaoudov et al., 1993℄, un polygone ou un polyèdre [Norton, 2004 ; Soussen et
Mohammad-Djafari, 2004℄, une spline [Miller et al., 2000 ; Rekanos, 2008℄ ou enore des harmo-
niques irulaires pour la tomographie 2-D [Norton, 2004℄ ou sphériques pour la tomographie
3-D [El-Shenawee et Miller, 2006 ; Zaharopoulos et al., 2006℄.
D'autres tehniques d'imagerie onsistent à agir de façon indirete sur une forme de référene
dénie par l'utilisateur. Par exemple, dans [Milanfar et al., 1994℄, six paramètres qui dénissent
la taille, la position, l'orientation et l'élongation suivant les axes horizontal et vertial de la forme
de référene sont optimisés. [Battle et al., 2000℄ proposent une approhe plus générale. L'idée est
d'inlure la forme de référene dans une boîte déformable. La forme de la boîte est paramétrée
par un nombre limité de points de ontrle. Un déplaement des points de ontrle induit une
déformation de la boîte, e qui entraîne une déformation de la forme de référene.
Pour une appliation à l'imagerie des fondations de pylnes életriques, une représentation de
la frontière Γ par un polygone semble pertinente au premier abord ar le ontour de la fondation
est linéaire par moreaux. Cependant, ette approhe semble diile à mettre en ÷uvre pour
deux raisons :
• le nombre de sommets du polygone doit être déni par l'utilisateur. Or, nous ne disposons
pas d'a priori susamment préis pour onnaître e nombre à l'avane.
Nous pourrions inlure dans l'algorithme d'inversion des étapes de mise à jour onsistant
à ajouter ou à retirer un ou plusieurs sommets an de orriger une mauvaise estimation.
Cependant, les règles de déision onernant le nombre et la position des sommets à ajou-
ter / à retirer semblent diiles à établir. Une alternative possible onsiste à travailler
dès le départ ave un grand nombre de sommets. Dans [Soussen et Mohammad-Djafari,
2004℄, ette approhe est utilisée an de pouvoir travailler sur une géométrie quelonque.
Cependant, pour un trop grand nombre de sommets, nous perdons l'intérêt lié à la forme
polygonale des fondations et nous augmentons inutilement le nombre d'inonnues.
• des ontraintes doivent être introduites sur la position relative des sommets an d'éviter
une auto-intersetion du polygone (voir gure 3.5). Or il semble diile de onilier la
prise en ompte de es ontraintes et l'utilisation d'une méthode d'optimisation basée sur
le alul expliite du gradient.
→
Figure 3.5  Auto-intersetion du polygone suite au déplaement d'un des sommets
Dans [Soussen et Mohammad-Djafari, 2004℄, 'est pour ette raison que la méthode d'op-
timisation retenue onsiste non pas à faire évoluer onjointement la position de tous les
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sommets du polygone mais à onsidérer la position de haun des sommets les uns après
les autres. Une méthode de desente de gradient est onservée mais haque étape d'opti-
misation est réalisée dans un espae à deux dimensions (absisse et ordonnée du point)
seulement.
Nous pourrions utiliser une tehnique de minimisation basée uniquement sur le alul du
ritère. Dans [Miller et al., 2000℄, l'algorithme de minimisation onsiste, à haque itération,
à appliquer aux paramètres une série de perturbations prédénies puis à retenir elle qui
est assoiée à la plus petite valeur du ritère. [Qing, 2003℄ et [Rekanos, 2008℄ s'appuient
sur des algorithmes évolutionnaires qui onsistent à faire varier une population en sui-
vant une série de proessus aléatoires. Cependant, l'utilisation de l'une de es méthodes
risque d'entraîner une lente déroissane du ritère. De plus, elles néessitent le réglage de
plusieurs hyperparamètres.
3.3.3 Représentations non paramétriques : la méthode des level-sets
La méthode des level-sets a été introduite à la n des années 1980 dans [Osher et Sethian,
1988℄. Il s'agit au départ d'un outil permettant de modéliser l'évolution d'une interfae au
ours du temps mais ette approhe a depuis été étendue à des appliations variées [Sethian,
1999 ; Osher et Fedkiw, 2002℄. Elle a notamment été utilisée pour la résolution de problèmes de
tomographie [Santosa, 1996 ; Yu et Fessler, 2002 ; Feng et al., 2003℄, et plus partiulièrement
en tomographie de diration [Litman et al., 1998 ; Ferraye et al., 2003 ; Dorn et Lesselier,
2006℄. Nous dérivons son prinipe en reprenant les notations que nous avons introduites dans la
setion 3.3.1. Nous nous plaçons dans le as d'une segmentation en deux dimensions mais ette
représentation peut aisément être étendue aux espaes de dimension supérieure.
Prinipe
En supposant que le milieu est onstitué de deux régions Ω
T
et Ω
B
séparées par la frontière
Γ, l'approhe des level-sets onsiste à onsidérer que Γ orrespond à la ligne de niveau d'une
fontion ψ à valeurs dans R tel que :{
ψ(x,y) ≥ 0 si (x,y) ∈ Ω
T
ψ(x,y) < 0 si (x,y) ∈ Ω
B
(3.8)
où (x,y) désigne les oordonnées d'un point du milieu. Sur la gure 3.6, nous donnons une
représentation par ligne de niveau du milieu sans heminée ni surfae libre que nous avons dérit
dans la setion 1.6.1, page 28.
Les fontions R
B
et R
T
dérivent l'appartenane de haque point du milieu à l'une ou l'autre
des régions (f. équations (3.4) et (3.5)). Elles se déduisent de la fontion ψ grâe à la fontion
de Heaviside
b
:
R
B
(x,y) = 1−H(ψ(x,y)) (3.9)
R
T
(x,y) = H(ψ(x,y)) (3.10)
L'algorithme d'optimisation onsiste alors à faire évoluer la fontion ψ de sorte que la fron-
tière Γ assoiée onverge vers la frontière optimale. Pour e faire, un ritère des moindres arrés
b. H(x) =
{
0 si x < 0
1 si x ≥ 0
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(a) Image du milieu (b) Fontion ψ assoiée
Figure 3.6  Représentation du milieu sans heminée ni surfae libre ave la méthode des level-
sets. La région noire (ψ(x,y) < 0) orrespond à la région Béton et la grise (ψ(x,y) ≥ 0) à la
région Terre.
est minimisé de manière itérative. Pour un algorithme de minimisation donné, la loi d'évolution
de la fontion ψ peut également être érite de manière plus expliite sous la forme d'une équation
aux dérivées partielles [Santosa, 1996 ; Litman et al., 1998 ; Samson et al., 2000℄ :
∂ψ(x,y,t)
∂t
+ F‖∇ψ(x,y,t)‖ = 0 (3.11)
où F désigne la vitesse de haque point du ontour suivant sa normale et t est un paramètre
temporel.
Pénalisation de la frontière
An de régulariser le problème, le ritère minimisé omporte souvent un terme dépendant
de la longueur de la frontière Γ :
L(Γ) =
∫∫
D(ψ(x,y))|∇ψ(x,y)|dxdy (3.12)
où D désigne la fontion Dira. Dans le as où la loi d'évolution de Γ est érite sous la forme
d'une équation aux dérivées partielles, ela se traduit par la présene dans l'expression de F
d'un terme dépendant de la ourbure loale du ontour [Zhao et al., 1996 ; Samson et al., 2000 ;
Feng et al., 2003℄ :
κ(Γ) = −∇ · (∇ψ/|∇ψ|) (3.13)
En reonstrution d'image, ette forme de régularisation n'est pas toujours adaptée. Par exemple,
elle empêhe la formation de points anguleux et favorise la reonstrution de ontours lisses.
Un autre forme de régularisation est proposée dans [Unal et al., 2002℄. Elle permet de favoriser
la onvergene vers un ontour polygonal à N tés en modiant la loi d'évolution de la fontion
ψ de la façon suivante :
∂ψ(x,y,t)
∂t
+ cos2
(
Nθ
2
+ θ0
)
F‖∇ψ(x,y,t)‖ = 0 (3.14)
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où θ désigne l'angle formé par la normale au ontour et l'axe des absisses.
D'autres tehniques, utilisées dans [Leventon et al., 2000 ; Chen et al., 2002 ; Rousson et
Paragios, 2002℄ en segmentation d'image, utilisent un a priori plus fort. Elles favorisent la
reonstrution d'une géométrie de référene dénie par l'utilisateur en s'appuyant sur une mesure
de similarité entre le ontour en évolution et le ontour de référene. Se pose alors le problème
de l'alignement entre les deux ontours.
Dans [Foulonneau, 2004℄, où la méthode des level-sets est également utilisée en segmentation
d'image, on utilise les moments de Legendre pour dérire le ontour en évolution et le ontour
de référene. Cela permet de rendre la desription invariante à toute transformation ane (re-
dimensionnement, translation, hangement d'orientation) et ainsi de s'aranhir du problème
d'alignement des ontours. Cette approhe a réemment été étendue à la prise en ompte de
plusieurs formes de référene [Foulonneau et al., 2009℄.
Passage au as disret
Nous avons présenté l'approhe des level-sets dans le as ontinu. [Sussman et al., 1994℄ et
[Zhao et al., 1996℄ donnent une desription détaillée de la démarhe à suivre pour se ramener à
une grille disrète.
Au lieu de onsidérer une fontion ontinue ψ dénie sur tout le domaine, on introduit un
veteur ψ de longueur NZxN
Z
y où N
Z
x et N
Z
y sont les dimensions de la zone d'intérêt en nombre
de points du maillage. L'appartenane de haque point du maillage à l'une ou l'autre des régions
est dénie suivant le signe de haune des omposantes ψ (voir équation (3.8)). L'algorithme
d'optimisation onsiste alors à agir sur les omposantes de ψ pour faire évoluer la segmentation
de la zone d'intérêt.
La méthode des level-sets fait intervenir la fontion de Heaviside H et la fontion Dira D :
 Deux fontions R
B
et R
T
à valeurs dans {0; 1} permettent de revenir aux aratéristiques
de la zone d'intérêt (voir équations (3.6) et (3.7)). Elles sont onstruites à partir de ψ
grâe à la fontion de Heaviside (voir équations (3.9) et (3.10)).
 La longueur du ontour est alulée à l'aide de la fontion Dira D (voir équation (3.12)).
H et D ne sont pas dérivables en zéro et le ritère n'est alors pas dérivable en tout point.
Une solution à e problème onsiste à utiliser des fontions de Heaviside et Dira approhées :
Hα(x) =


1
2
(
1 + x
α
+ 1
π
sin(πx
α
)
)
si |x| ≤ α
1 si x > α
0 si x < −α
(3.15)
Dα =
{
1
2α
(
1 + cos(πx
α
)
)
si |x| ≤ α
0 si |x| > α (3.16)
où α est égal au pas de disrétisation spatial. Ces deux fontions sont représentées sur la gure 3.7
dans le as où α = 1.
A priori, le nombre de variables à optimiser est égal au nombre de points du maillage.
Cependant, il est possible de ne s'intéresser qu'aux points du maillage appartenant à une  bande
étroite  entrée sur le ontour Γ et dont la largeur est xée par l'utilisateur. Cela permet de
ne onsidérer que les omposantes de ψ qui sont les plus suseptibles d'agir sur la forme du
ontour Γ.
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Figure 3.7  Traés de H, Hα et Dα pour α = 1
Appliation à l'imagerie des fondations de pylnes
L'approhe des level-sets a l'avantage de rendre le ritère dérivable par rapport aux va-
riables qui dérivent le ontour Γ. Néanmoins, elle n'est pas réellement adaptée à l'imagerie des
fondations de pylnes pour plusieurs raisons.
Cette approhe est souvent mise en avant pour sa apaité à gérer les hangements de topo-
logie (fusion de deux régions ou séparation d'une région en deux sous-régions). Or dans le adre
de l'imagerie des fondations de pylnes, nous souhaitons au ontraire onserver deux régions
d'un seul tenant ([Han et al., 2003℄ proposent une tehnique permettant d'utiliser la méthode
des level-sets tout en onservant la topologie initiale mais la méthode perd alors son prinipal
intérêt).
Elle ne permet pas de tenir ompte aisément des a priori ités dans la setion 3.2, page 64 :
l'ajout de ontraintes de positivité sur ertaines omposantes de ψ permettrait de tenir ompte
de l'estimation de la profondeur de la fondation et des informations obtenues par sondage au
piquet mais la prise en ompte de la géométrie partiulière des fondations semble plus omplexe.
En eet, l'ajout de ontraintes sur la longueur de la frontière ne onvient pas puisque ette
forme de régularisation s'oppose à la formation de point anguleux. L'approhe proposée dans
[Unal et al., 2002℄ ne onvient pas non plus ar elle revient à privilégier ertaines orientations
lors de la reonstrution des segments qui omposent le ontour de la fondation. Enn, les a
priori disponibles ne sont pas susamment préis pour eetuer un rappel à une ou plusieurs
géométries de référene.
Remarquons enn qu'un des inonvénients de la méthode des level-sets est le nombre impor-
tant de variables introduites pour dérire la forme du ontour Γ.
3.4 Desription de la méthode d'inversion proposée
Dans ette setion, nous dérivons en détail la méthode que nous avons retenue. Rappelons
tout d'abord les onditions qu'elle doit vérier :
 Elle doit permettre de prendre en ompte l'ensemble des a priori que nous avons listés
dans la setion 3.2, page 64.
 La forme de la frontière Γ qui sépare les régions Terre (Ω
T
) et Béton (Ω
B
) doit dépendre
d'un nombre limité de paramètres.
 Le ritère minimisé doit être dérivable par rapport aux paramètres qui dénissent la forme
de la frontière Γ.
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Les méthodes itées dans les setions 3.3.2 et 3.3.3 ne permettent pas de réunir es trois
onditions. C'est pourquoi nous avons développé une méthode d'inversion originale. Il s'agit de
notre ontribution prinipale au problème d'imagerie des fondations de pylnes.
Dans la setion 3.4.1, nous expliquons la paramétrisation du ontour Γ. Nous abordons le
as ontinu puis le as disret. Cette desription peut être qualiée de  semi-paramétrique  au
sens où elle se situe entre une desription paramétrique qui onsiste à se ramener à un nombre
minimal de paramètres pour dérire le ontour et une desription non paramétrique qui onsiste
à agir diretement sur l'ensemble des points qui onstituent la frontière Γ. Dans la setion 3.4.2,
nous dérivons l'algorithme d'optimisation utilisé.
3.4.1 Desription semi-paramétrique du milieu
Desription de la géométrie d'une fondation
Jusqu'à maintenant, nous nous sommes restreints à une zone d'intérêt retangulaire pour
résoudre le problème inverse. Supposons que le ontour de la zone d'intérêt oïnide ave la
surfae du sol en haut (y = 0) et qu'elle englobe toute la partie immergée de la fondation
omme 'est le as pour le milieu ave heminée et surfae libre (f. gure 1.10, page 30).
La mesure par impat-eho nous indique la profondeur de la fondation (f. setion 3.2.2, page
65) notée P . La région Béton est don délimitée en haut par la droite d'équation y = 0 et en
bas par la droite d'équation y = P .
Toute setion horizontale d'une fondation se représente en deux dimensions par un segment
horizontal (f. setion 3.2.1, page 64). Par onséquent, à la profondeur y tel que 0 < y < P , la
région Béton est délimitée par exatement deux transitions. Elles se situent de part et d'autre
d'un axe de référene vertial qui traverse la fondation sur toute sa hauteur. Sa position est
indiquée par la partie émergente de la fondation. Deux longueurs ℓ
g
(y) et ℓ
d
(y) donnent les
positions des deux transitions à gauhe et à droite de l'axe de référene (voir gure 3.8).
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Figure 3.8  A la profondeur y tel que 0 < y < P , la région Béton est délimitée par deux
transitions dont les positions sont indiquées par les longueurs ℓ
g
(y) et ℓ
d
(y)
Ainsi, deux fontions ℓ
g
et ℓ
d
dénies sur [0;P ] dérivent la forme de la région Béton dans son
ensemble (voir gure 3.9). Pour prendre en ompte les autres informations a priori onernant
la géométrie de la fondation, il faut ajouter des ontraintes sur les fontions ℓ
g
et ℓ
d
:
 Pour tenir ompte du fait que la fondation s'élargit en fontion de la profondeur (f. setion
3.2.1, page 64), il faut imposer aux fontions ℓ
g
et ℓ
d
d'être roissantes.
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 Les informations fournies par sondage au piquet (f. setion 3.2.2, page 65) se traduisent
par des ontraintes d'inégalité sur les fontions. Supposons par exemple qu'à une distane
D
sp
à droite de la fondation, la tige s'enfone jusqu'à la profondeur P
sp
(voir gure 3.2,
page 66). Cette information se traduit par :{
ℓ
d
(y) < D
sp
pour y < P
sp
ℓ
d
(y) > D
sp
pour y = P
sp
(3.17)
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Figure 3.9  La forme de la fondation est dérite par deux fontions ℓ
g
et ℓ
d
Reonstrution des aratéristiques v
p
et v
s
Les fontions R
B
et R
T
à valeur dans {0; 1} dérivent l'appartenane de haque point de la
zone d'intérêt à l'une ou l'autre des régions Ω
T
et Ω
B
(voir équations (3.4) et (3.5), page 69).
Ces deux fontions peuvent être onstruites à partir des fontions ℓ
g
et ℓ
d
en utilisant la fontion
de Heaviside H :
R
B
(x,y) =
{
H(x− ℓ
ref
+ ℓ
g
(y))(1 −H(x− ℓ
ref
− ℓ
d
(y))) si y ≤ P
0 si y > P
(3.18)
R
T
(x,y) = 1−R
B
(x,y) (3.19)
où ℓ
ref
désigne l'absisse de l'axe de référene.
R
B
et R
T
sont utilisées pour reonstruire la distribution spatiale des aratéristiques v
p
et
v
s
à partir des estimations préalables des aratéristques de la terre (v˜
T
p
et v˜
T
s
) et du béton (v˜
B
p
et v˜
B
s
) (voir équations (3.6) et (3.7), page 69).
Passage au as disret
L'algorithme de résolution du problème diret passe par une desription disrétisée des a-
ratéristiques du milieu : la vitesse des ondes P et des ondes S doit être dénie en haque point
d'un maillage retangulaire. La méthode que nous proposons doit s'adapter à e shéma de
disrétisation.
Le ontour de la région Béton sera don dérit à l'aide de deux veteurs l
g
et l
d
qui orres-
pondent à une version éhantillonnée des fontions ℓ
g
et ℓ
d
. Leur longueur, que nous noterons
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Nl, est égale au nombre de lignes horizontales du maillage qui reouvrent partiellement la région
Béton. Chaune de leurs omposantes indique la distane entre le ontour de la région Béton et
l'axe vertial de référene pour une ligne horizontale du maillage. Cette distane est exprimée
en nombre de pixels.
R
B
et R
T
sont deux veteurs de longueur NZxN
Z
y où N
Z
x et N
Z
y sont les dimensions de la
zone d'intérêt en nombre de points du maillage. Ils dérivent l'appartenane de haque point du
maillage à l'une ou l'autre des régions et se dénissent à partir des veteurs l
g
et l
d
en suivant le
même raisonnement que pour le as ontinu. En supposant que la zone d'intérêt est parourue
ligne par ligne, du haut vers le bas, nous avons pour haque omposante :
[R
B
]m =
Nl∑
n=1
H(m−N
ref
− nNZx + [lg]n)(1−H(m−Nref − nNZx − [ld]n)) (3.20)
[R
T
]m = 1− [RB]m (3.21)
où N
ref
indique la position de l'axe vertial de référene en nombre de pixels (N
ref
= ℓ
ref
/∆x).
Cette version disrétisée de la segmentation de la zone d'intérêt est utilisée pour revenir aux
variables χ
p
et χ
s
:
χ
p
= χ˜B
p
⊙R
B
(l
g
,l
d
) + χ˜T
p
⊙R
T
(l
g
,l
d
) + ε
p
(3.22)
χ
s
= χ˜B
s
⊙R
B
(l
g
,l
d
) + χ˜T
s
⊙R
T
(l
g
,l
d
) + ε
s
(3.23)
où χ˜T
p
, χ˜T
s
, χ˜B
p
et χ˜B
s
orrespondent aux estimations préalables des aratéristiques de la terre
et du béton en tenant ompte du hangement de variables logarithmique.
Une erreur sur es estimations préalables est possible. Pour permettre à l'algorithme d'in-
version de onverger vers les distributions exates des aratéristiques de haque région malgré
es erreurs d'estimations, les veteurs ε
p
et ε
s
sont introduits. Ils orrespondent à des variations
par rapport aux estimations préalables.
L'algorithme de reonstrution onsiste don à optimiser à la fois les variables desriptives
l
g
et l
d
et les variations par rapport aux estimations préalables ε
p
et ε
s
.
3.4.2 Algorithme d'optimisation
Cette setion est onsarée à l'algorithme d'optimisation utilisé. Nous ommençons par dé-
tailler l'expression du ritère et sa régularisation. Nous abordons ensuite la minimisation du
ritère et plus partiulièrement l'approximation utilisée pour rendre le ritère dérivable, la prise
en ompte des ontraintes sur la géométrie de la fondation et l'introdution d'un oeient de
mise à l'éhelle pour l'optimisation onjointe des variables.
Critère minimisé
Comme dans le hapitre préédent, nous résolvons le problème inverse en minimisant un
ritère des moindres arrés pénalisé. Celui-i s'exprime maintenant en fontion des variables qui
dérivent le ontour de la région Béton (l
g
et l
d
) et des variations par rapport aux estimations
préalables (ε
p
et ε
s
) :
C(l
g
,l
d
,ε
p
,ε
s
) = C
AD
(l
g
,l
d
,ε
p
,ε
s
) + φ(ε
p
,ε
s
) (3.24)
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• C
AD
orrespond au terme d'adéquation aux données. Il s'agit de la somme sur toutes les
pulsations ω et toutes les positions de la soure k des normes des éarts entre données
observées et données alulées :
C
AD
(l
g
,l
d
,ε
p
,ε
s
) =
∑
ω
∑
k
‖yω,k − gω,k(lg,ld,εp,εs)‖2 (3.25)
sahant que :
gω,k(lg,ld,εp,εs) = g
0
ω,k −B0ω
(
A0ω,Z +X
)−1
XV 10ω,k (3.26)
et :
X = HpDiag
{
(h−1(χ
p
)− v2
p,0)⊙ ρ0
}
Gp +
3∑
i=1
HsiDiag
{
(h−1(χ
s
)− v2
s,0)⊙ ρ0
}
Gsi
(3.27)
où h traduit l'introdution du hangement de variables logarithmique (f. setion 2.4.4,
page 53). L'expression de χ
p
et de χ
s
en fontion de l
g
, l
d
, ε
p
et ε
s
s'obtient à partir des
équations (3.20) à (3.23).
• φ est le terme de régularisation du ritère. Dans le hapitre préédent, nous utilisions
une régularisation markovienne. La fontion de pénalisation du ritère avait été hoisie de
manière à favoriser la reonstrution de régions homogènes tout en préservant les fortes
disontinuités.
La notion de disontinuité entre les régions est maintenant prise en ompte grâe à la
segmentation et une régularisation markovienne au sein de haque région ne serait pas
forément pertinente ar la région Terre n'est en général pas homogène. Nous préférons
nous limiter à une pénalisation quadratique de l'amplitude des variations par rapport aux
estimations préalables :
φ(ε
p
,ε
s
) = γ
(‖ε
p
‖2 + ‖ε
s
‖2) (3.28)
Le oeient γ est un oeient de pondération. Sa valeur est réglée selon la onane
aordée aux estimations préalables : plus γ est grand, plus elles sont jugées pertinentes.
• A l'utilisation de la fontion de pénalisation φ s'ajoute une autre forme de régularisation
du ritère. Il s'agit des ontraintes portant sur les omposantes des variables l
g
et l
d
. Elles
permettent de tenir ompte :
 des informations provenant du sondage au piquet. En reprenant les notations de la gure
3.2 page 66, ela se traduit par :
{
[l
d
]m < Dsp pour m < M
[l
d
]M > Dsp
(3.29)
où M est la profondeur de la pointe de la tige mesurée en nombre de points du maillage
(M = ⌈P
sp
/∆y⌉).
 de la ontrainte d'élargissement de la fondation en fontion de la profondeur. Cela se
traduit par : {
[l
g
]1 ≥ ℓ0
g
et [l
d
]1 ≥ ℓ0
d
[l
g
]m ≥ [lg]m−1 et [ld]m ≥ [ld]m−1 pour m > 1
(3.30)
où ℓ0
g
et ℓ0
d
sont mesurées à la base de la partie émergente de la fondation.
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Minimisation du ritère
Prise en ompte des ontraintes sur la géométrie de la fondation
L'algorithme L-BFGS-B permet d'imposer des ontraintes d'inégalité aux variables optimi-
sées à ondition que es ontraintes soient indépendantes (elles ne doivent pas lier plusieurs
variables entre elles). Il n'y a pas de diulté pour les informations provenant du sondage au
piquet (équation (3.29)).
Pour prendre en ompte la ontrainte d'élargissement de la fondation (équation 3.30), il
faut dérire la forme de la région Béton à l'aide d'autres variables que nous notons dl
g
et
dl
d
. Chaune de leurs omposantes orrespond à une variation de longueur entre deux lignes
horizontales suessives du maillage :{
[dl
g
]1 = [lg]1 − ℓ0
g
et [dl
d
]1 = [ld]1 − ℓ0
d
[dl
g
]m = [lg]m − [lg]m−1 et [dld]m = [ld]m − [ld]m−1 pour m > 1
(3.31)
où ℓ0
g
et ℓ0
d
sont mesurées à la base de la partie émergente de la fondation. La ontrainte d'élargis-
sement de la fondation se traduit alors par des ontraintes de positivité sur haque omposante
des veteurs dl
g
et dl
d
.
Ces variables peuvent également être utilisées pour prendre en ompte à la fois la ontrainte
d'élargissement et les informations issues du sondage au piquet. Dans e as, les ontraintes
(3.29) s'érivent : {
ℓ0
d
+
∑m
o=1[dld]o < Dsp pour m < M
ℓ0
d
+
∑M
o=1[dld]o > Dsp
(3.32)
Ces ontraintes ne sont pas indépendantes. Une méthode de points intérieurs ou plus simplement
l'ajout d'une fontion barrière inverse ou logarithmique dans l'expression du ritère minimisé
[Bertsekas, 1999, hap. 4℄ sont des tehniques envisageables pour en tenir ompte.
Dérivabilité du ritère
Pour pouvoir utiliser l'algorithme L-BFGS-B, le ritère (3.24) doit être dérivable en tout
point. Or l'expression de χ
p
et χ
s
en fontion des variables desriptives l
g
et l
d
fait intervenir
la fontion de Heaviside qui n'est pas ontinue en zéro. Pour se ramener à une fontion ontinue
et dérivable, nous utilisons une version approhée de la fontion de Heaviside omme ela est
ouramment eetué ave la méthode des level-sets :
Hα(x) =


1
2
(
1 + x
α
+ 1
π
sin(πx
α
)
)
si |x| ≤ α
1 si x > α
0 si x < −α
(3.33)
où le oeient α règle la doueur de la transition. Nous hoisissons α égal au pas de disréti-
sation omme ela est préonisé dans [Sussman et al., 1994℄ et dans [Zhao et al., 1996℄.
Optimisation des variables de façon onjointe
Diérentes variables doivent être optimisées : d'une part, les variables l
g
et l
d
(ou dl
g
et
dl
d
) qui dérivent la forme de la fondation et ε
p
et ε
s
qui déterminent les aratéristiques de
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haque région. De manière générale, il existe deux shémas d'optimisation possibles : en traitant
les variables  par blos  ou de façon simultanée. Les méthodes d'optimisation  par blos 
onsistent à diviser l'ensemble des variables en plusieurs sous-ensembles et à mettre à jour de
façon suessive haque sous-ensemble, les autres étant xés. Ces méthodes s'avèrent souvent
lentes en raison du grand nombre d'itérations néessaire pour arriver à onvergene [Press et al.,
1992, hap. 10℄. Les méthodes d'optimisation simultanée onsistent quant à elles à optimiser
l'ensemble des variables onjointement, e qui est suseptible de réduire le nombre d'itérations
et ainsi d'aélérer la onvergene. Dans notre étude, nous avons opté pour une optimisation
onjointe des variables l
g
, l
d
, ε
p
et ε
s
.
Se pose alors le problème de l'unité des diérentes variables, 'est-à-dire de la mise à l'éhelle
de ertaines variables par rapport à d'autres. En eet, nous sommes en présene de deux en-
sembles de variables assoiés à deux grandeurs diérentes : l
g
et l
d
orrespondent à des longueurs
mesurées en nombre de points du maillage et ε
p
et ε
s
orrespondent à des vitesses de propagation.
Sans mise à l'éhelle des variables, le ritère risque d'être mal onditionné, e qui entraînerait un
ralentissement de la onvergene de l'algorithme. La tehnique proposée ii onsiste à introduire
un oeient de mise à l'éhelle des variables l
g
et l
d
. Une desription détaillée du raisonnement
suivi et des oûts de alul assoiés à haque étape est donnée dans l'annexe B.
Un problème similaire a été abordé dans la thèse de Paul-André Barrière où la méthode
Contrast Soure Inversion est utilisée [Barrière, 2008℄. Comme nous l'avons expliqué dans la
setion 2.2.1, page 36, ette méthode onsiste à optimiser deux ensembles de variables orres-
pondant à des grandeurs diérentes : en reprenant les notations de la setion 2.2.1, il s'agit
des variables d'intérêt v
2
p
et v
2
s
d'une part et des variables auxiliaires wω,k d'autre part. Un
préonditionneur est utilisé pour s'aranhir du problème de mise à l'éhelle. Il s'agit plus par-
tiulièrement d'un préonditionneur de Jaobi qui est onsitué des éléments diagonaux de la
matrie hessienne du ritère minimisé [Barrett et al., 1994℄.
De manière générale, si l'ensemble des variables optimisées est regroupé dans la variable θ, un
préonditionnement onsiste à eetuer un hangement de variables linéaire et à travailler ave
la variable θ′ = Pθ. La matrie P est hoisie de sorte que la matrie de préonditionnement P†P
soit une approximation symétrique dénie positive de la matrie hessienne en θ. Cela permet
d'améliorer le onditionnement du ritère et ainsi de réduire le nombre d'itérations néessaires
pour arriver à onvergene. Néanmoins, l'utilisation du préonditionnement n'est pertinente que
lorsque le oût de alul global est diminué. Il faut don prendre en onsidération le temps
onsaré au alul de la matrie de préonditionnement P et à son utilisation (hangements de
variables).
Dans notre as, le ritère minimisé ne possède pas de garantie de onvexité. Nous ne sommes
don pas assurés que la matrie hessienne soit dénie positive, e qui nous empêhe d'utiliser
un préonditionneur onstruit à partir de la diagonale de la matrie hessienne. Une alternative
onsiste à utiliser une version approhée de ette matrie, en ne onservant de son expression que
le terme faisant intervenir les matries jaobiennes, omme dans la méthode de minimisation de
Gauss-Newton (voir setion 2.2.2, page 39). Dans e as, haque oeient diagonal de la matrie
de préonditionnement est égal à la norme eulidienne d'une olonne de la matrie jaobienne

:
[P]
2
l,l =
∑
ω
∑
k
∥∥∥[Jω,k(θ)].,l∥∥∥2
[P]2l,m = 0 si l 6= m
(3.34)
De ette façon, la matrie de préonditionnement est néessairement positive.
. [M]
.,l
est un veteur égal à la olonne l de la matrie M.
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Cependant, ette matrie est oûteuse à aluler : si l'on note Nω le nombre de pulsations et
Nk le nombre de positions de la soure, haque oeient diagonal fait l'objet de la résolution de
NωNk systèmes linéaires (voir équation (B.22) de l'annexe B, page 130). Si l'on désigne par Nl
(resp. NZx N
Z
y ) la longueur des veteurs lg et ld (resp. εp et εs), il y a don 2NωNk(Nl+N
Z
x N
Z
y )
systèmes linéaires à résoudre au total. Dans e as, ette matrie ne peut pas être utilisée en tant
que préonditionneur dans notre algorithme. Nous proposons une démarhe moins oûteuse.
Notre objetif initial onsiste à mettre à l'éhelle ertaines variables par rapport à d'autres.
Nous introduisons un oeient β réel positif qui permet d'agir sur les variables desriptives l
g
et l
d
(ou dl
g
et dl
d
). Cela revient à manipuler les variables desriptives l
′
g
et l
′
d
telles que :
l
′
g
= βl
g
et l
′
d
= βl
d
(3.35)
Par exemple, pour β = 0,1, les omposantes de l ′
g
et l
′
d
s'expriment en  dixièmes de pixels ,
pour β = 10, en  dizaines de pixels , et.
La valeur de β peut être estimée à partir de la matrie de préonditionnement introduite à
l'équation (3.34), en alulant le rapport entre la moyenne des oeients diagonaux assoiés
aux variables l
g
et l
d
et la moyenne des oeients diagonaux assoiés aux variables ε
p
et ε
s
:
β2 =
NZx N
Z
y
∑
ω
∑
k
∑
l
∥∥∥ [Jlg,ldω,k (lg, ld, εp, εs)]
.,l
∥∥∥2
Nl
∑
ω
∑
k
∑
m
∥∥∥ [Jεp,εsω,k (lg, ld, εp, εs)]
.,m
∥∥∥2 (3.36)
où J
l
g
,l
d
ω,k (resp. J
ε
p
,ε
s
ω,k ) est la matrie jaobienne de la fontion gω,k dont on n'a onservé que les
olonnes assoiées aux variables l
g
et l
d
(resp. ε
p
et ε
s
).
Ce alul reste oûteux ar il néessite toujours la résolution de 2NωNk(Nl+N
Z
x N
Z
y ) systèmes
linéaires (voir équations (B.24) et (B.25) de l'annexe B, page 130). Cependant, il n'est pas
néessaire d'estimer la valeur optimale de β de façon préise ar e oeient est simplement
utilisé pour ompenser dans une ertaine mesure un mauvais onditionnement du ritère. Une
version approhée est proposée dans le but de réduire le oût de alul.
Les matries normales des systèmes intervenant dans l'équation (3.36) ne dépendent que
de la pulsation ω (il s'agit plus préisément des matries d'impédane, voir setion 1.4.3, page
20). Nous avons don opté pour une version approhée de l'équation (3.36) qui s'obtient en
transférant les sommes sur les olonnes de la matrie jaobienne à l'intérieur de la norme. Cela
permet de mettre en fateur les matries normales et ainsi de réduire le oût de alul :
β2 =
NZx N
Z
y
∑
ω
∑
k
∥∥∥∑l [Jlg,ldω,k (lg, ld, εp, εs)]
.,l
∥∥∥2
Nl
∑
ω
∑
k
∥∥∥∑m [Jεp,εsω,k (lg, ld, εp, εs)]
.,m
∥∥∥2 (3.37)
Ainsi, au lieu de 2NωNk(Nl +N
Z
x N
Z
y ) systèmes linéaires, nous nous ramenons à un total de
2NωNk systèmes linéaires (voir équations (B.27) et (B.28) de l'annexe B, page 131), e qui allège
signiativement le oût de alul. Le prinipal avantage de ette démarhe est qu'elle permet
d'éviter à l'utilisateur le réglage empirique de β. Des essais eetués sur données simulées ont
montré qu'une mise à jour de β au moment de l'introdution d'une fréquene supplémentaire
était susante. Une mise à jour plus fréquente n'entraînait pas une rédution signiative du
temps de alul.
Cette démarhe de réglage a été proposée réemment. Parmi les résultats présentés dans e
manusrit, elle n'a été utilisée que dans la setion 4.4, page 107 qui porte sur une extension
de la méthode par segmentation. Pour les autres résultats présentés par la suite, la valeur du
oeient β a été réglée de façon empirique, la valeur β = 10 a été retenue.
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3.5 Résultats sur données simulées
3.5.1 Préisions sur les tests eetués
L'ensemble des résultats de reonstrution que nous présentons dans e hapitre ont été
obtenus sur le milieu ave heminée et surfae libre (voir setion 1.6.2, page 29). Dans auun as
nous n'avons tenu ompte d'informations qui auraient été obtenues par sondage au piquet.
Comme dans le deuxième hapitre, le ritère d'arrêt de l'algorithme se base sur la varia-
tion des aratéristiques au fur et à mesure des itérations. Nous avons préféré tenir ompte du
hangement de variables logarithmique. La variation est don alulée sur les variables χ
p
et χ
s
d'une itération à l'autre. A l'itération n, elle est alulée de la façon suivante :
∆n =
‖χ
pn
−χ
pn−1‖2 + ‖χsn − χsn−1‖2
2NZxN
Z
y
(3.38)
L'algorithme s'arrête lorsque ∆n est inférieur à un seuil η pendant 10 itérations suessives. Cela
permet de ltrer les valeurs exessivement petites de ∆n qui mettraient n à l'algorithme de
manière intempestive si l'on seuillait sur une seule itération.
Remarque : Un tel hangement du ritère d'arrêt n'aurait pas eu d'inidene sur les onlu-
sions du hapitre préédent. Il s'agissait avant tout de omparer les performanes de diérentes
variantes de la méthode d'inversion par régularisation markovienne (sans ou ave introdution
progressive des données, sans ou ave hangement de variables) pour un même ritère d'arrêt.
Nous avons initialisé l'algorithme de la façon suivante :
 La heminée de la fondation est prolongée jusqu'à la profondeur estimée (voir gure 3.10).
Cela orrespond au as où [l
g
]m = ℓ
0
g
et [l
d
]m = ℓ
0
g
pour m = 1, . . . ,Nl ou, de façon
équivalente, [dl
g
]m = 0 et [dld]m = 0 pour m = 1, . . . ,Nl.
 Les aratéristiques de haque région sont égales aux valeurs estimées (toutes les ompo-
santes de ε
p
et ε
s
sont nulles).
Dans ertains as, nous montrons également les résultats obtenus pour une initialisation à la
solution parfaite. Les variables desriptives l
g
et l
d
(ou dl
g
et dl
d
) sont initialisées de sorte que
la région Béton prenne la forme exate de la fondation et les valeurs initiales des omposantes
de ε
p
et ε
s
sont telles que l'on retrouve les aratéristiques exates du sous-sol.
L'idée est à nouveau de onsidérer deux situations extrêmes. Dans le premier as, nous nous
limitons aux a priori ités dans la setion 3.2. Dans le deuxième as, un maximum d'a priori
est introduit pour initialiser l'algorithme.
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Figure 3.10  Prolongation de la heminée jusqu'à la profondeur totale de la fondation
Les diérents oeients qui interviennent dans l'algorithme d'inversion ont été réglés de
façon empirique. Il s'agit :
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 de l'hyperparamètre γ qui intervient dans le terme de régularisation φ. Les valeurs testées
ont été dénies d'après les ordres de grandeur du terme d'adéquation aux données C
AD
et
du terme de régularisation φ lors des premières itérations pour les deux initialisations, de
sorte que l'un de es deux termes ne soit pas négligeable devant l'autre.
 du oeient β qui dénit l'unité des variables desriptives. Il n'agit pas sur le ritère
mais uniquement sur la vitesse de onvergene de l'algorithme. Les premiers tests ont
montré qu'une valeur supérieure à 1 aboutissait à des temps de alul raisonnables. Pour
les résultats présentés ii, nous avons retenu la valeur β = 10.
 du seuil η qui intervient dans le ritère d'arrêt. Il a été réglé de sorte que pour les deux
initialisations, l'algorithme onverge vers des valeurs du ritère très prohes en un temps
raisonnable.
 du nombre d'itérations suessives au ours desquelles la grandeur ∆n (f. équation (3.38))
doit être inférieure au seuil η pour que l'algorithme s'arrête. Pour tous les tests eetués,
e nombre d'itérations a été xé à 10.
3.5.2 Résultats obtenus sur le milieu ave heminée et surfae libre
Ave prise en ompte de la ontrainte d'élargissement
Nous présentons tout d'abord les résultats obtenus lorsque l'hypothèse d'élargissement de la
fondation est prise en ompte. L'hyperparamètre γ est égal à 10−10, le oeient β à 10 et le
seuil η qui intervient dans le ritère d'arrêt a été xé à 10−8. Les résultats sont présentés sur la
gure 3.11. Nous montrons les artes des aratéristiques v
p
et v
s
ainsi que l'évolution temporelle
du ritère pour les deux initialisations de l'algorithme.
Nous remarquons que les résultats sont nettement plus satisfaisants que eux obtenus sur
le même milieu ave la méthode d'inversion par régularisation markovienne (voir gure 2.7,
page 58). Pour les deux initialisations, la géométrie reonstruite est très prohe de la solution
parfaite. De plus, le temps de alul est réduit de moitié (l'algorithme onverge maintenant en
90 minutes environ pour les deux initialisations).
On note néanmoins que sur la partie gauhe de la fondation, les reonstrutions ne sont pas
tout à fait identiques : pour l'initialisation à la solution parfaite, on retrouve bien la géométrie
reherhée alors qu'un léger déalage est visible lorsque l'on initialise en prolongeant la heminée.
Cela s'explique à nouveau par le aratère mal posé du problème.
Plus partiulièrement, dans l'algorithme proposé, les variables dl
g
et dl
d
sont régularisées
par l'ajout de ontraintes. Lorsque es ontraintes sont respetées, seul le terme d'adéquation aux
données du ritère détermine les valeurs optimales de es variables. Les données assoiées aux
plus hautes fréquenes sont ensées aner la reonstrution. Or il s'agit également des données
les plus bruitées : sur l'ensemble des fréquenes, le rapport signal à bruit est égal à 30 dB mais
pour les plus hautes fréquenes, l'amplitude du signal est faible (voir le spetre du signal soure
à la gure 1.7, page 29) e qui aroît leur rapport signal à bruit.
De plus, les fréquenes ont été séletionnées an d'atteindre une résolution déimétrique
(voir setion 1.2.3, page 9). Sur la onguration onsidérée ii, nous arrivons à ette limite de
résolution.
Remarque : Pour ompenser e problème, une solution simple onsisterait à ajouter un
terme de pénalisation au ritère portant sur les variables desriptives. Nous pourrions par
exemple pénaliser les variations de longueur d'une ligne à l'autre du maillage de manière à
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(b) Initialisation en prolongeant la heminée  Cartes des aratéristiques
(à gau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(d) Initialisation à la solution parfaite  Cartes des aratéristiques (à
gauhe : v
p
, à droite : v
s
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(e) Evolution temporelle du ritère
Figure 3.11  Résultats obtenus sur le milieu ave heminée et surfae libre en prenant en ompte
la ontrainte d'élargissement de la fondation
favoriser la reonstrution d'un ontour polygonal. Cependant, ette forme de régularisation ris-
querait de masquer des irrégularités de la forme de ertaines fondations et ela néessiterait le
réglage d'hyperparamètres supplémentaires.
Nous avons testé la sensibilité de l'algorithme vis-à-vis de la valeur de l'hyperparamètre de
pondération γ. Les résultats sont présentés dans l'annexe C. Ils montrent que sur une même
onguration, les résultats de reonstrution varient relativement peu. Il semble également envi-
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sageable de onserver la même valeur pour diérentes ongurations. Dans la suite de e hapitre
ainsi que dans le hapitre suivant, nous onserverons la valeur utilisée ii (γ = 10−10).
Sans prise en ompte de la ontrainte d'élargissement
Nous nous plaçons maintenant dans le as où l'hypothèse d'élargissement n'est plus prise en
ompte. Les ontraintes de positivité sur les variables desriptives sont relâhées. Nous avons
onservé le même réglage de l'hyperparamètre γ et des oeients β et η. Les résultats sont
présentés sur la gure 3.12. Nous montrons les artes des aratéristiques v
p
et v
s
ainsi que
l'évolution temporelle du ritère pour les deux initialisations de l'algorithme.
Le ritère étant moins régularisé que préédemment, nous aboutissons naturellement à des
résultats moins satisfaisants. Nous remarquons en partiulier que le ontour de la région Béton
est moins régulier qu'auparavant, e qui s'explique à nouveau par le aratère mal posé du
problème.
Néanmoins, pour les deux initialisations, l'algorithme onverge vers des artes similaires et
relativement prohes de la solution exate. On note en partiulier que pour les deux initialisa-
tions, la base de la fondation est plutt bien reonstruite. Les valeurs nales du ritère sont très
prohes et le temps de alul est raisonnable.
Dans la suite de e hapitre, on se plae dans le as où l'hypothèse d'élargissement de la
fondation est prise en ompte.
3.5.3 Robustesse par rapport à des erreurs sur les estimations préalables
Les estimations préalables de la profondeur de la fondation et des aratéristiques de la
terre peuvent être erronées (dans les deux as, on onsidère que l'erreur d'estimation maximale
est de 10 %). Nous avons eetué des tests sur données simulées en prenant en ompte une
erreur éventuelle sur haune de es estimations an d'évaluer la robustesse de l'algorithme de
reonstrution.
Robustesse par rapport à l'estimation de la profondeur
La profondeur exate de la fondation est de 48 m. Nous avons onsidéré les as où son
estimation variait entre 42 m à 54 m par pas de 2 m (e qui orrespond à la résolution
spatiale du maillage). Cela orrespond à une erreur d'estimation maximale d'environ 12 %.
Dans tous les as, nous avons initialisé l'algorithme en prolongeant la heminée jusqu'à
la profondeur estimée. Nous avons onservé les mêmes réglages que dans les deux situations
préédentes (γ = 10−10, β = 10, η = 10−8). Les résultats sont présentés sur la gure 3.13. Pour
haque reonstrution, nous ahons la segmentation nale de la zone d'intérêt ainsi que la
valeur nale du terme d'adéquation aux données.
Les résultats montrent que l'algorithme est sensible à l'estimation de la profondeur de la
fondation. Lorsque l'erreur d'estimation augmente, les résultats de reonstrution se dégradent.
Plus partiulièrement, une erreur sur l'estimation de la profondeur de la fondation semble être
ompensée par une mauvaise estimation de la largeur de la semelle (lorsque la profondeur est
sous-estimée, la largeur de la semelle est surestimée et inversement).
Une erreur d'estimation de la profondeur de la fondation a également un impat sur la
valeur nale du terme d'adéquation aux données : plus l'erreur d'estimation est importante,
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Figure 3.12  Résultats obtenus sur le milieu ave heminée et surfae libre sans prendre en
ompte la ontrainte d'élargissement de la fondation
plus la valeur nale de C
AD
est élevée. Cette valeur pourrait don nous servir d'indiateur pour
retrouver la profondeur exate de la fondation.
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Figure 3.13  Evolution de la segmentation nale et de la valeur nale du terme d'adéquation
aux données en fontion de l'estimation de la profondeur de la fondation
Robustesse par rapport à l'estimation préalable des aratéristiques de la terre et
du béton
Nous nous sommes plaés dans le as où les aratéristiques de la terre étaient sous-estimées
ave une erreur de 10 %. Au lieu de v˜
T
p
= 300 m/s et v˜T
s
= 150 m/s, nous avons v˜T
p
= 270 m/s et
v˜
T
s
= 135 m/s. Nous montrons qu'il est néessaire de ne pas se restreindre à une zone d'intérêt
pour que l'algorithme onverge vers des résultats intéressants malgré ette erreur d'estimation.
Sur la gure 3.14, nous présentons les segmentations nales de la zone d'intérêt pour l'ini-
tialisation ave prolongation de la heminée et pour l'initialisation à la solution parfaite. Nous
avons onservé les mêmes réglages que préédemment (γ = 10−10, β = 10, η = 10−8). Les
résultats montrent que dans les deux as, la segmentation nale de la zone d'intérêt est très
éloignée de la solution reherhée. L'algorithme semble don peu robuste vis-à-vis d'une erreur
sur l'estimation préalable des aratéristiques de la terre.
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Figure 3.14  Résultats obtenus sur le milieu ave heminée et surfae libre ave restrition à une
zone d'intérêt. On se plae dans le as où les aratéristiques de la terre ont été sous-estimées
ave une erreur de 10 %.
Dans l'algorithme d'inversion proposé, l'estimation préalable des aratéristiques de la terre
intervient à plusieurs niveaux :
1. Nous nous sommes restreints à une zone d'intérêt loalisée autour de la fondation pour
réduire le nombre d'inonnues du problème. En dehors de la zone d'intérêt, les aratéris-
tiques v
p
et v
s
doivent être dénies par l'utilisateur et on utilise pour ela les estimations
eetuées au préalable.
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2. La méthode d'inversion se base sur une segmentation de la zone d'intérêt en une région
Terre et une région Béton. Les estimations préalables sont utilisées pour dénir les ara-
téristiques de es deux régions (nous les avons notées χ˜B
p
, χ˜T
p
, χ˜B
s
et χ˜T
s
).
3. Elles sont utilisées pour initialiser l'algorithme.
A l'intérieur de la zone d'intérêt, nous avons introduit les variables ε
p
et ε
s
qui orrespondent
à des variations par rapport aux estimations préalables des aratéristiques de la terre et du
béton. Cela permet de orriger une éventuelle erreur d'estimation.
En revanhe, l'algorithme ne permet pas de orriger une erreur sur les estimations préalables
à l'extérieur de la zone d'intérêt. Nous proposons don de ne pas nous restreindre à une zone
d'intérêt an de permettre à l'algorithme de orriger les erreurs d'estimation dans tout le milieu.
Un point partiulier onerne l'inversion des aratéristiques dans la zone PML (voir setion
1.4, page 16). Pour qu'elles onservent leur apaité à atténuer les ondes, leurs aratéristiques
doivent être invariantes suivant l'axe horizontal à gauhe et à droite et suivant l'axe vertial en
bas. Pour tenir ompte de ette ontrainte, nous avons hoisi d'exprimer les aratéristiques de
la zone PML en fontion des aratéristiques du domaine intérieur. Il s'agit plus partiulièrement
d'étendre les aratéristiques du ontour intérieur à toute la zone PML, omme indiqué sur la
gure 3.15.
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Figure 3.15  Mise à jour des aratéristiques de la zone PML (gris foné) en fontion des
aratéristiques des points du domaine intérieur (gris lair)
Les résultats obtenus sans restrition à une zone d'intérêt sont présentés sur la gure 3.16.
Les valeurs de l'hyperparamètre γ, du oeient β et du seuil intervenant dans le ritère d'arrêt
η sont restées identiques (10−10, 10 et 10−8 respetivement). Nous ahons les résultats obtenus
pour l'initialisation ave prolongation de la heminée jusqu'à la profondeur estimée et pour
l'initialisation à la solution parfaite.
Les résultats sont plus satisfaisants qu'ave restrition à une zone d'intérêt. La segmentation
du milieu est prohe de la solution reherhée. De plus, l'algorithme onverge vers des artes
similaires et vers des valeurs de ritère très prohes pour les deux initialisations.
Notons que le temps de alul a augmenté par rapport aux résultats présentés dans la setion
3.5.2. Cette augmentation du temps de alul est prinipalement due à une augmentation du oût
par itération, elle-même due à la plus grande taille du problème (nous sommes passés d'environ
2200 à environ 5900 inonnues).
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Bilan des résultats
La méthode proposée dans e hapitre a onduit à une nette amélioration des résultats
de reonstrution par rapport au hapitre préédent. En eet, la prise en ompte d'a priori
plus pertinents permet de mieux ontraindre l'algorithme d'optimisation, e qui entraîne une
amélioration de ses performanes. Elle permet également de tenir ompte d'éventuelles erreurs
sur l'estimation préalable de la profondeur de la fondation et des aratéristiques de la terre.
Néanmoins, ette méthode ne permet pas enore de traiter des données réelles. En partiulier,
nous avons supposé que le signal soure était parfaitement onnu pour résoudre le problème
inverse, e qui n'est pas forément le as en réalité. De plus, d'autres grandeurs doivent être
optimisées en plus des aratéristiques v
p
et v
s
. Nous abordons es diérents points dans le
hapitre suivant.
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Figure 3.16  Résultats obtenus sur le milieu ave heminée et surfae libre sans se restreindre
à une zone d'intérêt. Les aratéristiques de la terre ont été sous-estimées ave une erreur de
10 %.
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Chapitre 4
Extensions de la méthode de
reonstrution ave segmentation
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4.1 Introdution
Dans le hapitre préédent, une méthode de reonstrution tomographique basée sur une
segmentation du milieu sondé a été proposée. Elle s'est avérée performante sur des données
synthétiques. Elle permet également de tenir ompte d'une éventuelle erreur d'estimation sur la
profondeur de la fondation ou sur les aratéristiques v
p
et v
s
des régions Terre et Béton. Dans
e hapitre, trois extensions de ette méthode néessaires au traitement de données réelles sont
présentées.
Comme suggéré par les partenaires du projet de l'ISTerre (réunion sientique des 24 et
25 juin 2010), il est préférable d'estimer la signature de la soure au ours de la résolution du
problème inverse ar elle-i ne peut pas être déterminée de façon exate a priori. L'approhe
proposée dans [Pratt, 1999℄ permet de se ramener à un ritère dépendant uniquement des in-
onnues initiales du problème. Dans la setion 4.2, nous appliquons ette tehnique à notre
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algorithme d'inversion. Deux as sont étudiés : d'une part le as où la soure n'est pas répétable
(le signal d'exitation hange selon la position de la soure vibratoire) et d'autre part le as où
la soure est parfaitement répétable (le signal d'exitation est identique d'une position à l'autre
de la soure).
Les méthodes d'inversion proposées préédemment onsistent à reonstruire la distribution
spatiale des aratéristiques v
p
et v
s
. Or le milieu est également aratéristisé par la distribu-
tion spatiale de la masse volumique ρ. Dans la setion 4.3, la reonstrution de ette troisième
grandeur physique est introduite. L'algorithme s'appuie sur la segmentation du milieu et sur une
estimation préalable de la masse volumique du béton et de la terre de sorte qu'auune inonnue
supplémentaire n'est introduite. Cette méthode d'inversion a réemment été appliquée à une
onguration de taille réaliste.
Lors de sa propagation dans le sous-sol, un train d'ondes subit des phénomènes d'atténuation
qui sont prinipalement de deux types : l'atténuation géométrique (perte d'amplitude liée à
l'expansion du front d'onde) et l'atténuation intrinsèque (atténuation au sein des matériaux due
à la dissipation de l'énergie). Les phénomènes d'atténuation intrinsèque peuvent être pris en
ompte grâe à l'introdution d'un fateur de qualité Q. Comme suggéré par les partenaires du
projet de l'IFSTTAR et de la soiété TERRASEIS (réunion sientique des 1er et 2 février 2011),
il est préférable d'estimer la distribution spatiale de Q lors de la résolution du problème inverse
ar elle a un impat non négligeable sur les données et elle ne peut pas être déterminée a priori.
Ce point est abordé dans la setion 4.4. Nous proposons de dérire la distribution spatiale de Q
à l'aide d'un petit nombre de paramètres an de limiter le nombre d'inonnues supplémentaires.
Nous pouvons également mentionner le fait que ertains pré-traitements des données sont à
prévoir pour l'inversion de données réelles. En partiulier, le train d'ondes émis par la soure
vibratoire se propage dans un milieu à trois dimensions en réalité alors que dans le modèle utilisé,
on travaille sur un milieu à deux dimensions. Par onséquent, l'atténuation  géométrique  liée
à l'expansion du front d'onde n'est pas modélisée orretement. Pour se ramener à un modèle
d'atténuation en deux dimensions, un pré-traitement ouramment eetué onsiste à appliquer
une orretion en
√
t sur les signaux enregistrés [Bretaudeau, 2010, Chap. 3℄.
4.2 Inversion de la signature de la soure
4.2.1 Position du problème
Pour générer une onde sismique, une soure vibratoire est utilisée e qui permet à l'utilisateur
de dénir la signature temporelle du signal d'exitation. Cependant, omme ela a été évoqué
dans la setion 1.2.3, page 9, l'expériene montre qu'il y a généralement une diérene sensible
entre le signal généré par la soure vibratoire et le signal eetivement transmis dans le sous-sol.
Cela est dû à des phénomènes d'atténuation qui proviennent d'un mauvais ouplage entre la
soure sismique et le sol.
Cette étape de ontrle est eetuée à l'aide d'un  géophone pilote  plaé à proximité de la
soure. Néanmoins, ette mesure ne permet pas d'aéder diretement à la signature exate du
signal d'exitation. Le géophone pilote mesure une vitesse partiulaire qui résulte de l'exitation
du sous-sol par la soure. Une proédure d'estimation devrait alors être utilisée pour revenir au
signal d'exitation initial. De plus, ette mesure est bruitée et sujette à des phénomènes d'atté-
nuation propres au apteur e qui rendrait la proédure d'estimation omplexe. Par onséquent,
la signature de la soure ne peut pas être supposée onnue de façon exate.
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Dans l'algorithme d'inversion ave segmentation du milieu, que nous avons présenté dans
le troisième hapitre, le signal soure est supposé parfaitement onnu. Or et algorithme n'est
pas susamment robuste pour onverger vers des résultats satisfaisants malgré une erreur sur
l'estimation de la signature de la soure.
A titre d'exemple, nous présentons sur la gure 4.1 les résultats de segmentation obtenus
sur la onguration ave heminée et surfae libre lorsque l'amplitude du signal soure est sous-
estimée ave une erreur de 10 %. Hormis l'erreur sur l'amplitude de la soure, il s'agit de la
même situation que dans la setion 3.5.2, page 83 : la profondeur de la fondation ainsi que
les aratéristiques du milieu sont estimées de façon exate, l'hypothèse d'élargissement de la
fondation est prise en ompte et les oeients γ, β et η sont xés à 10−10, 10 et 10−8. Nous
remarquons une dégradation des résultats de reonstrution par rapport au as où le signal
soure est parfaitement onnu (voir gure 3.11, page 84). Il est don néessaire d'estimer la
signature de la soure lors de la résolution du problème inverse.
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Figure 4.1  Résultats obtenus sur le milieu ave heminée et surfae libre dans le as où l'am-
plitude du signal soure a été sous-estimée ave une erreur de 10 %.
Dans la setion 4.2.2, l'expression du ritère minimisé est modiée pour y intégrer un jeu
d'inonnues supplémentaire permettant d'estimer le signal d'exitation. Dans les setions 4.2.3
et 4.2.4, nous nous ramenons à un ritère dépendant uniquement des inonnues initiales du
problème en reprenant l'approhe proposée dans [Pratt, 1999℄. Deux situations sont onsidérées :
1. Dans la setion 4.2.3, la soure sismique est supposée non répétable. Autrement dit, les
phénomènes d'atténuation qui déforment le signal généré par la soure vibratoire varient
d'une position à l'autre de la soure.
2. Dans la setion 4.2.4, la soure sismique est supposée parfaitement répétable.
4.2.2 Introdution de variables supplémentaires
Soit s le signal soure exat. Supposons que s soit égal au produit de onvolution entre une
estimation du signal soure s˜ dénie par l'utilisateur et une fontion a :
s(t) = a(t) ∗ s˜(t) (4.1)
Dans le domaine fréquentiel, ette relation orrespond à une multipliation :
s(ω) = a(ω)s˜(ω) (4.2)
A priori, tout le spetre de a doit être estimé mais on ne onsidère qu'un nombre réduit de
fréquenes pour résoudre le problème inverse. Par exemple, pour les tests sur données simulées,
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10 fréquenes omprises entre 100 Hz et 500 Hz sont séletionnées (voir setion 1.6, page 27).
Seules les omposantes de a assoiées à es fréquenes doivent don être estimées.
Les équations de propagation utilisées pour résoudre les problèmes diret et inverse font
intervenir un hamp de fores volumiques. Dans la setion 1.4, page 16, après disrétisation des
équations de propagation érites dans le domaine fréquentiel, il est noté Fω,k où ω désigne la
pulsation et k la position de la soure. Le signal soure agit diretement sur ette grandeur.
Soit Fω,k et F˜ω,k les hamps de fores volumiques assoiés aux signaux s et s˜ respetivement.
Chaque omposante de Fω,k (resp. de F˜ω,k) est proportionnelle à s(ω) (resp. à s˜(ω)). Par
onséquent, Fω,k et F˜ω,k vérient la même relation de proportionnalité que s(ω) et s˜(ω) :
Fω,k = aω,kF˜ω,k (4.3)
Remarque : Nous nous plaçons ii dans le as général où la soure n'est pas supposée
répétable. C'est pourquoi les oeients de proportionnalité aω,k dépendent à la fois de la
pulsation ω et de la position de la soure k. Dans le as où la soure est supposée parfaitement
répétable, les oeients de proportionnalité ne dépendent que de la position ω.
L'algorithme de résolution du problème diret permet de aluler les mesures g˜ω,k et gω,k
assoiées aux hamps F˜ω,k et Fω,k respetivement pour une distribution des aratéristiques vp
et v
s
donnée. Cette relation est linéaire. En eet, à partir des équations de l'algorithme 1, page
23, les mesures gω,k peuvent s'érire :
gω,k = EgA
−1
ω Fω,k (4.4)
Par onséquent, la relation de proportionnalité (4.3) est également vériée pour les veteurs
g˜ω,k et gω,k :
gω,k = aω,kg˜ω,k (4.5)
Les oeients de proportionnalité aω,k n'agissent don que sur le terme d'adéquation aux
données du ritère C
AD
. Celui-i s'exprime maintenant en fontion des variables qui dénissent
les aratéristiques du milieu (l
g
, l
d
, ε
p
et ε
s
) et des oeients aω,k :
C
AD
(l
g
, l
d
, ε
p
, ε
s
, aω,k) =
∑
ω
∑
k
∥∥
yω,k − aω,kg˜ω,k(lg, ld, εp, εs)
∥∥2
(4.6)
4.2.3 Inversion dans le as où la soure n'est pas répétable
Expression du ritère
Pour simplier les éritures, nous nous plaçons dans le as où l'on travaille ave une seule
fréquene et une seule position de la soure. Les inonnues l
g
, l
d
, ε
p
et ε
s
sont regroupées dans
la variable θ et g(θ) désigne les données alulées à partir du signal soure estimé. Le terme
d'adéquation aux données du ritère s'érit alors de la façon suivante :
C
AD
(θ,a) = ‖y − ag(θ)‖2 (4.7)
Supposons que θ soit xe et que l'on s'intéresse uniquement aux variations de C
AD
en fontion
de a. Le ritère à minimiser est quadratique. Dans e as, la valeur optimale de a s'exprime de
façon analytique en fontion des autres inonnues θ :
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• L'expression de la dérivée du ritère par rapport à a est :
∂C
AD
∂a
= −2g(θ)†(y − ag(θ)) (4.8)
• La valeur de a qui annule la dérivée est :
a =
g(θ)†y
‖g(θ)‖2 (4.9)
• Cette expression est reportée dans l'équation (4.7) pour obtenir une expression de C
AD
dépendant uniquement de θ :
C
AD
(θ) =
∥∥∥∥y − g(θ)†y‖g(θ)‖2 g(θ)
∥∥∥∥
2
(4.10)
Expression du gradient
Le ritère s'érit :
C
AD
(θ) = ‖y − a(θ)g(θ)‖2 (4.11)
où l'expression de la fontion a est donnée à l'équation (4.9).
Le gradient de C
AD
est égal à :
∇C
AD
(θ) = −2ℜ
{
Jag (θ)
† (y − a(θ)g(θ))
}
(4.12)
Jag est la matrie jaobienne assoiée au produit des fontions a et g . Elle s'exprime en
fontion de J
g
qui est la matrie jaobienne de la fontion g (voir setion 2.3.2, page 46) :
Jag (θ) = a(θ)Jg (θ) + g(θ)∇a(θ)
t
(4.13)
Ce développement est intégré dans l'expression du gradient pour obtenir :
∇C
AD
(θ) = −2ℜ
{
a(θ)J
g
(θ)† (y − a(θ)g(θ)) +∇a(θ)g(θ)† (y − a(θ)g(θ))
}
(4.14)
Etant donné que a(θ) a été hoisi de manière à annuler la dérivée du ritère (f. équation
(4.8)), le gradient est égal à :
∇C
AD
(θ) = −2ℜ
{
a(θ)J
g
(θ)† (y − a(θ)g(θ))
}
(4.15)
Nous remarquons que pour prendre en ompte l'inversion de la signature de la soure, le
oût de alul supplémentaire est minime. En eet, pour le alul de a (équation (4.9)) et dans
les expressions du ritère (équation (4.10)) et du gradient (équation (4.15)), les aluls liés à
l'inversion de la soure orrespondent seulement à des produits salaires et à des multipliations
de matries ou de veteurs par des salaires.
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Figure 4.2  Résultats obtenus sur le milieu ave heminée et surfae libre ave inversion de la
signature de la soure. On se plae dans as où la soure n'est pas supposée répétable.
Résultats obtenus
Nous avons repris l'exemple de la setion 4.2.1 où l'amplitude du signal soure était sous-
estimée ave une erreur de 10 %. Hormis les hangements apportés aux expressions du ritère
et du gradient, nous avons onservé le même algorithme d'inversion. Les résultats obtenus pour
les deux initialisations de l'algorithme sont présentés sur la gure 4.2.
Nous remarquons une amélioration des résultats par rapport à eux que nous avons présentés
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Valeur Initialisation Initialisation
attendue heminée solution
Partie réelle 1/0,9 = 1,111 . . . 1,115 ± 0,035 1,115 ± 0,035
Partie imaginaire 0 0,003 ± 0,013 0,002 ± 0,015
Tableau 4.1  Estimation des oeients aω,k à l'issue de l'inversion dans le as où la soure n'est
pas supposée répétable. Les résultats sont indiqués sous la forme  moyenne ± éart-type .
à la gure 4.1. Les reonstrutions sont maintenant similaires à elles obtenues dans as où le
signal soure est parfaitement onnu (voir gure 3.11, page 84). Nous notons ependant une
augmentation du temps de alul (nous sommes passés d'environ 90 min à environ 120 min). Elle
n'est pas due à une augmentation du oût de alul par itération mais plutt à une augmentation
du nombre d'itérations eetuées.
Dans le tableau 4.1, nous indiquons les estimations des oeients aω,k à l'issue de l'inversion.
Elles ont été alulées à partir des valeurs nales des autres variables θ selon l'expression (4.9).
Nous donnons pour les deux initialisations les moyennes et les éarts-types alulés sur l'ensemble
des pulsations ω et des positions de la soure k en distinguant partie réelle et partie imaginaire.
Les résultats sont très prohes des valeurs attendues (les éarts sont probablement dus au bruit
sur les données).
4.2.4 Inversion dans le as où la soure est parfaitement répétable
La soure est maintenant supposée parfaitement répétable. Autrement dit, d'une position à
l'autre de la soure, un même signal généré par la soure vibratoire est supposé être déformé de
la même façon. Cette hypothèse permet de réduire le nombre d'inonnues supplémentaires : les
oeients de proportionnalité reherhés ne dépendent plus de la position de la soure. Ils sont
don notés aω.
Expression du ritère
Comme préédemment, les éritures sont simpliées en regroupant les inonnues l
g
, l
d
, ε
p
et
ε
s
dans la variable θ et en désignant les données alulées à partir du signal soure estimé par
gk(θ). Nous onsidérons que l'on travaille ave une seule fréquene. Le terme d'adéquation aux
données du ritère s'érit alors de la façon suivante :
C
AD
(θ,a) =
∑
k
‖yk − agk(θ)‖2 (4.16)
Le ritère étant quadratique en fontion de a à θ xé, l'expression de la valeur optimale de
a peut à nouveau s'érire en fontion des autres inonnues θ :
• L'expression de la dérivée du ritère par rapport à a est :
∂C
AD
∂a
= −2
∑
k
gk(θ)
†(yk − agk(θ)) (4.17)
• La valeur de a qui annule la dérivée est :
a =
∑
k gk(θ)
†
yk∑
k ‖gk(θ)‖2
(4.18)
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• Cette expression est reportée dans l'équation (4.16) pour obtenir une expression de C
AD
dépendant uniquement de θ :
C
AD
(θ) =
∑
k
∥∥∥∥yk −
∑
l g l(θ)
†
y l∑
l ‖g l(θ)‖2
gk(θ)
∥∥∥∥
2
(4.19)
Expression du gradient
Nous reprenons la même démarhe que préédemment. Le ritère s'érit :
C
AD
(θ) =
∑
k
‖yk − a(θ)gk(θ)‖2 (4.20)
où l'expression de la fontion a est donnée à l'équation (4.18).
Le gradient de C
AD
est égal à :
∇C
AD
(θ) = −2
∑
k
ℜ
{
Jagk(θ)
† (yk − a(θ)gk(θ))
}
(4.21)
Jagk est la matrie jaobienne assoiée au produit des fontions a et gk :
Jagk(θ) = a(θ)Jgk(θ) + gk(θ)∇a(θ)
t
(4.22)
où J
gk
est la matrie jaobienne de la fontion gk.
Ce développement est intégré dans l'expression du gradient pour obtenir :
∇C
AD
(θ) = −2ℜ
{
a(θ)
∑
k
J
gk
(θ)† (yk − a(θ)gk(θ)) +∇a(θ)
∑
k
gk(θ)
† (yk − a(θ)gk(θ))
}
(4.23)
Etant donné que a(θ) a été hoisi de manière à annuler la dérivée du ritère (f. équation
(4.17)), le gradient est égal à :
∇C
AD
(θ) = −2
∑
k
ℜ
{
a(θ)J
gk
(θ)† (yk − a(θ)gk(θ))
}
(4.24)
Comme dans le as où la soure n'est pas supposée répétable, les aluls liés à l'inversion de
la signature de la soure sont peu oûteux.
Résultats obtenus
Nous avons à nouveau repris l'exemple de la setion 4.2.1 en utilisant le même algorithme
d'inversion hormis les hangements liés aux expressions du ritère et du gradient. Les résultats
obtenus pour les deux initialisations de l'algorithme sont présentés sur la gure 4.3.
Les résultats sont très prohes de eux obtenus lorsque le signal soure est parfaitement
onnu (voir gure 3.11, page 84), non seulement au niveau des reonstrutions mais également
au niveau du temps de alul (environ 90 min pour les deux initialisations). Cette amélioration
des performanes par rapport au as où la soure n'est pas supposée répétable est probablement
due au fait que le problème est ii moins sous-déterminé (les informations à extraire des données
sont moins nombreuses).
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Figure 4.3  Résultats obtenus sur le milieu ave heminée et surfae libre ave inversion de la
signature de la soure. On se plae dans as où la soure est supposée parfaitement répétable.
Les estimations nales des oeients aω qui ont été alulés selon l'expression (4.18) sont
indiquées dans le tableau 4.2. Pour les deux initialisations, nous donnons les moyennes et les
éarts-types alulés sur l'ensemble des pulsations ω en distinguant partie réelle et partie ima-
ginaire. Il est à noter que les estimations sont meilleures que préédemment (moyennes plus
prohes des valeurs attendues et éarts-types plus petits) e qui s'explique enore une fois par
le fait que le problème est ii moins sous-déterminé.
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Valeur Initialisation Initialisation
attendue heminée solution
Partie réelle 1/0,9 = 1,111 . . . 1,115 ± 0,011 1,114 ± 0,011
Partie imaginaire 0 0,001 ± 0,004 0,001 ± 0,005
Tableau 4.2  Estimation des oeients aω à l'issue de l'inversion dans le as où la soure
est supposée parfaitement répétable. Les résultats sont indiqués sous la forme  moyenne ±
éart-type .
Des tests de sensibilité de l'algorithme vis-à-vis de la valeur de l'hyperparamètre de pon-
dération γ ont également été réalisés lorsque l'algorithme d'inversion inlut l'inversion de la
signature de la soure. Les résultats sont présentés dans l'annexe C. Comme dans le as où la
soure est supposée parfaitement onnue, les résultats de reonstrution varient relativement peu
sur une même onguration. La valeur de γ a surtout un impat sur le temps de alul. Il semble
également envisageable de onserver une même valeur de γ pour diérentes ongurations.
4.3 Prise en ompte de la variation spatiale de la masse volu-
mique
4.3.1 Position du problème
Les aratéristiques du milieu sondé sont dénies par la distribution spatiale de trois gran-
deurs physiques (voir setion 1.3.3, page 13) :
 la vitesse de propagation des ondes de ompression (v
p
) ;
 la vitesse de propagation des ondes de isaillement (v
s
) ;
 la masse volumique (ρ).
Jusqu'à maintenant, la distribution spatiale de la masse volumique était supposée parfai-
tement uniforme dans le sous-sol et sa valeur était supposée onnue au préalable. Le problème
inverse onsistait alors à retrouver la distribution de v
p
et de v
s
uniquement. Cela est ouramment
eetué dans la littérature [Gélis, 2005 ; Brossier, 2009℄. De plus, le ratio entre les aratéris-
tiques du béton et de la terre est nettement plus petit pour la masse volumique (inférieur à 2)
que pour les aratéristiques v
p
et v
s
(supérieur à 13), e qui justiait ette approximation dans
notre étude a priori.
Cependant, l'algorithme de résolution du problème inverse n'est pas susamment robuste
pour que ette hypothèse puisse être onservée. Nous l'illustrons sur le milieu ave heminée et
surfae libre dans le as suivant :
• Pour générer les données synthétiques yω,k, la masse volumique du béton a été xée à la
valeur plus réaliste de 2200 kg/m3 au lieu de 1500 kg/m3.
• Pour inverser es données, ρ était supposé uniformément égal à 1500 kg/m3 et nous nous
sommes plaés dans la même onguration que dans la setion 3.5.2, page 83 (la profondeur
de la fondation, les aratéristiques du milieu et la signature de la soure sont estimées
de façon exate et l'hypothèse d'élargissement de la fondation est prise en ompte). Nous
n'avons pas utilisé l'algorithme d'inversion de la soure.
Les résultats de segmentation pour les deux initialisations de l'algorithme sont présentés sur
la gure 4.4. Nous remarquons une dégradation des résultats de reonstrution par rapport au
as où l'hypothèse d'uniformité de la masse volumique est vériée (voir gure 3.11, page 84). Il
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est don néessaire de prendre en ompte une variation de la masse volumique entre la terre et
le béton.
10 20 30
5
10
15
20
25
(a) Initialisation en prolon-
geant la heminée  Segmen-
tation de la zone d'intérêt
10 20 30
5
10
15
20
25
(b) Initialisation à la solu-
tion parfaite  Segmentation
de la zone d'intérêt
Figure 4.4  Résultats obtenus sur le milieu ave heminée et surfae libre dans le as où l'hy-
pothèse d'uniformité de la masse volumique est onservée
4.3.2 Méthode proposée
Desription de la distribution de la masse volumique
Dans la méthode de reonstrution ave segmentation du milieu sondé, la distribution spatiale
des aratéristiques v
p
et v
s
est dérite de la façon suivante (voir setion 3.4.1, page 75) :
χ
p
= χ˜B
p
⊙R
B
(l
g
,l
d
) + χ˜T
p
⊙R
T
(l
g
,l
d
) + ε
p
(4.25)
χ
s
= χ˜B
s
⊙R
B
(l
g
,l
d
) + χ˜T
s
⊙R
T
(l
g
,l
d
) + ε
s
(4.26)
où :
 l
g
et l
d
dérivent la segmentation de la zone d'intérêt en deux régions Terre et Béton ;
 χ˜T
p
, χ˜T
s
, χ˜B
p
et χ˜B
s
sont les estimations préalables des aratéristiques des deux régions ;
 ε
p
et ε
s
sont des variations par rapport aux estimations préalables.
Nous proposons de dérire la distribution spatiale de la masse volumique ρ de manière ana-
logue. Soient ρ˜T et ρ˜B deux veteurs désignant une estimation préalable de la distribution
spatiale de ρ pour haque région. Le veteur ρ dont les omposantes désignent la valeur de la
masse volumique aux diérents points de la zone d'intérêt est alors égal à :
ρ(l
g
,l
d
) = ρ˜B ⊙R
B
(l
g
,l
d
) + ρ˜T ⊙R
T
(l
g
,l
d
) (4.27)
Nous n'avons pas introduit de variable autorisant des variations par rapport aux estimations
préalables omme 'est le as pour χ
p
et χ
s
. De ette façon, la reonstrution de la distribution
spatiale de la masse volumique ne néessite pas l'optimisation de variables supplémentaires.
Néanmoins, ela peut poser problème lorsque la masse volumique de l'une des régions est mal
estimée. Cette situation est abordée dans la setion suivante.
Résultats obtenus lorsque la masse volumique de la terre est mal estimée
Reprenons l'exemple sur le milieu ave heminée et surfae libre et onsidérons le as où la
masse volumique de la terre est sous-estimée :
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• Pour générer les données synthétiques yω,k, la masse volumique du béton est xée à
2200 kg/m3 et la masse volumique de la terre est xée à 1500 kg/m3.
• Ces données sont inversées en supposant que la masse volumique du béton est bien estimée
(les omposantes de ρ˜B sont égales à 2200 kg/m3) et que la masse volumique de la terre est
sous-estimée ave une erreur de 10 % (les omposantes de ρ˜T sont égales à 1350 kg/m3).
Nous montrons les résultats de segmentation pour les deux initialisations de l'algorithme sur
la gure 4.5. Nous remarquons à nouveau une dégradation des résultats par rapport au as où
la masse volumique est bien estimée (voir gure 3.11, page 84).
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Figure 4.5  Résultats obtenus sur le milieu ave heminée et surfae libre dans le as où la
masse volumique de la terre est mal estimée sans inversion de la soure
Résultats obtenus ave inversion de la signature de la soure
Comme suggéré par Romain BROSSIER de l'ISTerre (réunion sientique des 17 et 18 mai
2011), l'utilisation de l'algorithme de reonstrution ave inversion de la signature de la soure
peut ompenser dans une ertaine mesure une mauvaise estimation préalable de la masse volu-
mique. Nous le montrons sur les équations utilisées pour résoudre le problème diret :
• A partir des équations (1.11) à (1.15) de la setion 1.4.3, page 20, la relation entre les
veteurs Fω,k et V ω,k peut s'érire de la façon suivante :
Fω,k =
(
HpωDiag
{
v
2
p
⊙ ρ}Gpω + 3∑
i=1
Hsi,ωDiag
{
v
2
s
⊙ ρ}Gsi,ω + ω2Diag {MZρ}
)
V ω,k
(4.28)
• Supposons qu'une même perturbation multipliative soit appliquée à tous les oeients
du veteur ρ :
ρ′ = µρ (4.29)
• L'équation (4.28) devient :
Fω,k =
(
HpωDiag
{
v
2
p
⊙ µρ}Gpω + 3∑
i=1
Hsi,ωDiag
{
v
2
s
⊙ µρ}Gsi,ω
+ ω2Diag {MZµρ}
)
V ω,k (4.30)
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ou enore :
1
µ
Fω,k =
(
HpωDiag
{
v
2
p
⊙ ρ}Gpω + 3∑
i=1
Hsi,ωDiag
{
v
2
s
⊙ ρ}Gsi,ω
+ ω2Diag {MZρ}
)
V ω,k (4.31)
Par onséquent, si l'erreur sur l'estimation préalable de la masse volumique est telle qu'in-
diqué à l'équation (4.29), elle peut être interprétée omme étant une mauvaise estimation
de la signature de la soure.
Sur la gure 4.6, nous présentons les résultats obtenus dans le as où la masse volumique de la
terre est sous-estimée en inluant l'inversion de la signature de la soure (la soure était supposée
parfaitement répétable). L'erreur sur l'estimation préalable n'est pas onforme à l'équation (4.29)
don elle ne peut pas être totalement ompensée par l'inversion de la signature de la soure.
Néanmoins, une amélioration de la reonstrution est visible par rapport aux résultats de la
gure 4.5, ave en partiulier une meilleure reonstrution de la base de la fondation.
4.3.3 Appliation à une onguration de taille réaliste
Cette dernière version de l'algorithme d'inversion a réemment été appliquée à une ongu-
ration de taille réaliste. Comme préédemment, nous travaillons à partir de données simulées
auxquelles nous avons ajouté une séquene de bruit blan gaussien (rapport signal à bruit égal
à 30 dB). Nous dérivons les aratéristiques de ette onguration puis nous présentons les
résultats obtenus.
Desription de la onguration
Les dimensions du milieu sont environ de 9 mètres en largeur et de 4 mètres en profondeur.
La largeur maximale de la fondation est de 1,4 mètres et sa hauteur de 2,5 mètres. Les valeurs
des aratéristiques v
p
et v
s
des deux ongurations de taille réduite ont été réutilisées et la
variation de la masse volumique ρ entre la terre et le béton a été prise en ompte (voir tableau
4.3).
Région Caratéristiques
Terre v
T
p
= 300 m/s vT
s
= 150 m/s ρT = 1500 kg/m3
Béton v
B
p
= 4000 m/s vB
s
= 2200 m/s ρB = 2200 kg/m3
Air v
A
p
= 0 m/s vA
s
= 0 m/s ρA = 1,2 kg/m3
Tableau 4.3  Caratéristiques du milieu de taille réaliste
Le dispositif de mesure omprend deux ensembles de 22 géophones plaés de part et d'autre
de la fondation ave un espae entre deux géophones de 20 m. Deux tehniques diérentes ont
été utilisées pour générer une onde sismique :
 La première orrespond à la onguration nominale : une soure vibratoire est plaée en
surfae. Elle est suessivement plaée en fae de haque géophone. Elle prend don 44
positions suessives.
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Figure 4.6  Résultats obtenus sur le milieu ave heminée et surfae libre dans le as où la masse
volumique de la terre est mal estimée en inluant dans l'algorithme l'inversion de la signature
de la soure
 Pour la seonde, un train d'ondes est émis au moyen de soures explosives souterraines. Ce
dispositif a l'avantage de pouvoir diversier les angles de tirs et ainsi d'aquérir des infor-
mations plus rihes. Dans notre onguration, 18 tirs sont eetués (9 positions diérentes
de haque té de la fondation).
Pour les deux types de soure, le signal émis est un Riker dont la fréquene prinipale est de
200 Hz. Comme préédemment, 10 fréquenes situées dans la bande passante de e signal (entre
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100 et 500 Hz) ont été séletionnées pour la résolution du problème inverse. Pour disrétiser les
équations de propagation, nous avons utilisé un maillage dont la résolution spatiale est égale à
2 m et qui omprend une zone PML de 1,5 m de largeur. Un shéma de ette onguration est
donné sur la gure 4.7 (la zone PML n'est pas représentée).
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Figure 4.7  Shéma du milieu de taille réaliste. La ligne en pointillés représente la frontière de
la zone d'intérêt qui omprend 170 pixels en largeur et 141 pixels en profondeur.
Résultats obtenus
Des tests ont été eetués dans le as où la profondeur de la fondation ainsi que les diérentes
aratéristiques des deux régions sont orretement estimées. Nous nous sommes restreints à une
zone d'intérêt dont le ontour est indiqué sur la gure 4.7. L'estimation de la signature de la
soure est inluse dans l'algorithme de reonstrution (la soure n'est pas supposée répétable).
Comme préédemment, l'hyperparamètre γ est égal à 10−10 et le oeient β est xé à 10. Seul
le ritère d'arrêt a hangé, la onvergene est atteinte lorsque la variation des aratéristiques
χ
p
et χ
s
est inférieure à η = 10−7 pendant 10 itérations suessives.
Dans un premier temps, seules les soures plaées en surfae étaient prises en ompte. La
gure 4.8 montre que la reonstrution obtenue en inluant l'hypothèse d'élargissement de la
fondation est très prohe de la solution exate du problème. L'erreur maximale ommise sur
la géométrie de la fondation est inférieure à 10 m. On note ependant que la onvergene de
l'algorithme est assez longue : plusieurs jours de alul sont néessaires. Cette augmentation du
temps de alul est prinipalement due à une augmentation du oût par itération.
Ces résultats ont ensuite été omparés ave le as où seules les soures souterraines étaient
prises en ompte (voir gure 4.9). Les résultats de reonstrution sont similaires. Dans ette
onguration, le temps de alul requis a été divisé par deux environ. Cela est dû à la fois à
une diminution du temps de alul par itération (moins d'informations sont traitées puisque le
nombre de positions de la soure est plus petit) et à une diminution du nombre global d'itérations.
Nous montrons enn les résultats obtenus toujours dans le as où seules les soures souter-
raines sont prises en ompte et en relâhant l'hypothèse d'élargissement de la fondation (voir
gure 4.10). Les résultats de segmentation restent satisfaisants. La solution reste prohe de la
géométrie reherhée mais le ontour de la semelle de la fondation est irrégulier.
Plus préisément, les longueurs qui dérivent la forme de la fondation ont tendane loale-
ment à être sous-estimées plutt qu'à être surestimées. Nous expliquons ela par le fait qu'un
renfonement très loalisé de la fondation a peu d'impat sur les données. Dans e as, la pré-
sene ou non d'irrégularités est quasiment équivalente du point de vue du ritère minimisé. En
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Figure 4.8  Résultats obtenus sur le milieu de taille réaliste en ne onsidérant que les soures
plaées en surfae
revanhe, une  saillie  (as où les longueurs seraient surestimées) aurait un impat plus marqué
sur les mesures.
On note également une diminution du temps de alul.
Ces résultats montrent que l'algorithme de reonstrution que nous proposons peut être
appliqué à une onguration de taille réaliste et aboutir à des résultats d'inversion très prohes
de la solution exate. Néanmoins, le temps de alul requis est assez long e qui s'explique par
la grande taille du problème. Des temps de alul enore plus longs seraient à prévoir lors du
traitement de données réelles. En eet, il faut éviter de se restreindre à une zone d'intérêt pour
prendre en ompte une erreur éventuelle sur l'estimation préalable des aratéristiques v
p
et v
s
(voir setion 3.5.3, page 85), e qui augmente d'autant plus la taille du problème.
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(b) Evolution temporelle du ritère
Figure 4.9  Résultats obtenus sur le milieu de taille réaliste en ne onsidérant que les soures
souterraines
4.4 Prise en ompte de l'atténuation intrinsèque
4.4.1 Introdution d'une aratéristique supplémentaire
Un train d'ondes subit des phénomènes d'atténuation lors de sa propagation dans le sous-sol,
phénomènes qui sont prinipalement de deux types :
 l'atténuation  géométrique  qui est due à l'expansion de l'onde dans le milieu. Cette
forme d'atténuation est naturellement prise en ompte dans la modélisation.
 l'atténuation  intrinsèque  qui est due à la dissipation d'énergie dans le matériau. Dans
le modèle utilisé jusqu'à présent, ette forme d'atténuation n'est pas prise en ompte.
Pour résoudre les problèmes diret et inverse, une formulation dans le domaine fréquentiel a
été retenue an de réduire le oût de alul (voir setion 1.3.3, page 13). Elle présente un autre
avantage qui est de pouvoir modéliser failement l'atténuation  intrinsèque  en travaillant ave
des aratéristiques v
p
et v
s
omplexes. Un des modèles les plus simples qui est souvent utilisé
pour la propagation d'ondes sismiques onsiste à introduire un fateur de qualité Q indépendant
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Figure 4.10  Résultats obtenus sur le milieu de taille réaliste en ne onsidérant que les soures
souterraines et relâhant la ontrainte d'élargissement de la fondation
de la fréquene [Aki et Rihards, 2002℄ :
v
att
p
= v
p
(
1 +
i
2Q
)
(4.32)
v
att
s
= v
s
(
1 +
i
2Q
)
(4.33)
Plus Q est petit, plus l'atténuation est marquée. Dans le adre de l'imagerie des fondations
de pylnes, les plus petites valeurs de Q renontrées sont de l'ordre de 10 [Magnin, 2008℄, e qui
orrespond à un milieu fortement atténuant. Dans e as, l'atténuation intrinsèque des ondes ne
peut pas être négligée. Elle agit en partiulier sur les plus hautes fréquenes du signal soure.
Un exemple est donné sur la gure 4.11. Nous avons onsidéré un milieu dont les aratéris-
tiques v
p
, v
s
et ρ sont uniformément égales à 300 m/s, 150 m/s et 1500 kg/m3 respetivement.
Une soure émettant un Riker dont la fréquene prinipale est de 500 Hz ainsi que inq géo-
phones plaés en profondeur à 2, 4, 6, 8 et 10 mètres sous la soure y ont été plaés (f. gure
4.11a). Deux situations sont onsidérées : dans un as, le milieu est non atténuant (Q = ∞) et
dans l'autre, le fateur de qualité est uniformément égal à 10. Les sismogrammes obtenus sont
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présentés sur les gures 4.11b et 4.11. La diminution de l'amplitude n'est pas visible ar haque
trae est normalisée. L'atténuation  intrinsèque  se manifeste par une distorsion de l'onde
émise par la soure. Elle est de plus en plus marquée au fur et à mesure que l'onde s'éloigne du
point soure.
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Figure 4.11  Impat du fateur de qualité Q sur les données mesurées
4.4.2 Méthode proposée pour inverser le fateur de qualité
Desription de la distribution spatiale de Q ave un petit nombre de paramètres
La distribution spatiale du fateur de qualité Q ne peut pas être déterminée a priori. Elle
doit don être estimée lors de la résolution du problème inverse. Contrairement aux autres
aratéristiques v
p
, v
s
et ρ, une estimation préalable ne peut pas être exploitée.
Nous proposons de dérire la distribution spatiale du fateur de qualité Q ave un petit
nombre de paramètres. Cette approhe est utilisée par exemple dans [Miller et al., 2000℄ pour
reonstruire la distribution de la permitivité omplexe dans le adre d'un problème de tomogra-
phie par ondes életromagnétiques. Plusieurs modèles sont possibles :
• Le fateur de qualité peut être supposé uniforme dans tout le sous-sol :
Q(x,y) = Q (4.34)
• Sur de grandes éhelles, le fateur de qualité a tendane à varier ave la profondeur. Un
modèle de variation linéaire peut don être utilisé :
Q(x,y) = Qay +Qb (4.35)
• La segmentation du milieu en deux régions Terre et Béton peut être exploitée pour intro-
duire une loi d'évolution de Q diérente dans haque région. Par exemple, Q peut être
supposé onstant dans le béton et variant linéairement en fontion de la profondeur dans
la terre : {
Q(x,y) = Q si (x,y) ∈ Ω
B
Q(x,y) = Qay +Qb si (x,y) ∈ Ω
T
(4.36)
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Ce type d'approhe a l'avantage de n'introduire qu'un petit nombre d'inonnues supplémen-
taires dans la résolution du problème inverse. Dans la suite de e hapitre, nous utiliserons le
premier modèle proposé où Q est uniforme dans tout le sous-sol.
Introdution d'un hangement de variable
Comme pour les variables v
2
p
et v
2
s
(voir setion 2.4.4, page 53), un manque de sensibilité du
ritère par rapport à des variations du fateur de qualité est observé. Il se manifeste dans le as
d'une faible atténuation, 'est-à-dire pour les plus grandes valeurs de Q (les plus fortes variations
du ritère sont loalisées autour des plus petites valeurs de Q). An d'éviter un ralentissement de
l'algorithme d'inversion, nous eetuons un hangement de variable en travaillant ave l'inverse
de Q omme dans [Hiks et Pratt, 2001℄. Cette nouvelle variable, que nous noterons χQ par la
suite, est parfois appelée  fateur d'atténuation  dans la littérature.
Pour mettre en évidene l'amélioration de la sensibilité du ritère, nous onsidérons le milieu
sans heminée ni surfae libre (voir setion 1.6.1, page 28). Les données yω,k sont générées dans
le as où Q = 10 (milieu fortement atténuant). Sur la gure 4.12, nous montrons l'évolution du
ritère sans et ave hangement de variable, sahant que les distributions des autres araté-
ristiques v
p
, v
s
et ρ orrespondent à la solution exate. Il s'agit plus exatement de l'évolution
du terme d'adéquation aux données du ritère C
AD
ar le terme de régularisation φ ne dépend
pas du fateur de qualité. Sans hangement de variable (resp. ave hangement de variable), la
variable Q (resp. χQ) évolue linéairement entre les valeurs Q = 10 et Q = 10
4
(resp. χQ = 10
−1
et χQ = 10
−4
) le long de l'axe des absisses.
Q = 10  Q = 10000
0
0.5
1
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2
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3
3.5
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χQ = Q
χQ = 1/Q
Figure 4.12  Evolution du terme d'adéquation aux données du ritère sans et ave hangement
de variable inverse. Sans hangement de variable, le fateur de qualité Q évolue linéairement de
10 (forte atténuation) à 104 (faible atténuation) le long de l'axe des absisses. Ave hangement
de variable, χQ évolue linéairement de 10
−1
à 10−4.
4.4.3 Mise à l'éhelle des diérentes variables
Comme ela a été évoqué dans la setion 3.4.2, page 79, il est préférable d'utiliser une
méthode d'optimisation simultanée (à haque itération, toutes les variables sont mises à jour de
façon onjointe). Dans e as, une mise à l'éhelle de ertaines variables par rapport à d'autres
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est souhaitable pour éviter un mauvais onditionnement du ritère. Nous sommes ii en présene
de trois ensembles de variables assoiés à trois grandeurs physiques diérentes :
 les variables l
g
et l
s
qui orrespondent à des longueurs mesurées en nombre de pixels ;
 les variations par rapport aux aratéristiques estimées ε
p
et ε
s
qui orrespondent à des
vitesses de propagation ;
 le fateur d'atténuation χQ qui est adimensionnel.
Deux oeients βℓ et βQ sont don introduits. Ils agissent sur les variables lg et l s d'une
part et χQ d'autre part. Cela revient à travailler ave les variables l
′
g
, l
′
s
et χ′Q telles que :
l
′
g
= βℓlg
l
′
d
= βℓld
χ′Q = βQχQ
(4.37)
Un réglage empirique de es deux oeients peut être fastidieux. C'est pourquoi nous avons
utilisé la méthode de réglage qui a été proposée dans la setion 3.4.2, page 79. Le prinipe est
de dénir βℓ et βQ à partir des termes diagonaux d'une matrie hessienne approhée :
β2ℓ =
NZx N
Z
y
∑
ω
∑
k
∥∥∥∑l [Jlg,ldω,k (lg, ld, εp, εs)]
.,l
∥∥∥2
Nl
∑
ω
∑
k
∥∥∥∑m [Jεp,εsω,k (lg, ld, εp, εs)]
.,m
∥∥∥2 (4.38)
β2Q =
NZx N
Z
y
∑
ω
∑
k
∥∥∥JQω,k(lg, ld, εp, εs)∥∥∥2∑
ω
∑
k
∥∥∥∑m [Jεp,εsω,k (lg, ld, εp, εs)]
.,m
∥∥∥2 (4.39)
où :
 J
l
g
,l
d
ω,k , J
ε
p
,ε
s
ω,k et J
Q
ω,k orrespondent aux olonnes assoiées respetivement aux variables lg
et l
d
, ε
p
et ε
s
, et χQ dans la matrie jaobienne de la fontion gω,k.
 Nl (resp. N
Z
x N
Z
y ) désigne la longueur des veteurs lg et ld (resp. εp et εs).
Pour les tests d'inversion eetués, les oeients βℓ et βQ étaient mis à jour au moment de
l'introdution d'une fréquene supplémentaire.
4.4.4 Résultats obtenus
Dans le modèle proposé, les variations du fateur de qualité Q d'une itération à l'autre
s'étendent à tout le sous-sol. Dans e as, nous ne pouvons pas exploiter la restrition à une
zone d'intérêt pour réduire le oût de alul. Sur la onguration de taille réaliste que nous avons
utilisée dans la setion 4.3.3, page 103, le oût de alul serait onsidérable. C'est pourquoi nous
avons préféré revenir à la onguration que nous avions utilisée à la n de la setion 3.5.3, page
87. Elle orrespond au milieu ave heminée et surfae libre mais au lieu de limiter le problème
aux aratéristiques d'une zone d'intérêt, tout le sous-sol est onsidéré y ompris la zone PML.
Nous avons supposé que la profondeur de la fondation, la signature de la soure ainsi que
les aratéristiques v
p
, v
s
et ρ des régions Terre et Béton étaient estimées au préalable de façon
exate. A l'initialisation, la forme de la fondation orrespond à la prolongation de la heminée
jusqu'à la profondeur totale de la fondation et le milieu est supposé non atténuant (Q = +∞).
Comme préédemment, l'hyperparamètre γ est égal à 10−10 et le seuil η qui intervient dans le
ritère d'arrêt a été xé à 10−8. Les résultats obtenus sont présentés sur la gure 4.13.
Les résultats obtenus sont relativement prohes de la solution reherhée, ave notamment
une bonne reonstrution de la base de la fondation. Néanmoins, la partie gauhe de la fondation
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Figure 4.13  Résultats obtenus sur le milieu ave heminée et surfae libre sans se restreindre
à une zone d'intérêt. L'algorithme d'inversion inlut l'estimation du fateur de qualité Q.
est reonstruite de façon approximative. Le temps de alul est quasiment identique à elui dans
le as sans atténuation (voir gure 3.16, page 90). Notons enn que malgré une initialisation très
éloignée de la valeur exate (nous avons supposé que le milieu n'était pas atténuant), l'algorithme
onverge vers une valeur du fateur de qualité Q égale à 10,04, e qui est très prohe de la valeur
attendue (Q = 10).
Bilan des résultats
Dans e hapitre, plusieurs extensions ont été apportées à la méthode de reonstrution basée
sur une segmentation.
La prise en ompte de l'indétermination sur la signature de la soure ne semble pas aeter
signiativement les résultats de reonstrution. Seule une augmentation du oût de alul a été
observée. La tehnique utilisée a deux avantages : d'une part, il n'y a pas de variable supplé-
mentaire à estimer et d'autre part, les aluls liés à l'inversion de la signature de la soure sont
négligeables en oût de alul.
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Pour reonstruire la distribution spatiale de la masse volumique, la méthode proposée s'ap-
puie exlusivement sur la segmentation du milieu et sur une estimation préalable de la masse
volumique de haque région. De ette façon, il n'y a pas de variable supplémentaire à estimer.
Cependant, une erreur sur les estimations préalables est possible. L'inversion de la soure permet
de ompenser une erreur d'estimation dans une ertaine mesure.
Enn, l'inversion du fateur de qualité est prise en ompte en supposant que ette aratéris-
tique est répartie uniformément dans tout le milieu. La solution obtenue est plus approximative
que préédemment bien que l'algorithme onverge vers la bonne valeur du fateur de qualité. Ces
résultats peuvent s'expliquer par le fait que les données assoiées aux plus hautes fréquenes,
qui permettent d'aner la reonstrution, subissent davantage les phénomènes d'atténuation.
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Conlusion générale et perspetives
Cette thèse a été onsarée à la résolution d'un problème inverse dont le but est de retrouver
la géométrie de fondations à partir de mesures obtenues par propagation d'ondes sismiques. Notre
objetif a été de proposer un outil numérique non seulement performant, 'est-à-dire onvergeant
vers des résultats de reonstrution satisfaisants en un temps de alul minimal, mais également
limitant l'intervention de l'utilisateur.
Plusieurs aspets de e problème inverse rendent sa résolution diile :
 Il s'agit d'un problème de tomographie de diration. Ce type de problème se distingue
par son aratère mal posé et par la non-linéarité de l'expression des données mesurées en
fontion des inonnues.
 Il s'agit d'un problème de grande taille. En eet, il est néessaire de reonstruire la distri-
bution spatiale de plusieurs aratéristiques du sous-sol et il onvient d'utiliser un maillage
nement disrétisé pour modéliser orretement la propagation des ondes sismiques.
 Dans la onguration nominale, la proédure d'ausultation des fondations est entièrement
réalisée depuis la surfae du sol. Cela aentue la sous-détermination du problème.
 La résolution du problème diret est oûteuse en aluls. Cela se réperute sur le oût de
résolution du problème inverse.
Deux approhes diérentes ont été abordées. Toutes deux onsistent à minimiser un ritère
des moindres arrés régularisé. Pour élaborer es deux méthodes, nous nous sommes eorés de
suivre une démarhe se voulant rigoureuse et ohérente.
La première approhe proposée est de type  artographie  : les paramètres du modèle
sont les valeurs des aratéristiques du sous-sol en haque point du maillage. Elle est basée
sur une régularisation markovienne. La diérene entre pixels voisins est pénalisée de manière
à favoriser la reonstrution de artes onstituées de régions lisses séparées par des ontours
frans.
Les premiers tests d'inversion ont été réalisés sur une onguration simple. Ils ont mis en
évidene une très lente progression de l'algorithme de minimisation. Pour pallier e problème,
deux modiations ont été apportées au shéma d'optimisation. La première est l'inorporation
progressive des fréquenes, des basses vers les hautes. Cette tehnique est ouramment utilisée
en imagerie par ondes sismiques. Cela se traduit par la reonstrution d'une image lisse dont les
ontours s'anent ave la prise en ompte des données hautes fréquenes. La seonde onsiste
à introduire un hangement de variables logarithmique an d'améliorer la sensibilité du ritère.
C'est une de nos ontributions au problème d'imagerie des fondations de pylnes.
Des tests sur une onguration plus omplexe ont montré que ette première méthode d'in-
version ne pouvait pas s'appliquer à des ongurations réalistes. Un point faible est le peu
d'informations a priori prises en ompte. Pour que l'algorithme onverge vers des résultats plus
satisfaisants, une seonde méthode prenant en ompte des a priori plus forts a été développée.
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La seonde approhe proposée est basée sur une segmentation du milieu sondé en deux
régions : une région Terre et une région Béton. Cette méthode originale s'appuie sur une des-
ription semi-paramétrique de la forme de la fondation. Cela permet de tenir ompte d'a priori
divers liés à la struture partiulière des fondations, à ertaines informations sur la géométrie de
la fondation obtenues par des tehniques de ontrle omplémentaires et à une estimation préa-
lable des aratéristiques de haque région. Il s'agit de notre ontribution prinipale au problème
d'imagerie des fondations de pylnes.
D'après les tests réalisés sur données simulées, ette méthode onverge plus rapidement vers
des résultats de reonstrution plus satisfaisants que l'approhe par régularisation markovienne.
De plus, elle fait preuve d'une ertaine robustesse vis-à-vis d'une erreur sur l'estimation préalable
des aratéristiques du terrain environnant. Cela montre que la prise en ompte d'a priori plus
nombreux et plus préis est essentielle à l'élaboration d'une méthode d'inversion performante.
Nous allons revenir en détail sur diérents aspets des méthodes proposées. Pour ertains
d'entre eux, des perspetives seront proposées.
Résolution du problème diret
Un algorithme de résolution du problème diret développé au sein du département STEP
d'EDF R&D a servi de base à notre travail. Celui-i se fonde sur une disrétisation par diérenes
nies des équations dérivant la propagation d'ondes élastiques. Une formulation dans le domaine
fréquentiel a été retenue. Cela a l'avantage de réduire le oût de alul et permet de travailler
diretement sur les fréquenes séletionnées pour la résolution du problème inverse. De plus, le
reours à des matries reuses est privilégié, e qui ontribue à la rédution du temps de alul.
Un inonvénient d'une disrétisation par diérenes nies est la néessité de travailler ave un
maillage dont la résolution est invariante sur tout le milieu. En eet, une ontrainte loale sur la
valeur du pas de disrétisation se réperute sur la résolution spatiale du maillage dans l'ensemble
du milieu. Dans notre étude, pour modéliser dèlement la propagation d'une onde au niveau de
la surfae libre, il est néessaire de travailler ave un maillage dense : le pas de disrétisation
doit être inférieur ou égal au trentième de la plus petite longueur d'onde se propageant dans
le milieu. Pourtant, il n'est pas néessaire de mailler si nement le sous-sol dans les zones plus
profondes. Nous sommes don amenés à travailler ave un nombre de paramètres plus grand que
néessaire.
Pour réduire le nombre de paramètres, nous avons proposé de travailler sur une zone d'intérêt
de taille réduite entrée autour de l'objet diratant. Néanmoins, les tests de robustesse réalisés
ave l'approhe par segmentation mettent en évidene une dégradation des résultats lorsqu'une
erreur sur l'estimation préalable des aratéristiques de la terre est ommise. Une rédution à
une zone d'intérêt n'est don pas pertinente.
Une alternative onsisterait à utiliser un shéma de disrétisation diérent. Par exemple,
une disrétisation des équations de propagation par éléments nis permettrait de faire varier
la résolution du maillage dans le milieu. Ainsi, le maillage pourrait être ané au niveau de
la surfae libre an de modéliser orretement la propagation des ondes, et à proximité de la
fondation an de reonstruire la géométrie de la fondation ave préision. Dans les zones plus
profondes et plus éloignées de la fondation, la résolution du maillage pourrait être plus grossière
e qui permettrait de réduire le nombre de paramètres du modèle.
Remarquons que la desription semi-paramétrique qui a été introduite dans le troisième
hapitre n'est pas néessairement assoiée à un maillage régulier et qu'elle pourrait aisément
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être adaptée à un nouveau shéma de disrétisation.
Régularisation du ritère
Les deux approhes qui ont été proposées pour résoudre le problème inverse onsistent à
minimiser un ritère des moindres arrés. Pour pallier le aratère mal posé du problème, e
ritère est régularisé par l'ajout d'informations a priori. Pour la seonde approhe proposée, le
ritère est régularisé via :
 une nouvelle paramétrisation du problème qui tient ompte de la struture partiulière des
fondations. D'une part, les variables desriptives l
g
et l
d
dérivent la forme du ontour de la
fondation et d'autre part, les variables ε
p
et ε
s
dérivent la distribution des aratéristiques
v
p
et v
s
au sein de haque région.
 la pénalisation de la norme de ε
p
et ε
s
. De ette façon, un rappel à une estimation préalable
des aratéristiques de haque région est eetué.
 l'ajout de ontraintes sur les variables desriptives. Cela permet de prendre en ompte l'hy-
pothèse d'élargissement de la fondation en fontion de la profondeur ou des informations
obtenues par  sondage au piquet  (voir setion 3.2, page 64).
Dans la plupart des tests eetués, l'hypothèse d'élargissement de la fondation était prise en
ompte. Pour ela, les ontraintes suivantes étaient introduites :{
[l
g
]1 ≥ ℓ0
g
et [l
d
]1 ≥ ℓ0
d
[l
g
]m ≥ [lg]m−1 et [ld]m ≥ [ld]m−1 pour m > 1
(4.40)
où ℓ0
g
et ℓ0
d
sont mesurées à la base de la partie émergente de la fondation.
La prise en ompte de es ontraintes semble justiée ar dans le as ontraire, l'algorithme
a tendane à onverger vers un ontour qui présente des irrégularités assez marquées (f. gure
4.10, page 108). Cependant, il existe des as où, selon les spéiations pour la onstrution de
la fondation, ette propriété géométrique n'est pas vériée.
Il faudrait tenir ompte d'a priori moins forts sur la géométrie de la fondation au ours de
l'inversion. Cela permettrait de onverger vers un ontour régulier sans pour autant ontraindre
la fondation à s'élargir en fontion de la profondeur.
Les résultats présentés sur la gure 4.10, page 108 montrent que les omposantes de l
g
et de
l
d
ont tendane à être sous-estimées plutt qu'à être surestimées. Une tehnique proposée par les
partenaires du département STEP d'EDF R&D onsiste à appliquer un ltrage morphologique
à l'issue du traitement de haque groupe de fréquenes de manière à éliminer les renfonements
très loalisés du ontour reonstruit.
D'autres alternatives peuvent être envisagées de manière à prendre en ompte des a priori au
ours de la minimisation du ritère. Une première possibilité onsisterait à ajouter à l'expression
du ritère un terme de pénalisation supplémentaire qui prendrait la forme générale suivante :
φ(l
g
,l
d
) =
∑
n≥0
γn
∑
m
(
ϕ
([
D(n)l
g
]
m
)
+ ϕ
([
D(n)l
d
]
m
))
(4.41)
où D(n) est la matrie de diéreniation à l'ordre n.
Nous pourrions travailler sur les diérenes à l'ordre n = 1 et pénaliser les variations de
longueur ave une norme de type ℓ2ℓ1, en reprenant par exemple la fontion potentiel utilisée
pour l'approhe par régularisation markovienne (voir setion 2.3.1, page 43) :
ϕ(t) =
√
t2 + δ2 (4.42)
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De ette façon, les petites variations de longueur auraient tendane à s'annuler tandis que les
plus fortes variations seraient préservées. Nous pourrions également travailler sur les diérenes
à l'ordre n = 2 ave une norme de type ℓ2ℓ0. Cela favoriserait la reonstrution d'une forme
polygonale et le réglage du oeient de pondération assoié permettrait d'agir sur le nombre
de sommets du polygone.
Etant donné que l'algorithme a tendane à sous-estimer les longueurs, nous pourrions éga-
lement utiliser une fontion potentiel ϕ asymétrique. Par exemple, à l'ordre n = 1, seuls les
inréments négatifs (rétréissement de la fondation) pourraient être pénalisés.
Le prinipal inonvénient des propositions préédentes est l'introdution d'au moins un hy-
perparamètre supplémentaire qui devrait être réglé par l'utilisateur. Une autre alternative onsis-
terait à revenir à des ontraintes portant sur les variables desriptives. Pour ontrer la tendane
de l'algorithme à sous-estimer loalement ertaines longueurs, nous pourrions introduire par
exemple les ontraintes suivantes (voir gure 4.14) :
[l
g
]m ≥ min ([lg]m−1,[lg]m+1)
[l
d
]m ≥ min ([ld]m−1,[ld]m+1)
Remarquons que de telles ontraintes ne peuvent pas être prises en ompte au ours de la
proédure d'inversion diretement ave l'algorithme L-BFGS-B ar elles ne sont pas indépen-
dantes (elles lient plusieurs variables entre elles). Il faudrait plutt utiliser des tehniques plus
générales telles que la méthode des points intérieurs pour en tenir ompte.
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Figure 4.14  Shéma illustrant l'ation de la ontrainte proposée sur les variables desriptives
Vitesse de onvergene de l'algorithme
Le ritère est minimisé ave l'algorithme L-BGFS-B. Il se base sur le alul du ritère et du
gradient. Cet algorithme s'adapte bien aux problèmes de grande taille ar il bénéie d'un bon
ompromis entre oût alulatoire et eaité. Malgré ela, les résultats d'inversion montrent que
la progression de l'algorithme d'inversion est relativement lente. Du point de vue algorithmique,
nous voyons deux façons d'aélérer la onvergene : soit en agissant sur le oût de alul par
itération, soit en diminuant le nombre d'itérations eetuées.
Chaque itération passe par le alul du ritère et du gradient en plusieurs points de l'espae
d'état (un ou deux points en règle générale). Cette opération est relativement oûteuse. En eet,
si l'on note Nω le nombre de pulsations onsidérées et Nk le nombre de positions de la soure,
2NωNk résolutions de systèmes linéaires sont néessaires. La matrie normale de es systèmes
linéaires ne dépend que de la pulsation ω. Par onséquent, une déomposition en fateurs L et
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U est eetuée avant de onsidérer haque position de la soure e qui permet de mutualiser
ertains aluls. Ces étapes sont les plus oûteuses.
Au lieu d'une déomposition en fateurs L et U exate, une fatorisation tronquée pourrait
diminuer signiativement le oût de alul du ritère et du gradient. Néanmoins, il faudrait
étudier l'impat d'une telle approximation sur les propriétés de onvergene de l'algorithme. Il
faudrait s'assurer par exemple qu'à haque itération, l'algorithme de minimisation utilisé dénit
bien une diretion de desente.
Une autre façon d'aélérer la onvergene de l'algorithme onsisterait à réduire le nombre
d'itérations eetuées grâe au préonditionnement. Un préonditionneur diagonal a été intro-
duit dans les setions 3.4.2, page 79, et 4.4.4, page 111. Il s'agissait avant tout de onstruire
un préonditionneur rapide à aluler et à utiliser an de pallier le problème de mise à l'éhelle
des diérentes variables optimisées. Celui-i n'a pas eu d'impat notable sur le nombre d'ité-
rations eetuées. L'utilisation d'un préonditionneur plus approprié qui s'adapterait bien à la
struture partiulière du modèle permettrait sans doute de diminuer de façon plus signiative le
nombre d'itérations. Le reours à une déomposition en fateurs LU tronquée pourrait également
intervenir dans la onstrution d'un tel préonditionneur.
Enn, une dernière possibilité d'aélération est liée au langage de programmation utilisé.
Nos algorithmes ont été développés sous Matlab. Une tradution de es algorithmes en langage
ompilé (C++) est atuellement réalisée au sein du département STEP d'EDF R&D. Ainsi,
plusieurs possibilités de parallélisation peuvent être exploitées. En partiulier, une aélération
du alul du ritère et du gradient est possible en menant en parallèle les aluls portant sur les
diérentes pulsations et sur les diérentes positions de la soure.
Appliation à des ongurations réalistes et traitement de données
réelles
Les deux méthodes d'inversion qui ont été présentées dans e manusrit ont été testées en
majorité sur des données simulées orrespondant à des ongurations de taille réduite. Une partie
de es tests a servi à évaluer la robustesse de l'approhe par segmentation.
D'autres tests seraient à prévoir an de se rapproher d'une onguration réaliste et de
mieux erner les limites de l'algorithme. Nous pourrions nous plaer dans le as où le terrain
qui entoure la fondation est hétérogène, en onsidérant par exemple un milieu stratié. Les
tests de robustesse qui ont été présentés portent haun sur une erreur d'estimation (estimation
préalable des aratéristiques physiques, de la profondeur de la fondation, de la signature de la
soure). Il faudrait tester l'eet ombiné de plusieurs erreurs d'estimation sur les résultats de
reonstrution. Nous pourrions également tester la robustesse de l'algorithme par rapport à un
mauvais positionnement des apteurs ou de la soure.
Ces tests supplémentaires permettraient de mieux erner la marge d'erreur des reonstru-
tions et de savoir jusqu'à quel point les résultats peuvent s'éloigner de la solution exate du
problème sur une onguration réaliste.
Il serait également intéressant de pouvoir dénir un indiateur de validité des résultats de
reonstrution. Une première piste a été évoquée dans la setion 3.5.3, page 85 où la valeur nale
de l'adéquation aux données sert à indiquer la profondeur exate de la fondation.
Un dernier point onerne le hoix des fréquenes séletionnées pour la résolution du problème
inverse. Un ompromis est à trouver : d'une part, les fréquenes doivent être susamment
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nombreuses pour ontenir toute l'information disponible dans les mesures et d'autre part, il faut
éviter d'alourdir inutilement l'algorithme d'inversion ave une trop grande quantité de données
à traiter. L'idéal serait bien entendu de se ramener à un maillage  ritique , 'est-à-dire tel que
l'ensemble des fréquenes séletionnées englobe toute l'information ontenue dans les données
sans redondane.
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Adaptation du signal soure au prol
d'atténuation du sous-sol
A.1 Contexte
A.1.1 Observations et objetif
Pour générer une onde sismique, une soure vibratoire est utilisée. Cela permet à l'utilisateur
de ontrler l'allure du train d'ondes qui se propage dans le sous-sol. Le signal émis par la soure
doit être hoisi de sorte que pour l'ensemble des fréquenes du signal appartenant à un intervalle
[f
min
; f
max
], l'énergie transmise dans le sous-sol soit onstante et maximale. En supposant que
le bruit est additif et de même amplitude sur et intervalle fréquentiel, ela permet d'égaliser et
de maximiser le rapport signal à bruit. Pour ela, un sweep linéaire dont la fréquene varie entre
f
min
et f
max
et dont l'amplitude maximale est la plus élevée possible (notée a
max
par la suite) a
naturellement été hoisi.
En pratique, pour ontrler la qualité du signal se propageant dans le sous-sol, un géophone
appelé  géophone pilote  est plaé à proximité de la soure. L'expériene montre que le signal
mesuré par le géophone pilote ne orrespond généralement pas au signal émis par la soure
vibratoire. Cela est dû à un problème de ouplage entre la soure vibratoire et la surfae du sol
qui entraîne une atténuation plus marquée pour ertaines fréquenes que pour d'autres. Pour
ompenser e phénomène d'atténuation et égaliser l'énergie du signal transmis dans le sous-sol
sur l'intervalle [f
min
; f
max
], l'évolution au ours du temps de la fréquene du signal émis est
modiée tout en gardant son amplitude maximale égale à a
max
.
Atuellement, la proédure suivante est appliquée : l'intervalle des fréquenes parourues
[f
min
; f
max
] est déoupé en N sous-intervalles. Les sous-intervalles orrespondant aux fréquenes
les plus atténuées voient leur durée d'émission augmentée an de rehausser l'énergie du signal
transmis tandis que pour les fréquenes les moins atténuées, la durée de l'intervalle orrespon-
dant est diminuée. Le réglage des durées des diérents sous-intervalles est eetué de manière
empirique en proédant par ajustement suessifs. Nous proposons une proédure automatisée
permettant de orriger l'allure du signal émis par la soure vibratoire en fontion du signal
mesuré par le géophone pilote.
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A.1.2 Hypothèses et notations
Le premier signal émis par la soure vibratoire est noté se. Son amplitude maximale est égale
à a
max
et sa durée est limitée à T :
se(t) = a
max
exp (jΦ(t)) , t ∈ [0;T ] (A.1)
Il s'agit d'un sweep linéaire dont la fréquene varie de f
max
à f
min
. La phase du signal est
don égale à :
Φ(t) = 2π
(
f
max
+
(f
min
− f
max
)t
2T
)
t+ ϕ, t ∈ [0;T ] (A.2)
Lors de l'émission de se, le géophone pilote mesure le signal sgp. Nous formulons deux hypo-
thèses sur la formation de sgp à partir de se :
1. l'atténuation n'a pas d'impat sur l'évolution temporelle de la phase ;
2. l'atténuation ne dépend que de la fréquene instantanée.
Le prol d'atténuation du sous-sol est représenté par la fontion h à valeurs dans ]0; 1].
L'expression du signal mesuré par le géophone pilote est :
sgp(t) = a
max
h
(
1
2π
dΦ(t)
dt
)
exp (jΦ(t)) , t ∈ [0;T ] (A.3)
A partir du signal sgp, nous proposons de onstruire un seond signal émis par la soure
sˆe de manière à ompenser l'atténuation. Sa phase est notée Φˆ. Comme pour le premier signal
émis, son amplitude maximale est égale à a
max
et sa durée est limitée à T :
sˆe(t) = a
max
exp
(
jΦˆ(t)
)
, t ∈ [0;T ] (A.4)
Le signal mesuré par le géophone après orretion du signal émis par la soure est noté sˆgp.
Il est égal à :
sˆgp(t) = a
max
h
(
1
2π
dΦˆ(t)
dt
)
exp
(
jΦˆ(t)
)
, t ∈ [0;T ] (A.5)
A.2 Disrétisation sur un nombre ni de fréquenes
Dans un premier temps, nous travaillons sur un nombre ni de fréquenes. L'intervalle des
fréquenes parourues [f
min
; f
max
] est déoupé en N sous-intervalles de longueur égale à ∆f :
∆f =
f
max
− f
min
N
(A.6)
Chaque sous-intervalle est représenté par sa fréquene entrale fn :
fn = fmax +
2n− 1
2N
(f
min
− f
max
), n = 1, . . . ,N (A.7)
La fréquene du signal émis après orretion (sˆe) est onstante par moreaux. Elle évolue
de la fréquene f1 à la fréquene fN par paliers suessifs. Par onséquent, l'intervalle temporel
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[0;T ] est également déoupé en N sous-intervalles délimités par les instants tˆn où n = 0, . . . ,N .
Sur l'intervalle [tˆn−1; tˆn], le signal sˆ
e
est égal à :
sˆe(t) = a
max
exp
(
j(2πfnt+ Φˆ
0
n)
)
, t ∈ [tˆn−1; tˆn] (A.8)
δˆn désigne la longueur du sous-intervalle temporel délimité par les instants tˆn−1 et tˆn. Notre
objetif onsiste don à dénir les longueurs δˆn des sous-intervalles temporels ainsi que les phases
à l'origine Φˆ0n de sorte que l'énergie du signal mesuré par le géophone sˆ
gp
soit identique pour les
N fréquenes onsidérées.
A.2.1 Calul des instants de transition entre les fréquenes tˆn
De manière générale, l'énergie moyenne E d'un signal omplexe de fréquene onstante, de
durée T et d'amplitude maximale a est égale à :
E = a2T (A.9)
Dans notre as, la fréquene du signal émis après orretion est onstante par moreaux. Pour
une durée δˆn donnée, l'énergie Eˆ
gp
n du signal mesuré par le géophone assoiée à la fréquene fn
est alors égale à :
Eˆgpn = (amaxhn)
2 δˆn (A.10)
où hn orrespond à l'atténuation de la fréquene fn : hn = h(fn). Sa valeur se déduit des signaux
se et sgp assoiés à la première mesure ave émission d'un sweep linéaire.
Pour que toutes les énergies Eˆgpn soient égales, les longueurs δn doivent don être proportion-
nelles à h−2n . Or la durée totale du signal est limitée à T :
N∑
l=1
δˆn = T (A.11)
La durée d'émission de haque fréquene fn est don égale à :
δˆn = T
h−2n∑N
m=1 h
−2
m
(A.12)
Nous en déduisons les instants de transition entre les diérentes fréquenes :
tˆn =
n∑
m=1
δˆm = T
∑n
m=1 h
−2
m∑N
m=1 h
−2
m
(A.13)
A.2.2 Calul des phases à l'origine Φˆ
0
n
Sur l'intervalle [tˆn−1; tˆn], le signal sˆ
e
est égal à :
sˆe(t) = a
max
exp
(
j(2πfnt+ Φˆ
0
n)
)
, t ∈ [tˆn−1; tˆn] (A.14)
Sur l'intervalle [tˆn; tˆn+1], le signal sˆ
e
est égal à :
sˆe(t) = a
max
exp
(
j(2πfn+1t+ Φˆ
0
n+1)
)
, t ∈ [tˆn; tˆn+1] (A.15)
123
A.3 Passage à une expression analytique
A l'instant tˆn, la phase du signal doit rester ontinue. L'égalité suivante doit don être
vériée :
2πfntˆn + Φˆ
0
n = 2πfn+1tˆn + Φˆ
0
n+1 (A.16)
Isolons la phase à l'origine Φˆ0n+1 :
Φˆ0n+1 = Φˆ
0
n + 2π(fn − fn+1)tˆn (A.17)
= Φˆ0n + 2πT
(f
max
− f
min
)
∑n
m=1 h
−2
m
N
∑N
m=1 h
−2
m
(A.18)
La phase à l'origine assoiée à la fréquene f1 est hoisie par l'utilisateur (Φˆ
0
1 = ϕ). Pour les
fréquenes fn où 2 < n < N , la phase à l'origine est don égale à :
Φˆ0n = Φˆ
0
1 +
n−1∑
l=1
2π(fl − fl+1)tˆl (A.19)
= ϕ+ 2πT
(f
max
− f
min
)
∑n−1
l=1
∑l
m=1 h
−2
m
N
∑N
m=1 h
−2
m
(A.20)
A.3 Passage à une expression analytique
Supposons maintenant que l'on parourt l'ensemble des fréquenes omprises entre f
min
et
f
max
. Cela revient à reprendre le raisonnement de la setion préédente et à faire tendre le
nombre de fréquenes N vers l'inni. Chaque fréquene de l'intervalle [f
min
; f
max
] est désignée
par un réel ν ompris entre 0 et 1 :
f(ν) = f
max
+ ν(f
min
− f
max
) (A.21)
Nous allons onstruire un signal sˆe fontion de la variable ν :
sˆe(ν) = a
max
exp
(
j(2πf(ν)tˆ(ν) + Φˆ0(ν))
)
, t ∈ [tˆn−1; tˆn] (A.22)
En plus de la fontion f (équation (A.21)), ette expression fait intervenir deux fontions de
la variable ν :
 tˆ qui indique l'instant d'émission de haque fréquene de f
max
à f
min
;
 Φˆ0 qui donne la phase à l'origine assoiée à haque fréquene.
A.3.1 Calul des instants d'émission de haque fréquene
L'expression de l'énergie du signal mesuré par le géophone en fontion de ν se déduit de
l'équation (A.10) :
Eˆgp(ν) = (a
max
H(ν))2
dtˆ(ν)
dν
(A.23)
H(ν) = h(f(ν)) et la fontion h se déduit des signaux se et sgp assoiés à la première mesure
ave émission d'un sweep linéaire.
Pour que l'énergie Eˆgp soit onstante, la fontion tˆ doit vérier :
dtˆ(ν)
dν
∝ (H(ν))−2 (A.24)
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Sahant que tˆ(0) = 0 et que la durée totale du signal est limitée à T , nous avons :
tˆ(ν) = T
∫ ν
0 (H(η))
−2 dη∫ 1
0 (H(η))
−2 dη
(A.25)
A.3.2 Calul des phases à l'origine
La fontion φ(ν) se onstruit en réérivant l'équation (A.17) dans le as ontinu :
Φˆ0(ν + ǫ) = Φˆ0(ν) + 2π(f(ν)− f(ν + ǫ))tˆ(ν) (A.26)
= Φˆ0(ν) + 2πǫ(f
max
− f
min
)tˆ(ν) (A.27)
d'où :
dΦˆ0
dν
= lim
ǫ→0
Φˆ0(ν + ǫ)− Φˆ0(ν)
ǫ
(A.28)
= 2π(f
max
− f
min
)tˆ(ν) (A.29)
Sahant qu'à l'instant t = 0, la phase est égale à ϕ :
Φˆ0(ν) = ϕ+ 2π(f
max
− f
min
)
∫ ν
0
tˆ(η)dη (A.30)
d'où :
Φˆ0(ν) = ϕ+ 2π(f
max
− f
min
)T
∫ ν
0
∫ ξ
0 (H(η))
−2 dηdξ∫ 1
0 (H(η))
−2 dη
(A.31)
Remarques :
 Les équations (A.22), (A.25) et (A.31) sont érites en fontion de la variable ν. Cependant,
la fontion tˆ est une fontion ontinue stritement roissante. Nous pouvons don utiliser
sa réiproque pour revenir à des expressions dépendant du paramètre temporel t.
 Etant donné que l'utilisateur agit sur un signal disret, la forme disrétisée proposée dans
la setion A.2 serait plutt utilisée en pratique. Ajoutons que si les fréquenes retenues
pour le problème inverse sont onnues à l'avane, il serait judiieux d'appliquer la méthode
proposée en travaillant sur es fréquenes uniquement.
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Annexe B
Mise à l'éhelle des variables
desriptives
La méthode d'inversion basée sur une segmentation du milieu sondé fait intervenir deux en-
sembles de variables : d'une part les variables l
g
et l
d
qui dérivent la forme de la frontière qui
sépare les régions Terre et Béton et les variables ε
p
et ε
s
qui déterminent la distribution spatiale
des aratéristiques v
p
et v
s
au sein de haque région. L'algorithme d'inversion onsiste à optimi-
ser es diérentes variables de façon simultanée. Par rapport à un shéma d'optimisation  par
blos , ela est suseptible de réduire le nombre d'itérations et ainsi d'aélérer la onvergene.
Cependant, es deux ensembles de variables sont assoiés à deux grandeurs diérentes : les
variables l
g
et l
d
orrespondent à des longueurs mesurées en nombre de points du maillage et
les variables ε
p
et ε
s
orrespondent à des vitesses de propagation. Se pose alors le problème de
la mise à l'éhelle d'un ensemble de variables par rapport à l'autre, sans quoi le ritère risque
d'être mal onditionné e qui entraînerait un ralentissement de la onvergene.
Le problème de mise à l'éhelle se résout au moyen d'un préonditionnement. Si l'ensemble des
inonnues sont regroupées dans la variable θ, ela onsiste à travailler ave la variable θ′ = Pθ
où P doit être hoisie de sorte que la matrie de préonditionnement P†P soit une approximation
symétrique dénie positive de la matrie hessienne en θ. Le reours au préonditionnement n'est
pertinent que lorsque le oût assoié au alul de la matrie P et à son utilisation (hangements
de variables) est faible.
Dans la setion 3.4.2, page 79, un oeient β a été introduit an d'agir sur l'unité des
variables desriptives. Cela revient à manipuler les variables l
′
g
et l
′
d
telles que :
l
′
g
= βl
g
l
′
d
= βl
d
(B.1)
Cela orrespond à l'appliation d'un préonditionnement tel que la matrie P est diagonale et
dont les oeients diagonaux prennent soit la valeur β (oeients assoiés aux variables l
g
et l
d
) soit la valeur 1 (oeients assoiés aux variables ε
p
et ε
s
). Une tehnique permettant
d'estimer la valeur optimale de β à faible oût a été proposée. Son prinipal avantage est d'éviter
à l'utilisateur un réglage empirique. Dans ette annexe, nous reprenons le raisonnement suivi en
partant de l'expression générale de la matrie hessienne du ritère et en détaillant les aluls.
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B.1 Expressions générales du ritère, du gradient et de la matrie
hessienne
L'algorithme d'inversion onsiste à minimiser un ritère des moindres arrés. Par la suite,
nous supposerons que e ritère ne omprend que le terme d'adéquation aux données : il s'agit
du terme faisant intervenir les étapes de alul les plus oûteuses et le terme de régularisation
ne présente pas de diulté. Le ritère minimisé s'érit don :
C(θ) =
∑
ω
∑
k
‖yω,k − gω,k(θ)‖2 (B.2)
où, pour haque pulsation ω et haque position de la soure k, yω,k et gω,k désignent les données
mesurées et la sortie du modèle diret respetivement.
L'expression du gradient du ritère s'érit :
∇C(θ) =
∑
ω
∑
k
−2ℜ
{
Jω,k(θ)
†
(
yω,k − gω,k(θ)
)}
(B.3)
où Jω,k désigne la matrie jaobienne de la fontion gω,k. Chaun de ses oeients orrespond
à la dérivée partielle d'une omposante de gω,k par rapport à l'une des inonnues :[
Jω,k(θ)
]
l,m
=
∂
[
gω,k
]
l
∂ [θ]m
(B.4)
L'expression de la matrie hessienne du ritère (B.2) s'érit :
∇
2C(θ) =
∑
ω
∑
k
2ℜ

Jω,k(θ)†Jω,k(θ)−
Ng∑
l=1
∇2
[
gω,k(θ)
]
l
[
yω,k − gω,k(θ)
]
l

 (B.5)
Etant donné la forte non-linéarité du modèle diret, nous ne sommes pas assurés que la ma-
trie hessienne du ritère soit dénie positive. Pour onstruire la matrie de préonditionnement,
il est préférable de onsidérer une version approhée de la matrie hessienne en ne onservant
que les termes faisant intervenir les matries jaobiennes :
∇
2C(θ) ≈
∑
ω
∑
k
2ℜ
{
Jω,k(θ)
†Jω,k(θ)
}
(B.6)
Cette matrie est néessairement positive.
B.2 Expressions des matries jaobiennes
B.2.1 Méthode de reonstrution ave régularisation markovienne
Nous revenons d'abord à la première méthode d'inversion proposée qui se base sur une régu-
larisation markovienne du ritère. Dans la setion 2.3.2, page 47, nous avons donné l'expression
des matries jaobiennes dans le as où les variables v
2
p
et v
2
s
sont optimisées. Dans la setion
2.4.4, page 53, un hangement de variables logarithmique a été introduit, e qui a onduit à
travailler ave les variables χ
p
et χ
s
telles que :
[χ
p
]l =
1
2
log[v2
p
]l (B.7)
[χ
s
]l =
1
2
log[v2
s
]l (B.8)
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Si e hangement de variables est pris en ompte, les matries jaobiennes s'érivent :
Jω,k(χp,χs) =
[
J
χ
p
ω,k J
χ
s
ω,k
]
=−B0ω
(
A0ω,Z +X
)−1 [
M
χ
p
ω,k M
χ
s
ω,k
]
(B.9)
ave :
M
χ
p
ω,k = 2H
p
Diag
{
ρ0 ⊙
(
Gp
(
V 10ω,k −
(
A0ω,Z +X
)−1
XV 10ω,k
))
⊙ v2
p
}
(B.10)
M
χ
s
ω,k = 2
3∑
i=1
HsiDiag
{
ρ0 ⊙
(
Gsi
(
V 10ω,k −
(
A0ω,Z +X
)−1
XV 10ω,k
))
⊙ v2
s
}
(B.11)
Ces expressions sont réutilisées pour la méthode d'inversion basée sur une segmentation du
milieu sondé.
B.2.2 Méthode de reonstrution ave segmentation du milieu sondé
Pour introduire une segmentation du milieu dans l'algorithme de résolution du problème
inverse, une nouvelle paramétrisation du problème a été proposée (voir setion 3.4.1, page 75).
Le ritère s'exprime en fontion des variables l
g
, l
d
, ε
p
et ε
s
de sorte que :
χ
p
= χ˜B
p
⊙R
B
(l
g
,l
d
) + χ˜T
p
⊙R
T
(l
g
,l
d
) + ε
p
(B.12)
χ
s
= χ˜B
s
⊙R
B
(l
g
,l
d
) + χ˜T
s
⊙R
T
(l
g
,l
d
) + ε
s
(B.13)
où :
 R
B
et R
T
dérivent l'appartenane de haque point du maillage à l'une ou l'autre des
régions Béton et Terre (f. équations (3.4) et (3.5), page 69) ;
 χ˜T
p
, χ˜T
s
, χ˜B
p
et χ˜B
s
sont les estimations préalables des aratéristiques de haque région ;
 ε
p
et ε
s
permettent des variations par rapport aux estimations préalables.
Dans e as, sahant que les deux régions sont omplémentaires ([R
T
]l = 1 − [RB]l), les
matries jaobiennes s'érivent :
Jω,k(εp,εs,lg,ld) =
[
J
ε
p
ω,k J
ε
s
ω,k J
l
g
ω,k J
l
d
ω,k
]
= −B0ω
(
A0ω,Z +X
)−1 [
M
ε
p
ω,k M
ε
s
ω,k M
l
g
ω,k M
l
d
ω,k
]
(B.14)
ave :
M
ε
p
ω,k = M
χ
p
ω,k (B.15)
Mεsω,k = M
χ
s
ω,k (B.16)
M
l
g
ω,k =
(
M
χ
p
ω,kDiag
{
χ˜B
p
− χ˜T
p
}
+Mχsω,kDiag
{
χ˜B
s
− χ˜T
s
})
R
′
B,g (B.17)
M
l
d
ω,k =
(
M
χ
p
ω,kDiag
{
χ˜B
p
− χ˜T
p
}
+Mχsω,kDiag
{
χ˜B
s
− χ˜T
s
})
R
′
B,d (B.18)
Chaun des oeients de la matrie R
′
B,g (resp. R
′
B,d) orrespond à la dérivée partielle
d'une omposante de R
B
par rapport à une omposante de l
g
(resp. de l
d
) :[
R
′
B,g
]
l,m
=
∂ [R
B
]l
∂ [l
g
]
m
(B.19)
[
R
′
B,d
]
l,m
=
∂ [R
B
]l
∂ [l
d
]m
(B.20)
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B.3 Mise à l'éhelle des variables desriptives
La onstrution d'un préonditionneur diagonal a été privilégiée ar les hangements de
variables qui en déoulent sont très peu oûteux en aluls. Une première possibilité onsiste à
utiliser les oeients diagonaux de la matrie hessienne approhée (f. équation (B.6))
a
:
[P]
2
l,l =
∑
ω
∑
k
∥∥∥[Jω,k(εp,εs,lg,ld)].,l∥∥∥2
[P]2l,m = 0 si l 6= m
(B.21)
Cependant, ette matrie est très oûteuse à aluler. Pour haque pulsation ω et haque position
de la soure k, haque olonne de la matrie jaobienne Jω,k fait l'objet de la résolution d'un
système linéaire :
[Jω,k(εp,εs,lg,ld)].,l = −B0ω
(
A0ω,Z +X
)−1 [
M
ε
p
ω,k M
ε
s
ω,k M
l
g
ω,k M
l
d
ω,k
]
.,l
(B.22)
Si l'on désigne par Nω le nombre de pulsations, par Nk le nombre de positions de la soure et par
Nl (resp.N
Z
x N
Z
y ) la longueur des veteurs lg et ld (resp. εp et εs), il y a alors 2NωNk(Nl+N
Z
x N
Z
y )
systèmes linéaires à résoudre au total. Le oût de alul est trop élevé pour que l'on puisse utiliser
ette matrie en tant que préonditionneur dans notre algorithme.
Remarque : Les matries jaobiennes Jω,k apparaissent dans l'expression du gradient du
ritère minimisé (voir équation (B.3)) mais elles ne sont pas alulées de façon expliite lors du
alul du gradient (voir algorithme 3, page 49). C'est pour ette raison que le oût de alul
augmente si fortement lorsque l'on introduit le alul de la matrie P de l'équation (B.21) dans
l'algorithme. Certaines opérations pourraient être mises en ommun (déomposition des matries
normales en fateurs LU) mais ela ne permettrait pas de diminuer le nombre de résolutions de
systèmes linéaires néessaires au alul de P.
Notre objetif initial onsiste à mettre à l'éhelle ertaines variables par rapport à d'autres.
L'alternative proposée onsiste à introduire un oeient β réel positif qui agit sur les variables
desriptives l
g
et l
d
(f. équation (B.1)). Une première manière d'estimer la valeur optimale de
β onsiste à travailler à partir de la diagonale de la matrie hessienne approhée (f. équation
(B.6)), en alulant le rapport entre la moyenne des oeients assoiés aux variables l
g
et l
d
et la moyenne des oeients assoiés aux variables ε
p
et ε
s
:
β2 =
NZx N
Z
y
∑
ω
∑
k
∑
l
∥∥∥ [Jlg,ldω,k (lg, ld, εp, εs)]
.,l
∥∥∥2
Nl
∑
ω
∑
k
∑
m
∥∥∥ [Jεp,εsω,k (lg, ld, εp, εs)]
.,m
∥∥∥2 (B.23)
ave : [
J
l
g
,l
d
ω,k (lg, ld, εp, εs)
]
.,l
= −B0ω
(
A0ω,Z +X
)−1 [
M
l
g
ω,k M
l
d
ω,k
]
.,l
(B.24)[
J
ε
p
,ε
s
ω,k (lg, ld, εp, εs)
]
.,m
= −B0ω
(
A0ω,Z +X
)−1 [
M
ε
p
ω,k M
ε
s
ω,k
]
.,m
(B.25)
Cependant, e alul reste oûteux ar il néessite toujours la résolution de 2NωNk(Nl+N
Z
x N
Z
y )
systèmes linéaires.
a. [M]
.,l
est un veteur égal à la olonne l de la matrie M.
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Il n'est pas néessaire d'estimer la valeur optimale de β de façon préise ar e oeient
est simplement utilisé pour ompenser dans une ertaine mesure un mauvais onditionnement
du ritère. Une seonde manière d'estimer la valeur optimale de β a été proposée dans le but de
réduire le oût de alul. Elle onsiste à reprendre l'équation (B.23) et à transférer les sommes
sur les olonnes de la matrie jaobienne à l'intérieur de la norme :
β2 =
NZx N
Z
y
∑
ω
∑
k
∥∥∥∑l [Jlg,ldω,k (lg, ld, εp, εs)]
.,l
∥∥∥2
Nl
∑
ω
∑
k
∥∥∥∑m [Jεp,εsω,k (lg, ld, εp, εs)]
.,m
∥∥∥2 (B.26)
Etant donné qu'elles ne dépendent que de la pulsation ω, les matries B0ω et (A
0
ω,Z + X)
−1
peuvent être mises en fateur e qui permet de réduire le oût de alul :
∑
l
[
J
l
g
,l
d
ω,k (lg, ld, εp, εs)
]
.,l
= −B0ω
(
A0ω,Z +X
)−1(∑
l
[
M
l
g
ω,k M
l
d
ω,k
]
.,l
)
(B.27)
∑
m
[
J
ε
p
,ε
s
ω,k (lg, ld, εp, εs)
]
.,m
= −B0ω
(
A0ω,Z +X
)−1(∑
m
[
M
ε
p
ω,k M
ε
s
ω,k
]
.,m
)
(B.28)
Ainsi, au lieu de 2NωNk(Nl + N
Z
x N
Z
y ) systèmes linéaires, nous nous ramenons à un total de
2NωNk systèmes linéaires.
Remarque : Les matries normales de es systèmes ne dépendent que de la pulsation ω.
Elles sont identiques aux matries normales des systèmes linéaires intervenant dans le alul du
ritère et du gradient. Une déomposition de es matries en fateurs LU est déjà eetuée pour
le alul du ritère et du gradient (voir algorithme 3, page 49). Cette déomposition peut être
exploitée pour la résolution des systèmes linéaires intervenant dans le alul du oeient β, e
qui ontribue à la rédution du oût de alul.
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Annexe C
Sensibilité par rapport à la pondération
de la régularisation
Dans la méthode de reonstrution tomographique ave segmentation du milieu sondé, le
ritère minimisé fait intervenir un hyperparamètre γ. Dans ette annexe, nous abordons la
question de la sensibilité de l'algorithme par rapport à la valeur de γ.
C.1 Retour sur l'expression du ritère minimisé
La méthode de reonstrution que nous avons introduite dans le troisième hapitre s'appuie
sur une segmentation de la zone d'intérêt en deux régions (une région Terre et une région
Béton) et sur une estimation préalable des aratéristiques v
p
et v
s
de es deux régions. Après
disrétisation et en tenant ompte du hangement de variables logarithmique (voir setion 2.4.4,
page 53), les aratéristiques des régions se onstuisent de la façon suivante :
χ
p
= χ˜B
p
⊙R
B
(l
g
,l
d
) + χ˜T
p
⊙R
T
(l
g
,l
d
) + ε
p
(C.1)
χ
s
= χ˜B
s
⊙R
B
(l
g
,l
d
) + χ˜T
s
⊙R
T
(l
g
,l
d
) + ε
s
(C.2)
où :
 l
g
et l
d
déterminent la forme de la frontière qui sépare les régions Terre et Béton ;
 χ˜T
p
, χ˜T
s
, χ˜B
p
et χ˜B
s
désignent les estimations préalables des aratéristiques des deux ré-
gions ;
 ε
p
et ε
s
sont des variations par rapport aux estimations préalables.
Dans l'expression du ritère minimisé, on inlut un terme qui pénalise l'amplitude des varia-
tions par rapport aux estimations préalables :
C(l
g
,l
d
,ε
p
,ε
s
) = C
AD
(l
g
,l
d
,ε
p
,ε
s
) + γ
(‖ε
p
‖2 + ‖ε
s
‖2) (C.3)
Cette pénalisation est pondérée par l'hyperparamètre γ. Sa valeur est réglée selon la onane
aordée aux estimations préalables : plus γ est grand, plus elles sont jugées pertinentes.
C.2 Tests de sensibilité sur le milieu ave heminée et surfae
libre
Pour tester la sensibilité de l'algorithme par rapport à la valeur de γ, nous travaillons sur
le milieu ave heminée et surfae libre (voir setion 1.6.2, page 29). Nous nous plaçons dans
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la même situation que dans la setion 3.5.2, page 83 : la profondeur de la fondation ainsi que
les aratéristiques du milieu sont estimées de façon exate et l'hypothèse d'élargissement de la
fondation est prise en ompte. Nous avons utilisé trois versions de l'algorithme d'inversion :
1. l'algorithme sans inversion de la signature de la soure ;
2. l'algorithme ave inversion de la signature de la soure dans le as où la soure n'est pas
supposée répétable (f. setion 4.2.3, page 94) ;
3. l'algorithme ave inversion de la signature de la soure dans le as où la soure est supposée
parfaitement répétable (f. setion 4.2.4, page 97).
Dans les trois as, nous avons fait varier la valeur de γ de 10−6 (as où l'on aorde beauoup
de onane aux estimations préalables) à 10−14 (as où les estimations préalables sont jugées
peu ables). Les résultats sont présentés dans le tableau C.1. Nous montrons les artes des
aratéristiques obtenues (à gauhe : v
p
, à droite : v
s
) ainsi que le temps de alul. La ligne
grisée est assoiée à la valeur de γ que nous avons utilisée dans les hapitres 3 et 4 (γ = 10−10).
Les résultats montrent que la valeur de γ semble avoir relativement peu d'inuene sur la
reonstrution des aratéristiques v
p
et v
s
. Dans tous les as, la base de la fondation est plutt
bien reonstruite. Sur la partie gauhe de l'objet diratant, le ontour obtenu ne orrespond
pas toujours à la solution reherhée mais ela s'explique par le aratère mal posé du problème,
omme nous l'avons évoqué dans la setion 3.5.2, page 83.
La valeur de γ semble avoir un impat plus marqué sur le temps de alul : plus la valeur
du oeient de pondération est grande, moins le oût de alul est élevé. Cette tendane est
justiée par le fait qu'une pénalisation arue de la norme quadratique de ε
p
et ε
s
améliore le
onditionnement du ritère.
Remarquons néanmoins que ontrairement à la méthode basée sur une régularisation mar-
kovienne où une forte pondération du terme de régularisation avait tendane à lisser l'image
reonstruite, la valeur de l'hyperparamètre de pondération γ n'est pas ritique dans le as onsi-
déré ii. En eet, étant donné que les aratéristiques de la terre et du béton sont orretement
estimées au préalable, la pénalisation de la norme quadratique de ε
p
et ε
s
s'aorde parfaitement
ave la solution reherhée.
Les méthodes employées pour fournir une estimation préalable des aratéristiques v
p
et v
s
ont tendane à produire une image relativement lisse du milieu. Dans le as où l'estimation
préalable de es aratéristiques serait erronée, et en partiulier lorsque le milieu sondé présente
de fortes hétérogénéités, l'hyperparamètre γ dénirait un réel ompromis.
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Tableau C.1  Sensibilité de la méthode d'inversion par rapport à la valeur de l'hyperparamètre γ
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Nous avons également herhé à savoir si un même réglage de l'hyperparamètre γ et des
oeients β et η pouvait être utilisé pour diérentes ongurations. Dans ette setion, une
seonde onguration ave heminée et surfae libre est onsidérée.
C.3.1 Desription de la onguration
Le milieu mesure 2 mètres en largeur et 1 mètre en profondeur. La largeur maximale de
la fondation est d'environ 0,6 mètres et sa hauteur d'environ 0,8 mètres. Un shéma de la
onguration est donné sur la gure C.1. Elle partage plusieurs points ommuns ave le milieu
présenté dans la setion 1.6.2, page 29 :
 Les aratéristiques des diérentes régions sont identiques (voir tableau 1.2, page 30).
 La soure vibratoire prend les mêmes six positions suessives de part et d'autre de la
heminée et le dispositif de mesure omprend 90 géophones plaés aux mêmes endroits.
 Le signal émis par la soure est un Riker dont la fréquene prinipale est de 200 Hz et 10
fréquenes situées entre 100 Hz et 500 Hz sont retenues pour l'inversion.
 Le problème inverse est résolu à partir de données simulées auxquelles nous avons ajouté
une séquene de bruit blan gaussien (rapport signal à bruit égal à 30 dB).
Les deux ongurations diérent par la forme de la fondation et par les dimensions de la
zone d'intérêt. Le problème ompte ii 3000 inonnues environ (on en ompte environ 2200 pour
le premier milieu).


	

	
		

Figure C.1  Shéma du seond milieu ave heminée et surfae libre. La ligne en pointillés
représente la frontière de la zone d'intérêt qui omprend 71 pixels en largeur et 41 pixels en
profondeur.
C.3.2 Résultats obtenus
Les tests ont été eetués dans le as où la profondeur de la fondation ainsi que les dié-
rentes aratéristiques des deux régions sont orretement estimées. Comme pour la majorité
des résultats présentés dans les hapitres 3 et 4 , l'hyperparamètre γ, le oeient β et le seuil
intervenant dans le ritère d'arrêt η sont xés à 10−10, 10 et 10−8 respetivement.
Sur la gure C.2, nous montrons les résultats obtenus lorsque l'hypothèse d'élargissement de
la fondation est prise en ompte et lorsque l'algorithme de reonstrution inlut l'inversion de
la signature de la soure (la soure n'est pas supposée répétable).
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Figure C.2  Résultats obtenus sur le seond milieu ave heminée et surfae libre en prenant
en ompte l'hypothèse d'élargissement de la fondation et en inluant l'inversion de la signature
de la soure (soure non répétable)
Pour les deux initialisations, la solution obtenue est très prohe de la solution exate du
problème. De plus, l'algorithme onverge vers des valeurs du ritère quasiment égales. On note
que le temps de alul est entre 3 et 4 fois supérieur à elui sur la première onguration
ave heminée et surfae libre (f. gure 3.11). Le tableau C.2 indique le nombre d'itérations
eetuées dans les deux as pour haque groupe de fréquenes. De manière générale, les nombres
d'itérations sont du même ordre de grandeur. L'augmentation du temps de alul est don
prinipalement due à une augmentation du oût par itération, elle-même due à la plus grande
taille du problème.
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Nombre de Premier Seond
fréquenes traitées milieu milieu
1 601 it. 600 it.
2 1190 it. 425 it.
3 1019 it. 667 it.
4 884 it. 694 it.
5 673 it. 428 it.
6 373 it. 938 it.
7 362 it. 674 it.
8 58 it. 65 it.
9 443 it. 403 it.
10 180 it. 203 it.
Tableau C.2  Comparaison du nombre d'itérations eetuées pour haque groupe de fréquenes
pour les deux ongurations ave heminée et surfae libre
Initialisation Cheminée prolongée Solution exate
Sans inversion de la soure 5,1 h 3,8 h
Ave inversion Soure répétable 5,4 h 3,9 h
de la soure Soure non répétable 5,2 h 4,7 h
Tableau C.3  Comparaison des temps de alul
Des tests d'inversion ont également été réalisés en supposant que la soure est parfaitement
répétable et dans le as où la signature de la soure est supposée onnue a priori. Les résultats
de reonstrution sont très similaires à eux présentés sur la gure C.2. Les temps de aluls
sont également très prohes, ils sont résumés dans le tableau C.3.
Nous montrons enn sur la gure C.3 les résultats de reonstrution dans le as où l'hypothèse
d'élargissement de la fondation n'est pas prise en ompte et lorsque l'algorithme de reonstrution
inlut l'inversion de la signature de la soure (la soure n'est pas supposée répétable). Comme
pour le premier milieu ave heminée et surfae libre (f. gure 3.12, page 86), nous aboutissons
à un ontour de la région Béton plus irrégulier que préédemment. Malgré ela, les résultats de
reonstrution restent satisfaisants.
Au vu de es résultats, il semble qu'un même réglage des oeients intervenant dans l'algo-
rithme d'inversion puisse être utilisé pour diérentes ongurations. Les résultats présentés dans
les setions 3.16, page 90, (travail sur le milieu ave heminée et surfae libre sans restrition à
une zone d'intérêt) et 4.3.3, page 103, (travail sur une onguration de taille réaliste) vont dans
e sens.
Il faut néanmoins rappeler que nous avons onsidéré le as où les aratéristiques de la terre et
du béton sont orretement estimées au préalable. La valeur de l'hyperparamètre de pondération
γ ne joue alors pas un rle ritique. Pour onrmer es observations, il faudrait onsidérer des as
où les estimations préalables sont erronées et où l'hyperparamètre γ dénirait un réel ompromis
(ongurations où le milieu sondé présente de fortes hétérogénéités par exemple).
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Figure C.3  Résultats obtenus sur le seond milieu ave heminée et surfae libre sans prendre
en ompte l'hypothèse d'élargissement de la fondation et en inluant l'inversion de la signature
de la soure (soure non répétable)
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Titre : Régularisation et optimisation pour l'imagerie sismique des fondations de pylnes
Résumé :
Cette thèse porte sur l'ausultation de fondations de pylnes életriques par ontrle non destrutif. Une
proédure d'imagerie par ondes sismiques est utilisée, e qui onsiste à générer une onde sismique au
voisinage de la fondation ave une soure vibratoire et à mesurer la vitesse de l'onde résultante à l'aide
d'un réseau de géophones. Le travail présenté s'intéresse spéiquement à la résolution du problème
inverse. L'objetif est de onevoir un algorithme permettant de déterminer la géométrie de la fondation
ausultée à partir des données enregistrées par les apteurs. Il s'agit d'un problème de tomographie de
diration. Son aratère mal posé ainsi que la forte non-linéarité du modèle diret rendent sa résolution
partiulièrement diile.
Deux méthodes d'inversion ont été développées. Elles onsistent toutes deux à reonstruire plusieurs
artes du sous-sol, haque arte étant assoiée à une aratéristique physique du sous-sol. Dans les deux
as, un ritère des moindres arrés régularisé est minimisé de façon itérative. Pour la première approhe,
peu d'a priori sont pris en ompte. Elle se base sur une régularisation markovienne et la diérene
entre pixels voisins est pénalisée de manière à favoriser la reonstrution de régions lisses séparées par
des ontours frans. La seonde approhe tient ompte d'informations a priori plus nombreuses et plus
préises. Elles sont liées à la struture partiulière des fondations et aux aratéristiques de la terre et du
béton. La méthode se base sur une segmentation du milieu à imager en deux régions. Des tests ont été
réalisés sur des données simulées an d'évaluer et de omparer les performanes de es deux méthodes.
Mots-lés : imagerie sismique, tomographie de diration, moindres arrés régularisés, approhe par
segmentation
Title : Regularization and optimization for the seismi imaging of transmission overhead line struture
foundations
Abstrat :
This thesis deals with the nondestrutive testing of transmission overhead line struture foundations. A
seismi imaging tehnique is used. The experimental proedure onsists of the generation of a seismi
wave near the foundation by means of a vibrating soure and the measurement of the resulting wave
veloity with a set of geophones. The spei goal of the presented work is to provide an inversion sheme
in order to determine the shape of foundations from the measured data. This problem orresponds to
an inverse sattering problem. Its resolution is partiularly diult beause of its ill-posedness and the
strong nonlinearity of the diret model.
Two inversion methods have been developed. Their ommon aim is to map the spatial distribution of
several physial harateristi of the probed medium. In both ases, a regularized least squares riterion
is minimized iteratively. For the rst approah, little a priori information is onsidered. It is based on a
Markovian regularization sheme. The dierenes between neighboring pixels are penalized so that the
algorithm onverges towards smooth areas separated by sharp boundaries. The seond approah takes
more relevant priors into onsideration. They are related to the partiular shape of foundations and to
the physial harateristis of earth and onrete. The method is based on a segmentation of the probed
area into two regions. Tests were performed on simulated data to evaluate and ompare the performane
of these two methods.
Keywords : seismi imaging, inverse sattering problem, regularized least squares, segmentation-based
approah
Disipline : Sienes de l'Ingénieur
