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Abstract
The assessment of the structural conditions of aging large infrastructure systems, such as
bridges, roads and pipelines, plays a key role on the management of such systems. Still,
commonly used non-destructive evaluation techniques for concrete are conducted on a
relatively slow point by point basis, and involve high time and cost requirements. We
need therefore, more efficient ways of scanning and analyzing concrete structures. Wave
Stress Methods show potential to this effect.
In this thesis, we first analyze the impact of a steel pellet on to a pavement. As this is a
common way of generating stress pulses for the non-destructive evaluation of concrete
decks. Second, we present three simple ways to estimate wave velocities in concrete.
These methods use the concepts of wave time of arrival, time of delay and phase delays.
The first two concepts correspond to the time domain, while the third one to the
frequency domain. Third, we study the propagation of a transient pulse in an elastic half
space and draw similarities with the case of an elastic plate. In the last chapter, we
propose a technique based in non-linear least squares fitting to estimate velocities and
identify surface waves in a plate.
We apply the velocity estimation techniques to some empirical signals and compare the
results of the different methods. We also apply the curve fitting technique to the same
empirical signals. In general, the estimates are consistent, and different techniques give
similar results.
Thesis Supervisor: Eduardo Kausel
Title: Professor of Civil and Environmental Engineering

Acknowledgements
First of all, I would like to thank my advisor Professor Eduardo Kausel, whose caring,
support and dedication have made my time at MIT a most enriching experience.
To Abel, thanks for your friendship and for the terrific times we, Emma, Cristina, el
pel6n, you and me, spent together; and of course , for your invaluable software support.
Special thanks to my parents, brothers and sisters for their support and love, and for being
the models that I work hard to follow.
I thank my little son David for waking me up early every morning, so I would not neglect
my daily work duties.
Finally and above all, thanks to my wife Cristina, for believing in my dreams and
encouraging me into their pursuit, for being always there and having always time, for
sharing this wonderful time and for reminding me the things that really matter. It would
have been worthless without you.

Table of Contents
CHAPTER 1. WAVE PROPAGATION IN PLATES ....................................... .................................. 9
1.1. Elastic w aves in a plate ........................................................................................ 9
1.2. Direct and reflected waves................................................... 11
1.3. Wave reflections in a free boundary. Snell's law ...................................... 11
1.4. T im e of flight ........................................................................................................ 13
CHAPTER 2. IMPACT OF PELLET ONTO SLAB .......................................................................... 15
2.1. Elastic collision between two spheres................................... ............. 15
2.2. Inelastic collision .................................................................................................. 2 1
2.3. Impact of spherical pellet onto pavement ......................................................... 22
CHAPTER 3. WAVE VELOCITIES ESTIMATION ........................................................................ 25
3.1. R-wave velocity estimation based on times of arrival (TOA) .............................. 26
3.1.1. Theoretical approach................................ .................. 26
3.1.2. Practical considerations .......................................................... ....... .... 27
3.1.3. Estimation of TOA ........................................ 28
3.2. R-wave velocity estimation based on time delay estimation (TDE)................. 31
3.2.1. Theoretical approach.............................. ............................ 31
3.2.2. Estimation of TDE ........................................................................ 32
3.3. R-wave velocity estimation based on phase delays (PD) .................................. 34
3.3.1. Theoretical approach.................................................... 34
3.3.2. R-wave behavior in a plate ........................ .................... 35
3.3.3. Discrete Fourier Transform.................................. 36
3.3.4. Practical considerations ................................................................... 36
3.4. Signal improvement by digital filtering................................ ............ 38
3.4.1. Definition of the low passfilter......................................... 38
3.5. Experim ental results.......................................... .............................................. 40
3.5.1. R-wave velocity estimation based on times of arrival (TOA) .................... 41
3.5.2. R-wave velocity estimation based on times of delay (TDE)....................... 47
3.5.3. R-wave velocity estimation based on phase delays (PD)........................... 51
3.6. C onclusions ............................................................................................ ............ 53
CHAPTER 4. ANALYTICAL SOLUTION FOR THE HALF-SPACE .................................... . 55
4.1. Normal step load on a half space ......................................... ............. 55
7
4.2. Tim e history of the load................................................................................ 57
4.3. The direct waves analytical model: Solution of the convolution integral ............ 58
4.4. Validation of the analytical model............................................................. 61
CHAPTER 5. SEPARATION OF DIRECT AND REFLECTED WAVES ..................................... 65
5.1. Removing the R-wave.........................................................65
5.2. Removal of the R-wave by curve fitting................................. ............ 66
5.2.1. Collection of data.............. ............................ 67
5.2.2. Family offittingfunctions........................................................................... 67
5.2.3. Error criterion ....................................... .................................... 68
5.3. Assumptions of the Least Square method.................................. ........... 69
5.4. Iterative schemes to solve non-linear Least Square problems ........................... 70
5.4.1. Universal minimizing methods................................ ......... 71
5.4.2. Special minimizing methods.......................... . ......................... 73
5.4.3. Levenberg-Marquardt method..................... .................. 74
5.5. Selected iterative schem e ...................................................................................... 75
5.6. Initial values and convergence criterion ...................................... ......... 76
5.6. 1. Initial values...................... ............ ................. 77
5.6.2. Convergence criterion ........................................ 78
5.7. Experim ental results....................................... ................................................. 79
5.7. 1. Estimated parameters and improvedfrequency spectrum............................ 79
5.8. C onclusions ................................................................................................ ........ 93
CHAPTER 6. APPENDIX ............................................ 95
6.1. Estimation of wave velocity by TOA ............................................................. 95
6.2. Estimation of wave velocity by TDE.................................. 115
R EFER EN C ES ......................................................................................................................................... 123
Chapter 1. Wave propagation in plates
In this chapter we describe some basic concepts of the propagation of waves in an infinite
elastic plate. We focus on those aspects that are indispensable to understand the chapters
that follow. A more detailed description of the concepts here may be found in textbooks
such as [1] and [2].
We make two principal assumptions regarding the plate
* It is made of an homogeneous isotropic elastic linear material. Thus, its behavior is
defined by only two elastic constants; say, the elastic modulus E and the Poisson
ratio v.
* It is unbounded; so, there are no edge effects.
1.1. Elastic waves in a plate
Any perturbation within an elastic body propagates through it in the form of elastic
waves. In the case of a plate, there may be three different types of waves:
Dilatational waves (P-waves): For this type of waves, the particle motion is parallel to
the direction of propagation of the wave, and only tensile and compression stresses are
generated. This type of wave if the fastest of the three, and for an infinite elastic solid, its
velocity depends on the elastic constants and density of the material, namely
FE E.(1- v)
(1 + v).(1- 2. v) .p
Transverse waves (S-waves): For this type of waves, the particle motion is transverse to
the direction of propagation of the wave, and only shear stresses are generated. Its
velocity is
E c 1-2v (2)
s .(1+v).p 2-2.v
Surface waves (R-waves): These types of waves occur only in bodies with free
boundaries, and their effects are confined to regions close to the free surfaces. They were
first investigated by Lord Rayleigh and are also known as Rayleigh waves. The particle
motion next to the surface is elliptical and retrograde with respect to the direction of
propagation; below a depth of approximately 0.192 -A (A is the wavelength), the motion
reverses direction, and decreases exponentially in amplitude. The velocity of this type of
waves, which is slightly smaller than that of S-waves, may be approximated by
(0.87 + 1.12. v)
S (1 + v)
If the perturbation is a normal impact on the surface of the plate (i.e. the top surface) the
three types of waves mentioned above exist. The R-wave propagates from the impact
source along a circular wavefront on the surface. The P and S-waves propagate along
hemispherical wavefronts into the body. Furthermore, when the P and S-waves reach
other boundaries, they both reflect and convert into other waves.
R-WAVE
Figure 1: Elastic waves in a plate
Because the R-waves are two-dimensional (they are confined to the surface), as opposed
to the P-waves and S-waves, which are three-dimensional (body waves), the energy
associated with the R-waves does not attenuate as fast as the energy associated with the
body waves. In a plate this is only part true, as a plate itself is nearly a two-dimensional
body.
1.2. Direct and reflected waves
A disturbance on the plate surface will quickly spread through it in the form of elastic
waves. For any point of the plate some waves will reach it in a straight line from the
source, which are direct waves. Other waves will reach the point after reflecting once or
more on the boundaries of the plate and these are the reflected waves.
Figure 2: Direct and reflected wave-paths for points of the surface
1.3. Wave reflections in a free boundary. Snell's law
When an elastic wave impinges on a free boundary, it is converted into two waves on
reflection, namely a P-wave and a S-wave. This is a distinguishing characteristic of the
reflection of waves in solids, known as mode conversion. In some cases, surface waves
may also develop.
We define a Cartesian space XYZ such that the free boundary is the surface at y = 0, and
consider a plane P-wave impinging on it. For a plane wave, all particles in the wavefront
have the same displacement; thus, the motion at a point xT = [x,y,z] is given by
u = n u(t - n -x/c,) (2)
where n is a unit vectors parallel to the direction of propagation, u(.) is any function of
time and c, is the P-wave speed. For simplicity, we choose the XY plane as the plane of
incidence; so, n r = [nx,ny,O]. The angle of incidence Op is the angle between the
direction of propagation and the perpendicular to the boundary, such that sin O, = nx .
INCIDENT 8 S P REFLECTEDWAVE
WAVES
Figure 3: Reflection of P-wave on a free boundary
We have then two reflected plane waves
ii = ii A u(t - ii x/c )
V = -B u(t - iii -x/c )
where ii and iii are unit vectors parallel to the direction of propagation of the reflected
P-wave and S-wave respectively, P is a unit vector perpendicular to iii, cs is the S-
wave speed and A and B are constants. This is clearly a plane-strain problem and all
displacements will be confined to the plane of incidence; thus, iT = [x,iy,0o] and
fifT = [fix , in-O 01
The boundary condition on the surface requires that the incident and reflected waves
must have the same variation with x and t . This is satisfied if
nx nx mx
- - = - (4)
Cp Cp Cs
Defining the angles of emergence O, and s for the reflected waves in the same way as
the angle of incidence, we have
sin 
_ sin , sin Os
Cp Cp Cs
which is Snell's law for waves in solids.
If we consider instead a shear wave polarized in the plane of incidence propagating in a
direction m, we have
sin Os sin O, sin (6)S- - (6)
cs Cp cs
Now, if sinOs > cs /c, then ,p and the expression for the reflected P-wave are
complex. The angle Os = arcsin(cs /c p ) is referred to as the critical angle. For angles of
incidence above this value, the reflected P-wave ceases to be an outgoing plane wave.
Instead, we have a plane wave travelling parallel to the boundary.
Finally, if the incident wave is a shear wave polarized in a plane perpendicular to the
plane of incidence, the incident wave reflects completely with not mode conversion, as in
the case of acoustic waves.
1.4. Time of flight
The time offlight of a wave is the time it takes a wave to travel from the source to the
point under consideration.
For the direct waves, it equals the distance to the source divided by the wave speed. For
a point on the surface of the slab at a distance d from the source, we have t = d/c, where
c is the corresponding wave velocity.
After the P and S-waves reflect once on the face of the slab opposite to the point of
impact, and because of the mode conversion, we have 4 waves: the P-P, P-S, S-P and S-S
wave. The times of flight of the P-P and S-S are easy to calculate due to the symmetry on
reflection, it is t = -d 2 + 4 h2 /c, where h is the slab thickness.
Calculation of the times of flight of the other two waves is not straightforward. From
Snell's law and the geometry, we have
OP = a sin c. sin Os
,,=UW( CS,
OP =a tan - tanOs)
(Snell' s law)
(Geometry)
Taking d as a parameter in eq. (7), we can solve for the angles of incidence and
reflection (O, and 0s for the P-S wave, Os and O, for the S-P wave).
Once we know these angles, the time of flight is given by
t= sec , sec 0s
( Cp C s
(8)
Figure 4 shows the time of flight for a plate 24 cm. thick, Poisson's ratio of 0.25 and S-
wave velocity of 2000 m/s, for distances up to 1.5 m.
Times of flight in a plate
Distance [m]
Figure 4: Times of flight in a plate
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Chapter 2. Impact of pellet onto slab
2.1. Elastic collision between two spheres
In textbooks on the theory of elasticity (e.g. Timoshenko), the elastic collision between
two elastic spheres is referred to as the Hertz contact problem. While the solution method
presented in such textbooks is based on quasi-static idealizations that neglect wave
propagation processes within the spheres, it can be argued that when the duration of
collision is greater than the fundamental period of either sphere, such processes do not
significantly affect the variation of contact forces with time. We consider again this
problem to assess both the duration of impact and the impact forces associated with a
metallic spherical pellet impinging onto a flat surface, such as a pavement.
Consider two elastic, homogeneous spheres moving in opposite directions along the
straight vertical line connecting their centers, which undergo collision at some moment in
time (Figure 5). The spheres' instantaneous positions are then measured with respect to
their locations when first contact is made.
m u,
2a
q
{/ M2 U
R, El , v
R,, E 2, V,
Figure 5: Collision of elastic spheres
i
Denote with indices j=1,2 the upper and lower spheres, respectively. We then define the
following symbols:
Rj= radii
p= mass densities
m-= p1 R' = masses
uj= upper sphere's downward, and lower sphere's upward displacements
u= ul + u2 = total deformation (relative displacement)
v= Poisson's ratios
Gj= shear moduli
E= 2G (1 + v )= Young's moduli
Cs,= GJ / p = shear wave velocities
f= (1- v2) / Ej = (1- vj) / Gj = flexibilities
-z= maximum contact pressure
P= total contact force
a= radius of contact area
V= relative impact velocity
Following Timoshenko, the contact pressure has a semi-spherical distribution whose
maximum value rz is
3P
o* = (9)2ta 2
On the other hand, the radius of the contact area depends on the deformation, and is given
by the expression
3 P(f, +f 2 )R, R2a=3 - (10)
4 (R1 +R 2 )
Finally, the distance by which both spheres approach each other (i.e. the total
deformation) is given by
9S=16
16
P 2 (f +f 2 ) 2 (R 1 +R 2 ) (11)
From Newton's law, the dynamic equilibrium equations are mliil = -P and m2ii2 = -P.
It follows that
1 i
i = i + u2 l= -P - + -
in which the effective mass m is defined as
P(m, + m 2 )
m 1 m 2
m, m2m = m2
m, + m2
From eq. (11), we have immediately
3 9 (f +f 2 )2 (R, +R 2)p2 n 2p 2
16 R, R2
with
n3(f, + f 2 ) R, +R 2
4 R, R 2
From eq. (12) and (7), it follows that
mni + u3/2 = 0
Multiplying this equation by du and considering the identity iidu = ldu2, we obtain
-Inm di 2 + 3/12du = 0
Integration of this equation with initial conditions uo = 0 and zi0 = V produces
i m(u12 -vJ 2 )2 5/ 2 = 0
-yn 5
P
m
(12)
(13)
(14)
(15)
(16)
(17)
(18)
In particular, the maximum deformation occurs when the velocity is zero. Hence,
uma = (inm)2/5 V4/5axn also be written as
On the other hand, eq. (18) can also be written as
du - 4V5/2
dt V 5mn
=V 1- U
Umax
Defining = u / umax, this expression can be integrated to obtain the contact time as
2 Umax 1  d
t = 2um - 2.943 max
c V o V
(21)
The factor 2 accounts for the fact that contact time is twice the time needed to reach
maximum deformation. Finally, we introduce the dimensionless ratios:
Rr =
R2
P1,U=- (22)
with which eq. (13) and (15) can be written as
M 4rR1
(1I+,r 3 ) 3(1+ pr 3)
n = 3 1  (1+ r)1/2 (1 )]
8 GV R,
(23)
(24)
Hence, combining eq. (19), (23) and(24), the maximum displacement is
(25)
(19)
(20)
Umax V 4/5 5 ( 1/2  (2/5
R, C, 8 (1+ r 3) V 2
G,
G =
G2
We turn next to the determination of the variation of forces and displacements with time.
From eq. (21), if x = /Uma x is a specific intermediate value of the normalized
displacement, the time associated with that displacement is
2.943t d_ 5 I(x)
SI(x)cOJ15 (26)
To evaluate the integral I(x), we make first a change of variable 5/4 = sin y . Noting that
1- 5/2 = cos and d = 4 cospydy . we have
5 sin'/5 o
4 arcsinx '2  d 9pI(x) = sin- -
5 O sin"
/ 1/54  
arcsinx' 2 5  ( )p dp
5 sin p p5
The term in parenthesis in the last integral changes only slowly in the interval
0 < P < r/2 (with values ranging from 1 to about 1.09) An excellent approximation for
this term, with absolute error smaller than 0.001, is given by the least squares
approximation
1/5
Ssin 9)
= 1 + 0.0302o92 + 0.00496,o3 (28)
Substituting this expression in eq. (27), the integral can then be evaluated analytically,
which results in
()= csinx 1.25
I(x) = P, 11+ 0.008629( 2 +0.001044993 10 (29)
In particular, the upper limit x=l1 corresponds to 0-c/2 and I(1) = 1.4715 = (0.5)(2.943),
which agrees with the coefficient used in eq. (21) and (26). Application of this method
for intermediate values of the normalized displacement x produces the time history shown
in Figure 6.
Also shown in this figure in dashed lines is the approximate curve
(27)
U = in16/ 15 )t
Uma
x tc
(30)
which could prove advantageous in some cases. It should be added, though, that the
extremely close fit of this equation is somewhat deceiving: if we took the derivative of
this equation with respect to time, the resulting expression would contain a term in the
fifth root of the sine function, which at t=O begins at zero and not at the initial velocity V;
however, it rises quickly to that number.
Finally, we consider the variation of contact forces with time. From eq. (7) and (24),
P = -u3/2
n
1 3/2
Pmax = max
n
(31)
from which it follows immediately that
S 
3/2
Tmax Umax
(32)
Variation of displacement with time Variation of force with time
Figure 6: Relative displacement and contact force
This is a parametric representation of the force P with time t, which can be evaluated
from the numerical solution for u presented previously. The time history for the contact
force thus obtained is shown in Figure 6; also shown is the very close approximation
P t
- = sin 5 r- (33)
Pmax t
which once more can prove advantageous in practical applications. Of course, Pmax in
this equation would be obtained from eq. (31).
It remains to verify the accuracy of the approximation, eq. (33), by computing the total
momentum transferred during collision. By definition, it must equal the impulse
I= Pdt = Px sin" t -dt= ma sin OdO
ax tc  f
max-c 52 Pmaxtc F(1.3) _ Pmaxtc 0.89747= 0.54365Pmaxt c
a + 2 F(1.8) 0.93138
Taking into consideration eq. (19), (21) and (31), this expression reduces to
I = (0.54365). (2.943). (5 / 4) m V = 1.99995 mV (35)
which agrees almost perfectly with the exact theoretical result, namely 2m V.
2.2. Inelastic collision
Actual conditions during impact will deviate from the ideal equations presented
previously because the colliding bodies will exhibit nonlinear effects, including plastic
deformations. Among the results of such inelastic effects will be a substantial increase in
the contact time, and therefore, of the spectral characteristics of the impact force (the
impulse). Since a rigorous solution of this non-linear problem can be exceedingly
difficult, we will not attempt to obtain formal results here; instead, only a rough upper
bound for the contact time will be derived.
Assuming that the contact stresses have reached the yielding limit y and remain constant
during impact, that the contact area is Ac, and that the duration of collision is tc, we then
have from the principle of conservation of momentum my = Acuyt c . It immediately
follows that
my (36)
2.3. Impact of spherical pellet onto pavement
We consider next the particular case of a spherical pellet impinging onto a flat pavement,
which ostensibly can be regarded as a sphere of infinite radius, that is R2 = oO . In this
case r=0, and eq. (25) simplifies to
max
R,
V cS G
+ '(1
G2
2/5
- v2 ) (37)
Eq. (21) and (35) can be used to assess the impact of the pellet onto either a concrete or
an asphalt pavement. In particular, we consider the following data:
Pellet Pavement
Copper Concrete Asphalt
R [mm.] 2.73 00 00
p [kg/m 3] 8900 2200 2100
Cs [m/s] 2325 2100 1200
G [Gpa] 48.110 9.702 3.024
O 1/3 1/3 1/3
Table 1: Geometric and elastic properties of pavement and pellet
Hence, for the concrete
. V 4/5
um = 6.20 -- V mm.
cs, 
S7.84 1/5
(CS V )
and for the asphalt
(38)
/5 1/5
u = 9.42 - mm. t =11
.
93. (39)max Cs (39
The previous four expressions are plotted in Figure 7, as a function of the impact
velocity.
A rough upper bound for the contact time can be obtained by means of eq. (36), which
assumes full plastification for the duration of the collision. This requires estimating the
contact area, which cannot exceed the cross-section of the pellet, and an effective yield
stress, which can be expressed in terms of the effective modulus and the yield strain. We
have then
E 2G
= - = 6 A < cR2 (40)
-1-v 2  y 1-v (40
so that
4(1- v)p R3V 2 (1- v) p, V R,
t< . (41)
S- 2pCR E, 3 e, P CS C,
During impact of the pellet onto the concrete surface, both the pellet and the concrete will
undergo inelastic effects. The effective shear wave velocity Cs must then lie between that
of concrete and copper, and so must also the effective mass density p.
Maximum indentation into pavement Contact time
1.4 OU
-1.2-
E Asphalt 50
1 Concrete
a) a)
E , 40
010.8
E0.4
E
"o20
2 0.2 /
00 50 100 150 200 U0 50 100 150 200
Impact velocity [m/s] Impact velocity [m/ms]
Figure 7: Maximum indentations and contact times
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Chapter 3. Wave velocities estimation
The application of non-destructive techniques based on stress waves to concrete requires
accurate estimates of the velocity of propagation of the waves. This information is useful
in two ways:
* The velocities of the stress waves within an elastic medium are closely related to its
mechanical properties: elastic modulus and Poisson's ratio. Exceptionally low
velocities may indicate excessive cracking within the concrete or poor condition in
general.
* The velocity of the P-wave may be used to estimate the thickness of concrete walls
and slabs. Measuring the time that it takes for the P-wave to travel from one side to
the other, reflect and return, we obtain the thickness as the product of the time and the
estimated velocity. This is the foundation for the Impact Echo method [3], which is a
non-destructive technique used to measure thicknesses and to locate structural flaws
in concrete structures
In our estimation of wave velocities, we assume that the R-wave dominates the vibrations
measured on the surface of the concrete slab. We base this assumption on two facts: the
energy associated with the R-wave is more than double the sum of the energies associated
with the P- and S-waves, and the geometric attenuation of the R-wave is less than for the
other two waves. Miller and Pursey [7] studied the relative amplitudes of P, S and R
waves at some point in the neighborhood of the impact location and showed that the
energies associated with each wave are 7, 26 and 67% of the total, respectively.
Furthermore, R-waves are two-dimensional waves, since they travel near the surface,
whereas the P and S waves are three-dimensional body waves; hence, the energy
associated with the R-waves does not decay as fast with distance from the source as the
energy associated with the body waves. Thus, the further we measure from the impact
point, the more the R-wave will dominate. However, this effect is partly counteracted by
the fact that as the waves attenuate with distance, it is more difficult to distinguish the
signal from the background noise. Thus, the significance of the noise increases with
distance, decreasing the readability of the signal.
There is another important property that makes the use of R-waves appealing in the
estimation of wave velocities. While P-waves and S-waves in plates are dispersive, the
R-wave is not, at least not when the wavelengths considered are shorter than the
thickness. Thus, all the harmonics composing the R-wave travel at essentially the same
speed, which means that the shape of the R-wave pulse is preserved as it travels along the
surface, so its time of arrival can be used to measure wave velocities. This, of course, is
only true for a homogeneous medium.
We present three methods to estimate the R-wave velocity. The first two operate in the
time domain, while the third method relies on the phase angles of the Fourier transforms
of the measures. This method requires working with the unwrapped phase angles, and is
computationally more expensive than the first two; however, it is included here for added
robustness. On the other hand, the velocities for the P-wave and S-wave are back-
calculated using relations from the theory of elasticity.
3.1. R-wave velocity estimation based on times of arrival (TOA)
3. 1. 1. Theoretical approach
The time t that it takes a wave propagating in an elastic medium at constant speed cR to
travel a distance d is t = d / cR. If we impact the surface of an elastic body and record
the arrival of the R-wave produced by this impact t seconds later at a distance d from
the impact, from the equation above, we can calculate the propagation velocity for the
wave. Because the velocity in a homogeneous medium is constant, if we record the
traveling times for several receivers at various distances on the surface and display these
times against the known distances, then ideally all points should lie on the same straight
line. The slope of this line is the inverse of the R-wave velocity, namely cR.
The previous statements still hold when the arrival times are measured relative to a time
other than the instant of impact. Indeed, let t, be time at which the impact occurs. If the
TOA of the waves at various distances from the impact is tA, then the associated travel
times will be (tA-tl)=d/cR. Since the impact time is the same for all the
measurements, we again have a straight line tA = d / cR + t, with slope 1 / cR. Thus, if
we know the exact impact location relative to the sensors, we can also calculate the time
when that impact was applied. The intersection of the straight line with the time axis
(d = 0) yields the desired value of t,.
3. 1.2. Practical considerations
Inaccuracies in measurements, discretization and signal analysis procedures lead to errors
in TOA estimations. Frequently, a graphic display of the TOA will not align exactly on
the same straight line, so linear regression is required to fit the data, using for this
purpose the Least Squares Method.
Our aim is to find the best fit to the data with the straight line
d
tA = + t (42)
CR
The sum of the square of the errors is thus
S = (tA(d,)-t )2 = d +t, -tAJ, (43)
where tA, are the actually measured TOAs, and the estimated TOAs are given by
substituting the distances d, in eq. (1). In the error calculation, we only consider
uncertainties in the time variables, as the exact distances are known. Of course, should
the exact location of the impact be unknown, then we would not be able to determine the
impact time.
To minimize the squared error, we differentiate it with respect to the two unknown
parameters cR and t,, and set the partial derivativatives equal to zero
aS 1
S 2/C) -2.( .d, +t,-tA,)-d =0 (44)
a(1 / c) cR
aS 1
= E2-( I .d, + t - tA,) =0 (45)at
,  CR
Finally, solving the system of eq. (3) and (4), we obtain expressions for the estimation of
the wave velocity and impact time. If n is the total number of signals, then
1 nE , - d i - d,
-- n Z d 2 - d d, (46)
i i i
ZtA -- d,
t = R (47)
n
The error for a given signal recorded at a distance d; from the impact and with an
estimated TOA tA, is
e = tA(d,)- tA =-+ td - tA, (48)
CR
3.1.3. Estimation of TOA
There are two aspects we must consider when choosing a technique for the estimation of
TOAs, namely the shape of the pulse being detected and the signal to noise ratio (SNR).
In the application considered, the shape of the signals to be detected is unknown. It
results from a mix of direct and reflected waves that overlap in time with the R-wave and
confound the shape of the latter. Because the various wave components travel at
different speeds, this mixing will vary from one receiver location to another. Moreover,
the shape of R-wave itself depends on how the impact force changes with time, which is
also unknown. Fortunately, the SNR for the R-wave is high, which facilitates its TOA
estimation.
The TOA of a pulse with respect to some arbitrary time origin will be defined here as the
time when the rising phase of the pulse exceeds a certain threshold value, expressed as a
fraction of the pulse amplitude. Thus, the TOA is independent of the amplitude of the
pulse. Standard methods of determining the TOA of an unknown pulse are adaptive
thresholding (ATH) and double differentiation (DD) [4]. ATH determines the maximum
amplitude of the signal and defines a threshold value based on this maximum (say some
percentage of it). It takes as TOA the time when the signal exceeds this threshold value.
DD takes the TOA as the time when the slope of the leading edge of the signal attains a
maximum.
We combine both methods for the estimation of the TOAs. We first determine the
highest amplitude of the signal to process, and we define a threshold value as a
percentage of this maximum. We then look for the time when the signal first exceeds this
threshold. Because the signal is the result of the combination of pulses propagating with
different speeds along multiple paths in the concrete, and because of the sometimes high
background noise, we cannot guarantee complete similarity between the signals recorded
at different distances from the source. Thus, an equal ratio between the signal at a certain
time and the maximum amplitude does not necessarily imply equal location with respect
to the arrival of the R-wave.
To improve the estimate, we look backward from this estimate to the closest maximum of
the slope, or equivalently, to the time when the second difference changes sign.
The second central difference of the signal x, = {x,,x,...,XN} at the position j is
calculated as
j1 = xj+2 -2. xj + xj-2 (49)
In principle, this equation should be divided by the square of the time increment, but
since the signals are recorded at a constant rate, we need not consider the time increment
between samples. To locate the exact time where the second difference changes sign, we
interpolate linearly between consecutive samples.
The following figures show the results of applying this technique to signals for a concrete
deck that were computed numerically. Clearly, since these signals are noise-free, the
estimation is expected to be better than estimations with real data, but if the method were
to fail for these ideal conditions, then it would surely fail for actual recordings.
For the numerical simulation we used the thin layer method [5], which we applied to a
homogeneous concrete slab of 24 cm thickness. We computed the displacements of
points at distances of 0.061, 0.244, 0.61 and 0.701 m. from the source, and subjected the
system to an impact of 0.02 ms duration. We chose the mass density as well as Poisson's
ratio of the concrete to be 2,400 kg/m 3 and 0.25, respectively. With these data, the
theoretical S-wave velocity is 2 m/ms, while the R-wave velocity may be estimated as:
C = 0.87 + 1.12. v) = 1.84 m / ms. (50)(1 + v)
Using the TOAs technique, we estimate a velocity for the R-wave of 1.8383 m/ms.
Vertical displacements at 0.061 m. Vertical displacements at 0.244 m.
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Figure 8: Estimates of TOA for numerical simulation at various distances
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Figure 9: Estimates of TOA for numerical simulation at various distances
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Figure 10: Linear regression of TOA for numerical simulation
3.2. R-wave velocity estimation based on time delay estimation (TDE)
3.2.1. Theoretical approach
An alternative approach to estimate the velocity of the R-wave is based on TDE
techniques. Once again, we build upon the predominance of the R-wave over both the
noise and other types of waves. This time, we also stress the non-dispersive character of
the R-wave.
Consider two sensors: sensor 1 at close range from the impact and sensor 2 at a somewhat
larger distance. At either sensor, we measure the signal x', x 2 , which include the R-
wave, the P and S-waves, and the noise. Because of the non-dispersive character of the R-
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wave, we expect the R-wave at sensor 2 to be a scaled and delayed replica of that
recorded at sensor 2. So, if we regard the P and S-waves as noise, we have
x'(t) = r(t)+ n'(t) (51)(51)
x 2 (t) = A -r(t - D)+ n2(t)
where A is the attenuation (scaling) factor and D is the delay between signals.
If we can estimate the delay between the signals D, the ratio distance between sensors to
delay gives an estimate of the R-wave velocity.
d
cR =- (52)
D
In this alternative approach, we look and compare in pairs the signals at different sensors,
while in the previous approach we considered individually each of the signals. Thus, for
every pair, we obtain an estimate of the velocity. Because we have 4 signals, we obtain 6
individual estimates.
Finally, we can take the velocity estimate as the mean value of these individual estimates.
A slightly more elaborate alternative is to make a linear regression, as for the TOA
technique.
An advantage of the TDE approach is that along with the delay, we obtain an estimate of
how similar the signals are, which in turn gives us indications about the validity of the
delays thus estimated. A clear disadvantage is that TDE techniques are computationally
more expensive than the simple TOA method used previously.
3.2.2. Estimation of TDE
There exist several TDE techniques to estimate delays in the arrival of signals. A
classical TDE technique consists of identifying the maximum value of the cross
correlation function (CC) between the reference and the delayed signal [6]. The CC of
two functions, x and y, is defined as
1 t'+T
R(r)=-T x (t) .y(t + r)dt (53)
where T is the time window of the signal analyzed.
In practical cases, we work with discrete representations of continuous signals. Thus, we
have two discrete time series x = ,..., and x = 2 cons,..., isting
of N values each, sampled at time intervals At. The CC becomes then
R12  1 NNR2  xj 2 (54)
j=o0
The total duration of the recorded signal is T = (N - 1). At.
Instead of using eq. (54) directly, we normalize the CC, such that it has values only
between -1 and 1. The final equation is
NR12 = (55)
Although the signals are discrete, the CC as expressed in eq. (53) is really continuous. It
appears reasonable to apply interpolation to obtain the closest value to the actual
maximum of the CC. We could use elaborate interpolation methods such as
trigonometric interpolation by means of Fourier Transforms; however, this would be
computationally expensive. Instead, we approximate the CC near its maximum by a
convex parabola, as proposed by Jacovitti et Al [6]. The final estimate becomes
At NR 12 -NR 12
D = . NM+ + (M- 1). At (56)NR12 R12 +NR12M+NR 1 - 2.NRM + NRM 1
where At is the sampling time step and M is the index for which the discrete CC is a
maximum.
We apply this approach to the same synthetic displacements shown previously (Table 2),
and estimate an R-wave velocity of 1.8357 m/ms. This result is not as good as the one
obtained by TOA.
Distance Distance Distance
sensorto sensorto between
source [m] source [m] sensors [m]
0.0610 0.2440 0.1830
0.0610 0.6100 0.5490
0.0610 0.7010 0.6400
0.2440 0.6100 0.3660
0.2440 0.7010 0.4570
0.6100 0.7010 0.0910
correlation
between estimate [ms]
signals
0.8999 0.1004
0.7386 0.2995
0.6944 0.3491
0.7644 0.1989
0.7230 0.2485
0.8969 0.0493
Mean:
Standard deviation:
Raleigh
speed [m/ms]
1.8231
1.8332
1.8333
1.8403
1.8390
1.8455
1.8357
0.0001
Table 2: Delay and R-wave velocity estimates by TDE
Cross-correlation for the two closest points to the source
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Figure 11: Normalized cross correlation with time increments of 0.001 ms.
3.3. R-wave velocity estimation based on phase delays (PD)
3.3.1. Theoretical approach
The displacements at the boundary of a half space due to an harmonic plane R-wave
propagating parallel to the X-axis are
v = A . coscw (x/cR - t) (57)
where A is a constant, o is the angular frequency and cR is the wave speed. So, given 2
different locations, say x, and x2 , the corresponding displacements will be
v 1 = A -cosw-(x,/cR -t)
v2 = A -coso-(x, lcR + Ax/CR -t)
(58)
where Ax = x2 -x 1. Eq. (58) shows a delay between both signals, equal to
AO = co Ax/cR, where we know the frequency co and the distance between control
points Ax. Thus, if we can measure the phase delay between signals, we can estimate the
wave speed as
cR = c. Ax/AO (59)
For a more general wave shape,
the Discrete Fourier Transform
the DFT.
we can always decompose it into harmonics by means
(DFT) and apply eq. (59) to each of the components
Furthermore, if the half space is homogeneous, the R-wave is not dispersive (cR is
constant regardless of frequency); so, if we plot the phase delays as a function of
frequency, we should obtain a straight line passing through the origin and with slope
Ax/c R .
3.3.2. R-wave behavior in a plate
Next, we should ask ourselves whether the theory above also applies to a plate. At this
point, we recall that the R-wave is confined to the region close to the boundary. It is
shown that given a harmonic R-wave, the motion for points deeper than its wavelength,
A = cR/f, is negligible [9]; so, the material below this depth does not affect the
propagation of the R-wave. From this, we conclude that for wavelengths smaller than the
thickness of the plate, the R-wave propagates as in the half space. For a thickness of 25
cm. and a wave speed of 2000 m/s., for instance, we will have a minimum frequency of 8
kHz; thus, we should take into account only frequencies above this value.
The maximum frequency we should consider will depend on the impact; we should reject
frequencies for which the impact contains little energy. Maximum values around 60 kHz
seem reasonable for the case of a pellet impact. Normally, by looking at the unwrapped
phases, it is easy to read a sensible maximum.
3.3.3. Discrete Fourier Transform
Any angle may be considered as the sum of two quantities: its principal value, which is
bounded between +±, and a multiple of 2. -;. Common DFT algorithms compute only
the principal values of the phases; so, they turn the phase that otherwise would be a
continuos function of frequency, into a discontinuous one. Nevertheless, to apply the
concepts above, we must compute the continuous phases.
The process of computing the continuos phase from the DFT is called phase unwrapping,
and the result is the unwrapped phase. To do the phase unwrapping, we will use a method
proposed by Tribolet [10].
Finally, it must be noted that phase unwrapping is a lengthy process and it is the main
reason why this method of estimating velocities is computationally expensive.
Phase of the DFT
0
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- Unwrapped phas,
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Figure 12: Wrapped vs. unwrapped phase
3.3.4. Practical considerations
In summary, the steps required to estimate velocities based on phase delays are
* Compute DFT of the signals
* Unwrap the phases of the DFT
* Take the signals in pairs and subtract the phases.
* Fit the resulting functions to straight lines using, for instance, least squares linear
regression
* Estimate velocities by dividing the distance between sensors by the slope of the fitted
lines
* Find the average of the individuals estimates
It may be worthwhile to apply some type of time window before computing the DFT.
Because the DFT is periodic, non-zero values at the edges of the signals will produce
high frequencies in the DFT.
We apply this approach to the same synthetic displacements above. As for the TDE
technique, with four control locations we can compute 6 estimates of the velocity.
Considering only frequencies between 20 and 80 kHz, we estimate an R-wave velocity of
1.8411 m/ms (Table 3).
Distance
sensor to
source [m]
0.0610
0.0610
0.0610
0.2440
0.2440
0.6100
Distance Distance
sensor to between
source [m] sensors [m]
0.2440 0.1830
0.6100 0.5490
0.7010 0.6400
0.6100 0.3660
0.7010 0.4570
0.7010 0.0910
Mean:
Standard deviation: 0.0000
Table 3: R-wave velocity estimates by phase delays
Raleigh
speed [mlms]
1.8537
1.8425
1.8415
1.8370
1.8367
1.8354
1.8411
Phase delay between sensors
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Figure 13: Unwrapped phases and phase delays
3.4. Signal improvement by digital filtering
There are numerous reasons why discrete signals contain some error or noise. For
instance, the physical processes we measure (vibrations in a plate) are generally
continuous in nature and the time discretization introduces some error; in the measuring
process, we round off the measurements to a certain precision; in addition, there is always
some background noise during the recording of the signals.
Furthermore, in the actual signals we analyzed, we detected the presence of a
predominant resonant frequency around 40 kHz, which matches the main natural
frequency of the sensors. This resonance is likely related to the recording instruments
and not to the plate itself.
To minimize these undesired errors, we apply a low pass filter to the signals before
applying TOA or TDE techniques. We aim to minimize the negative effect of
* the high frequency noise
* the resonance from the sensors
Unfortunately, we also may lose some valid information.
3.4.1. Definition of the low pass filter
We applied a linear non-recursive filter in the time domain, as follows
OU
0
-50
:6-100
a-150(,
a. -200
-250
-300
135
i- 
--------
4.
... Sensor at 0.061 m.
----- Sensor at 0.244 m.
Sensor at 0.610 m.
Sensor at 0.701 m.
Unwrapped phase
1 , ,
Ny, = I CK Xn-K
K=-N
(60)
where x, is the nth sample of the original signal and y, the resulting nth sample after
applying the filter. In eq. (60), we see that the filter is non-recursive, as it includes in the
right hand only terms from the original signal.
The coefficients cK are defined as
c o = 4 fma
CK -= 7c.-K (N 2 K > 0) (61)
C K =CK
where fax is half the bandwidth of the filter and N defines the width of the filter in the
time domain. We define the filter in the frequency domain between 0 and 0.5, where 0.5
represents the Nyquist frequency. Thus, fM. must belong to this interval, too.
The values fmx and N must be chosen based on which frequencies we want to stop and
how wide we want the transition band of the filter (Figure 14).
Low pass filter
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Figure 14: Fourier series for the low pass filter
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Figure 15: Signal before and after filtering (see filter parameters below)
3.5. Experimental results
We estimated R-wave velocities using all three methods for two groups of signals
provided by a local company, NDT Engineering:
Tank: This group was recorded on the slab of a concrete tank and included 208 sets of
4 signals each. The whole group was contained in 4 binary files: Linel.bin,
Line2.bin, Line3.bin and Line4.bin. The 3 last signals within every set were
recorded at distances 0.1524, 0.4572 and 0.762 m. from sensor 1 (the sensor
recording the first signal).
Bridge: This group was recorded on the concrete-deck of a bridge and included 988
sets of 4 signals each. The whole group was contained in 7 binary files: 4a.bin,
13.bin, 19.bin, 26a.bin, 34.bin, 36.bin and 39.bin. The signals were recorded at
distances 0.061, 0.244, 0.610 and 0.701 m. from the impact location.
In both cases, the waves were induced by the impact of steel pellets on the concrete.
The results presented include the 208 sets from the tank data, and 143 sets from the
bridge data (file 26a.bin). The quality of the signals from the bridge was poor compared
to the signals from the tank. This poor quality translated in a large dispersion in the
estimated velocity distribution.
K... i ... . .. . . . .. .. . . . . . . i .... .. .
~6 jj , A
5. I6 .-- --
.
Tank: linel.bin shot4 channell (not filter)
3.5.1. R-wave velocity estimation based on times of arrival (TOA)
For every set of four signals we computed a linear regression, from which we estimated
the corresponding R-wave velocity.
We computed the minimized sum of squared errors, eq. (43), and used its square root as a
measure of the quality of the velocity estimate.
We set the parameters of the filter to:
Those values seemed to give the best results. The sampling step for the
microseconds, which gave a Nyquist frequency of 125 kHz.
signals was four
The following figures summarize the results. They show both, the distribution of the
velocity estimates and of the error for the Tank and the Bridge separately. We applied
the method to both groups of signals with and without filtering, as it is shown.
Group Tank Harrison
fMax 15kHz = 0.12 15kHz = 0.12
125kHz 125kHz
N 15 12

Harrison: R-wave velocity by TOA
1 1.5 2 2.5 3 3.5 4
Velocity [m/ms] Velocity [m/ms]
Figure 16: Distributions of R-wave velocity estimates by TOA
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3.5.2. R-wave velocity estimation based on times of delay (TDE)
We tested only the signals from the tank. For every set of four signals, we considered 6
pairs of signals, computed 6 times of delay, and estimated the corresponding velocities.
We estimated the R-wave velocity for each set both, as the mean value of the 6 individual
estimates and using linear regression. In the first case, we used the standard deviation of
the individual estimates as a measure of the quality of the velocity estimates. For the
second case, we used the square root of the sum of the squared errors. The parameters of
the filter were as indicated previously.
In order to compare the error measure of the linear regression with the TOA results, we
divided the error measurement by 1.5 (4/6).
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Figure 21: Distributions of R-wave velocity estimates by TDE
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Figure 22: Distributions of variances
Tank: R-wave velocity by TDE with regression
O
50
40
ES30
20
10
Velocity [m/ms]
Tank: Error distribution by TDE with regression
. .
-0 0.05 0.1 0.15 0.2 0.25
Square root of sum of squared errors/1.5 [ms]
Figure 23: TDE estimation with regression
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3.5.3. R-wave velocity estimation based on phase delays (PD)
We tested only 30 signals from the tank. Because the enormous computational effort
involved and the significant dispersion in the results, we deemed unnecessary to test more
signals. As for the TDE technique, we used the standard deviation as a measure of the
quality of the velocity estimates.
We did not filter the signals in this case. And, we did try time windowing before
computing the DFT, but we did not observe clear improvement.
In the following Table, we compare the results with the corresponding ones using TDE.

mean TDE TDE
Shot # CR CR CR CR CR CR R-wave Standard R-wave Standarddeviation
velocity velocity deviation
1 2.5542 2.2483 2.2902 2.1213 2.2325 2.3561 2.3004 0.0214 2.5202 0.0144
2 2.4994 2.1084 2.1979 1.9554 2.1335 2.3473 2.2070 0.0367 2.2198 0.0778
3 1.9481 2.3006 2.4089 2.5295 2.5603 2.5918 2.3899 0.0586 2.7920 0.5647
4 1.6719 2.3842 1.4811 3.0295 1.4400 0.9444 1.8252 0.5658 2.3792 0.0036
5 1.3349 1.8217 2.2211 2.2280 2.6631 3.3095 2.2631 0.4629 2.4061 0.0062
6 2.7206 2.1773 2.2267 1.9796 2.1300 2.3051 2.2566 0.0635 2.4347 0.0069
7 1.7089 2.3235 2.2792 2.8329 2.4866 2.2157 2.3078 0.1352 2.3833 0.0017
8 2.3981 1.9228 2.3206 1.7495 2.3020 3.3647 2.3430 0.3156 2.3419 0.0808
9 2.3089 1.6722 1.9010 1.4696 1.8206 2.3919 1.9274 0.1296 2.3774 0.0017
10 3.2784 2.2455 1.8898 1.9399 1.7089 1.5270 2.0983 0.3922 2.2825 0.1108
11 2.9091 2.4433 2.4930 2.2622 2.4069 2.5713 2.5143 0.0479 2.5557 0.1555
12 2.4297 2.4009 2.3991 2.3867 2.3916 2.3965 2.4008 0.0002 2.4281 0.0037
13 2.3138 1.9809 2.3613 1.8480 2.3735 3.3166 2.3657 0.2646 2.4597 0.0014
14 1.6831 2.4019 2.2143 3.0540 2.4039 1.9820 2.2899 0.2156 2.3987 0.0002
15 2.6987 1.6880 1.2412 1.4218 1.0935 0.8884 1.5053 0.4169 2.4348 0.0405
16 3.3970 2.1686 1.9551 1.8366 1.7675 1.7035 2.1381 0.4073 2.4125 0.0043
17 2.4249 2.3032 2.2880 2.2469 2.2561 2.2654 2.2974 0.0043 2.3982 0.0051
18 2.4660 1.9294 1.5169 1.7401 1.3837 1.1485 1.6974 0.2157 2.2765 0.0162
19 2.6776 2.5200 2.5045 2.4480 2.4647 2.4816 2.5161 0.0069 2.6055 0.0046
20 4.8500 2.7035 2.0539 2.2136 1.7951 1.5097 2.5210 1.4640 2.4333 0.0034
21 2.3865 2.3900 2.0747 2.3918 2.0091 1.7320 2.1640 0.0742 2.5371 0.0159
22 2.2395 2.0022 -4.7383 1.9015 -2.6635 -0.7832 -0.3403 8.4208 2.3362 0.0040
23 2.1564 2.0534 1.5138 2.0055 1.4088 1.0858 1.7040 0.1846 2.5450 0.0153
24 2.4840 2.0989 1.3543 1.9479 1.2160 0.8839 1.6642 0.3695 2.3415 0.0101
25 2.7469 3.0953 1.5889 3.3049 1.4374 0.9185 2.1820 0.9834 2.5133 0.0290
26 2.4787 1.9785 2.0302 1.7972 1.9424 2.1130 2.0567 0.0537 2.3565 0.0296
27 3.0741 2.4913 2.3630 2.2755 2.2338 2.1936 2.4386 0.1082 2.5902 0.0494
28 1.7257 2.3346 2.0789 2.8348 2.1910 1.7855 2.1584 0.1644 2.4192 0.0062
29 2.5248 2.4125 2.1639 2.3600 2.0892 1.8742 2.2374 0.0575 2.4243 0.0127
30 3.2217 2.5037 1.9028 2.2527 1.7261 1.3991 2.1677 0.4174 2.5818 0.1080
Table 4: PD vs. TDE velocity estimates for first 30 shots in file Line l.bin
3.6. Conclusions
When applied to the numerical simulation, the 3 methods yield excellent estimates, with
errors of 0.1% for the TOA, 0.25 for the TDE and 0.05% for the PD. However, while the
single TOA estimates adjust almost perfectly to a straight line, the TDE and PD methods
show some dispersion in the single estimates that when averaged give the final velocity
estimate. Small deviations in the maximum peak of the CC, due to the P and S-waves,
may cause the dispersion in the TDE single estimates.
When applied to the signals of the Tank, TOA gives the least disperse distribution of
velocities. PE shows more disperse results than TDE. This fact indicates less sensitivity
to noise for the TOA method than for the other 2.
When using TDE, linear regression of the individual estimates gives a less disperse, thus
better, distribution than simply averaging.
Filtering improves greatly the estimation process by TOA, while worsens the TDE
estimates. The application of the low pass filter gives a less disperse distribution of
velocities and decreases the error for the TOA estimates, namely the sum of the squared
errors of the linear regression. The same filter leads to opposite results when the TDE
method is used.
The TOA method requires the least computational effort, and this effort is mostly due to
the filtering process. The TDE method is considerably more expensive. The PD method
demands excessive computational time due to the phase unwrapping.
A significant smaller computational cost and less dispersion in the estimates encourage
the use of the TOA method over the other two. Due to its computational cost, we do not
recommend the use of the PD method.
The quality of the signals from the Bridge was very poor, which makes hard to draw any
conclusion from their results.
Chapter 4. Analytical solution for the Half-space
Two types of waves cause the displacements of any point of the surface of a plate due to
a normal impact load: direct and reflected waves. The direct waves are those which
travel directly from the impact location to the observation point, while the reflected
waves reach that point after one or more reflections at the boundaries of the plate.
In this chapter, we present the analytical solution for the half space problem, which
depends only on the elastic properties of the material and the distance to the source. This
solution provides us with a reference model of the direct waves that we can use to
interpret measured signals in a plate.
This is of course an imperfect model, because in a plate the direct waves are mixed with
the reflected ones. There are, however, two facts that allow us to use such a model:
* For points close to the impact, the path for the direct ways is much shorter than the
one for the reflected waves. Hence, the direct waves will arrive well in advance of
the first reflected waves.
* The energy content of the R-wave, which is a direct wave, is very high if compared to
the other waves. Therefore, the early part of the signal rises clearly above the noise
and the other waves in the signal.
We will use these facts to identify the contributions of the direct R-wave to the signals,
which will help to estimate the parameters of the model, namely the elastic properties of
the plate.
4.1. Normal step load on a half space
Given the impulse response function of a linear system, its convolution with any transient
load yields the response of the system to that load. Thus, if we consider a load applied at
the origin on the surface of a half space f(r,t) = f(t) -3(r), the response for any surface
point at a distance r from the origin is given by
u(r,t) =o f (t) -h(r,to - t) -dt = o f (to -t) -h(r,t) -dt f *h (62)
where h(r,t) is the response at the observation point due to a unit impulse applied at the
origin. If instead of the impulse response, we know the unit step response function
g(r,t), we can substitute h(r,t)= g(rt) into eq. (62). Moreover, since there is no load
applied for negative times, there is no response at negative times (the system is causal).
We have then
u(r,t) = ff(to - t). (r dt (63)at
Substituting
ag(r,t) a(f (to - t) . g(r,t)) af(to - t)f(to - t) at g(r,t), (64)
into eq. (63), we obtain
o (f (0,to -t) -g(r.t)) to af (0,to -t)
u(r,t) = f dt o - g(r,t) dt (65)
= [f(,t o - t). g(r,t)]t o - to af (o,to - t) -g(r,t) -dt
Because at time t = 0 both the force and the step response are zero, we have finally
u(r, t) = - (t -t) g(r,t) -dt (66)
Pekeris [11] studied the case of a normal step load applied at a point on the surface of the
half space. Assuming a Poisson ratio of 0.25, which is a reasonable value for rock, he
found analytical expressions for the radial and vertical displacements on the surface of
the half space. In this work, we are only interested in the vertical displacements. For a
point distant r from the origin, the vertical displacement varies with time according to the
following expressions
g(r,t) =
where F is the magnitude of the step load, u is the shear modulus of the material and
S= 3 . r is a dimensionless variable, related to time and distance by the2
expression r - The constant cs is the shear wave velocity.
r
The various intervals are associated with the arrival of the P-wave, S-wave and R-wave
respectively. At the arrival of the R-wave ( r = y) there is a singularity, and the solution
at this point shows a discontinuity.
Pekeris' solution provides us one half of eq. (66). Then, we must define a reasonable
time history for the load, and use it to compute the response of the plate.
4.2. Time history of the load
We can idealize the impact of a spherical pellet onto a plate as a particular case in the
elastic collision of two spheres, by making the radius of one of the spheres equal to
infinity. The elastic collision of two spheres is known as the Hertz problem and it
predicts a time history for the contact force that can be approximated as
0, <
F 3 3- +5 3.--5 1S6- 1 + -<<
32.,u r 21 3 2 2 3 3 (4 4i4 4 4 4 (67)
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-, O ttc(6f(t) = sin (68)
0, anywhere else
where tc is the duration of the load or contact time, and F is the maximum amplitude.
Unfortunately, if we substitute this load and Pekeris' solution into eq. (66), the resulting
expression can not be integrated analytically. While, we can always evaluate the
convolution numerically, it is easier and faster to use a polynomial approximation to the
sine pulse. To this effect, we substitute the half sine squared with the following 4 th order
polynomial, which closely approximates the half sine squared (Figure 24).
f (t) = P4 (t) = F - 6 0.25. t 4 3 2 2 (69)
tc 4  \2 2 t
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Figure 24: Polynomial approximation of a half sine squared load
4.3. The direct waves analytical model: Solution of the convolution
integral
Having defined both the load and the step response expressions, we have all we need to
develop the analytical model for the vertical displacements on the surface of a half space
caused by the impact of a spherical pellet. We need to substitute these expressions into
eq. (66) and calculate the resulting integral.
From our polynomial approximation of the load, we have
64. F
F3 VFtc * Tc3)
in which r is defined as for eq. (67) and
F = -r 3 +1.5- rc ' TO2 -0.5. rC2 . rO
F, = 3. To2 -3. rc ' 1*o +0.5. rc2
F3 =l
Pekeris' solution for an observation point at a distance r from
expressed in the general form
B
g (r)= g(r, t)= A + B'
Where A, B, and C, are independent of r.
r
Introducing eq. (70) and (72) and dt = r. dr into eq. (66), we obtain
Cs
Ur(r) = u(r, t)
to af (to - t)g(rtdt
o 
- -g(r,t) dt
= -o ,(zo- )g,( )r dr
Cs
(70)
(71)
the source can be
(72)
(73)
s .Jro 2( iCS i
in which P (r) are polynomials of various orders. The solution to integrals of this type
can be obtained in mathematical reference books.
- = af(to - t)
at + F, 2 + F, -z+Fo)
The evaluation of these integrals is laborious and tedious, and special attention must be
paid at the transitions of the intervals in Pekeris' equations. Hence, we will skip the
details and present the final results only. These are
Uo (r) - Uo (m),
U, (r) -U, (m),
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4.4. Validation of the analytical model
The last step is to test the suitability of our model. We wish to answer two questions:
How good is the approximation of a half sine squared load with a polynomial, and how
well does the solution for the half space fit the solution of the plate.
With these goals in mind, we first consider a half space with a Poisson ratio of 0.25, a S-
wave velocity of 2000 m/s. and a density of 2400 Kg/m3 and a half sine squared load with
duration 20 ps. We then compute the vertical displacements 0.244-m. away from the
impact by numerical discrete convolution, using a time step of 0.1 ps.
(80)
(81)
4
, are defined in eq. (67) and p is the
Half sin squared load: Time differentiate
x 10 -7 Pekeris solution for r = 0.244 m.
0.05 0.1 0.15 0.2
Time [ms]
0.2
0.15
.z 0.1
. 0.05
0o
CO
a-0.05
:5 -0.1
E-0.15
02,'
0.25 0.005 0.01
Time [ms]
0.015 0.02
Figure 25: Pekeris solution and differentiate of load (see eq. (66))
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Figure 26: Comparison of half sin squared load vs. mathematical model (polynomial
load)
The comparison of the results with the prediction of our model shows that the polynomial
approximation yields excellent results.
Secondly, we compare our model with accurate numerical solutions for the plate. We
consider a 24-cm-thick plate with the same properties as the half space above and
compute the vertical displacements at distances 0.061, 0.244, 0.610 and 0.701 m. away
from the impact using the thin layer method and a half sine squared load with duration 20
pus. We use the same time step as above of 0.1 ps.
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For the two closest points to the impact, there are small and negligible differences due to
numerical errors and different load shapes. For the furthest two points, reflected waves
arrive before the direct R-wave, which invalidate the direct use of the model. Due to the
similarities in the R-wave portion of the signals, the model may still be helpful at these
locations.
In conclusion, for points close to the impact location, our mathematical model predicts
the vertical displacements accurately. As to how close is close enough will depend on the
thickness of the plate, which can be assessed easily by looking at the time of flight of the
waves in the plate.
Normalized vertical displacements for r = 0.061 m.
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Figure 27: Displacements in a plate vs. displacement in a half space
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Figure 28: Displacements in a plate vs. displacement in a half space
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Chapter 5. Separation of direct and reflected waves
In previous chapters, we commented on the different waves propagating in an elastic
plate and stressed the difference between direct and reflected waves. We also elaborated
on how we can estimate the contribution of the direct waves by simply looking at the half
space problem.
Our next objective is to separate the direct waves from the reflected waves. This
separation will serve two purposes:
* To ease the analysis of the reflections in the plate, which are the base of the IE
method used to measure the thickness of the plate and locate delaminations. Because
the amplitude of the direct R-wave is considerably larger than that of the other waves
(direct and reflected), its presence masks the reflected waves. Thus, the removal of
the R-wave is an important step in the analysis of the reflections in the plate.
* To help in the estimation of the elastic properties of the plate. The shape of the direct
waves depends on the elastic properties of the plate, and its analysis may give us
clues about them.
In this chapter, we propose a method to remove the R-wave and demonstrate how the
determination of resonant frequencies of the plate can thereby be sharpened. To achieve
this, we fit the mathematical model we developed previously to the empirical signals,
using a non-linear least-squares curve-fitting algorithm. This allows us to estimate the
parameters that control the direct waves in the plate. From here, we subtract the direct
waves from the empirical signals.
5.1. Removing the R-wave
The application of a transient stress pulse on a plate generates P-waves and S-waves that
reverberate between the top and bottom surface. For points close to the impact, the
vertical displacement produced by the reflections is dominated primarily by the P-waves,
and the travel distance for these waves is nearly twice the thickness.
For points close to the impact, this resonant condition causes amplitude peaks in the
Fourier transform that correspond to multiple reflections of the P-wave. The frequency
values at which these peaks appear correspond to the time it takes the P-wave to travel
once, twice or more times across the thickness of the plate. Then, if we know the P-wave
velocity, it is possible to measure the thickness of the plate. If there is a delamination, the
first peak corresponds to the depth of this delamination.
In addition to the P-waves and S-waves we have the R-wave, which also shows on the
Fourier transform. Because of the large energy content of the R-wave, it appears on top
of the reflected waves in the frequency domain and hampers the reading of the resonant
peaks.
Figure 29 shows vertical displacements computed at 61 mm. from the impact point in a
plate 24 cm. thick. It shows how the peaks show clearly and are easier to read when the
R-wave is removed.
Vertical displacements at 0.061 m. Fourier transform of displacements at 0.061 m.
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Figure 29: Main resonance peaks with and without the R-wave
5.2. Removal of the R-wave by curve fitting
The objective of fitting a curve to a set of recorded data is to find the particular function,
out of a family of functions, that best fit the data, according to some specified criterion.
The empirical data depend on one or more independent variables and some parameters
(elastic constants, thickness and others). Thus, the family of functions selected will be
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dependent in the same independent variables and parameters. We must find a set of
values for these parameters so as to best fit the data. Among the families of functions
that may be considered in the approximations are polynomial, exponential and
trigonometric functions.
Also, to fit these functions to the data, we must define the error criterion.
5.2.1. Collection of data
To remove the R-wave, we must focus attention on that part of the signal where we
expect it. The direct P-wave is negligible and the S-wave overlaps with the R-wave for
most of its length. For fitting purposes, we neglect that part of the signal that follows the
R-wave. Furthermore, we only consider signals recorded close to the impact, because in
the signals recorded far from the impact, the reflected waves arrive together with the R-
wave and distort it, an effect which would prevent a good fitting.
The displacements for a point on the surface of the plate vary with time and with the
distance to the impact. However, we already know for each signal the distance to the
impact location; so, the only independent variable will be the time. Unfortunately, we do
not know the exact time of impact, so the time origin is unknown.
To overcome this problem, we introduce a reference time to as a parameter into the
fitting problem. Because, we know the exact time interval between measurements, which
is the sampling step, we can express the time for measurement i as t, = to + i -At, where
At is the sampling step. In our curve fitting problem, to is one of the parameters that we
must estimate; then, we can express the instant in time of every sample with respect to
this reference time.
5.2.2. Family of fitting functions
In the previous chapter, we showed that the half space solution for vertical displacements
on the free boundary models exactly the direct waves in a plate for points close to the
impact location. Therefore, we select the mathematical model we developed previously
as our fitting function.
To account for calibration errors in the instrument, we further introduce a constant term
uo to the mathematical model. Thus, we have a family of functions of the form
(82)
where time t is the only independent variable, r is the distance to the impact location
and x = [u,to, tc , F, cs ] are the parameters we want to estimate.
the exact distance r.
contact time,
We assume we know
The parameter to is the reference time defined above, tc is the
F is the maximum amplitude of the impact force and cs is the S-wave
velocity, which is a function of the elastic properties of the plate. We also estimate the
constant uo .
Because the dependence of the displacements on the parameters is non-linear, we have a
non-linear curve fitting.
5.2.3. Error criterion
We select as error criterion the Least Squares (LS) method: "Find the values of the
constants (parameters) in the chosen equation that minimize the sum of the squared
deviations of the observed values from those predicted by the equation" [13]. We have
thus a non-linear LS fitting.
On the one hand, we have an experimental discrete time signal yr = [Y,Y ,'... Y],
where y, is the displacement for time t, = to + i -At. On the other hand, for a given set
of parameters x, we can estimate the displacements
_ = [(t 1 ,x),(t 2 ,__,,(t ,x)]. If we define the error as the deviation of the observed
value from the predicted one, c, = y, - i(ti, x), we can express the error criterion as
min Q(x)= (Y - u(t, x)) 2 (83)
We can write a more general expression of this same criterion, in matrix form, as
using eq. (82),
ii(t,x) = uo + f(t,to,tc,F, cs, r )
min{Q(x) = . P. -} (84)
where P is a real positive definite symmetric matrix. This expression allows us to apply
different weight constants to the errors. If we know that some measurements are more
reliable than others, we can weigh them accordingly. If we give the same weight to all
the deviations, P becomes the identity matrix and we recover eq. (83). Another common
procedure is to weigh the measurements according to their standard deviations.
min Q(x)= Y - (ti x)l2  (85)
For the time being, we consider the identity matrix I for P and assume the standard
deviations for all the measurements to equal 1. This returns us to eq. (83).
5.3. Assumptions of the Least Square method
Before proceeding into the solution of non-linear LS problems, we should comment
briefly on some of the assumptions of the LS method. It can be proved that if these
conditions are satisfied, the LS method provides the maximum likelihood set of estimated
parameters. If some of these conditions are not complied with, the results are not as
robust, although they may still be useful.
These assumptions are
* The chosen mathematical model is the "correct" one. If it is not, the estimates of the
parameters will be biased; that is, the estimates will not average out in the long run to
the true value of the parameters. We show above that for points close to the impact
this assumption is valid.
* The data are typical. We can not use the same problem formulation if, for instance,
we have an asphalt layer. This would be a different situation, and the model may
need to be redefined or at least revised. The same can be said if the surface of the
concrete is poor or full of cracks.
* The errors in the measurements, vertical displacements in our case, are statistically
uncorrelated. Each measurement is made up of a true value, r, and a random error
e. If we consider the error in any two samples, the expectation of their product must
be zero, E(e,,ej ) = O.
* The independent variable is known without error. This point is discussed above
* The measurement errors follow a normal distribution with zero mean.
The last assumption is difficult to check. In general the error in the measurement will
have two principal components. One is the error of the instrument when measuring. Very
often in engineering practice, processes do approach a normal distribution, and it will be
reasonable to assume that the error is normally distributed. The second component is the
environmental noise, which rarely will approximate a normal process. The constant
parameter uo will include some of the low frequency noise. Regarding the medium and
high frequency noise, we will assume it normally distributed for simplicity.
5.4. Iterative schemes to solve non-linear Least Square problems
Given a time signal yT= { y 2 , yn , we want to find the set of parameters
XT = [to ,t c , F,c s ] that minimizes the sum of the squared errors
min Q(x) = (y, - i(t, x))2 (86)
min U ~(86)
The necessary condition for an extremum of the function Q(x) for a set x * is the
vanishing of the gradient
VQ(x) 
aQ
8to
aQ
atc
aQ
aF
aQ
acs -
S0 (87)
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*
To check if this extremum is actually a minimum, and not a maximum or a saddle point,
we need to compute the Hessian matrix.
Except for very simple cases, eq. (87) can not be solved analytically. Instead, various
iterative numerical methods already exist for the solution of this type of problem.
Starting with an initial guess of the parameters, these iterative method progress towards
the sought minimum by modifying the value of the parameters, according to certain
criteria. These modifications must be such that the value of the function they want
minimize must decrease and this is known as the stability condition. Different criteria for
modifying the parameters lead to the different methods.
These methods will eventually converge to a local minimum and if the function Q(x) is
not too complex and the initial guess in the parameters is reasonable, this minimum will
likely be the global minimum as well. Unfortunately, it is usually hard, if not impossible,
to confirm that we have attained the global minimum.
We may consider two main groups of methods: Universal minimizing methods and
special minimizing methods [14].
5.4.1. Universal minimizing methods
There are many universal minimizing methods, which are based in various criteria. Of
those we focus on the so-called gradient methods. For these methods, besides the
function value, we need to know the gradient that may be calculated as
VQ(x) = -2 D T . . (88)
where D is
' 0(t) a(tl)
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(89)
and n is the number of data points to fit.
In some cases, analytical expressions for the gradient are accessible, in other cases, the
gradient can be calculated only numerically.
The oldest gradient method is the method of "Steepest descent". It is based in the fact
that the negative gradient shows in the direction of the steepest descent of the function
r = -VQ(x) (90)
So, if we make an infinitesimal step in the direction r, the value of the function Q(x)
decreases.
Because the gradient varies from point to point, this is only true for points very close to
the point where we evaluate the gradient. If instead, we consider a finite step, the
function may not decrease.
The parameters for iteration k+1 are calculated from the ones in iteration k, as
x = xK + a r , where a, which defines the step size, is called the step-length factor.
The "Optimal gradient" method selects the step-length factor by minimizing the function
Q(x) in the direction of r . This way, in each step we have a one dimensional
minimization problem.
Other methods modify the resizing direction, such that
f ....
\ v '. "
r = -R .VQ(x) (91)
If R K  is a real positive definite matrix, for infinitesimal steps the function Q(x)
decreases.
The advantage of the gradient methods is that they always converge. The great
disadvantage is that this convergence is often very slow.
5.4.2. Special minimizing methods
There is a group of special methods developed for the solution of non-linear LS problems
that are based on approximations of the fitting function. The function,
(x) = {(i(t ,x), (t2 ,x),...(tn ,x)} in our case, is expanded in a Taylor series and
truncated after the linear term. Given a set of parameters x , the value of the function is
approximated as
(92)
Imposing the condition of extremum and using the Taylor approximation, we have
VQ(x) = 0
V((y - T
-2.(D " ) P.(-A-DA.r ) O
K , K
where - = y-ux ) ana r =x-x .
The next step in the iteration is
r -11
x = x + L -) rm j .I- j) .r._
The method given by this iteration scheme is known as the Gauss-Newton method.
(93)
(94)
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The disadvantage of this simple scheme is that the stability condition is not guarantied.
The Taylor approximation is only valid in the proximity of x K and the increments in the
parameters may be such that Q(xK+1) >Q( K)
Substituting eq. (88) and R K S[(DK -P -DK ]
2
into eq. (94), we have
x K+1 K - R K) (95)
Eq. (95) shows that the Gauss-Newton method may be considered as an universal
gradient method. It also shows that when the result of (DK)T P- DK, Which is a first
order approximation to the Hessian, is a singular matrix or close to it, we can expect an
unstable behavior of the iteration. Unfortunately, this situation occurs rather frequently.
5.4.3. Levenberg-Marquardt method
Marquardt proposed a way to combine the steepest descent method and the Gauss-
Newton method, based on an earlier suggestion by Levenberg.
In the steepest descent method, we calculate the increments in the parameters for iteration
k as
K = XK+1 - = -a K) (96)
In the Gauss-Newton method
0XK = XK+1 
K = -[(DKT- P -DK]
Marquart proposed
-I + (DK )- DK - (K) (98)
.VQ(xK) (97)
gx K = xK+1 _X
K 
=-1 K
2 L
where I is the identity matrix and AK is a positive real number. The superindex K
simply suggests that this value may change from step to step.
The addition of the diagonal matrix [AZK .] guarantees that the matrix
[AK - + (DK -PDK ] is invertible. Furthermore, by the choice of a sufficiently large
AK the stability condition is satisfied.
We can see that for large AK eq. (98) approaches the steepest descent method with a
small step size; so, stability is guaranteed.
S1 .KI+ (DK)T .PDK ]. K( ) VQ(XK) (99)
2 1 - 2. A
while, for small values of AK we readily see that eq. (98) approaches the Gauss-Newton
method.
In each step of the iteration, we must check the stability condition. If it is not satisfied
(the error increases), we increase the value of IK and recalculate the increments in the
parameters. The disadvantage of this method is that sometimes we have to repeat the
same step several times. Still, this method is significantly faster than the gradient
methods.
5.5. Selected iterative scheme
For the solution of our particular problem, we select Marquart's method. Figure 30
shows the steps of the iteration process. In the formulas of this chart, we have already
substituted the identity matrix I for the weighting matrix P.
[K I+ +DK)T DK K = •(DK K (100)
Figure 30: Iteration flowchart for Marquart's method
To calculate the increments in the parameters dx , we do not invert any matrix; instead
we use Gauss decomposition to solve the system
The resizing of the factor AK is somehow arbitrary. We choose 10, but any other value
can be used.
5.6. Initial values and convergence criterion
Once we have decided how to move from a set of parameters to a better one, we need to
define how to choose the initial values for the parameters at the start of the iteration and
also the convergence criterion to stop the iteration.
5.6.1. Initial values
Depending on the function to minimize, the proper selection of the initial point can be a
critical step. For smooth and very well behaved functions, we may reach the minimum
even if we start the iteration far from it. Unfortunately, most of the time, that is not the
case. A function may have various minimums, and if the starting point is ill selected, the
iteration will probably converge to a different minimum (local) than the one we look for
(global minimum).
For cases where there are 1 or 2 parameters to estimate, a plot of the corresponding curve
or surface for one or two cases will give us an idea of the complexity of the function.
With more parameters, however, is impossible to represent graphically the corresponding
surface in the higher dimensional space. However, by fixing some of the parameters and
plotting how the function changes with only 2 of them (Figure 31), we can get an idea of
the function.
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Figure 31: Error as a function of only two parameters
We select the initial values as follows:
* We estimate the S-wave velocity cs by TOA, as we explain above.
* We estimate the contact time tc as the duration of the R-wave. Because of the
singularity for the step response at the arrival of the R-wave, the duration of the R-
wave equals the contact time. Based on the shape of the analytical direct R-wave, we
identify the R-wave within the experimental signals and measured its approximate
duration.
* We estimate the reference time as to = r/cR , where the distance r is known and the
R-wave velocity cR is approximated as a 90 % of the S-wave velocity.
* To estimate F, we compute the signal with F = 1 and look for the maximum
amplitude. We then look for the maximum amplitude of the empirical signal and use
the ratio of these maximum amplitudes as a first estimate of F.
Computed signal R-wave (Tank: linel.bin shot1 channel2)
Whole sign l
- R-wave
150 200 250 300 350
Time [microseconds]
Whole signa
R-wave
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Figure 32: R-wave identification
We use uo = 0 as a first estimate.
The estimations of cs and tc are critical, as they are the base to estimate to and F. If
these two values estimates are sound, it is very likely that we will converge to the correct
minimum. Otherwise, we may converge to another minimum or even not converge at all.
5.6.2. Convergence criterion
We follow here the recommendations of W. H. Press et Al. [15]. They suggest stopping
the iteration on the first or second occasion that the sum of the squared errors decreases
by a negligible amount, either in absolute or relative terms. We chose our threshold
value as a relative decrease of 5.10 -4 .
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5.7. Experimental results
We apply this curve fitting technique to the 208 sets of signals from the group Tank. Of
the four signals contained in each set, we only consider the first two, which were
measured approximately at 40 and 155 mm. away from the impact source respectively.
The last two signals were too far to the impact.
5.7.1. Estimated parameters and improved frequency spectrum
During the recording of this signals, the pellets were shot by hand; so, the distance to the
sensors was not always the same, but similar. To account for this, we include the
distance r as a new parameter to estimate, with initial guess of 40 mm. and 155 mm.
respectively.
In the figures that follow, we present the estimated parameters. We also include, for the
first 6 signals, the best fit, and the frequency spectra of the original signals and of the
signals without the direct wave.
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Figure 39: Best fit and frequency spectrum for shot 1 and sensor 1
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Figure 40: Best fit and frequency spectrum for shot 2 and sensor 1
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Figure 41: Best fit and frequency spectrum for shot 3 and sensor 1
-0.5
,, l . . .. i . . .. . .. . .... . ... .
Filtered signa
o Points to fit
- Best fit
Frequency [kHz]
E-0.1
E -0.2
-0.3
Final signal
Filtered signal
Original signal
A?
K~
Filtered signal
eo Points to fit
Best fit
0.05 0.1 0.15 0.2 0.25
Time [ms]
40 50
-1
Tank: linel.bin shot1 channell
I
I
r, t
_I
-0 "
r'1
-I.050

Tank: linel.bin shot4 channell
0.05 0.1 0.15 0.2 0.25
Time [ms]
101
E10
1En-l
10 20 30
Frequency [kHz]
Figure 42: Best fit and frequency spectrum for shot 4 and sensor 1
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Figure 43: Best fit and frequency spectrum for shot 5 and sensor 1
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Figure 44: Best fit and frequency spectrum for shot 6 and sensor 1
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Figure 45: Best fit and frequency spectrum for shot 1 and sensor 2
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Figure 46: Best fit and frequency spectrum for shot 2 and sensor 2
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Figure 47: Best fit and frequency spectrum for shot 3 and sensor 2
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Figure 48: Best fit and frequency spectrum for shot 4 and sensor 2
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Figure 49: Best fit and frequency spectrum for shot 5 and sensor 2
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5.8. Conclusions
To actually evaluate the quality of the estimates that result from the curve fitting, we need
accurate information about the tested slabs, the measuring instruments and other external
conditions that may affect the recording of the signals; unfortunately, our information
about these issues is scarce. However, we may still comment on the results.
The mathematical model fits well the R-wave; and, only in the initial part of it there
seems to be minor lack of fitting.
The removal of the direct wave sharpens significantly the peaks in the frequency
spectrum, as it is expected. This effect is larger for sensor 1 than for sensor 2. The
spectra also show the predominance of the peak at 40 kHz, which corresponds to the
resonance of the instruments.
The resonance of the instrument introduces displacements of the same order of magnitude
of the direct waves, as can be seen from the ringing of the signals (Appendix). This
effect limits the analysis of the other peaks, as well as the effectiveness of removing the
direct waves.
The distributions of velocity estimates match those obtained previously on this study by
other methods, namely TOA and TDE. However, the velocities estimated from sensor 1
are always smaller than those from sensor 2.
The distribution of contact times is similar for both sensors.
Because the pellets are shoot by hand, we know neither the exact distance from impact to
sensors nor the distance from gun to slab surface. Thus, it is hard to comment on the
other estimated parameters.
Despite all, the results seem promising and encourage further testing under controlled
conditions.

Chapter 6. Appendix
Here, we include details of the estimation of wave velocities for some signals of Tank.
6.1. Estimation of wave velocity by TOA
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6.2. Estimation of wave velocity by TDE
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