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Abstract
In this paper we consider the initial Neumann boundary value problem for a degenerate
Keller–Segel model which features a signal-dependent non-increasing motility function.
The main obstacle of analysis comes from the possible degeneracy when the signal con-
centration becomes unbounded. In the current work, we are interested in boundedness
and exponential stability of the classical solution in higher dimensions. With the aid of
a Lyapunov functional and a delicate Alikakos–Moser type iteration, we are able to es-
tablish a time-independent upper bound of the concentration provided that the motility
function decreases algebraically. Then we further prove the uniform-in-time boundedness
of the solution by constructing of an estimation involving a weighted energy. Finally,
thanks to the Lyapunov functional again, we prove the exponential stabilization toward
the spatially homogeneous steady states. Our boundedness result improves those in [1,9]
and the exponential stabilization is obtained for the first time.
Keywords: Classical solutions, boundedness, exponential stabilization, degeneracy,
Keller–Segel models.
1 Introduction
Chemotaxis is a biased movement of cells due to a chemical gradient which plays a signif-
icant role in diverse biological phenomena. In the 1970s, Keller and Segel proposed in their
seminal work [14] the following model for chemotaxis:{
ut = ∇ · (γ(v)∇u − uχ(v)∇v),
εvt = ∆v − v = u.
(1.1)
Here, u and v denote the density of cells and the concentration of signals, respectively. The
signal-dependent cell diffusion rate γ and chemo-sensitivity χ are linked via
χ(v) = (σ − 1)γ′(v), (1.2)
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where the parameter σ ≥ 0 is a constant proportional to the distance between chemical
receptors in the cells. In the case σ > 0, a cell determines its moving direction due to a
gradient sensing mechanism by calculating the difference of concentrations at different spots,
while in the case σ = 0, the distance between receptors is zero and thus chemotactic movement
occurs because of an undirected effect on activity due to the presence of a chemical sensed
by a single receptor (local sensing). One notices that in the latter case, the first equation of
(1.1) has the following concise form
ut = ∆(γ(v)u) (1.3)
where γ stands for a signal-dependent motility. More recently in [6,17] , by adding a logistic
source term on the right hand side of (1.3), this model was also applied to describe the process
of pattern formations via the so-called “self-trapping” mechanism, where the cellular motility
γ(·) was assumed to be suppressed by the concentration of signals. In other words, γ(·) is
a signal-dependent decreasing function, i.e., γ′(v) < 0. We remark that γ′(v) < 0 indicates
that cells are attracted by high concentration of signals.
In this paper, we are interested in the boundedness and stability of classical solutions
to the initial boundary value problem for the parabolic-elliptic simplification of the original
Keller–Segel model with signal-dependent motility for local sensing chemotaxis, i.e., ε = σ = 0
in (1.1)-(1.2): 

ut = ∆(γ(v)u) x ∈ Ω, t > 0,
−∆v + v = u x ∈ Ω, t > 0,
∂νu = ∂νv = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), x ∈ Ω
(1.4)
where Ω ⊂ Rn with n ≥ 3 being a smooth bounded domain and
u0 ∈ C
0(Ω), u0 ≥ 0, u0 6≡ 0. (1.5)
In general we require that
(A0) : γ(·) ∈ C3[0,+∞), γ(·) > 0, γ′(·) ≤ 0 on (0,+∞), lim
s→+∞ γ(s) = 0. (1.6)
In view of the asymptotically vanishing property of γ, an apparent difficulty in analysis
lies in the possible degeneracy when v becomes unbounded. Theoretical analysis for the above
Keller–Segel model with signal-dependent motility has attracted a lot of interest in recent
years, see e.g., [1, 4, 7–9, 12, 13, 16, 18, 20, 21, 24]. A common strategy used in most literature
is to derive the L∞t L
p
x-boundedness of u with some p >
n
2 by energy method. Then L
∞
t L
∞
x -
boundedness of v follows via an application of standard elliptic/parabolic regularity theory to
the equation for v. However, this method seems only to work under restrictive conditions, for
example, specific choices of γ [1, 13,24], or with presence of logistic source terms [12,18,21].
Recently, a new comparison approach was proposed in [7–9,16]. By introducing an auxiliary
elliptic problem that enjoys a comparison principle, explicit point-wise upper bound estimates
of v were established directly for generic motility functions satisfying (A0) in any spatial
dimension. In fact, it was proved that v(x, t) grows at most exponentially in time and hence
degeneracy cannot happen in finite time. In addition, a delicate Alikakos–Moser type iteration
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was further developed in [9] to deduce the uniform-in-time boundedness of v directly in higher
dimensions without the help of any integrability of u.
Previous studies on (1.4) strongly indicate that the dynamics of solution is closely related
to the decay rate of γ. When n = 2, it was proved in [7] that classical solution always exists
globally with any large initial datum and generic γ satisfying (A0). Furthermore, if γ satisfies
additionally
lim
s→+∞ e
αsγ(s) = +∞, ∀ α > 0, (1.7)
then for any large initial datum, there is a unique global classical solution which is uniformly-
in-time bounded [9]. Note assumption (1.7) allows γ to take any decreasing form within a
finite region and moreover, any motility function decreases slower than a standard expo-
nentially decreasing function at the high concentrations will guarantee the boundedness, for
example, γ(s) = e−
√
s. If γ decays even faster such that there is χ > 0
lim
s→+∞ e
χsγ(s) = +∞, (1.8)
then the solution of (1.4) is uniformly-in-time bounded provided that ‖u0‖L1(Ω) <
4pi
χ [9]. In
particular, if γ(s) = e−χs, a novel critical-mass phenomenon was observed in [7] that with any
sub-critical mass, the global solution is uniformly-in-time bounded while on the other hand,
the global solution may blow up at time infinity with certain super-critical mass (see [4,8,13]
for the fully parabolic case).
In higher dimensions n ≥ 3, boundedness was studied in several work provided that γ
satisfies some algebraically decreasing assumptions [1,9,22]. In particular, if γ(s) = s−k with
some k > 0, one notices a variant form of (1.4) reads{
ut = ∇ ·
[
v−k(∇u− ku∇ log v)
]
,
−∆v + v = u,
(1.9)
which resembles the logarithmic Keller–Segel model:{
ut = ∇ · (∇u− ku∇ log v),
−∆v + v = u.
(1.10)
The above two systems share the same set of equilibria. Besides, they has the same scaling
structure. Indeed, for a solution (u, v), one easily checks that (uλ, vλ) is also a solution, where
uλ(t, x) = λu(t, x) and uλ(t, x) = λu(t, x) with any λ > 0. Such a scaling invariance indicates
that existence results are usually independent of the size of initial datum.
There are very limited theoretical research on both (1.9) and (1.10). Roughly speak-
ing, the dynamics of solution seem to be determined by the size of k. For the logarithmic
Keller–Segel system (1.10), there are several study on the admissible range of k for global
existence/boundedness and on the other hand, blowup solution was constructed only in the
radial symmetric case n ≥ 3 and k > 2nn−2 [19]. The threshold number is still unclear. We
refer the reader to [10,11,15] for a complete description of related topics for (1.10). For the
degenerate system (1.9), boundedness of global solutions with any 0 < k < 2n−2 was first
shown in [1] and later in [9, 22] via different methods. Moreover, existence of global (but
likely growing up) classical solution was obtained in [9] within a larger range 0 < k <
√
2n+2
n−2 .
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In the present work, we aim to improve the uniform-in-time boundedness result for (1.4)
in higher dimensions. The key observation of this contribution is that under an assumption
(A1) : γ(s) + sγ′(s) ≥ 0, ∀ s > 0, (1.11)
system (1.4) possesses a Lyapunov functional (see also [1]). Then we can perform an Alikakos–
Moser iteration to derive a time-independent upper bound of v under weakened conditions
compared with [9]. Besides, with the aid of the Lyapunov functional, exponential stabilization
of the global solution toward the spatially homogeneous steady states (u0, u0) is obtained for
the first time. A direct consequence of our result to the specific case γ(s) = s−k is that
boundedness of solutions can be improved to any k ≤ 1 when n = 4, 5, or k < 4n−2 when
n ≥ 6. Besides, the solution will converge to (u0, u0) exponentially as time tends to infinity.
In order to formulate our result in a more general framework, we introduce the following
condition:
(A2) : there is k > 0 such that lim
s→+∞ s
kγ(s) = +∞. (1.12)
Note that (A2) allows γ to take other algebraically decreasing functions, for example, γ(s) =
1
sk log(1+s)
with any k > 0.
Now we are in a position to state the main results of the current work.
Theorem 1.1. Assume n ≥ 4. Suppose that γ satisfies (A0), (A1) and
(A3) : l0|γ
′(s)|2 ≤ γ(s)γ′′(s), with some l0 >
n+ 2
4
for all s > 0. (1.13)
Then for any initial datum satisfying (1.5), problem (1.4) possesses a unique global classical
solution that is uniformly-in-time bounded.
Moreover, there exist α > 0 and C > 0 depending on u0, γ, n and Ω such that for all
t ≥ 1,
‖u(·, t) − u0‖L∞(Ω) + ‖v(·, t) − u0‖W 1,∞(Ω) ≤ Ce
−αt (1.14)
where u0 =
1
|Ω|
∫
Ω u0dx.
Remark 1.1. Thanks to the strictly positive time-independent lower bound v∗ of v for (x, t) ∈
Ω× [0,∞) given in Lemma 2.1 in the next section, assumptions (A1) and (A3) can be weaken
as to hold for all s ≥ v∗. Thus, our existence and boundedness results also hold true if γ(s)
has singularities at s = 0, for example γ(s) = s−k with k > 0. In such cases, we can simply
replace γ(s) by a new motility function γ˜(s) which satisfies (A0) and coincides with γ(s) for
s ≥ v∗2 .
In particular, for the typical case γ(v) = v−k, we have
Theorem 1.2. Suppose that γ(v) = v−k and n ≥ 4. Then for any initial datum satisfying
(1.5), problem (1.4) has a unique global classical solution which is uniformly-in-time bounded
provided that 0 < k ≤ 1 when n = 4, 5, or 0 < k < 4n−2 when n ≥ 6. Moreover, there exist
α > 0 and C > 0 depending on u0, k, n and Ω such that for all t ≥ 1,
‖u(·, t) − u0‖L∞(Ω) + ‖v(·, t) − u0‖W 1,∞(Ω) ≤ Ce
−αt. (1.15)
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Remark 1.2. Combined with the results in [1, 9], uniform-in-time boundedness for the case
γ(s) = s−k is now available if
0 < k


<∞, n = 2,
< 2, n = 3,
≤ 1, n = 4, 5,
< 4n−2 , n ≥ 6.
(1.16)
And the exponential decay (1.15) also holds when n ≤ 3 if 0 < k ≤ 1. We remark that the
convergence of (u, v) toward the constant solution was found in [1] when γ(s) = s−k supposing
that k ∈ (0, 2n−2) ∩ (0, 1]. However, no convergence rate was given.
Now, let us sketch the main idea of our proof. First, we would like to recall the following
identity which unveils the key mechanism of our system:
vt + uγ(v) = (I −∆)
−1[uγ(v)].
Here ∆ denotes the usual Neumann Laplacian operator. The above key identity was first
observed in [7, 8] which along with a new comparison approach, gives rise to a point-wise
upper bound of v with generic functions satisfying (A0). Furthermore, one notices that a
substitution of the second equation of (1.4) gives a variant form of this key identity:
vt − γ(v)∆v + vγ(v) = (I −∆)
−1[uγ(v)]. (1.17)
Thanks to the comparison principle of elliptic equations and the decreasing property of γ,
one has
(I −∆)−1[uγ(v)] ≤ γ(v∗)(I −∆)−1[u] = γ(v∗)v
with v∗ being the strictly positive lower bound for v given by Lemma 2.1 below. Then under
the assumption (A2), based on a delicate Alikakos–Moser type iteration, we can show that
uniform-in-time upper bound of v is obtainable if we have time-independent estimates for
supt≥0 ‖v‖Lq with any q >
nk
2 beforehand.
On the other hand, system (1.4) possesses a Lyapunov functional (see also [1]) such that
1
2
d
dt
(
‖∇v‖2 + ‖v‖2
)
+
∫
Ω
γ(v)|∆v|2dx+
∫
Ω
(γ(v) + vγ′(v))|∇v|2dx = 0 (1.18)
which implies a time-independent estimate of supt≥0 ‖v‖H1(Ω) under the assumption (A1).
Then the Sobolev embeddingH1 →֒ Lq∗ with q∗ = 2nn−2 yields to a time-independent estimates
for supt≥0 ‖v‖Lq∗ , which together with Alikakos–Moser iteration indicates that v is uniform-
in-time bounded provided that q∗ > nk2 , i.e., k <
4
n−2 .
Next, in order to prove the boundedness of solutions, it suffices to establish L∞t L
p
x-
boundedness of u with some p > n2 since higher-order estimates can be then proved by
standard iterations and bootstrap argument. Recalling that v is now bounded from above,
γ(v) is bounded from below by a strictly positive time-independent constant due to its de-
creasing property. With the aid of the key identity again, we construct an estimation involving
a weighted energy
∫
Ω u
pγq(v), which with proper choice of p > n2 and q > 0 will finally imply
the boundedness.
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Last, the Lyapunov functional also plays a crucial role in the study of exponential stabi-
lization. Since v(t) = u0, we have
∫
Ω vtdx = 0 for all t > 0 and hence the energy-dissipation
relation (1.18) can be rewritten as
1
2
d
dt
(
‖∇v‖2 + ‖v − u0‖
2
)
+
∫
Ω
γ(v)|∆v|2dx+
∫
Ω
(γ(v) + vγ′(v))|∇v|2dx = 0. (1.19)
With the boundedness of v at hand, one can deduce from above by Poincare´’s inequality that
‖v− u0‖H1 decay exponentially. Then by a bootstrapping strategy, exponential stabilization
of (u, v) can be further acquired in L∞ ×W 1,∞.
We remark that if the second equation of (1.4) is of parabolic type. It is still unknown
whether the system possesses a Lyapunov functional like (1.18). Thus, at the present stage,
we cannot improve the results in [9] for the fully parabolic case using the same idea.
The rest of the paper is organized as follows. In Section 2, we provide some preliminary
results and recall some useful lemmas. In Section 3 we first construct a Lyapunov functional
which satisfies certain dissipation property. Then using a delicate Alikakos–Moser iteration,
we derive the uniform-in-time upper bounds of v. In Section 4, we first establish the bound-
edness of the weighted energy which gives rise to the boundedness of the global classical
solutions. Then using the Lyapunov functional again we prove the exponential stabilization
toward the constant steady states.
2 Preliminaries
In this section, we recall some useful lemmas. First, local existence and uniqueness of
classical solutions to system (1.4) can be established by the standard fixed point argument and
regularity theory for elliptic/parabolic equations. Similar proof can be found in [1, Lemma
3.1] and hence here we omit the detail here.
Theorem 2.1. Let Ω be a smooth bounded domain of Rn. Suppose that γ(·) satisfies (A0)
and u0 satisfies (1.5). Then there exists Tmax ∈ (0,∞] such that problem (1.4) permits a
unique non-negative classical solution (u, v) ∈ (C0(Ω × [0, Tmax)) ∩ C
2,1(Ω × (0, Tmax)))
2.
Moreover, the following mass conservation holds∫
Ω
u(·, t)dx =
∫
Ω
v(·, t)dx =
∫
Ω
u0dx for all t ∈ (0, Tmax).
If Tmax <∞, then
lim sup
tրTmax
‖u(·, t)‖L∞(Ω) =∞.
A strictly positive uniform-in-time lower bound for v = (I −∆)−1[u](x, t) is given in [1,
Lemma 2.2]; see also [3, Lemma 3.3].
Lemma 2.1. Suppose (u, v) is the classical solution of (1.4) up to the maximal time of ex-
istence Tmax ∈ (0,∞]. Then, there exists a strictly positive constant v∗ = v∗(n,Ω, ‖u0‖L1(Ω))
such that for all t ∈ (0, Tmax), there holds
inf
x∈Ω
v(x, t) ≥ v∗.
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Next, we recall the following key identity and an explicit point-wise upper bound estimate
for v [7, Lemma 3.1].
Lemma 2.2. Assume n ≥ 1 and suppose that γ satisfies (A0). For any 0 < t < Tmax, there
holds
vt + γ(v)u = (I −∆)
−1[γ(v)u]. (2.1)
Moreover, for any x ∈ Ω and t ∈ [0, Tmax), we have
v(x, t) ≤ v0(x)e
γ(v∗)t (2.2)
with v0 , (I −∆)
−1[u0].
Last, we recall the following Lp − Lq estimates for the Neumann heat semigroup on
bounded domains (see e.g., [5, 23]).
Lemma 2.3. Suppose {et∆}t≥0 is the Neumann heat semigroup in Ω, and µ1 > 0 denote the
first nonzero eigenvalue of −∆ in Ω under Neumann boundary conditions. Then there exist
k1, k2 > 0 which only depend on Ω such that the following properties hold:
(i) If 1 ≤ q ≤ p ≤ ∞, then
‖et∆w‖Lp(Ω) ≤ k1(1 + t
− d
2
( 1
q
− 1
p
)
)e−µ1t‖w‖Lq(Ω) for all t > 0 (2.3)
for all w ∈ Lq0(Ω) , {w ∈ L
q(Ω),
∫
Ω wdx = 0};
(ii) If 1 < q ≤ p ≤ ∞, then
‖et∆∇ · w‖Lp(Ω) ≤ k2(1 + t
− 1
2
− d
2
( 1
q
− 1
p
))e−µ1t‖w‖Lq(Ω) for all t > 0 (2.4)
for any w ∈ (W 1,p(Ω))d.
3 Time-independent upper bounds of v
In this part, we aim to establish uniform-in-time upper bound for v in higher dimensions
when γ decreases algebraically at large concentrations. The proof of the above result consists
of several steps. To begin with, we introduce a Lyapunov functional.
Lemma 3.1. For any 0 ≤ t < Tmax, there holds
1
2
d
dt
(
‖∇v‖2 + ‖v‖2
)
+
∫
Ω
γ(v)|∆v|2dx+
∫
Ω
(γ(v) + vγ′(v))|∇v|2dx = 0. (3.1)
In particular, under the assumption (A1), there is C > 0 depending only on u0 such that
sup
0≤t<Tmax
(
‖∇v‖2 + ‖v‖2
)
≤ C. (3.2)
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Proof. Multiplying the first equation of (1.4) by v, integrating over Ω and substituting the
second equation of (1.4) yields that
1
2
d
dt
(
‖∇v‖2 + ‖v‖2
)
=
∫
Ω
uγ(v)∆vdx =
∫
Ω
γ(v)∆v(v −∆v)dx.
By integration by parts, there holds∫
Ω
γ(v)v∆vdx = −
∫
Ω
∇v · ∇(vγ(v))dx = −
∫
Ω
(γ(v) + vγ′(v))|∇v|2.
Thus, we obtain that
1
2
d
dt
(
‖∇v‖2 + ‖v‖2
)
+
∫
Ω
γ(v)|∆v|2dx+
∫
Ω
(γ(v) + vγ′(v))|∇v|2dx = 0.
Then uniform-in-time estimate (3.2) follows by integration of above identity with respect to
time. This completes the proof.
Remark 3.1. In view of the time-independent lower bound 0 < v∗ ≤ v(x, t), one can slightly
weaken assumption (A1) as
γ(s) + sγ′(s) ≥ 0, ∀ s ≥ v∗. (3.3)
On the other hand, a direct calculation indicates that the above assumption yields
sγ(s) ≥ v∗γ(v∗), ∀ s ≥ v∗ (3.4)
and hence γ fulfills (A2) with any k > 1. In particular, if γ(s) = s−k, assumption (A1) is
satisfied with any k ≤ 1.
With the above result, we can establish the uniform-in-time upper bounds of v based on
a delicate Alikakos–Moser iteration [2]. First, we show that
Lemma 3.2. Assume n ≥ 3. Suppose γ satisfies (A0) and (A2) with some k > 0. Then
there exist λ1, λ2 > 0 independent of time such that for any p > 1 + k,
d
dt
∫
Ω
vp + λ2p
∫
Ω
vp +
λ1p(p− k − 1)
(p− k)2
∫
Ω
|∇v
p−k
2 |2 + λ1p
∫
Ω
vp−k ≤ 2λ2p
∫
Ω
vp. (3.5)
Proof. First, under the our assumption, we may infer that there exist b > 0 and sb > v∗ such
that for all s ≥ sb
1/γ(s) ≤ bsk
and on the other hand, since γ(·) is non-increasing,
1/γ(s) ≤ 1/γ(sb)
for all 0 ≤ s < sb. Therefore, for all s ≥ 0, there holds
1/γ(s) ≤ bsk + 1/γ(sb). (3.6)
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Now, multiplying the key identity (2.1) by vp−1 with some p > 1 + k, we obtain that
1
p
d
dt
∫
Ω
vp +
∫
Ω
uγ(v)vp−1 =
∫
Ω
(I −∆)−1[uγ(v)]vp−1. (3.7)
Since γ(v) ≤ γ(v∗), we deduce by the comparison principle of elliptic equation that
(I −∆)−1[uγ(v)] ≤ γ(v∗)v
and hence ∫
Ω
(I −∆)−1[uγ(v)]vp−1 ≤ γ(v∗)
∫
Ω
vp.
Thanks to (3.6), it follows that∫
Ω
uγ(v)vp−1dx ≥
∫
Ω
u
(
bvk + 1/γ(sb)
)−1
vp−1dx
≥C
∫
Ω
(vk + 1)−1vp−1udx
with C > 0 independent of p and time. Since vk ≥ vk∗ by Lemma 2.1, there holds
(vk + 1)−1vp−1 ≥ (vk + v−k∗ v
k)−1vp−1 =
vp−k−1
1 + v−k∗
(3.8)
from which we deduce that ∫
Ω
uγ(v)vp−1dx ≥ C
∫
Ω
vp−k−1udx (3.9)
where C > 0 may depend on the initial datum, n,Ω and γ, but is independent of p and time.
Next, recalling that v −∆v = u, we observe that∫
Ω
vp−k−1udx =
∫
Ω
vp−k−1(v −∆v)dx
=
∫
Ω
vp−kdx+ (p − k − 1)
∫
Ω
|∇v|2vp−k−2
=
∫
Ω
vp−kdx+
4(p − k − 1)
(p− k)2
∫
Ω
|∇v
p−k
2 |2.
Therefore, we arrive at
d
dt
∫
Ω
vp +
λ1p(p − k − 1)
(p− k)2
∫
Ω
|∇v
p−k
2 |2 + λ1p
∫
Ω
vp−k ≤ λ2p
∫
Ω
vp
with some λ1, λ2 > 0 independent of p and time. This completes the proof by adding λ2p
∫
Ω v
p
to both sides of the above inequality.
Lemma 3.3. Assume n ≥ 3. Suppose γ satisfies (A0) and (A2) with some 0 < k < 4n−2 . Let
L > 1 be a generic constant. There exists C0 > 0 depending only on the initial datum, Ω, k
and n such that for any p > q ≥ q∗ = 2nn−2 satisfying
q < p = 2q −
nk
2
,
there holds
d
dt
∫
Ω
vp + λ2p
∫
Ω
vp ≤ C0L
n
2 p
n+2
2
(∫
Ω
vq
)2
. (3.10)
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Proof. First, one notices that q∗ > 1 + k and q∗ > nk2 provided that n ≥ 3 and 0 < k <
4
n−2 .
Let
q∗ ≤ q < p = 2q −
nk
2
= 2q −
kq∗
q∗ − 2
.
Denote η = v
p−k
2 and define
α =
(p − k)(p− q)
p(p− k − 2q/q∗)
. (3.11)
One easily checks that α ∈ (0, 1). Indeed,
p− k −
2q
q∗
>q −
2q
q∗
− k =
q∗ − 2
q∗
q − k
>
q∗ − 2
q∗
nk
2
− k =
q∗ − 2
q∗
kq∗
q∗ − 2
− k = 0
and on the other hand, solving α < 1 yields p > kq∗q∗−2 =
nk
2 . Moreover, since q >
nk
2 as well,
one checks that 2pαp−k < 2. Then an application of Ho¨lder’s inequality yields that∫
Ω
vpdx =
∫
Ω
η
2p
p−k dx =
∫
Ω
η
2pα
p−k η
2p(1−α)
p−k dx
≤
(∫
Ω
ηq∗dx
) 2pα
(p−k)q∗
(∫
Ω
η
2p(1−α)q∗
(p−k)q∗−2pα
) (p−k)q∗−2pα
(p−k)q∗
(since
2pα
p− k
< 2 < q∗)
= ‖η‖
2pα
p−k
Lq∗ (Ω)
(∫
Ω
η
2q
p−k
) (p−k)q∗−2pα
(p−k)q∗
= ‖η‖
2pα
p−k
Lq∗ (Ω)
(∫
Ω
vq
) (p−k)q∗−2pα
(p−k)q∗
.
Recall the Sobolev embedding inequality
‖η‖Lq∗ (Ω) ≤ λ∗‖η‖H1(Ω)
where λ∗ > 0 depends only on n and Ω. Since 2pαp−k < 2, invoking Young’s inequality, we infer
that
λ2p
∫
Ω
vpdx
≤λ2p‖η‖
2pα
p−k
Lq∗ (Ω)
(∫
Ω
vq
) (p−k)q∗−2pα
(p−k)q∗
≤λ2p
(
λ∗‖η‖H1(Ω)
) 2pα
p−k
(∫
Ω
vq
) (p−k)q∗−2pα
(p−k)q∗
≤
pαδ
p−k
pα
p− k
‖η‖2H1(Ω) +
p− k − pα
p− k
λ
2pα
p−k−pα∗
(
δ−1λ2p
) p−k
p−k−pα
(∫
Ω
vq
) (p−k)q∗−2pα
(p−k−pα)q∗
,
where δ > 0 such that
pαδ
p−k
pα
p− k
=
λ1p(p− k − 1)
2L(p − k)2
. (3.12)
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It follows from above and (3.11) that
p− k − pα
p− k
λ
2pα
p−k−pα∗
(
δ−1λ2p
) p−k
p−k−pα
(∫
Ω
vq
) (p−k)q∗−2pα
(p−k−pα)q∗
=
p− k − pα
p− k
(
2Lα(p − k)λ2∗
λ1(p− k − 1)
) pα
p−k−pα
(λ2p)
p−k
p−k−pα
(∫
Ω
vq
) (p−k)q∗−2pα
(p−k−pα)q∗
=
(q∗ − 2)q − kq∗
q∗(p− k)− 2q
(
2L(p − k)2(p− q)λ2∗
λ1p(p− k − 1)(p − k − 2q/q∗)
) (p−q)q∗
q(q∗−2)−kq∗
(λ2p)
q∗(p−k)−2q
(q∗−2)q−kq∗
×
(∫
Ω
vq
) q∗(p−k)−2p
q∗(q−k)−2q
.
(3.13)
Noticing that
n
2
=
q∗
q∗ − 2
,
and recalling that
nk
2
< q < p = 2q −
nk
2
= 2q −
kq∗
q∗ − 2
,
one easily checks that
q∗(p− k)− 2p
q∗(q − k)− 2q
= 2,
(q∗ − 2)q − kq∗
q∗(p− k)− 2q
=
2
n+ 2
,
(p− q)q∗
q(q∗ − 2)− kq∗
=
n
2
,
q∗(p− k)− 2q
(q∗ − 2)q − kq∗
=
n+ 2
2
,
and
p− q
p− k − 2q/q∗
=
n
n+ 2
.
Moreover, since p > q∗ > 1 + k,
(p− k)2
p(p− k − 1)
=
(p− k − 1)2 + 2(p − k − 1) + 1
p(p− k − 1)
=
p− k − 1
p
+
2
p
+
1
p(p − k − 1)
<3 +
1
p− k − 1
<3 +
1
q∗ − k − 1
,
and since p > nk2
(p− k)2
p(p− k − 1)
>
p− k
p
= 1−
k
p
> 1−
2
n
=
n− 2
n
> 0. (3.14)
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Based on the above calculations, it follows that
2L(p − k)2(p− q)λ2∗
λ1p(p− k − 1)(p − k − 2q/q∗)
=
2Lλ2∗
λ1
·
n
n+ 2
·
(p− k)2
p(p− k − 1)
<
2Lnλ2∗
λ1(n+ 2)
(
3 +
1
q∗ − k − 1
)
.
Hence one can find C0 > 0 being a constant depending only on the initial datum, Ω, k and n
such that
(q∗ − 2)q − kq∗
q∗(p− k)− 2q
(
2L(p − k)2(p− q)λ2∗
λ1p(p− k − 1)(p − k − 2q/q∗)
) (p−q)q∗
q(q∗−2)−kq∗
(λ2p)
q∗(p−k)−2q
(q∗−2)q−kq∗
<
2
n+ 2
·
{
2Lnλ2∗
λ1(n+ 2)
(
3 +
1
q∗ − k − 1
)}n
2
(λ2p)
n+2
2
≤
C0
2
L
n
2 p
n+2
2 .
Therefore by the above and (3.12) we have
2λ2p
∫
Ω
vpdx ≤
λ1p(p − k − 1)
L(p− k)2
‖v
p−k
2 ‖2H1(Ω) + C0L
n
2 p
n+2
2
(∫
Ω
vq
)2
.
Combining Lemma 3.2 and recalling L > 1, we obtain the following inequality
d
dt
∫
Ω
vp + λ2p
∫
Ω
vp ≤ C0L
n
2 p
n+2
2
(∫
Ω
vq
)2
.
Proposition 3.1. Assume n ≥ 4. Suppose γ satisfies (A0), (A1) and (A2) with some
k ∈ (0, 4n−2). Then there is v
∗ > 0 depending only on the initial datum, γ, n and Ω such that
sup
0≤t<Tmax
‖v(·, t)‖L∞(Ω) ≤ v
∗. (3.15)
Proof. For all r ∈ N we define
pr , 2
r(q∗ −
nk
2
) +
nk
2
, p0 = q∗.
Then pr > q∗ > nk2 and pr = 2pr−1 −
nk
2 . We apply Lemma 3.3 with (p, q) = (pr, pr−1) to
have
d
dt
∫
Ω
vpr + λ2pr
∫
Ω
vpr ≤ λ2prAr (Mr−1)2 ,
where
Mr , sup
0≤t<Tmax
∫
Ω
vpr and Ar ,
C0L
n
2 p
n
2
r
λ2
.
By solving the above ODE, it follows that for all r ∈ N
Mr = sup
0≤t<Tmax
∫
Ω
vpr ≤ max{ArM
2
r−1, ‖v0‖
pr
L∞(Ω)}.
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Since pr ≥ q∗ for all r ≥ 1, one can choose L > 1 sufficiently large depending only on the
initial datum, Ω, n and k such that Ar > 1 for all r ≥ 1. Moreover, adjusting C0 by a proper
larger number, we have
Ar ≤ C0a
r
with some a > 0 depending only on the initial datum, Ω, k and n. In addition, since γ
satisfies (A0) and (A1), due to Lemma 3.1 and the Sobolev embedding H1 →֒ Lq∗, we may
find some large constant K0 > 1 that dominates ‖v0‖L∞ and
∫
Ω v
q∗ for all time.
Iteratively, we deduce that∫
Ω
vpr ≤max{ArA
2
r−1M
4
r−2,ArK
2pr−1
0 ,K
pr
0 }
=max{ArA
2
r−1M
4
r−2,ArK
2pr−1
0 }
≤ . . .
≤max{ArA
2
r−1A
4
r−2 · · · A
2r−1
1 M
2r
0 ,ArA
2
r−1 · · · A
2r−2
2 K
2r−1p1
0 }
≤max{ArA
2
r−1A
4
r−2 · · · A
2r−1
1 K
2r
0 ,ArA
2
r−1 · · · A
2r−2
2 K
2r−1p1
0 }
≤C2
0+21+···+2r−1
0 × a
1·r+2(r−1)+22(r−2)+···+2r−1(r−(r−1)) × K˜2
r
0
=C2
r−1
0 a
21+r−r−2K˜2
r
0
where K˜ = max{K0,K
p1
2
0 }. Finally, recalling that pr = 2
r(q∗ − nk2 ) +
nk
2 , we deduce that
‖v‖L∞(Ω) ≤ lim
rր+∞
(
C2
r−1
0 a
21+r−r−2K˜2
r
0
)1/pr
=
(
C0a
2K˜0
) 2
2q∗−nk ,
which concludes the proof.
Corollary 3.1. If γ(v) = v−k, then v has a uniform-in-time upper bound provided that k ≤ 1
when n = 4, 5, or k < 4n−2 when n ≥ 6.
Next, we recall the following lemma established in [9].
Lemma 3.4. A function satisfying (A0), (A1) and
(A3′) : l|γ′(s)|2 ≤ γ(s)γ′′(s), ∀ s > 0 (3.16)
with some l > 1 must fulfill assumption (A2) with any k > 1l−1 .
Proof. First, we point out that under the assumptions (A0) and (A3′), γ′(s) < 0 on [0,∞).
In fact, due to (A0) and (A3′), we have γ′′(s) ≥ 0 for all s > 0. Then if there is s1 ≥ 0 such
that γ′(s1) = 0, it must hold that 0 = γ′(s1) ≤ γ′(s) ≤ 0 for all s ≥ s1, which contradicts to
the positivity of γ and the asymptotically vanishing assumption (A0).
Now, we may divide (3.16) by −γ(s)γ′(s) to obtain that
−
lγ′(s)
γ(s)
≤ −
γ′′(s)
γ′(s)
, ∀s > 0,
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which indicates that (
log(−γ−lγ′)
)′
≤ 0.
An integration of above ODI from v∗ to s yields that
− γ−l(s)γ′(s) ≤ −γ−l(v∗)γ′(v∗) , d > 0,
which further implies that (
1
(l − 1)γl−1(s)
)′
≤ d.
Thus for any s ≥ v∗, there holds
1
γl−1(s)
≤ d(l − 1)(s − v∗) +
1
γl−1(v∗)
.
As a result, for any k > 1l−1 , we have
1
[skγ(s)]l−1
≤
d(l − 1)(s − v∗)
sk(l−1)
+
1
sk(l−1)γl−1(v∗)
→ 0, as s→ +∞.
This completes the proof.
Lemma 3.5. Assume that n ≥ 4. Suppose that γ(·) satisfies (A0), (A1) and (A3). Then v
has a uniform-in-time upper bound in Ω× [0, Tmax).
Proof. Note that 1l0−1 <
4
n−2 since l0 >
n+2
4 . Thus γ satisfies (A2) with some k <
4
n−2 and due
to Proposition 3.1, v has a uniform-in-time upper bound such that v ≤ v∗ on Ω×[0, Tmax).
4 Proof of Theorem 1.1
4.1 Uniform-in-time boundedness
This section is devoted to the proof of Theorem 1.1. With the time-independent up-
per bound of v at hand, it suffices to establish an estimation involving a weighted energy∫
Ω u
1+pγq(v) for some 1 + p > n2 and q > 0. Higher-order estimates can be then proved via
a standard bootstrapping argument. To begin with, we show that
Lemma 4.1. For any 0 ≤ t < Tmax and p, q > 0, there holds
d
dt
∫
Ω
up+1γq(v)dx+ (p + 1)p
∫
Ω
up−1γq+1|∇u|2dx
+ q
∫
Ω
(
(p+ q + 1)|γ′(v)|2 + γγ′′
)
up+1γq−1|∇v|2dx
− q
∫
Ω
(I −∆)−1[uγ(v)]up+1γq−1(v)γ′(v)dx
=− (p+ 1)(p + 2q)
∫
Ω
upγq(v)γ′(v)∇u · ∇vdx− q
∫
Ω
up+1γq(v)γ′(v)vdx.
(4.1)
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Proof. Multiplying the key identity (2.1) by qup+1γq−1(v)γ′(v) with p, q > 0 and integrating
over Ω yields
d
dt
∫
Ω
up+1γq(v)dx − (p+ 1)
∫
Ω
γq(v)uputdx− q
∫
Ω
up+1γq(v)γ′(v)∆vdx
−q
∫
Ω
(I −∆)−1[uγ(v)]up+1γq−1(v)γ′(v)dx = −q
∫
Ω
up+1γq(v)γ′(v)vdx,
(4.2)
where we substitute the second equation −∆v + v = u.
By integration by parts and the first equation of (1.4), we infer that
− (p+ 1)
∫
Ω
γq(v)uputdx
=− (p+ 1)
∫
Ω
γq(v)up∆(γ(v)u)dx
=(p+ 1)
∫
Ω
(
γ(v)∇u+ γ′(v)u∇v
) (
pup−1γq(v)∇u+ qupγq−1(v)γ′(v)∇v
)
dx
=p(p+ 1)
∫
Ω
up−1γq+1(v)|∇u|2dx+ q(p+ 1)
∫
Ω
up+1γq−1(v)|γ′(v)|2|∇v|2dx
+ (p+ 1)(p + q)
∫
Ω
upγq(v)γ′(v)∇u · ∇vdx.
(4.3)
Lat, by integration by parts again, there holds
− q
∫
Ω
up+1γq(v)γ′(v)∆vdx
=q2
∫
Ω
up+1γq−1(v)|γ′(v)|2|∇v|2dx+ q
∫
Ω
up+1γqγ′′(v)|∇v|2dx
+ q(p+ 1)
∫
Ω
upγq(v)γ′(v)∇u · ∇vdx.
(4.4)
This completes the proof by collecting above equalities.
Lemma 4.2. Assume that γ(·) satisfies (A0), (A1) and (A3). For any 1 + p ∈ (0, l20), there
exist time-independent constants q = pl02 > 0 and δ0 = δ0(p, q) ∈ (0, 1) such that
(p+ 1)(p + 2q)2
4p(1− δ0)
∫
Ω
u1+pγq−1|γ′|2|∇v|2 ≤ q
∫
Ω
(
(p + q + 1)|γ′(v)|2 + γγ′′
)
up+1γq−1|∇v|2.
(4.5)
Proof. Define
f(λ) = 4λl0 − 4λ
2
for all λ > 0. We observe that f(λ) attains its maximum value l20 at λ0 = l0/2. Thus, for any
1 + p ∈ (1, l20), there holds
1 + p < l20 = f(λ0).
In other words,
1 + p+ 4λ20
4λ0
< l0.
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In addition, we can further find time-independent δ0 = δ0(p, λ0) ∈ (0, 1) such that
1 + p+ 4λ20 + 4λ0δ0(1 + p+ λ0p)
4λ0(1− δ0)
=
1
2
(
1 + p+ 4λ20
4λ0
+ l0
)
∈ (
1 + p+ 4λ20
4λ0
, l0).
Thus, we obtain that
1 + p+ 4λ20 + 4λ0δ0(1 + p+ λ0p)
4λ0(1− δ0)
|γ′|2 < l0|γ′|2 ≤ γγ′′, ∀ s > 0
for any 1 + p ∈ (1, l20). On the other hand, according to Lemma 2.1 and Lemma 3.5, there
exist the time-independent lower and upper bounds for v
v∗ ≤ v(x, t) ≤ v∗ on Ω× [0, Tmax).
Thus we infer that
1 + p+ 4λ20 + 4λ0δ0(1 + p+ λ0p)
4λ0(1− δ0)
|γ′(v(x, t))|2 < γ(v(x, t))γ′′(v(x, t)), on Ω× [0, Tmax)
for any 1 + p ∈ (1, l20). Thus, assertion (4.5) holds with q = λ0p and δ0 chosen above.
Lemma 4.3. Assume that n ≥ 3 and γ(·) satisfies (A0), (A1) and (A3). Then there exist
p > n2 − 1 and C > 0 independent of time such that
sup
0≤t<Tmax
∫
Ω
u1+p ≤ C.
Proof. Invoking Young’s inequality, there holds
− (p+ 1)(p + 2q)
∫
Ω
upγq(v)γ′(v)∇u · ∇vdx
≤ (p+ 1)p(1 − δ0)
∫
Ω
up−1γq+1|∇u|2dx
+
(p+ 1)(p + 2q)2
4p(1− δ0)
∫
Ω
u1+pγq−1|γ′|2|∇v|2dx
(4.6)
with any 1 + p ∈ (1, l20) and q, δ0 chosen in Lemma 4.2.
Then it follows from (4.1) and Lemma 4.2 that
d
dt
∫
Ω
up+1γq(v)dx + δ0(p + 1)p
∫
Ω
up−1γq+1|∇u|2dx
− q
∫
Ω
(I −∆)−1[uγ(v)]up+1γq−1(v)γ′(v)dx
≤− q
∫
Ω
up+1γq(v)γ′(v)vdx
(4.7)
with any 1 + p ∈ (1, l20) and q =
pl0
2 .
Since v∗ ≤ v ≤ v∗, there is C > 0 depending on p, δ0, γ and the initial datum only such
that for any 1 + p ∈ (1, l20) and q =
pl0
2
d
dt
∫
Ω
up+1γq(v)dx+ C
∫
Ω
up−1|∇u|2dx ≤ C
∫
Ω
up+1dx. (4.8)
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Recall the Gagliardo-Nirenberg inequality
‖ξ‖L2(Ω) ≤ C‖∇ξ‖
θ
L2(Ω)‖ξ‖
1−θ
L1(Ω)
+ C‖ξ‖L1(Ω) (4.9)
with θ = nn+2 . Denote ξ = u
1+p
2 . Then in view of the uniform-in-time boundedness of γq(v),
we infer by Young’s inequality that∫
Ω
u1+pγq(v) ≤ C
∫
Ω
u1+p = C‖ξ‖2L2(Ω) ≤ ε‖∇ξ‖
2 + Cε‖ξ‖
2
L1(Ω)
with any ε > 0 and some C > 0 independent of time. Thus, by choosing proper small ε > 0,
we infer from (4.8) that for any 1 + p ∈ (1, l20) and q =
pl0
2 ,
d
dt
∫
Ω
u1+pγq(v)dx + C
∫
Ω
u1+pγq(v) ≤ C
∫
Ω
u
1+p
2 . (4.10)
with C > 0 independent of time. Then in view of the fact ‖u(·, t)‖L1(Ω) = ‖u0‖L1(Ω) together
with the uniform-in-time lower and upper boundedness of γq(v), one can deduce iteratively
from (4.10) that for any 1 + p ∈ (1, l20) and q =
pl0
2 ,
sup
t≥0
∫
Ω
u1+pdx ≤ C. (4.11)
Finally, we note that for any n ≥ 3,
n
2
<
(
n+ 2
4
)2
< l20.
Thus we can always find p > 0 satisfying 1 + p > n2 such that (4.11) holds. This completes
the proof.
Proof of Theorem 1.1. Boundedness: Once we obtain lemma 4.3 with 1 + p > n2 , we
can to deduce the uniform-in-time boundedness of the solutions in the same manner as done
in [1, Lemma 4.3]. We omit the detail here.
Corollary 4.1. Assume γ(v) = v−k and n ≥ 4. Then there exists a unique globally bounded
classical solution provided that k ≤ 1 when n = 4, 5, or k < 4n−2 when n ≥ 6.
4.2 Exponential stabilization toward constant steady states
In this part, we establish the exponential stabilization of the global solutions relying on
a slightly modified version of the Lyapunov functional (3.1).
Lemma 4.4. There exist constants α > 0 and C > 0 depending on u0, γ, n and Ω such that
‖v(·, t) − u0‖W 1,∞(Ω) ≤ Ce
−αt, ∀ t > 0. (4.12)
Proof. Observing that u(t) = v(t) = u0 for all t ≥ 0, we infer that
d
dt
‖v(·, t) − u0‖
2 =
d
dt
∫
Ω
(
v2 − 2u0v + u0
2
)
=
d
dt
∫
Ω
v2 − 2u0
d
dt
∫
Ω
vdx
=
d
dt
‖v(·, t)‖2.
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Therefore, we deduce from (3.1) that
1
2
d
dt
(
‖∇v‖2 + ‖v − u0‖
2
)
+
∫
Ω
γ(v)|∆v|2dx+
∫
Ω
(γ(v) + vγ′(v))|∇v|2dx = 0. (4.13)
Since v ≤ v∗ and γ is non-increasing , we have∫
Ω
γ(v)|∆v|2 ≥ γ(v∗)
∫
Ω
|∆v|2
which together with Poincare´’s inequality µ1‖v − u0‖
2 ≤ ‖∇v‖2 yields that∫
Ω
γ(v)|∆v|2 ≥ µ1γ(v
∗)
∫
Ω
|∇v|2 ≥
µ1γ(v
∗)
1 + µ1
(
‖∇v‖2 + ‖v − u0‖
2
)
. (4.14)
Here µ1 > 0 denotes the first positive eigenvalue of the Neumann Lapaplacian operator and
we also use the fact µ1‖∇v‖
2 ≤ ‖∆v‖2 if ∂νv = 0 on ∂Ω.
Thus, we infer from (4.13) that
1
2
d
dt
(
‖∇v‖2 + ‖v − u0‖
2
)
+
µ1γ(v
∗)
1 + µ1
(
‖∇v‖2 + ‖v − u0‖
2
)
≤ 0,
which by standard ODI analysis yields that for all t ≥ 0
‖∇v‖2 + ‖v − u0‖
2 ≤ e
− 2µ1γ(v∗)t
1+µ1
(
‖∇v0‖
2 + ‖v0 − u0‖
2
)
(4.15)
where v0 = (I −∆)
−1[u0].
Next, from the first equation of (1.4), we have
∂t(u− u0) = ∆(uγ(v)). (4.16)
Multiplying (4.16) by u− u0, we obtain that
1
2
d
dt
∫
Ω
|u− u0|
2dx+
∫
Ω
γ(v)|∇u|2 =
∫
Ω
uγ′(v)∇u · ∇vdx
≤
1
2
∫
Ω
γ(v)|∇u|2 +
1
2
∫
Ω
u2|γ′(v)|2
γ(v)
|∇v|2.
Since now u, v are both uniformly-in-time bounded, there is time-independent constant C > 0
such that
d
dt
∫
Ω
|u− u0|
2dx+ C
∫
Ω
|∇u|2 ≤ C
∫
Ω
|∇v|2.
Applying Poincare´’s inequality, one can find constant 0 < α1 <
2µ1γ(v∗)
1+µ1
depending only on
initial datum, γ, n and Ω such that
d
dt
∫
Ω
|u− u0|
2dx+ α1
∫
Ω
|u− u0|
2 ≤ C
∫
Ω
|∇v|2.
In view of (4.15), solving the above differential inequality yields that
‖u− u0‖
2 ≤ Ce−α1t (4.17)
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with C depending on initial datum, n, γ and Ω only.
Next, for any p > 2, we multiply (4.16) by |u− u0|
p−2(u− u0) to get that
1
p
d
dt
∫
Ω
|u− u0|
pdx+ (p− 1)
∫
Ω
γ(v)|u− u0|
p−2|∇u|2
= (p− 1)
∫
Ω
u|u− u0|
p−2γ′(v)∇u · ∇v
≤
p− 1
2
∫
Ω
γ(v)|u − u0|
p−2|∇u|2 +
p− 1
2
∫
Ω
u2|γ′(v)|2
γ(v)
|u− u0|
p−2|∇v|2.
Similarly, there is time-independent constants C = C(p) > 0 and α2 < α1 such that
d
dt
∫
Ω
|u− u0|
pdx+ α2
∫
Ω
|u− u0|
p ≤ C
∫
Ω
|∇v|2 + α2
∫
Ω
|u− u0|
p.
Observe that ∫
Ω
|u− u0|
p ≤ ‖u− u0‖
p−2
L∞(Ω)
∫
Ω
|u− u0|
2dx ≤ C
∫
Ω
|u− u0|
2dx.
We arrive at
d
dt
∫
Ω
|u− u0|
pdx+ α2
∫
Ω
|u− u0|
p ≤ C
(∫
Ω
|∇v|2 +
∫
Ω
|u− u0|
2
)
(4.18)
which yields that ∫
Ω
|u− u0|
pdx ≤ Ce−α2t. (4.19)
Note that from the second equation of (1.4)
(v − u0)−∆(v − u0) = u− u0.
Choosing some p0 > n in (4.19), one may deduce by elliptic regularity and Sobolev embed-
dings that
‖v − u0‖W 1,∞(Ω) ≤ C‖v − u0‖W 2,p0 (Ω) ≤ C‖u− u0‖Lp0 (Ω) ≤ Ce
−αt.
with α = α2p0 . This completes the proof.
Next, we claim that
Lemma 4.5. There are positive constants C = C(n,Ω, γ, u0) and θ ∈ (0, 1) such that
‖u‖
C2+θ,1+
θ
2 (Ω×[t,t+1]) ≤ C ∀ t ≥ 1. (4.20)
Proof. Since ‖u‖L∞(Ω) and ‖v‖W 1,∞(Ω) are now uniform-in-time bounded, one infers from the
key identity (2.1) and the second equation of (1.4) that v ∈ W 2,1p (Ω × [t, t + 1]) with any
p > n+22 for any t > 0. Then by the Sobolev embedding theorem, there exist θ1 ∈ (0, 2−
n+2
p ]
and time-independent constant C > 0 such that
‖v‖
Cθ1,
θ1
2 (Ω×[t,t+1])
≤ C‖v‖
W 2,1p (Ω×[t,t+1]) ≤ C ∀ t > 0. (4.21)
19
On the other hand, in the same manner as [1, Lemma 5.1], there exists time-independent
constant C > 0 such that
‖u‖
Cθ2,
θ2
2 (Ω×[t,t+1])
≤ C ∀ t ≥ 1
with some θ2 ∈ (0, 1).
Then in view of the following variant form of the key identity:
vt − γ(v)∆v + vγ(v) = (I −∆)
−1[uγ(v)],
we can further deduce by standard Schauder’s theory for parabolic equations that with some
θ3 ∈ (0, 1)
‖v‖
C2+θ3,1+
θ3
2 (Ω×[t,t+1])
≤ C ∀ t ≥ 1.
In turn, we may finally deduce from the equation for u by Schauder’s theory that
‖u‖
C2+θ,1+
θ
2 (Ω×[t,t+1]) ≤ C ∀ t ≥ 1.
With above preparations, we are now ready to prove the exponentially decay of ‖u−u0‖L∞ .
Denoting w = u− u0 and γ0 = γ(u0), by the semigroup theory, we infer from (4.16) that for
any t > τ0 ≥ 1,
w(t) = eγ0∆tw(τ0) +
∫ t
τ0
eγ0∆(t−s)∆((γ(v(s) − γ0)u(s))ds. (4.22)
As a result, we deduce by Lemma 2.3 that
‖w(t)‖L∞(Ω) ≤‖e
γ0∆tw(τ0)‖L∞(Ω) +
∫ t
τ0
‖eγ0∆(t−s)∆((γ(v(s) − γ0)u(s))‖L∞(Ω)ds
≤‖eγ0∆tw(τ0)‖L∞(Ω) + C
∫ t
τ0
e−γ0µ1(t−s)(1 + (t− s)−
1
2 )‖∇((γ(v(s) − γ0)u(s))‖L∞(Ω)ds
Since ‖∇u‖L∞(Ω) ≤ C for all t ≥ 1 due to Lemma 4.5, we obtain that for t ≥ 1
‖∇((γ(v(t) − γ0)u(t))‖L∞(Ω) ≤‖γ
′(v(t))u(t)∇v(t)‖L∞(Ω) + ‖(γ(v(t)) − γ(u0))∇u(t)‖L∞(Ω)
≤C‖∇v‖L∞(Ω) + C‖γ(v(t)) − γ(u0)‖L∞(Ω)
≤C(‖∇v‖L∞(Ω) + ‖v(t) − u0‖L∞(Ω)
where we use the fact that
|γ(v)− γ(u0)| = |(v(t) − u0)
∫ 1
0
γ′(sv + (1− s)u0)ds| ≤ C|v(t)− u0| (4.23)
since sv(t, x) + (1− s)u0 is uniformly bounded from above and below on [0,+∞)×Ω for all
s ∈ [0, 1].
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As a result, recalling Lemma 4.4 and Lemma 2.3, we may infer that
‖w(t)‖L∞(Ω) ≤‖e
γ0∆tw(τ0)‖L∞(Ω) +
∫ t
τ0
‖eγ0∆(t−s)∆((γ(v(s) − γ0)u(s))‖L∞(Ω)ds
≤Ce−γ0µ1t‖w(τ0)‖L∞(Ω) + C
∫ t
0
e−γ0µ1(t−s)(1 + (t− s)−
1
2 )e−αsds
≤Ce−α
′t
(4.24)
with any α′ < min{γ0µ1, α}. Here, we use the fact that for any β ≥ κ > 0∫ t
0
e−β(t−s)(1 + (t− s)−
1
2 )e−κsds =e−βt
∫ t
0
e(β−κ)s(1 + (t− s)−
1
2 )ds
≤e−κt
(
t+ 2t
1
2
)
≤ Ce−κ
′t
with any κ′ < κ and on the other hand, for 0 < β < κ∫ t
0
e−β(t−s)(1 + (t− s)−
1
2 )e−κsds =e−βt
∫ t
0
e(β−κ)s(1 + (t− s)−
1
2 )ds
≤e−βt
(
t+ 2t
1
2
)
≤ Ce−β
′t
with any β′ < β.
Proof of Theorem 1.1. Convergence: By Lemma 4.4 and (4.24), we conclude that
‖u(·, t) − u0‖L∞(Ω) + ‖v(·, t) − u0‖W 1,∞(Ω) ≤ Ce
−α′t, ∀ t ≥ 1
with some α′ > 0 and C > 0 depending on u0, γ, n and Ω.
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