We present a novel algorithm to estimate the barycenter of arbitrary probability distributions with respect to the Sinkhorn divergence. Based on a Frank-Wolfe optimization strategy, our approach proceeds by populating the support of the barycenter incrementally, without requiring any pre-allocation. We consider discrete as well as continuous distributions, proving convergence rates of the proposed algorithm in both settings. Key elements of our analysis are a new result showing that the Sinkhorn divergence on compact domains has Lipschitz continuous gradient with respect to the Total Variation and a characterization of the sample complexity of Sinkhorn potentials. Experiments validate the effectiveness of our method in practice.
Introduction
Aggregating and summarizing collections of probability measures is a key task in several machine learning scenarios. Depending on the metric adopted, the properties of the resulting average (or barycenter) of a family of probability measures vary significantly. By design, optimal transport metrics are better suited at capturing the geometry of the distribution than Euclidean distance or other f -divergence [14] . In particular, Wasserstein barycenters have been successfully used in settings such as texture mixing [41] , Bayesian inference [50] , imaging [26] , or model ensemble [18] .
The notion of barycenter in Wasserstein space was first introduced by [2] and then investigated from the computational perspective for the original Wasserstein distance [51, 12] as well as its entropic regularizations (e.g. Sinkhorn) [14, 6, 20] . Two main challenges in this regard are: i) how to efficiently identify the support of the candidate barycenter and ii) how to deal with continuous (or infinitely supported) probability measures. The first problem is typically addressed by either fixing the support of the barycenter a-priori [51, 20] or by adopting an alternating minimization procedure to iteratively optimize the support point locations and their weights [14, 12] . While fixed-support methods enjoy better theoretical guarantees, free-support algorithms are more memory efficient and practicable in high dimensional settings. The problem of dealing with continuous distributions has been mainly approached by adopting stochastic optimization methods to minimize the barycenter functional [12, 51, 20] In this work we propose a novel method to compute the barycenter of a set of probability distributions with respect to the Sinkhorn divergence [25] that does not require to fix the support beforehand. We address both the cases of discrete and continuous probability measures. In contrast to previous free-support methods, our algorithm does not perform an alternate minimization between support and weights. Instead, we adopt a Frank-Wolfe (FW) procedure to populate the support by incrementally adding new points and updating their weights at each iteration, similarly to kernel herding strategies [5] and conditional gradient for sparse inverse problem [9, 8] . Upon completion of this paper, we found that an idea with similar flavor, concerning the application a Frank-Wolfe scheme in conjunction with Sinkhorn functionals has been very recently considered in distributional regression settings for the case of Sinkhorn negentropies [35] . However, the analysis in this paper focuses on the theoretical properties of the proposed algorithm, specifically for the case of an inexact Frank-Wolfe procedure, which becomes critical in the case of continuous measures. In particular, we prove the convergence and rates of the proposed optimization method for both finitely and infinitely supported distribution settings. A central result in our analysis is the characterization of regularity properties of Sinkhorn potentials (i.e. the dual solutions of the Sinkhorn divergence problem), which extends recent work in [21, 23 ] and which we consider of independent interest. We empirically evaluate the performance of the proposed algorithm.
Contributions. The analysis of the proposed algorithm hinges on the following contributions: i) we show that the gradient of the Sinkhorn divergence is Lipschitz continuous on the space of probability measures with respect to the Total Variation. This grants us convergence of the barycenter algorithm in finite settings. ii) We characterize the sample complexity of Sinkhorn potentials of two empirical distributions sampled from arbitrary probability measures. This latter result allows us to iii) provide a concrete optimization scheme to approximately solve the barycenter problem for arbitrary probability measures with convergence guarantees. iv) A byproduct of our analysis is the generalization of the FW algorithm to settings where the objective functional is defined only on a set with empty interior, which is the case for Sinkhorn divergence barycenter problem.
The rest of the paper is organized as follows: Sec. 2 reviews standard notions of optimal transport theory. Sec. 3 introduces the barycenter functional, and proves the Lipschitz continuity of its gradient. Sec. 4 describes the implementation of our algorithm and Sec. 5 studies its convergence rates. Finally, Sec. 6 evaluates the proposed methods empirically and Sec. 7 provides concluding remarks.
Background
The aim of this section is to recall definitions and properties of Optimal Transport theory with entropic regularization. Throughout the work, we consider a compact set X ⊂ R d and a symmetric cost function c : X × X → R. We set D := sup x,y∈X c(x, y) and denote by M + 1 (X ) the space of probability measures on X (positive Radon measures with mass 1). For any α, β ∈ M + 1 (X ), the Optimal Transport problem with entropic regularization is defined as follow [39, 13, 24] OT ε (α, β) = min 
where KL(π|α ⊗ β) is the Kullback-Leibler divergence between the candidate transport plan π and the product distribution α ⊗ β, and Π(α, β) = {π ∈ M 1 + (X 2 ) : P 1# π = α, P 2# π = β}, with P i : X × X → X the projector onto the i-th component and # the push-forward operator. The case ε = 0 corresponds to the classic Optimal Transport problem introduced by Kantorovich [29] . In particular, if c = · p for p ∈ [1, ∞), then OT 0 is the well-known p-Wasserstein distance [53] . Let ε > 0. Then, the dual problem of (1) , in the sense of Fenchel-Rockafellar, is [10, 21] OT ε (α, β) = max u,v∈C(X )
u(x) dα(x) + v(y) dβ(y) − ε e u(x)+v(y)−c(x,y) ε dα(x)dβ(y),
where C(X ) denotes the space of real-valued continuous functions on X , endowed with · ∞ . Let µ ∈ M + 1 (X ). We denote by T µ : C(X ) → C(X ) the map such that, for any w ∈ C(X ),
T µ (w) : x → −ε log e
w(y)−c(x,y) ε dµ(y).
The first order optimality conditions for (2) are (see [21] or Appendix B.2)
Pairs (u, v) satisfying (4) exist [30] and are referred to as Sinkhorn potentials. They are unique (α, β) -a.e. up to additive constant, i.e. (u + t, v − t) is also a solution for any t ∈ R. In line with [23, 21] it will be useful in the following to assume (u, v) to be the Sinkhorn potentials such that: i) u(x o ) = 0 for an arbitrary anchor point x o ∈ X and ii) (4) is satisfied pointwise on the entire domain X . Then, u is a fixed point of the map T βα = T β • T α (analogously for v). This suggests a fixed point iteration approach to minimize (2) , yielding the well-known Sinkhorn-Knopp algorithm which has been shown to converge linearly in C(X ) [42, 30] . We recall a key result characterizing the differentiability of OT ε in terms of the Sinkhorn potentials that will be useful in the following.
Proposition 1 (Prop 2 in [21]
). Let ∇OT ε : M + 1 (X ) 2 → C(X ) 2 be such that, ∀α, β ∈ M 1 + (X )
∇OT ε (α, β) = (u, v),
Then, ∀α, α , β, β ∈ M + 1 (X ), the directional derivative of OT ε along (µ, ν) = (α − α, β − β) is
where w, ρ = w(x) dρ(x) denotes the canonical pairing between the spaces C(X ) and M(X ).
Note that ∇OT ε is not a gradient in the standard sense. In particular note that the directional derivative in (6) is not defined for any pair of signed measures, but only along feasible directions (α − α, β − β).
Sinkhorn Divergence. The fast convergence of Sinkhorn-Knopp algorithm makes OT ε (with ε > 0) preferable to OT 0 from a computational perspective [13] . However, when ε > 0 the entropic regularization introduces a bias in the optimal transport problem, since in general OT ε (µ, µ) = 0. To compensate for this bias, [25] introduced the Sinkhorn divergence
which was shown in [21] to be nonnegative, bi-convex and to metrize the convergence in law under mild assumptions. We characterize the gradient of S ε (·, β) for a fixed β ∈ M + 1 (X ), which will be key to derive our optimization algorithm for computing Sinkhorn barycenters. 
with u = T βα (u) and p = T α (p) the Sinkhorn potentials of OT ε (α, β) and OT ε (α, α) respectively.
Sinkhorn barycenters with Frank-Wolfe
Given β 1 , . . . β m ∈ M + 1 (X ) and ω 1 , . . . , ω m ≥ 0 a set of weights such that m j=1 ω j = 1, the main goal of this paper is to solve the following Sinkhorn barycenter problem
Although the objective functional B ε is convex, its domain M 1 + (X ) has empty interior in the space of finite signed measure M(X ). Hence standard notions of Fréchet or Gâteaux differentiability do not apply. This, in principle causes some difficulties in devising optimization methods. To circumvent this issue, in this work we adopt the Frank-Wolfe (FW) algorithm. Indeed, one key advantage of this method is that it is formulated in terms of directional derivatives along feasible directions (i.e., directions that locally remain inside the constraint set). Building upon [15, 16, 19] , which study the algorithm in Banach spaces, we show that the "weak" notion of directional differentiability of S ε (and hence of B ε ) in Remark 2 is sufficient to carry out the convergence analysis. While full details are provided in Appendix A, below we give an overview of the main result.
Frank-Wolfe in dual Banach spaces. Let W be a real Banach space with topological dual W * and let D ⊂ W * be a nonempty, convex, closed and bounded set. For any w ∈ W * denote by F D (w) = R + (D − w) the set of feasible direction of D at w (namely s = t(w − w) with w ∈ D and t > 0). Let G : D → R be a convex function and assume that there exists a map ∇G : D → W (not necessarily unique) such that ∇G(w), s = G (w; s) for every s ∈ F D (w). In Alg. 1 we present a method to minimize G. The algorithm is structurally equivalent to the standard FW [19, 27] and accounts for possible inaccuracies in solving the minimization in step (i). This will be key in Sec. 5 when studying the barycenter problem for β j with infinite support. The following result (see proof in Appendix A) shows that under the additional assumption that ∇G is Lipschitz-continuous and with sufficiently fast decay of the errors, the above procedure converges in value to the minimum of G with rate O(1/k). Here diam(D) denotes the diameter of D with respect to the dual norm. 
Frank-Wolfe Sinkhorn barycenters. We show that the barycenter problem (9) satisfies the setting and hypotheses of Thm. 3 and can be thus approached via Alg. 1.
Algorithm 1 Frank-Wolfe in Dual Banach Spaces
is convex, closed, and bounded.
Lipschitz continuity of the gradient.. This is the most critical condition and is addressed in the following theorem.
Theorem 4.
The gradient ∇OT ε defined in Prop. 1 is Lipschitz continuous. In particular, the first component
where
Thm. 4 is one of the main contributions of this paper. It can be rephrased by saying that the operator that maps a pair of distributions to their Sinkhorn potentials is Lipschitz continuous. This result is significantly deeper than the one given in [20, Lemma 1] , which establishes the Lipschitz continuity of the gradient in the semidiscrete case. The proof (given in Appendix D) relies on non-trivial tools from Perron-Frobenius theory for Hilbert's metric [32] , which is a well-established framework to study Sinkhorn potentials [39] . We believe this result is interesting not only for the application of FW to the Sinkhorn barycenter problem, but also for further understanding regularity properties of entropic optimal transport.
Algorithm: practical Sinkhorn barycenters
According to Sec. 3, FW is a valid approach to tackle the barycenter problem (9). Here we describe how to implement in practice the abstract procedure of Alg. 1 to obtain a sequence of distributions (α k ) k∈N minimizing B ε . A main challenge in this sense resides in finding a minimizing feasible direction for B ε (α k ; µ − α k ) = ∇B ε (α k ), µ − α k . According to Remark 2, this amounts to solve
In general (12) would entail a minimization over the set of all probability distributions on X . However, since the objective functional is linear in µ and M + 1 (X ) is a weakly- * compact convex set, we can apply Bauer maximum principle (see e.g., [3, Thm. 7 .69]). Hence, solutions are achieved at the extreme points of the optimization domain, namely Dirac's deltas for the case of M + 1 (X ) [11, p. 108] . Now, denote by δ x ∈ M + 1 (X ) the Dirac's delta centered at x ∈ X . We have w, δ x = w(x) for every w ∈ C(X ). Hence (12) is equivalent to
Once the new support point x k+1 has been obtained, the update in Alg. 1 corresponds to
In particular, if FW is initialized with a distribition with finite support, say α 0 = δ x 0 for some x 0 ∈ X , then also every further iterate α k will have at most k + 1 support points. According to (13) , the inner optimization for FW consists in minimizing the functional x → m j=1 ω j u jk (x) − p k (x) over X . In practice, having access to such functional poses already a challenge, since it requires computing the Sinkhorn potentials u jk and p k , which are infinite dimensional objects. Below we discuss how to estimate these potentials when the β j have finite support. We then address the general setting.
Computing ∇ 1 OT ε for probability distributions with finite support. Let α, β ∈ M 
since the integral T β (v) reduces to a sum over the support of β. Hence, the gradient of OT ε (i.e. the potential u), is uniquely characterized in terms of the finite dimensional vector v collecting the values of the potential v on the support of β . We refer as SinkhornGradient to the routine which associates to each triplet (Y, b, v) the map x → −ε log
Sinkhorn barycenters: finite case. Alg. 2 summarizes FW applied to the barycenter problem (9) when the β j 's have finite support. Starting from a Dirac's delta α 0 = δ x 0 , at each iteration k ∈ N the algorithm proceeds by: i) finding the corresponding evaluation vectors v j 's and p of the Sinkhorn potentials for OT ε (α k , β j ) and OT ε (α k , α k ) respectively, via the routine SinkhornKnopp (see [13, 21] or Alg. B.2). This is possible since both β j and α k have finite support and therefore the problem of approximating the evaluation vectors v j and p reduces to an optimization problem over finite vector spaces that can be efficiently solved [13] ; ii) obtain the gradients
over X to find a new point x k+1 (we comment on this meta-routine Minimize below); iv) finally update the support and weights of α k according to (14) to obtain the new iterate α k+1 .
A key feature of Alg. 2 is that the support of the candidate barycenter is updated incrementally by adding at most one point at each iteration, a procedure similar in flavor to the kernel herding strategy in [5, 31] . This contrasts with previous methods for barycenter estimation [14, 6, 51, 20] ,
Algorithm 2 Sinkhorn Barycenter
Input:
Initialize: α 0 = (X 0 , a 0 ) with X 0 = x 0 , a 0 = 1.
Return: α K which require the support set, or at least its cardinality, to be fixed beforehand. However, indentifying the new support point requires solving the nonconvex problem (13), a task addressed by the metaroutine Minimize. This problem is typically smooth (e.g., a linear combination of Gaussians when c(x, y) = x − y 2 ) and first or second order nonlinear optimization methods can be adopted to find stationary points. We note that all free-support methods in the literature for barycenter estimation are also affected by nonconvexity since they typically require solving a bi-convex problem (alternating minimization between support points and weights) which is not jointly convex [14, 12] . We conclude by observing that if we restrict to the setting of [51, 20] [21, Prop 13] , where it was shown that Sinkhorn potentials vary continuously with the input measures. However, it opens two questions: i) whether this approach is theoretically justified (consistency) and ii) how many points should we sample from each β j to ensure convergence (rates). We answer these questions in Thm. 7 in the next section.
Convergence analysis
We finally address the convergence of FW applied to both the finite and infinite settings discussed in Sec. 4. We begin by considering the finite setting. (9) . Then,
The result follows by the convergence result of FW in Thm. 3 applied with the Lipschitz constant computed in Thm. 4 , and recalling that diam(M + 1 (X )) = 2 with respect to the Total Variation. We note that Thm. 5 assumes SinkhornKnopp and Minimize in Alg. 2 to yield exact solutions. In Appendix D we comment how approximation errors in this context affect the bound in (16).
General setting. As mentioned in Sec. 4, when the β j 's are not finitely supported we adopt a sampling approach. More precisely we propose to replace in Alg. 2 the ideal Sinkhorn potentials of the pairs (α, β j ) with those of (α,β j ), where eachβ j is an empirical measure randomly sampled from β j . In other words we are performing the FW algorithm with a (possibly rough) approximation of the correct gradient of B ε . According to Thm. 3, FW allows errors in the gradient estimation (which are captured into the precision ∆ k in the statement). To this end, the following result quantifies the approximation error between ∇ 1 OT ε (·, β) and ∇ 1 OT ε (·,β) in terms of the sample size ofβ. 
with probability at least 1 − τ , where
Thm. 6 is one of the main results of this work. We point out that it cannot be obtained by means of the Lipschitz continuity of ∇ 1 OT ε in Thm. 4, since empirical measures do not converge in · T V to their target distribution [17] . Instead, the proof consists in considering the weaker Maximum Mean Discrepancy (MMD) metric associated to a universal kernel [47] , which metrizes the topology of the convergence in law of M + 1 (X ) [48] . Empirical measures converge in MMD metric to their target distribution [47] . Therefore, by proving the Lipschitz continuity of ∇ 1 OT ε with respect to MMD in Prop. E.5 we are able to conclude that (17) holds. This latter result relies on higher regularity properties of Sinkhorn potentials, which have been recently shown [23, Thm.2] to be uniformly bounded in Sobolev spaces under the additional assumption c ∈ C s+1 (X × X ). For sufficiently large s, the Sobolev norm is in duality with the MMD [36] and allows us to derive the required Lipschitz continuity. We conclude noting that while [23] studied the sample complexity of the Sinkhorn divergence, Thm. 6 is a sample complexity result for Sinkhorn potentials. In this sense, we observe that the constants appearing in the bound are tightly related to those in [23, Thm.3] and have similar behavior with respect to ε. We can now study the convergence of FW in continuous settings. 
The proof is shown in Appendix E. A consequence of Thm. 7 is that the accuracy of FW depends simultaneously on the number of iterations and the sample size used in the approximation of the gradients: by choosing n = k 2 we recover the O(1/k) rate of the finite setting, while for n = k we have a rate of O(k −1/2 ), which is reminiscent of typical sample complexity results, highlighting the statistical nature of the problem. 
Experiments
In this section we show the performance of our method in a range of experiments 1 .
Discrete measures: barycenter of nested ellipses. We compute the barycenter of 30 randomly generated nested ellipses on a 50 × 50 grid similarly to [14] . We interpret each image as a probability distribution in 2D. The cost matrix is given by the squared Euclidean distances between pixels. Continuous measures: barycenter of Gaussians. We compute the barycenter of 5 Gaussian distributions N (m i , C i ) i = 1, . . . , 5 in R 2 , with mean m i ∈ R 2 and covariance C i randomly generated. We apply Alg. 2 to empirical measures obtained by sampling n = 500 points from each
Since the (Wasserstein) barycenter of Gaussian distributions can be estimated accurately (see [2] ), in Fig. 2 we report both the output of our method (as a scatter plot) and the true Wasserstein barycenter (as level sets of its density). We observe that our estimator recovers both the mean and covariance of the target barycenter. See the supplementary material for additional experiments also in the case of mixtures of Gaussians.
Image "compression" via distribution matching. Similarly to [12] , we test Alg. 2 in the special case of computing the "barycenter" of a single measure β ∈ M 1 + (X ). While the solution of this problem is the distribution β itself, we can interpret the intermediate iterates α k of Alg. 2 as compressed version of the original measure. In this sense k would represent the level of compression since α k is supported on at most k points. Fig. 3 (Right) reports iteration k = 5000 of Alg. 2 applied to the 140 × 140 image in Fig. 3 (Left) interpreted as a probability measure β in 2D. We note that the number of points in the support is ∼ 3900: indeed, Alg. 2 selects the most relevant support points points multiple times to accumulate the right amount of mass on each of them (darker color = higher weight). This shows that FW tends to greedily search for the most relevant support points, prioritizing those with higher weight k-means on MNIST digits. We tested our algorithm on a k-means clustering experiment. We consider a subset of 500 random images from the MNIST dataset. Each image is suitably normalized to be interpreted as a probability distribution on the grid of 28 × 28 pixels with values scaled between 0 and 1. We initialize 20 centroids according to the k-means++ strategy [4] . Fig. 4 deipcts the 20 centroids obtained by performing k-means with Alg. 2. We see that the structure of the digits is successfully detected, recovering also minor details (e.g. note the difference between the 2 centroids).
Real data: Sinkhorn propagation of weather data. We consider the problem of Sinkhorn propagation similar to the one in [46] . The goal is to predict the distribution of missing measurements for weather stations in the state of Texas, US by "propagating" measurements from neighboring stations in the network. The problem can be formulated as minimizing the functional (v,u)∈V ω uv S ε (ρ v , ρ u ) over the set {ρ v ∈ M + 1 (R 2 )|v ∈ V 0 } with: V 0 ⊂ V the subset of stations with missing measurements, G = (V, E) the whole graph of the stations network, ω uv a weight inversely proportional to the geographical distance between two vertices/stations u, v ∈ V. The variable ρ v ∈ M + 1 (R 2 ) denotes the distribution of measurements at station v of daily temperature and atmospheric pressure over one year. This is a generalization of the barycenter problem (9) (see also [39] ). From the total |V| = 115, we randomly select 10%, 20% or 30% to be available stations, and use Alg. 2 to propagate their measurements to the remaining "missing" ones. We compare our approach (FW) with the Dirichlet (DR) baseline in [46] 
of our method on individual stations: a higher color intensity corresponds to a wider gap in our favor between prediction errors, from light green (∆ ∼ 0) to red (∆ ∼ 2). Our approach tends to propagate the distributions to missing locations with higher accuracy. 
Conclusion
We proposed a Frank-Wolfe-based algorithm to find the Sinkhorn barycenter of probability distributions with either finitely or infinitely many support points. Our algorithm belongs to the family of barycenter methods with free support since it adaptively identifies support points rather than fixing them a-priori. In the finite settings, we were able to guarantee convergence of the proposed algorithm by proving the Lipschitz continuity of gradient of the barycenter functional in the Total Variation sense. Then, by studying the sample complexity of Sinkhorn potential estimation, we proved the convergence of our algorithm also in the infinite case. We empirically assessed our method on a number of synthetic and real datasets, showing that it exhibits good qualitative and quantitative performance. While in this work we have considered FW iterates that are a convex combination of Dirac's delta, models with higher regularity (e.g. mixture of Gaussians) might be more suited to approximate the barycenter of distributions with smooth density. Hence, future work will investigate how the perspective adopted in this work could be extended also to other barycenter estimators.
[ 
Supplementary Material
Below we give an overview of the structure of the supplementary material and highlight the main novel results of this work. 
A The Frank-Wolfe algorithm in dual Banach spaces
In this section we detail the convergence analysis of the Frank-Wolfe algorithm in abstract dual Banach spaces and under mild directional differentiablility assumptions so to cover the setting of Sinkhorn barycenters described in Section 3 of the paper. Let W be a real Banach space and let be W * its topological dual. Let D ⊂ W * be a nonempty, closed, convex, and bounded set and let G : D → R be a convex function. We address the following optimization problem min
assuming that the set of solutions is nonemtpy. We recall the concept of the tangent cone of feasible directions.
and the tangent cone of D at w is
Remark A.1. F D (w) is the cone generated by D − w, and it is a convex cone. Indeed, if t > 0 and
The above definition is well-posed. Indeed, since v is a feasible direction of D at x, there exists t 1 > 0 and
Moreover, since G is convex, the function
It is easy to prove that the function
is positively homogeneous and sublinear (hence convex), that is,
We make the following assumptions about G:
H2 The curvature of G is finite, that is,
This follows from (A.2) with w 1 = z and t = 1 (t 1 = 1).
The (inexact) Frank-Wolfe algorithm is detailed in Algorithm A.1.
Remark A.4.
(i) Algorithm A.1 does not require the sub-problem min z∈D G (w k , z − w k ) to have solutions. Indeed it only requires computing a ∆ k -minimizer of G (w k ; · − w k ) on D, which always exists.
(ii) Since D is weakly- * compact (by Banach-Alaoglu theorem), if G (w k , · − w k ) is weakly- * continuous on D, then the sub-problem min z∈D G (w k , z − w k ) admits solutions. Note that this occurs when the directional derivative G (w; ·) is linear and can be represented in W. This case is addressed in the subsequent Proposition A.7.
Theorem A.5. Let (w k ) k∈N be defined according to Algorithm A.1. Then, for every integer k ≥ 1,
Proof. Let w * ∈ D be a solution of problem (A.1). It follows from H2 and the definition of w k+1 in Algorithm A.1, that
Moreover, it follows from the definition of z k+1 in Algorithm A.1 and (A.4) that
Then,
Now, similarly to [28, Theorem 2], we can prove (A.5) by induction. Since γ 0 = 1, 1/γ 1 ≤ 1/2 + 1/γ 0 , and ∆ 0 /γ 0 ≤ ∆ 1 /γ 1 , it follows from (A.6) that
hence (A.5) is true for k = 1. Set, for the sake of brevity, C k = C G + ∆ k /γ k and suppose that (A.5) holds for k ∈ N, k ≥ 1. Then, it follows from (A.6) and the properties of (γ k ) k∈N that 
Corollary A.6. Under the assumptions of Theorem A.5, suppose in addition that
Then the following holds.
Proof. (i): We have
Thus, (A.10) follows from (A.11), (A.12), and (A.9).
(ii): Let w, z ∈ D, and define ψ :
. Therefore, the fundamental theorem of calculus yields
and hence
The following result is an extension of a classical result on the directional differentiability of a max function [7, Theorem 4.13] which relaxes the inf-compactness condition and allows the parameter space to be a convex set, instead of the entire Banach space. This result provide a prototype of functions (of which the entropic regularization of the Wasserstein distance is an instance) which are directionally differentiable only along the feasible directions of their domain and satisfies the hypotheses of Proposition A.7. 2) for every w ∈ D, S(w) := argmax Z g(·, w) = ∅.
3) there exists a continuous mapping ϕ : D → Z such that, for every w ∈ D, ϕ(w) ∈ S(w).
Let G : D → R be defined as
Then, G is continuous, directionally differentiable, and, for every w ∈ D and v ∈ F D (w)
Proof. The function G is well defined, since by assumption 2), for every w ∈ D, argmax Z g(·, w) = ∅. Let w, u ∈ D with w = u. Then, since ϕ(w) ∈ S(w), we have G(w) = g(ϕ(w), w) and hence
Let ε > 0. Since D 2 g is continuous, there exists δ > 0 such that, for every z ∈ Z and w ∈ W * z − ϕ(w) ≤ δ and
Moreover, since ϕ : D → Z is continuous, there exists η > 0 such that, .19) and hence, it follows from (A.17) that
3 continuously Gâteaux differentiable function are Fréchet differentiable [7, pp.34-35] .
Therefore, we derive from (A.18), that for every u ∈ D such that u − w ≤ min{η, δ}, we have
This shows that 
and the right hand side goes to zero as t → 0 + , because of (A.21). Therefore, for every z ∈ S(w), since G(w) = g(z, w) and G(w + tv) ≥ g(z, w + tv), we have
and (A.14) follows.
B DAD problems and convergence of Sinkhorn-Knopp algorithm
In this section we review the basic concepts of the nonlinear Perron-Frobenius theory [32] which provides tools for dealing with DAD problems and ultimately to study the key properties of the Sinkhorn potentials. This analysis will allow us to provide in Appendix C an upper bound estimate for the Lipschitz constant of the gradient of B ε , which is needed in the Frank-Wolfe algorithm.
B.1 Hilbert's metric and the Birkhoff-Hopf theorem
In the rest of the appendix we will assume X ⊂ R d to be a compact set. We denote by C(X ) the space of continuous functions on X endowed with the sup norm, namely f ∞ = sup x∈X |f (x)|. Let C + (X ) be the cone of non-negative continuous functions, that is, f ∈ C(X ) such that f (x) ≥ 0 for every x ∈ X . Also, we denote by C ++ (X ) the set of continuous and (strictly) positive functions on X , which turns out to be the interior of C + (X ). Let c : X ×X → R + be a positive, symmetric, and continuous function and define k :
Note that L α is linear and continuous. In particular, since k(x, y) ∈ [0, 1] for all x, y ∈ X , we have
Hilbert's Metric. The cone C + (X ) induces a partial ordering ≤ on C(X ), such that
This notion induces an equivalence relation on C + (X ), denoted f ∼ f , meaning that f dominates f and f dominates f . The corresponding equivalence classes are called parts of
Note that m(f /f ) ≤ M (f /f ). Moreover, for every f, f ∈ C + (X ) such that f ∼ f , we have that supp(f ) = supp(f ) and if f = 0 (hence f = 0), then
The Hilbert's metric is defined as 
, for every f, f ∈ C + (X ) and s, t > 0.
Note that d H is not a metric on the parts of C + (X ). However the set We now focus on C ++ (X ). A direct consequence of Hilbert's metric properties is the following.
Lemma B.1 (Hilbert's Metric on C ++ (X )). The interior of C + (X ) corresponds to the set of (strictly) positive functions C ++ (X ) and is a part of C + (X ) with respect to the equivalence relation induced by dominance. For every
Proof. Since X is compact it is straightfoward to see that C ++ (X ) is the interior of C + (X ). By applying [32, Lemma 1.2.2] we have that C ++ (X ) is a part of C + (X ). The characterization of M (f /f ) and m(f /f ) follow by direct calculation from the definition using the fact that inf X h = min X h > 0 for any h ∈ C ++ (X ) since X is compact. Finally, the characterization of Hilbert's metric on C ++ (X ) is obtained by recalling that (min x∈X h(x)) −1 = max x∈X h(x) −1 for every h ∈ C ++ (X ).
Lemma B.2 (Ordering properties of L α ). Let α ∈ M + 1 (X ). Then the following holds:
(i) the operator L α is order-preserving (with respect to the cone C + (X )), that is,
(ii) L α maps parts of C + (X ) to parts of C + (X ), that is,
X ). By (B.3) and (B.4), for any
Moreover,
Following [32, Section A.4] we now introduce a quantity which plays a central role in our analysis.
16)
The following result shows that it is possible to find a finite upper bound on ∆(L α ) that is independent on α.
Proposition B.3 (Upper bound on the Projective Diameter of
(B.17)
and that {0} and C ++ (X ) are two parts of C + (X ) with respect to the relation ∼ (see [32, Lemma 1.
Therefore it is sufficient to study the case that L α f, L α f ∈ C ++ (X ). Following the characterization of Hilbert's metric on C ++ (X ) given in Lemma B.1, we have
w) .
Since, for every x, y ∈ X , c(x, y)
A consequence of Proposition B.3 is a special case of Birkhoff-Hopf theorem.
Theorem B.4 (Birkhoff-Hopf Theorem). Let
(B.18)
Proof. The statement is a direct application of the Birkhoff-Hopf theory [32, Sections A.4 and A.7]
The Birkhoff contraction ratio of L α is defined as
Then it follows from Birkhoff-Hopf theorem [32, Theorem A.
Recalling the upper bound on the projective diameter f L α given in Proposition B.3, we have
and (B.18) follows.
B.2 DAD problems
The map A α . Let α ∈ M 1 + (X ). We define the map A α : C ++ (X ) → C ++ (X ), such that
where R : C ++ (X ) → C ++ (X ) is defined by R(f ) = 1/f with
Note that A α is well defined since, by Lemma B.2 (iii), L α (C ++ (X )) ⊂ C ++ (X ) and, for every f ∈ C ++ (X ), min X f > 0, being X compact. Moreover, it follows from (B.11) in Lemma B.1, that, for any two f, f ∈ C ++ (X )
We highlight here the connection between T α introduced in the main text in (3) and A α , namely for any α ∈ M + 1 (X ) and u ∈ C(X ) 
u(x) dα + v(y) dβ(y) − ε e u(x)+v(y)−c(x,y) ε dα(x)dβ(y). (B.24)
The optimality conditions for problem (B.24) are
which are equivalent to
where f = e u/ε ∈ C ++ (X ) and g = e v/ε ∈ C ++ (X ). In the rest of the section we will consider the following DAD problem [32, 38] (∀ y ∈ X )
It is clear that a solution of (B.27) is also a solution of (B.26). However, the vice versa is in general not true, even though there is a canonical way to build solutions of (B.27) starting from solutions of (B.26): indeed if (f, g) is a solution of (B.26), then the functionsf ,ḡ : This shows that the solutions of the DAD problem (B.27) are the fixed points of A αβ and A βα respectively. Note that the operators A βα and A αβ are positively homogeneous, that is, for every t ∈ R ++ and f ∈ C ++ (X ), A βα (tf ) = tA βα (f ) and A αβ (tf ) = tA αβ (f ). Thus, if f is a fixed point of A βα , then tf is also a fixed point of A βα , for every t > 0. If (f, g) is a solution of the DAD problem (B.27), then the pair (u, v), with u = ε log f and v = ε log g is a solution of (B.24). We refer to these solutions as Sinkhorn potentials of the pair (α, β). Finally, note that, it follows from (B.25) that solutions of (B.24) are determined (α, β)-a.e. on X and up to a translation of the form (u + t, v − t), for some t ∈ R.
The following result is essentially the specialization of [32, Thm. 7.1.4] to the case of the map A βα . We report the proof here for convenience and completeness. . Then, for every f, f ∈ C ++ (X ),
Proof. By combining (B.22) with Theorem B.4 we obtain that, for any f, f ∈ C ++ (X )
Since the same holds for A β then (B.30) is satisfied. Now, let C = C ++ (X ) ∩ ∂B 1 (0). Let A βα : C → C be the map such that 
Hencef is an eigenvector for A βα with eigenvalue t = A βα (f ) ∞ > 0. Now, we note that
, so that A β (ḡ) = tf . Then, recalling the definitions of A α and A β , we haveḡL αf ≡ 1 and t −1 ≡f L βḡ . Hence t −1 = f L βḡ , α = ḡL αf , β = 1. Thereforef is a fixed point of A βα .
Finally, iff ∈ C ++ (X ) is a fixed point of A βα , then, since A βα is positively homogeneous, we have Bounding (f, g) point-wise. We conclude this section by providing additional properties of the solutions (f, g) of the DAD problem (B.28). In particular, we show that there exists one such solution for which it is possible to provide a point-wise upper and lower bound independent on α and β.
Remark B.7. Let f ∈ C ++ (X ) and set g = A α (f ). Then, recalling (B.20) and (B.4), we have that, for every x ∈ X ,
Therefore,
Lemma B.8. (Auxiliary Cone) Consider the set
Let α ∈ M 1 + (X ). Then the following holds.
Proof. (i): We see that for any f ∈ K,
so, if f (x) = 0 for some x ∈ X , then f (x) = 0 on all X . Hence K ⊆ C ++ (X )∪{0}. It is straightforward to verify that K is a convex cone. Moreover K is also closed. Indeed if (f n ) n∈N is a sequence in K which converges uniformly to f ∈ C(X ), then, for every x, y ∈ X and every n ∈ N, f n (x) ≤ f n (y)e D/ε and hence, letting n → +∞, we have f (x) ≤ f (y)e D/ε .
(ii): For every f ∈ C + (X ) and x, y ∈ X , we have and hence, for every
As a direct consequence of Lemma B.8 we can establish a uniform point-wise upper and lower bound for the value of DAD solutions. Proof. Since f and g are fixed points of A βα and A αβ respectively, it follows from Lemma B.8 (iv) that f, g ∈ K. Then, Lemma B.8 (vi) yields f ∞ ≤ e D/ε , whereas by the second of (B.37) and (B. 40) we derive that g ∞ ≤ e 2D/ε .
B.3 Sinkhorn-Knopp algorithm in infinite dimension
In the context of optimal transport, Sinkhorn-Knopp algorithm is often presented and studied in finite dimension [13, 39] . The algorithm originates from so called matrix scaling problems, also called DAD problems, which consists in finding, for a given matrix A with nonnegative entries, two diagonal matrices D 1 , D 2 such that D 1 AD 2 is doubly stochastic [42] . In our setting it is crucial to analyze the algorithm in infinite dimension.
Theorem B.5 shows that A βα is a contraction with respect to the Hilbert's metric. This suggests a direct approach to find the solutions of the DAD problem by adopting a fixed-point strategy, which turns out to applying the operators A α and A β alternatively, starting from some f (0) ∈ C ++ (X ). This is exactly the approach to the Sinkhorn algorithm pioneered by [34, 22] and further developed in an infinite dimensional setting in [38] . In this section we review the algorithm and give the convergence properties for the special kernel k in (B.1). In particular we provide rate of convergence in the sup norm · ∞ .
Algorithm B.1 Sinkhorn-Knopp algorithm (infinite dimensional case)
Let α, β ∈ M 1 + (X ). Let f (0) ∈ C ++ (X ) and define, for = 0, 1, . . . 
Moreover, let the potentials (u, v) = (ε log f, ε log g) and, for every
Proof. Let A be the set in Lemma C.1. Clearly, for every ∈ N, we have f ( +1) = A βα (f ( ) ) and f ,f ∈ A. Thus, it follows from Theorem B.5 and (C.2) in Lemma C.1 that, for every ∈ N,
Moreover, recalling (B.11), we have
where we used the fact that L β (C ++ (X )) ⊂ K and the definition (B.38). Thus, the first inequality in (B.41) follows. The second inequality in (B.41) and (B.42) follow directly from Lemma C.3 and the fact that u (0) = ε log f (0) . 
Algorithm
Proposition B.11. Suppose that α and β are probability measures with finite support. Then Algorithm B.1 can be reduced to the finite dimensional Algorithm B.2. More specifically, sup- 
(B.43)
Proof. Since α and β have finite support, we derive from the definitions of f ( +1) and g ( +1) in Algorithm B.1 and that of A α and A β that
Now, multiplying the above equations by b i 2 and a i 1 respectively, and recalling that
Therefore, since f (0) = (f (0) (x i )) 1≤i≤n 1 , recalling Algorithm B.2, it follows by induction that, for every ∈ N, f ( ) = (f ( ) (x i )) 1≤i≤n 1 and g ( ) = (g ( ) (x i )) 1≤i≤n 1 . Thus, the first part of the statement follows. The second part follows directly from the definitions of u ( ) , v ( ) , u ( ) , and v ( ) .
Remark B.12.
(i) Algorithm Algorithm B.2 is the classical (discrete) Sinkhorn algorithm which was recently studied in several papers [13] . It follows from Theorem B.10 that considering the solution (f, g) of the DAD problem such that f (x 1 ) = 1 and definingf
, and
(ii) The procedure SinkhornKnopp discussed in the paper and called in Algorithm 2, actually output the vector v = ε log g ( ) for sufficiently large .
(iii) Referring to Section 4 in the paper, we recognize that the expressions on the right hand side of (B.43) are precisely T α (u ( ) )(x) and T β (v ( +1) )(x) respectively.
C Lipschitz continuity of the gradient of Sinkhorn divergence with respect to the Total Variation
In this section we show that the gradient of the Sinkhorn divergence is Lipschitz continuous with respect to the Total Variation on M + 1 (X ). We start by characterizing the relation between Hilbert's metric between functions of the form f = e u/ε and the · ∞ norm between functions of the form u = ε log f . Lemma C.1. Let f, f ∈ C ++ (X ) and set u = ε log f and u = ε log f . Then
, log max
≤ max log max
Lemma C.2. For every x, y ∈ R ++ we have
The following result allows to extend the previous observations on a pair f, f to the corresponding g = A α f and g = A α f .
Proof. It follows from (B.20) and Lemma C.2 that
Therefore, since 1 ≤ f ∞ , f ∞ , and recalling Lemma B.8 (v) and (B.4), we have 24) for (α, β) and (α , β ) respectively such that u(
Hence, the map which, for each pair of probability distributions (α, β) ∈ M + 1 (X ) 2 associates the component u of the corresponding Sinkhorn potentials is 2εe 3D/ε -Lipschitz continuous with respect to the total variation.
Proof. The functions f = e u/ε and f = e u /ε are fixed points of the maps A βα and A β α respectively. Then, it follows from Theorem B.5 that
Moreover, using (C.1), we have
and that, for every
and L β g ≥ e −D/ε min g, it follows from Lemma B.8 (v) and (B.39) (applied to g) that
Analogously, we have log
Putting (C.7), (C.8), (C.11), and (C.12) together, we have
Finally, recalling (C.3), we have
Corollary C.5. Under the assumption of Theorem C.4, we have
Proof. It follows from Theorem C.4 and Lemma C.3.
We finally address the issue of the differentiability of the Sinkhorn divergence. We first recall a few facts about the directional differentiability of OT ε briefly recalled in Section 2 of the main text. For a more in-depth analysis on this topic we refer the reader to [21] (in particular Proposition 2). 
(C.17) 
Remark C.7. In Fact C.6, the requirement u(x o ) = 0 is only a convention to remove ambiguities. Indeed, for every t ∈ R, replacing the Sinkhorn potential (u + t, u − t) in Definition A.1 does not affect (C.17). 
is directionally differentiable and, for every α ∈ M 1 + (X ) and every
We are now ready to prove Theorem 4 in the paper. We recall also the statement for reader's convenience. 
where Then, recalling the definition of OT ε in (2) and that of its gradient, given above, we have
Since, ∇OT ε is bounded and Lipschitz continuous, it follows that OT ε is Lipschitz continuous with respect to the total variation.
We end the section by providing an independent proof of Fact C.6, which is based on Proposition A.8 and Corollary C.5.
Proposition C.10. The function OT
, is continuous with respect to the total variation, directionally differentiable, and, for every (α, β) ∈ M 1 + (X ) 2 and every feasible direction (µ, ν) ∈ F M 1 + (X ) 2 (α, β), we have
where (u, v) ∈ C(X ) 2 is any solution of problem (2) .
Thus, OT ε is of the type considered in Proposition A.8. Let (u, v) ∈ C(X ). Then the function g ((u, v) , ·) admits directional derivatives and, for every (α, β),
Indeed, for every t > 0,
and (C.25) follows. Thus, the function g is Gâteaux differentiable with respect to the second variable, with derivative
which is jointly continuous, since the maps (u, α) → L α e u/ε and (v, β) → L β e v/ε are continuous. Moreover, it follows from Corollary C.5 that there exists a continuous selection of Sinkhorn potentials. Therefore, it follows from Proposition A.8 that OT ε is directionally differentiable and
However, if (u, v) is a solution of (C.24), it follows from the optimality conditions (B.25) that 
where we used the fact that, since (µ, ν) = t(µ 1 −µ 2 , ν 1 −ν 2 ) for some t > 0 and µ 1 , µ 2 , ν 1 , ν 2 ∈ M 1 + (X ), we have 1, µ = t 1, µ 1 − µ 2 = 0 and 1, ν = t 1, ν 1 − ν 2 = 0.
D The Frank-Wolfe algorithm for Sinkhorn barycenters
In this section we finally analyze the Frank-Wolfe algorithm for the Sinkhorn barycenters and give convergence results. The following result is a direct consequence of Theorem B.10 and Fact C.6. Theorem D.1. Let (ũ ( ) ) ∈N be generated according to Algorithm B.1. Then,
Therefore, in view of Fact C.8, Theorem D.1, and Proposition A.7, we can address the problem of the Sinkhorn barycenter (9) via the Frank-Wolfe Algorithm A.1. Note that, according to Proposition A.7(ii), since the diameter of M + 1 (X ) with respect to · T V is 2, have that the curvature of B ε is upper bounded by
Let k ∈ N and α k be the current iteration. For every j ∈ {1, . . . , m}, we can compute
by the Sinkhorn-Knopp algorithm. Thus, by (D.1), we find ∈ N large enough so that ũ
Now, Frank-Wolf Algorithm A.1 (in the version considered in Proposition A.7(i)) requires finding
and make the update
Since the solution of (D.5) is a Dirac measure (see Section 4 in the paper), the algorithm reduces to
So, if we initialize the algorithm with α 0 = δ x 0 , then any α k will be a discrete probability measure with support contained in {x 0 , . . . , x k }. This implies that if all the β j 's are probability measures with finite support, the computation of ∇ 1 OT ε (α k , β j ) by the Sinkhorn algorithm can be reduced to a fully discrete algorithm, as showed in Proposition B.11. More precisely, assume that
(D. 8) and that at iteration k we have
and, for every j = 1 . . . , m,
Then, run Algorithm B.2, with input a k , a k , and M 0 to get (e ( ) , h ( ) ), and, for every j = 1, . . . , m, with input a k , b j , and M j to get (f
). So, we have,
Then, according to Proposition B.11, for every ∈ N, we have
(D. 13) and, for every j = 1, . . . , m,
(D.14)
Since theũ ( ) j 's and u ( ) j 's, andp ( ) and p ( ) , differ for a constant only, the final algorithm can be written as in Algorithm D.1. We stress that this algorithm is even more general than Algorithm 2 since, in the computation of the Sinkhorn potentials and in their minimization, errors have been taken into account.
We now give a final converge theorem, of which Theorem 5 in the paper is a special case.
Algorithm D.1 Frank-Wolfe algorithm for Sinkhorn barycenter
+ (X ) are probability measures with finite support, each of cardinality n ∈ N. Let (α k ) k∈N be generated by Algorithm D.1. Then, for every k ∈ N,
Proof. It follows from Theorem A.5, Proposition A.7, and (D.2), recalling that diam(M 1 + (X )) = 2.
E Sample complexity of Sinkhorn potential
In the following we will denote by C s (X ) the space of s-differentiable functions with continuous derivatives and by W s,p (X ) the Sobolev space of functions f : X → R with p-summable weak derivatives up to order s [1] . We denote by · s,p the corresponding norm.
The following result shows that under suitable smoothness assumptions on the cost function c, the Sinkhorn potentials are uniformly bounded as functions in a suitable Sobolev space of corresponding smoothness. This fact will play a key role in approximating the Sinkhorn potentials of general distributions in practice. In the original statement of [23, Proposition 2] the above result is formulated for c ∈ C ∞ (X ) for simplicity. However, as clarified by the authors, it holds also for the more general case c ∈ C s+1 (X ). 
where P i is a polynomial of degree |i| and j ≤ i is the ordering associated to the cone of non-negative vectors in R d . Note that P 0 = 1, while for |i| > 0, the associated polyomial P i has a root in zero (i.e. it does not have constant term). Hence
where we have denoted by P = 0<|i|≤s P i and by |P | the polynomial with coefficients corresponding to the absolute value of the coefficients of P . Therefore, since
namely the sum of all the coefficients of |P |, we obtain the desired result. Indeed note that the coefficients of P do not depend on u but only on the smoothness s and dimension d. The same argument applies to k(x, ·)e v/ε with the only exception that now, in virtue of Corollary B.9, we have e v/ε ∞ ≤ e 2D/ε . Note thatr is a constant depending only on X , c, s and d but it is independent on the probability distributions α and β.
Sobolev spaces and reproducing kernel Hilbert spaces. Recall that for s > d/2 the space H = W s,2 (R d ), is a reproducing kernel Hilbert space (RKHS) [54, Chapter 10] . In this setting we denote by h : X × X → R the associated reproducing kernel, which is continuous and bounded and satisfies the reproducing property (∀ x ∈ X )(∀ f ∈ H) f, h(x, ·) H = f (x). (E.4)
We can also assume that h is normalized, namely, h(x, ·) H = 1 for all x ∈ X [54, Chapter 10].
Kernel mean embeddings. For every β ∈ M + 1 (X ), we denote by h β ∈ H the Kernel Mean Embedding of β in H [44, 36] , that is, the vector h β = h(x, ·) dβ(x).
(E.5)
In other words, the kernel mean embedding of a distribution β corresponds to the expectation of h(x, ·) with respect to β. By the linearity of the inner product and the integral, for every f ∈ H, the inner product 6) corresponds to the expectation of f (x) with respect to β. The Maximum Mean Discrepancy (MMD) [47, 48, 36] between two probability distributions β, β ∈ M In the case of the Sobolev space H = W s,2 (R d ), the MMD metrizes the weak- * topology of M + 1 (X ) [49, 48] .
A well-established approach to approximate a distribution β ∈ M + 1 (X ) is to independently sample a set of points x 1 , . . . , x n ∈ X from β and consider the empirical distribution β n = 1 n n i=1 δ x i . The following result shows that β n converges to β in MMD with high probability. The original version of this result can be found in [47] , we report an independent proof for completeness.
where in the first equality, with some abuse of notation, we have implicitly considered the extension of k(x, ·)g to H = W s,2 (R d ) as discussed in Lemma E.3. The rest of the analysis in Theorem C.4 remains invaried, eventually leading to (E.13).
It is now clear that Theorem 6 in the paper is just a consequence of Lemma E.4 and Proposition E.5. We give the statement of the theorem for reader's convenience. 
with probability at least 1 − τ , where u = T βα (u), u n = Tβ α (u n ) and u(x o ) = u n (x o ) = 0.
We finally provide the proof of Theorem 7 in the paper. 
Proof. Let B ε (α) = m j=1 ω j S ε (α,β j ). Then, it follows from the definition of B ε and Theorem 6 that, for every k ∈ N, and with probability larger than 1 − τ , we have
8ε re 3D/ε log Therefore, it follows from Theorem A.5, Proposition A.7, and Theorem 4 that, with probability larger than 1 − τ , we have
The statement follows by noting that diam(M 1 + (X )) = 2.
F Additional experiments
Sampling of continuous measures: mixture of Gaussians. We perform the barycenter of 5 mixtures of two Gaussians µ j , centered at (j/2, 1/2) and (j/2, 3/2) for j − 0, . . . , 4 respectively. Samples are provided in Figure 6 . We use different relative weights pairs in the mixture of Gaussians, namely (1/10, 9/10), (1/4, 3/4), (1/2, 1/2). At each iteration, a sample of n = 500 points is drawn from µ j , j = 0 . . . , 4. Results are reported in Figure 7 . Propagation. We extend the description on the experiment about propagation in Section 6. Edges E are selected as follows: we created a matrix D such that D ij contains the distance between station at vertex i and station at vertex j, computed using the geographical coordinates of the stations. Each node v in V, is connected to those nodes u ∈ V such that D vu ≤ 3. If the number of nodes u that meet this condition is less than 5, we connect v with its 5 nearest nodes. If the number of nodes u that meet this condition is more than 10, we connect v with its 10 nearest nodes. Each edge e uv is weighted with ω uv := D uv . Since intuitively we may expect that nearer nodes should have more Large scale discrete measures: meshes. We perform the barycenter of two discrete measures with support in R 3 . Meshes of the dinosaur are taken from [45] and rescaled by a 0.5 factor. The internal problem in Frank-Wolfe algorithm is solved using L-BFGS-B SciPy optimizer. Formula of the Jacobian is passed to the method. The barycenter is displayed in Figure 8 together with an example of the input.
