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Abstract--This paper explores various methods of solving problems in modern control theory, with 
particular emphasis on the optimal control problem. The concepts of invariant imbedding, scattering and 
projectors are given and then applied to the optimal control problem. It is shown that the scattering 
process is the general theory from which invariant imbedding method can be derived. The method of 
block diagonalization of matrices and the derivation of projectors is given for a general time-varying 
system. These two methods are applied to the optimal control problem where it is shown that the general 
algorithm follows directly from the procedures. 
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NOTATION 
scalar coefficients of linear coupled differential equations 
vector source function (forcing function) 
costate vector of optimal control process 
right-side scalar reflection coefficient, (Riccati function) 
left-to-right scalar transmission coefficient 
spatial and time-independent variables 
vector solution of coupled linear differential equations 
vector solution of coupled linear differential equations 
scalar solution of coupled linear differential equations 
scalar solution of coupled linear differential equations 
state equation matrix coefficient 
partitioned state equation coefficients 
source matrix coefficient of state equation 
partitioned source function of Bf(t) 
partitioned source function of Bflt) 
partitioned left-to-right source coefficient from "r to t 
partitioned right-to-left source coefficient from "r to t 
left-to-right transmission coefficient from "r to t 
right-to-left transmission coefficient from -r to t 
right reflection coefficient from • to t 
left reflection coefficient from -r to t 
block partitioned basis solutions of costate variable 
block partitioned basis solutions of costate variables 
weighting matrices of optimal control cost function 
transformation matrix 
block partitioned basis solutions of state variables 
block partitioned basis solutions of state variables 
matrix of basis solutions (Wronskian matrix) 
ith basis solution projector 
1. INTRODUCTION 
The principle of invariance was first introduced by Ambarzumian[ 1 ] and was later extended by 
Chandrasehkar[ 17], who used the mathematical technique to study problems in radiative transfer. 
Preisendorfer[33] was carrying out similar work and developed mathematical methods closely 
related to the invariance principle. The first paper on the mathematical method now known as 
invariant imbedding was published in 1956 by Bellman and Kalaba[3]. The earliest applications 
of invariant imbedding were limited to radiative transfer and transport theory[2,4-8,43]. 
The basis idea of the work by Ambarzumian was to use some of the concepts associated 
with scattering processes along a transmission line. Redheffer's work on the theory of scattering 
along a transmission line[38] was underway during the same period that Bellman et al. were 
developing the invariant imbedding concepts. The contributions of Redheffer[35-37] were 
noteworthy, since the Riccati equation was an integral part of the mathematical theory. In 
addition to the appearance of the Riccati equation in the theory, the development included the 
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first utilization of the star-product algebra. Reid's contributions to the theory of the Riccati 
equation and the associated scattering differential equations was significant in that the equations 
were placed on a rigorous mathematical foundation[39]. 
The distinction between invariant imbedding and the scattering process vanished as other 
workers added mathematical knowledge to the two fields[l 1-16,18-21,41,42]. The theory of 
scattering processes i in the opinion of this writer general, whereas invariant imbedding is a 
special formulation and usage of the scattering process for a specific problem. 
The application of invariant imbedding to optimal control and filtering problems[26] was 
first considered by Bellman et a/.[ll,12] followed by the work of Rao and Denman[33], 
Denman[18,19] and Casti[ 16]. The theory of optimal control, filtering, and smoothing is given 
in [24], [25], [31] and [40], as well as other texts in which the reader can find mathematical 
descriptions of these problems. Some of the mathematical developments in these texts are based 
on invariant imbedding[40]. Nicholson in a recent book has applied the scattering concept o 
a broad spectrum of problems in the control area as well as in related fields[31]. Other related 
papers of recent publication are those of Lainiotis[27,28] and Ljung et a/.[30]. References to 
other papers will be found in [22] and [42]. 
The objective of this paper is to give a rather limited overview of invariant imbedding and 
the scattering process, as well as the concept of projectors applied to linear optimal control 
problem. The second section of the paper gives the ordinary and partial differential equation 
formulation of invariant imbedding in the simplest form. The equations are based on a simple 
one-sided transmission-reflection model. Section 3 will present all of the equation for the 
scattering process, including imbedded sources in the scattering medium. 
The material presented in Sec. 4 may appear to be somewhat unrelated to the development 
given in the two earlier sections. The derivation of the concepts of block transformation matrices 
and the projectors i based on some extended work by this author on sign matrices and algebraic 
Riccati equations. The definition of a sign matrix and eigenprojectors were given earlier by this 
author, and the application to time-varying systems is an extension and is new material for 
system analysis. 
The various techniques developed in Secs. 2, 3 and 4 are applied to the optimal control 
problem in Sec. 5. It is shown that invariant imbedding, scattering, block diagonalization and 
projectors can be utilized for solving the optimal control problem. All of these techniques are 
closely related to the scattering process and illustrate the generality of the scattering model. 
2. INVARIANT IMBEDDING 
Invariant imbedding is a mathematical procedure in which the characteristics of a process 
are imbedded in an extended process, either in the spatial or in the time domain. The earliest 
application of the basis concepts of invariant imbedding appeared in literature on radiative 
transfer and neutron transport[I, 13]. Consider the simple model of Fig. 1 where a semi-infinite 
u(O) ..--------~ 
v(O)< 
u(x) 
medium 
v(x) < 
"~ ~x r 
x+i  x 
Fig. 1. Simple scattering model 
"-r u(x+Ax) 
v (x+Ax) 
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medium in the y - z direction but finite in the x direction is defined. Assume that the char- 
acteristics of the medium are constants and do not depend on x, and that all scattering processes 
are along the x-axis. It is not difficult to show that the reflection coefficient r(x) at the right 
side of the medium must satisfy 
dr/dx = al + azr(x) + a3r'-(x), r(O) = O, (2.1) 
and the transmission coefficient at the right side must satisfy 
dt/dx = [bl + b2r(x)]t(x), t(0) = 1, (2.2) 
where ai and bs are constants depending only on the medium. 
Equations (2.1) and (2.2) are fundamental equations of the imbedding concept as well as 
the "scattering process." It can be shown that this simple model also arises when the two 
equations 
du(x)/dx = bu(x) + av(x) ,  u(0) = 0, (2.3) 
-dv(x ) /dx  = du(x) + cv(x), v(x) ~ O, (2.4) 
are considered. If the reflection coefficient r(x) is defined as 
u(x) = r(x)v(x),  (2.5) 
and the transmission coefficient as 
v(O) = t(x)v(x); (2.6) 
then r(x) and t(x) satisfy 
dU~r = a + br(x) + cr(x) + dr2(x), r(O) = O, (2.7a) 
and 
dt/dx = [c + dr(x)lt(x), t(0) = 1. (2.7b) 
Equations (2.7a) and (2.7b) are of the same form as (2.1) and (2.2). 
The imbedding in the analysis to this point has been spatial where a medium of length x 
is imbedded in a medium of length x + At. There are numerous variants of the imbedding 
procedure, including ones in which the boundary conditions on u(x) and v(x) are included in 
the formulation. Suppose that v(x) = K; then u(x) can be defined as 
and v(0) as 
u(x) = r(x)v(x) = r(x, K), 
v(O) = t(x)v(x) = t(x, K). 
(2.8a) 
(2.8b) 
It will be assumed that Eqs. (2.3) and (2.4) are of the general forms 
du/dx(x) = f (u ,  v, x), (2.9a) 
dv/dx(x) = -g (u ,  v, x). (2.9b) 
Taking the partial derivative of r(x, K) with respect o K and x gives 
Or(x, K) Or(x) 
- - -K  = {aK + (b + c)r(x, K) + dr(x, K)r(x, K)} (2.10) 
Ox Ox 
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and 
0r(x, K)/OK = r(x). (2.11) 
Noting that 
f (u,  v, x) = bu(x) + av(x) = br(x, K) -- aK, (2.12) 
and 
g(u, v, x) = -du(x )  - cv(x) = -dr (x ,  K) - cK, (2.13) 
then 
0r(x, K) Or(x, K) 
- f (u ,  v ,  x )  - g (u ,  v ,  x ) ~  (2.14) 
O.r OK 
Equation (2.14) is one of the fundamental equations of invariant imbedding (see [3]). The 
boundary conditions u(0) = 0 and v(k) = K have been imbedded into the partial differential 
equation of (2.14). 
3. THE LINEAR SCATTERING PROBLEM 
Consider a medium which has the property that "particles" incident upon the medium will 
be partially transmitted and reflected. Although this type of problem is generally considered to 
be a spatial problem, there is no mathematical reason to confine the problem to the spatial 
domain. It can be defined in the time domain. Thus the "medium" extends from t = "r as 
shown in Fig. 2. The medium can have incident "particles" from the left as well as the right 
side and corresponding reflected "particles." There may also be "'particles" generated within 
the medium with the generated "particles" streaming to the left and right with the sources 
distributed within the medium. 
Mathematically, the scattering process for linear dynamics can be characterized by the 
equations 
Xl(t) ~ PIl(t, "r)xl('r) + P12(t, "r)x,.(t) + G,(t, ~), 
x,.(O) ~ P21(t, T)xl('r) + P,,(t, r).r_,(t) + Gz(t, ~). 
(3.1a) 
(3.1b) 
The matrix coefficients P,,(t, "r) and P,2(t, r) are transmission coefficients, P,,.(t, ~) and 
Pz~(t, r) are reflection coefficients and G~(t, r) and Gz(t, "r) are internal source coefficients. It 
is not difficult to show that (3.1) arises from the linear dynamic model 
5:(t) = Ax(t) + Bf(t), (3.2) 
[incident] Xl(r) 
[reflec=ed] x2(r) 
r 
medium 
Fig. 2. Scattering diagram. 
Xl'(t) [reflected] 
x2(t) ~incident] 
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where [x(t)] r = [xr(t)xr,.(t)]. The solution to (3.2) is 
x(O ~ ~(t, -r)x('r) + ~(t .  s)Bf(s) ds, (3.3) 
where 4~(t, O) is the state transition matrix. Equation (3.3) can be partitioned as 
rx,,,,-i = r<,>,,,,. :, <,>,:,,..,,] i-x,,.,,-i + ]. Fl(t, T) 
Lx.,(t)J Ld~z1(t, -r) +.,z(t,-r) Lxze)_l LFz(t, v) 
Equation (2.4) can be rearranged to be consistent with (3. I) where 
Pl l ( t ,  r) = ~%l(t, T) - +12(t, T)~b_Z_,t(t, "r)d~_,l(t, "r), (3.5a) 
PIz(t, ~) = +l : ( t ,  "¢)d~z.,_l(t, "r), (3.5b) 
P21(t, "r) = - (b~l ( t ,  "r)d~21(t, T), (3.5c) 
P22(t, "r) = ~bfi!(t, "r), (3.5d) 
Gl(t ,  "r) = Fl(t ,  "r) - d~lz(t, " r )d~l( t ,  "r)Fz(t, T), (3.5e) 
Gz(t, "r) = -d~l ( t ,  "r)Fz(t, "r). (3.5f) 
The state transition formulation given in (3.3) and (3.4) is useful in solving initial value 
problems, e.g. x('r) given as x0. The state transition matrix satisfies the matrix differential 
equation 
dd~(t, r)/dt = Ad~(t, -r), d~(t, t) = I = +('r, r), (3.6) 
and the semigroup roperty 
t~(t + At, "r) = tb(t + At, t )~(t ,  "r). (3.7) 
The forcing function term is 
where 
f., 
t 
F(t, "r) = +(t, s)Bf(s) ds, 
r 
+(e, s) = ~-~(t, r)+(s, T), 
(3.8) 
with F(0, 0) = F(t, t) = 0. Using the semigroup roperty, the recursive quation for x(t) is 
given by 
x(t + At) = ~( t  + At, t)x(t) + F(t + At, t) (3.10) 
= d~(t + At, t)+(t, r)x(r) + F(t + At, t) + d~(t + At, t)F(t, r), 
where ~b(t + At, t) and F(t + At, t) are incremental coefficients[20] which can be computed 
from (3.6) and (3.8). 
The scattering formulation is suitable for solving boundary value problems, where x~(0) 
and x,.(t/) are known. The scattering and source functions satisfy the differential equations 
OPlz(t, T) 
c)t 
- AI: + Al iP i , ( t ,  r) - Plz(t, r)A2,. - Pl:(t, ":)A:lPi,_(t, T), (3. l la) 
(3.9) 
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[All - P:_(t,'r)A21]Pll(t,'r), 
P.,.,(t, "r)[A22 + A2tPiz(t, "r)], 
(3.1 lb) 
(3.11c) 
P2z(t, x)A21Pu(t, "r), (3. l id) 
aG,(t,  
Ot 
r) 
= [A,, - P,z(t, ":)Az,]G,(t, ~) + B,fm(t) - P,2 (t, "r)B2f,.(t), (3.lie) 
OG2(t, "r) 
Ot 
P22(t,'r)[B2f2(t) + A2,Gi(t, 'r)],  (3.110 
where P,.(t, t) = P22(t, t) = 1, Pu(t ,  t) = P2,(t, t) = 0 and Gt(t, t) = G.,(t, t) = 0. 
The associated recursive equations are 
Pi2(t + At, ~) = 
× 
pim(t + At, r) = 
p2_,(t + At, r) = 
P21(t + At, r) = 
× 
Gl(t + At, ~) = 
× 
G,.(t + At, r) = 
× 
pl2(t + At, t) + P,,(t + At, t)[l - Ptz(t, r)P21(t + At, t)]- '  
Pm2(t, 'r)P22(t + At, t), (3.12a) 
Pll(t + At, t)[l -- Pt2(t, r)Pzl(t + At, t)]- IPlt(t,  a'), (3.12b) 
P22(t, r)[l - P21(t + At, t)Pi2(t, 'r)]-lPz2(t + At, t), (3.12c) 
P2t(t, 1") + P22(t, "r)[l - P2t(t + At, t)Plz(t, "r)]-I 
P2t(t + At, t )P l l ( t , r ) ,  (3.12d) 
Gt(t + At, t) + Pll(t + At, t)[l - Pi2(t, "r)P21(t + At, t)] -l 
[Gl(t, r) + Pu(t ,  r)G2(t + At, t)], (3.12e) 
G2(t, r) + P22(t, 'r)[l - P,.l(t + At, t)Piz(t, "r)] -I 
[Gz(t + At, t) + Pzl(t + At, t)Gl(t, r)], (3.120 
where the function with the arguments (t + At, t) are the incremented coefficients for adding 
a medium thickness of At to the medium extending from "r to t as shown in Fig. 3. 
The state transition and scattering formulation are general in that the solutions to initial 
and two-point boundary value problems can be obtained. It is not difficult to extend the for- 
mulation to multiboundary value problems as well as to nonlinear equations. The scattering 
Cl(t,~) Gl(t+At,t) 
Xl(~) Pll(t+At,t) 
> 
Pll(t,T) 
P21(t,T) P12(t,r) P21 (t+At, t) 
P22(t,r) x2(t:) P22(t:+At,e) 
x2('r) ~ O~ ~ 0 ~ 
G2(=,'O G2(t+it,t) 
x I (=+At) 
x2(t+~tl 
Fig. 3. Flow graph for scattering process. 
lnvariant imbedding, scattering processes and projectors in systems 709 
formulation provides a more complete basis for information on a particular problem than some 
imbedding formulations do. All of the information may not be necessary for determining a
solution to a problem; thus the scattering formulation may not be the most effective. 
4. MATRIX  R ICCAT I  FUNCTIONS,  BLOCK D IAGONAL IZAT ION AND PROJECTORS 
The matrix Riccati functions play an important role in the determination of projectors of 
a system matrix as well as in spectral decomposition. Consider the matrix differential equation 
dw(t)/dt = A(t)w(t) + B(t)u(t), (4.1) 
where A E R 2" × 2, with a spectrum such that for every eigenvalue ~.~ there is an eigenvalue - hi. 
This property occurs in the state-costate formulation for optimal control, filtering and spectral 
functions. Further, let w~(t) denote a basis solution of the homogeneous solution of (4.1), and 
let wh(t) be a linear combination, where 
2n 
wh(t) = ~ wi(t). (4.2) 
i=1 
Let W(t) denote the 2n × 2n matrix constructed from the basis vectors w~(t) with 
Wa1(t) Wlz(t)] 
W(t) = [wl(t), wz(t) . . . . .  wz,(t)] = LW~t(t) w2z(t) j ,  (4.3) 
where W(t) has been partitioned into n x n blocks with W,j(t) E C "×". The partitioning is 
arbitrary but for the development here, n x n block matrices will be considered. Since the 
vectors wi(t) form a basis for the 2n-space, the block matrices of (4.3) must be invertible, and 
W(t) must also be nonsingular. 
The solution to (4.1), when u(t) is zero, can be given as 
w(t) = t~(t, to)W(to), (4.4) 
where ~(t ,  to) E R z"x2" is the state transition matrix, and W(to) is the initial condition vector. 
It is known from (3.6) that d~(t, to) must satisfy 
d~(t,  to)/dt = A(t)~(t ,  to), ~(t,  t) = 1. (4.5) 
If W(t) = [w~(t), w,.(t) . . . . .  w2,(t)], and each wi(t) is a basis solution as defined earlier, it 
follows that 
dw~(t)/dt = A(t)wi(t), (4.6) 
and 
dW(t)/dt  = A(t)W(t).  (4.7) 
The state transition matrix ~(t ,  to) can also be defined as 
• (t, to) -- W(t)W-t(to) ,  (4.8) 
which can be shown by using (4.5) and (4.7). 
Consider now the functions 
R~:(t) = Wl2(t)W~ I(t), (4.9a) 
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and 
Ral(t) = W2](t)Wi]l(t), (4.9b) 
where R~.,(t) and R21(t) are n x n matrices in the real or complex space. Differentiating (4.9a) 
with respect o t gives the matrix Riccati equations 
dRlz(t)/dt = Al:(t ) + Alt(t)Rt2(t) - Riz(t)A,.,_(t ) - Rl:(t)A,.1(t)Rl:(t), (4.10) 
and from (4.9b) 
dR2t(t)/dt = A:l(t) + Azz(t)Rzt(t) - R,l(t)All(t) - Rzl(t)Al,(t)Rl,.(t), (4.11) 
which must be satisfied for all t. Suppose now that the matrix T(t) is defined as 
1[I -R,2(t) ] (4.12) 
T(t) = ~ R2z(t) _ 
and let T(t) be a transformation matrix on w(t) with 
y(t) = T(t)w(t). (4.13) 
Differentiating (4.13) with respect o time and eliminating w(t) gives the new homogeneous 
equation 
__  = [ dT(t) l(t)]y(t). dy(t) T(t)A(t)T-l(t) + T T- (4.14) 
dt 
The matrix term on the right side of (4.14) is 
dT(t) [Att(t)-R,2(t)A,. l (t)  0 ] ,  (4.15) 
T(t)A(t)T-I(t) + T T-I(t) = 0 A~:(t) - R,.~(t)Al,(t) 
where the two off-diagonal terms vanish when R~:(t) and R:t(t) are solutions of (4.10) and 
(4.11). 
If the transformation 
y(t) = [T(t)]-~w(t) (4.16) 
is taken rather than (4.13), then 
dT(t)'] ,~, 
dy(t___))dt = T-l(t)A(t)T(t) - T-'(t) ---~t jy~r), (4.17) 
where 
dT(t) [Al,(t) + Al2(t)Rz,(t) 0 ] 
T-l(t)A(t)T(t) - T-I(t) d-""~ = 0 A,_2(t) + A,l(t)Ri,.(t) " (4.18) 
The Riccati functions in (4.18) must also satisfy (4. I0) and (4. I1). 
The T(t) matrix is therefore a block diagonalization matrix when T(t) or T-~(t) is a 
transformation matrix on the vector w(t). It is not difficult to show that the complete solution 
y(t) is obtained from 
__  = [ dT(t) _l(t)]y(t) + dy(t) T(t)a(t)T-~(t) + ~ T T(t)B(t)u(t) (4.19) 
dt 
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or 
_ [ dX(,)] 
dy(t)dt T- t ( t )A( t )T( t )  - T-l(t) dt ]y(t) + T- I ( t )B(t)u(t)  (4.20) 
for the transformations of (4.13) and (4.16), respectively. 
A projector matrix will be defined as a matrix that projects the solution vector wh(t) onto 
one of the basis solution vectors wi(t), i.e. 
wi(t) = fii(t)wh(t). (4.21) 
Let fli(t) be defined as 
~i(t)  = W(t )F iW- t ( t ) ,  (4.22) 
where Fi = diag[0, 0 . . . . .  0, 1, 0 . . . . .  0] with the one located in the same row-column 
of F~ as the desired basis solution w~(t). Operating on (4.4) with (4.22) gives 
f i i(t)w(t) = f i i(t)+(t, to) "~ fii(to)W(to) 
i=1 
/ + fi i(t) ~(t ,  "r)B('r)u(r) d'r 
o 
= d~i(t, to)Wi(to) + d~i(t, "r)B('r)u('r) d'r, 
o 
(4.23) 
where d~i(t, to) is the state transition matrix for the ith basis solution, i.e. ~b,(t, o) = W(t)FgW- l(t0). 
Assume now that Ft = diag[I, 0], where I is a n × n matrix chosen to select n basis 
solution, and let Fn be the complement of Ft with F~ + Fn = I. The block projector for the 
n basis solutions is then 
1 
f it(t) = W(t )F iW- l ( t )  = Fn + ~ T-l(t), (4.24) 
and similarly 
1 
fitt(t) = W(t)F lzW-t( t )  = FI - ~ T-'(t). (4.25) 
The transformation matrix, T(t), has been defined earlier. The Riccati matrix functions in T(t) 
must be dimensionally consistent with the dimensions of Ft and F~z. 
The projectors can also be applied directly to the state equation. Using (4.21), 
dwi(t) dl'li(t) dwh(t) 
dt dt wh(t) + fii(t) dt ' (4.26) 
where the subscript h denotes the homogeneous solution. Now (4.26) can be rewritten as 
dwi(t) 
dt 
(4.27) 
Equation (4.27) reduces to the homogeneous equation 
dw,(t) [dfii(t) ] 
- [ _ - "7  + fi i(t)A(t) wi(t), (4.28) 
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~w,(t). i = j, (4.29) 
I2j(t)wi(t) = [. O. i :~ j ,  
is used. Since w,(t) is a basis solution, then (4.28) reduces further to 
dw,(t) 
= a(t)wi(t) ,  (4.30) 
dt 
in the homogeneous case and 
dwi(t) /dt = A(t)wi(t) + f~i(t)B(t)u(t), (4.31) 
for the general equation. Since B(t) can be considered to be constructed from a linear combination 
of vectors in the solution space of w(t), then f~,(t) will project he vector of B(t) onto the basis 
solution space, that is 
~,(t)B(t)  = B,(t). (4.32) 
Thus (4.31) becomes 
dwi(t) /dt  = A(t)wi(t) + Bi(t)u(t). (4.33) 
The projectors constructed from the basis solutions have the following properties: 
n 
(P.l) ~fl i (t)=I,  
i=1  
(P.2) 12,(t)l~j(t)= ~fl~(t), i = j ,  
[ O, i~ j .  
These two properties differ somewhat from eigenprojectors discussed in an earlier coauthored 
paper (Denman and Leyva-Ramos[23]). In the context used in this section, the projectors are 
constructed from the time-varying Riccati equations, whereas the eigenprojectors utilize the 
solutions to the algebra Riccati equation. The projectors and the eigenprojectors will be the 
same for a linear time-invariant system. 
5. LINEAR CONTROL SYSTEMS 
Although the mathematical techniques developed in Secs. 2, 3 and 4 are valid for a wide 
variety of problems involving coupled differential equations, the development will be utilized 
for one particular problem to illustrate the usefulness of the methods. Optimal control, filtering 
and smoothing problems usually lead to set of coupled equations and are therefore candidates 
for the mathematical procedures given in the earlier sections. The discussion here will be limited 
to the optimal control problem for brevity of the paper. 
The linear optimal control problem is that of finding a control vector u(t) for the system 
dx(t) /dt  = Ax(t) + Bu(t), (5.1) 
which is to minimize (or maximize) a cost function for the system objective. The typical cost 
function for the optimal control problem is the quadratic function 
1 r lfo~ J (x, u, t) = ~ x (tl)I"Lr(t/) + ~ ' [xr(r)Qx(~ ") + ur(T)Ru('r)] dr, (5.2) 
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which is to be minimized where H, Q and R are weighting matrices. It will be assumed that 
A E R "~,BER "× '~,HER ~×~,Q~R ~×" ,RER ~'×m,x( t )~R ~×~ andu( t )~R ~'×t. In 
addition, H, Q and R will be taken as symmetric with H and Q positive semidefinite and R 
positive definite. 
The Hamiltonian for the system is 
1 l 
H(x, u, p, t) = ~xr(t)Qx(t) + ~ ur(t)Ru(t) + pr(t)[Ax(t) + Bu(t)l. (5.3) 
The minimization of J (and H) requires that the costate vector p(t) and the control vector u(t) 
satisfy 
and 
dp(t)/dt = -Qx(t)  - Arp(t), 
u(t) = -R - tBrp( t ) .  
(5.4) 
(5.5) 
Substituting (5.5) into (5.1) then gives the coupled differential equations 
and 
dx(t)/dt = Ax(t) - BR- tBrp( t )  = f(x,  p, t), 
dp(t)/dt = -Qx(t)  - Arp(t) = q(x, p, t), 
x(0) = c, (5.6a) 
(5.6b) 
which are in the general forms of the differential equations of Secs. 2, 3 and 4. It will now be 
shown that the mathematical procedures in the earlier sections are applicable to this problem. 
The invariant imbedding procedure will first be used to determine the control vector u(t) 
and the control strategy. Let p(t i) = k, where k is an arbitrary vector, then assume that the 
vector x(t) is given by 
x(t) = r(k, t). (5.7) 
Expanding (5.7) in a Taylor series gives 
x(t + At) = r(k, t) + f(r ,  k, t)At + O(At:), (5.8) 
but since x(t + At) = r(k + Ak, t + At), then 
Or Or(k, t) At + O(At~). (5.9) r(k + Ak, t + At) = r(k, t) + ~ (k, t)Ak + O--"-t-- 
The incremental change in Ak is also needed, and this follows from (5.6b) with 
Ak = q(r, k, OAt + O(AtZ). (5.10) 
Equating (5.8) and (5.9) and then substituting (5.10) gives the general imbedding equation 
Or(k, t) 
Ot 
Or(k, t) 
- -  + - -  q ( r ,  k,  t )  = f ( r ,  k,  t ) .  (5.11) 
Ok 
Equation (5.11) is a partial differential equation which can be replaced by ordinary differential 
equations. Let 
x(t) = P(t)p(t) = P(t)k = r(k, t), (5.12) 
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where P(t:.) = H and PI0) = S. Using the scattering procedure, it follows that 
P(t) = Ptz(t, O) + Pll(t. 0)[I -- S P,_l(t, 0)]-~S Pz,_(t, 0), (5.13) 
where the initial conditions on the P,:(t, 0) functions are given in Section 3. The partial derivatives 
of r(k, t) are 
Or(k, t)/Ot = dP(t)k/dt ,  (5.14) 
and 
Or(k, t)/Ok = P(t). (5.15) 
The initial condition S will result from integrating the matrix Riccati equation 
dP(t ) /dt  = -BR-~B r + AP(t)  + P(t)A r + P( t )QP(t )  (5.16) 
backwards in time with terminal condition P(t:) = H. 
The scattering process formulation is closely related to the invariant imbedding procedure. 
Now x(0) = c; thus 
x(t) = P~(t,  O)c + Ptz(t, O)p(t), (5.17a) 
p(O) = P,.l(t, O)c + P,,(t, 0)p(t), (5.17b) 
where the P,j(t, 0) functions are as given in Sec. 3. Using the transversality conditions, it can 
be shown that the terminal conditions on x(t) and p(t) are related as 
p(t/) = Hx(t:.); (5.18) 
thus the initial condition on p(t) is 
p(O) = P:l(t:, O)c + P,2(t i, 0)Hx(ti), (5.19) 
where 
x(t:) = [I - P12(t:, O)H]-tPl l(t[,  O)c. (5.20) 
The computational procedure is then to compute the four P,j(t, 0) functions with initial conditions 
PI~(O, O) = Pz2(t, O) = I and P~2(0, 0) = Pzl(0, 0) = 0 from t = 0 to t:. Computex(t:) from 
(5.20) and p(0) from (5. t9). The vector p(t) can then be computed from (5.17b) and the control 
from (5.5). This computational procedure is not as efficient as the previous algorithm, thus the 
standard procedure would be preferred. 
The block diagonalization procedure will essentially lead to the standard computational 
procedure. Let 
~X,(t) Xu(t)] 
W(t) = LPI(t) PH(t)- j ,  
(5.21) 
where X~(t) and P~(t) are in the left-hand spectrum and Xt~(t) and PH(t) in the right-hand plane. 
It is well known that the matrix coefficient of (5.4) is Hamiltonian; thus for every eigenvalue 
~-i there is an eigenvalue -~.,. Define T(t) as 
E ' T(t) = 2 Rzl(t) - Pt ( t )X:t ( t )  - (5.22) 
where X~(t), X,(t), P~(t) and P, are n × n and invertible. The latter assumption holds since 
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the vectors in (5.21) are basis solutions and must span the 2n x 2n solution space of (5.4). It 
then follows from (4.16), (4.17) and (4.18) that 
d [y t ( t ) ld t  ky,.(t)/ =[  A-BR-'BrRz'(t)O 0 
-A t -  QR1,_(t)] [yl(t)]'ky:(t) j (5.23) 
Thus if 
x(t) = Rl,_(t)p(t), 
the positive spectrum modes will not propagate. This is the same formulation as found earlier. 
with Rt:(t) and R_,~(t) satisfying (4.10) and (4.11). The transformation is 
[ Yl (t)l "~-2[ [I-RI2(')R21(')]-I -[l-Rl2([)1~21(')]-Rl2(t)]rx(') l (5.24) 
y,_(t) J [1 R,.t(t)R~,(t)l-~R:l(t) [I R:t(t)Rtz(t)] Lp(t)J " 
The vector y2(t) will have modes in the right-half spectrum; thus the initial conditions on x(t) 
and p(t) should be chosen such that these modes are not excited. Thus 
p(t) = Rt,_(t)x(t), (5.25) 
where R,:(t) satisfies 
dR~:(t)/dt = -BR- IB  r + ARI:(t) + RI.,(t)A r + Rl:(t)QRp(t). (5.26) 
Substituting (5.25) into (5.6a) gives 
dx(t)/dt = [A - BR-IBrRi2(t)]x(t). (5.27) 
Equations (5.26) and (5.27) are the usual equation which must be solved for obtaining the 
optimal solution to the control problem. Equation (5.26) has the terminal condition R,z(t i) = H. 
The projector algorithm can also be used to solve the optimal control problem. Consider 
those modes in the positive spectrum of the vector space of x(t) and p(t). These modes should 
not be excited by the initial conditions on x(t) and p(t). Choose the positive spectrum projector 
f~,(t). Thus from (4.30) 
d [x. ( t ) l  = [?Q-BR- iBr  l r x(t)] 
Lp.(t)J _A r j flu(t) Lp(t)_l' (5.28) 
where 
1 
D.(t) = F, - ~T- l ( t )  
= 0 [I - R,_l(t)Rt:(t)l -I Rz,(t) -Ri2(t)Rzl(t) " (5.29) 
Taking the product of ~i,(t) with the vector [xr(t)pr(t)] gives 
0 ]rx<,,-.,2,,,.,<,, 
p,(t) J  0 [l - R,.l(t)Ri,.(t)] -1 LR,.l(t)(x(t) - Rl:(t)p(t))_] 
(5.3O) 
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6. CONCLUSIONS 
Although this paper has been limited in scope and does not present any new algorithms 
tbr analyzing control systems, it has been shown that invariant imbedding and the scattering 
processes are closely related. The procedures for block diagonalization of a matrix from the set 
of basis solution vectors follows from an understanding of the scattering process. The concept 
of projectors is given and the algorithm for the projectors is given. 
The basis conclusion that can be reached from the work in this paper is that most algorithms 
in system analysis are closely related and are variants obtained from a more general algorithm. 
This is illustrated in the paper by considering the optimal control problem and deriving the 
general control algorithm by several methods. 
Although Bellman et al. did not use the scattering process as the mathematical foundation 
of their work, it has been shown that the invariant imbedding technique bypasses more general 
theory in favor of directly addressing the problem. This has been the philosophy in most of 
Bellman's work[9,101. 
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