Distributed iterative decoding of the rectangular parity-check code between two receiving nodes is performed. Simulation results show that a close-to-full diversity advantage can be achieved using the proposed scheme, which requires exchanging only a small amount of information between the two nodes.
Introduction: The goal of this Letter is to investigate the possibility of achieving spatial diversity without the use of physically connected antenna arrays by examining the simple case of a two-node network. We consider a pair of nodes that are connected via a communication channel that has relatively benign characteristics. Typically, these two nodes are in close proximity. For simplicity, we assume that the two nodes can communicate with each other reliably. A distant transmitter sends a packet of coded data bits to the two receiving nodes. We assume that the coded bits from the transmitter are modulated using binary phase-shift keying (BPSK). After matched-filtering and proper normalization, the decision statistics for the ith coded bit obtained at the two receiving nodes are:
where x i is the BPSK symbol (AE1) representing the ith bit, and n i (1) and n i (2) are independent zero-mean, circular-symmetric complex Gaussian random variables with per-component variance N 0 =2 representing the thermal noise components at the first and second receiving nodes, respectively. We consider two different channel models. The first model is the additive white Gaussian noise (AWGN) model. For AWGN channels, both the channel gains a i (1) and a i (2) are 1. The second model we consider is the flat Rayleigh fading model. For Rayleigh fading channels, a i
(1) and a i
, for all i, are modeled as independent zeromean circular-symmetric unit-variance complex Gaussian random variables. This corresponds to the assumption of having a perfect channel interleaver. For both AWGN and Rayleigh fading models, the average received energy per coded bit E c is normalized to 1. We assume that perfect phase estimation is achieved and hence coherent demodulation is performed at each node. In the case of Rayleigh fading model, we assume that perfect channel state information is available at the nodes.
A traditional approach that one can employ to obtain spatial diversity advantage is maximal ratio combining (MRC) [1] . In order to implement MRC in the above scenario of two distributed nodes, sufficient statistics for all the bits received at each of the nodes must be passed to the other node. This requirement makes the MRC approach undesirable because of the required excessive amount of traffic between the two nodes.
We propose to address this problem by employing iterative decoding to extract important information from the received signal at each node, and only this information is passed to other nodes. More precisely, each node decodes the signal that it receives and generates reliability estimates (soft outputs) for the transmitted data bits. The two nodes then exchange soft outputs of a small portion of the bits that are least reliable. Upon receiving additional information about the least reliable bits from another node, a node will restart the decoding process. This process of information exchange and iterative decoding then continues for a number of iterations. The objective is to obtain the maximum degree of diversity advantage from the signals received at the two nodes, while requiring a minimum amount of information exchange between them.
Distributed decoding: We consider the design of the distributed iterative decoder when a rectangular parity-check code (PRCC) is employed to encode the data bits in the transmitted packet. The rectangular parity-check code (RPCC) [2] is a punctured version of the product of two single parity-check codes. The code consists of single parity-check codes that operate on rows and columns of a square matrix that contains the information bits. RPCCs with large block sizes are very high-rate systematic codes that can be decoded by a very simple iterative algorithm [2, 3, 4] . Note that for a packet of N 2 bits, the number of parity bits is 2N (N bits each in the horizontal and vertical directions). Thus, the rate of the RPCC is
. Maximum a posteriori (MAP) decoding of the RPCC can be approximately performed by an iterative decoding procedure that treats the RPCC as a parallel concatenation of the parity check codes defined along the rows and columns of the information bit matrix. A simple ''soft-in=soft-out'' (SISO) decoding module [2, 4] is employed to decode the component codes in each iteration. The soft inputs for the first iteration are simply scaled channel observations [4] for both the AWGN and Rayleigh fading models. At the end, the extrinsic information provided by the two component codes is added with the initial channel observation to give the soft output, based on which the bit decision is made. In [3] , we showed that RPCCs and their extensions to higher dimensions achieve performance near the capacity limit for transmission over AWGN and bursty channels for very high code rates. In [4] , we showed that RPCCs can be used to obtain a significant diversity gain on fading channels with virtually no penalty in information rate.
As mentioned before, the key to performing distributed decoding that requires only small amount of information to be passed between the two nodes is to identify the set of bits that are likely to be in error. Since the MAP decoder outputs the a posteriori log-likelihood ratios of the data bits, the soft outputs of the iterative decoder above are good reliability measures for the data bits. For both the AWGN and Rayleigh fading models, a data bit with a small soft output magnitude is more likely to be in error. Based on this observation, we can employ the following simple strategy to gain diversity advantage while requiring a small amount of information exchange between the receiving nodes. At first, each node decodes the data bits from the signal that it receives. After the decoding, each node ranks the bits according to their soft output magnitudes. Then each node requests additional information from the other node for those bits whose soft output magnitudes rank in the lowest x%. Upon receiving a request, a node sends the soft outputs of the requested bits generated in its own decoding process. Each node will use the soft outputs obtained from the other node as a priori information to continue the iterative decoding process. The whole process then repeats with additional exchange of soft outputs between the two nodes. To illustrate the advantage of this approach, consider a sample system in which a node requests additional information for 5% of the bits with the smallest soft output magnitudes at each iteration. A total of 3 iterations of information exchange occur between the nodes, i.e., altogether the overall traffic between the nodes is 15% (neglecting the overhead involved in the requesting protocol) of what is required by MRC. In the case of MRC, we assume that each node passes all its channel observations to the other node and maximally combines the channel observations before decoding. Fig. 1 shows the bit error rate (BER) performance of the 32 2 RPCC over an AWGN channel. We see that the 32 2 RPCC, which has a code rate of 0.94, provides a coding gain of about 3 dB at 10 À5 BER. With MRC, an additional 3 dB 'antenna gain' is obtained as expected. The most interesting observation from Fig. 1 is that we can obtain a 2.4 dB gain (out of the maximum possible 3 dB gain) using the soft output exchange and iterative decoding algorithm described before, exchanging only a total of 15% of all soft outputs. For the case of Rayleigh fading, the BER curves are shown in Fig. 2 . The diversity gain provided by the MRC is $ 8 dB at 10 À5 BER. More interestingly in this fading case, we can get all of the 8 dB diversity gain that MRC can provide at 10 À5 BER using the soft output exchange and iterative decoding algorithm described before, exchanging only a total of 15% of all soft outputs. amount of information exchange between the nodes. The crucial points appear to be identifying the bits that need additional information from other nodes and employing proper iterative decoding techniques to make the best use of the additional information. We can obtain some very promising results even with the simple, ad-hoc design for the RPCC presented. This leads us to believe that distributed iterative decoding can be a viable technique to improve the performance of wireless communication systems that have topologies similar to the one described in this Letter.
