Abstract. In this paper we show how to learn rules to improve the performance of a machine translation system. Given a system consisting of two translation functions (one from language A to language B and one from B to A), training text is translated from A to B and back again to A. Using these two translations, differences in knowledge between the two translation functions are identified, and rules are learned to improve the functions. Context-independent rules are learned where the information suggests only a single possible translation for a word. When there are multiple alternate translations for a word, a likelihood ratio test is used to identify words that co-occur with each case significantly. These words are then used as context in context-dependent rules. Applied on the Pan American Health Organization corpus of 20,084 sentences, the learned rules improve the understandability of the translation produced by the SDL International engine on 78% of sentences, with high precision.
Introduction
Machine translation systems are now commonplace. For example, they can be found for free on a number of web sites. If we treat these systems as black box translation engines where text is input and the translation obtained, can we improve the translation performance automatically?
Most previous research in machine translation has focused on developing systems from the ground up. Modern systems generally employ statistical and/or learning methods ([Melamed, 2001] and [Yamada and Knight, 2001] ). A number of translation systems are offered commercially not only to businesses, but also to anyone with web access ([FreeTranslation, 2002] and [Systran, 2002] ). These systems are either stand-alone translation engines or integrated into a general information processing system ( [Damianos et al., 2002] ). Although these systems typically do not employ state of the art translation methods, they are widely used. In this paper, we examine these publicly available systems. The methods we describe work well on this type of system, but can also be employed on other machine translation systems.
The most common machine translation systems do word level translation. Although word level methods are the simplest, they have proved surprisingly successful. In an investigatory study in [Koehn and Knight, 2001] , they show that 90% of the words in a corpus can be translated using a straightforward word for word translation. In this paper, we examine learning word level correction rules to improve machine translation systems. Rule learning approaches have proved successful in other natural language problems because they leverage statistical techniques and also tend to produce understandable and interpretable rules ([Brill, 1995] ).
Most machine translation systems can translate in both directions between a language pair. Such a system can be thought of as two different functions, one that translates in one direction and a second that translates in the opposite direction. These functions are usually developed semi-independently and often the lexicon used by each is independent. This results in a difference in the knowledge built into each function. In this paper, we propose a method for automatically detecting this knowledge discrepancy and, using this information, for improving the translation functions. Given a word list in language A, we translate those words to language B and back again to language A. In some sense, the original word list defines a ground truth for the final set of translated words. Deviations from this ground truth point to cases where the system can be improved.
Using this setup, we describe how rules can be learned to improve these translation functions. Context-independent rules are learned where there is no ambiguity about the translation of a word. For words with multiple possible translations, a corpus is used to identify candidate context words and the likelihood ratio test is used to identify which of these context words co-occur significantly. Using these significant words, context-dependent rules are learned that disambiguate between ambiguous cases.
Using our method, 7,971 context-independent rules and 1,444 context-dependent rules are learned. These rules improve the understandability of the translation of 24,235 words and 78% of the sentences in the Pan American Health Organization corpus of over half a million words and 20,084 sentences.
Setup and Terminology
Before we explain the method for improving machine translation systems, we first define some terminology and assumptions. A machine translation system is a pair of translation functions (f, f') where L 1 and L 2 are natural languages and where f translates from L 1 to L 2 and vice versa for f'. We assume that we have unlimited access to the translation functions of a machine translation system, but not to the details of how the functions operate. We also assume that we have a large amount of text available in the languages that the machine translation system translates between. Finally, instead of trying to learn correction rules that change an entire sentence at once, we only learn rules that change a single word at a time.
In many situations, doing multiple single word changes leads to results similar to full sentence correction. Solving the single-word correction problem involves three different steps. The first step is to identify where a word is being translated incorrectly. Given this incorrectly translated word, the second step is to identify the correct translation for that word. Finally, given an incorrect translation and the appropriate correct translation, the third step is to generate rules capable of making corrections in new sentences.
The first two steps can be seen as data generation steps. These steps generate examples that can then be used to generate rules in the third step using some supervised learning method. The three steps can be written as follows: The contexts described above can be any representation of the context of a word in a corpus, but we will use the bag of words of the sentence containing the word. Although this loses positional information, it is a simple representation that minimizes the parameters required for learning. Our goal is to improve a machine translation system, given the assumptions stated above, by solving each of the three problems described. The key to our approach is that given a sentence s in a language, we can learn information from ) (s f and )) ( ( ' s f f .
Analysis of Cases for an Example MT System
We examine one particular system and the application of the ideas above to improve this system. There are a number of commercial systems publicly available including [Systran, 2002] and [FreeTranslation, 2002] . Although Systran's system is more widely used, FreeTranslation offers more relaxed requirements on the length of the text to be translated. Also, initial comparison showed that results on AltaVista, which uses Systran's translation software, were comparable to the results obtained from FreeTranslation. Given a machine translation system, )
for a set of words w in L 1 . In our case, we choose L 1 = English and L 2 = Spanish. Table 1 shows a summary of the data generated using Freetanslation.com in February 2003 from 45,192 English words ([Red Hat, 2002] ). A partition (i.e. non-overlapping, exhaustive set) of the possible outcomes is shown. We examine each of these cases and explain how each case provides information for improving the translation system ) ' , ( f f . For many machine translation systems, the default when the translation for w is unknown is to translate the word as w (i.e. w w f = ) ( ). Throughout these examples, we will assume that equality implies that the system could not translate the word. A message or flag issued by the system could be used instead, if available.
In this case, the word w is translated to a different string, ) (w f , in the second language. When ) (w f is translated back to the original language, it is translated back to the original word w. Generally, in this situation the machine translation system is translating these words correctly. Mistakes can still occur here if there are complementary mistakes in the lexicon in each direction. There is no information for the three problems described above in this case.
In this case, the word w is translated to the same string in the second language; however, it is then translated to a different string when it is translated back to the original language. This happens when w is a word in both languages (possibly with different meanings), which the translation system is unable to translate to the second language (for example, w = arena,
. From these examples, we learn that the translation function f should translate )) (
. This information may or may not be useful. We can query f to see if this information is already known.
In this case, the word w is translated from the original language to the second language; however, it is then translated as the same word when translated back to the original language. There are two cases where this happens.
1. The most likely situation is that there is a problem with the translation system from the second language to the original language (i.e. in ' f ) since the default behavior for translating an unknown word is to leave the word untranslated. In this case, two pieces of information are learned. First, if ) (w f is seen on the input and is translated to )) ( ( ' w f f then a mistake has occurred (Problem 1). We can also suggest the correct translation. Given a sentence s , if word s i is translated to s i and )) (
, then s i was incorrectly translated and the correct translation for s i is w (Problem 2). 2. The second case, which is less likely, is that ) (w f is a word that, when translated back to the original language, is the same string (this is similar to case 2 below of ))
abstractness, abstractness, abstractness
cupful, taza, cup 
In this case, all the words are the same. There are two common situations.
1. If the word for w in the second language is actually w then the translation is correct. This is common with proper names (for example, w = Madrid,
In this case, no information is gained to solve the problems listed above. 2. If the system is unable to translate w, then ) (w f w = . If this is the case, then it is unlikely that w will actually be a valid word in the second language (as shown above, this does happen 278 out of 45,192 times, where the ) (w f is translated to something different by f') and so the word again gets translated as w in the second translation step (for example, w = matriarchal,
In this case, the translation function f makes a mistake on word w (Problem 1).
: There are two situations that may cause this to happen. w may be a synonym for )) ( ( ' w f f or there may be at least one error in the translation. If we assume that the knowledge in the translation systems is accurate, then both w and )) ( ( ' w f f are appropriate translations for ) (w f . These two cases can be disambiguated using contextual information.
One last piece of information can be obtained when
In these cases, some translation was done by ' f . We can assume that if )) ( ( ' w f f actually is a word in the original language. Using this, we can extend the word list in the original language.
Rule Learning
Using the framework described in Section 3, we can learn rules that improve the output of a translation system. We learn two different types of rules: contextindependent and context-dependent. If there is no ambiguity about the translation of a word, then context is not required to disambiguate and a contextindependent rule can be learned. If, on the other hand, there are multiple possible translations, then context is required to decide between the different possible translations. Figure 1 outlines the algorithm for generating the data and for learning both types of rules.
For preprocessing, the word lists is translated from the starting language to the alternate language and back to the original language. Table 2 summarizes the information that is used for generating rules from these translations. The input words are L 1 words. The current translations are the words expected to be seen in the output of the translation system. Finally, the correct translations indicate which word the output word should be changed to.
By examining the input words involved in the cases in Table 2 , non-ambiguous words can be identified where an input word only has one learned correct translation. Notice that many of the entries in Table 2 are inherently ambiguous, such as when
. Almost all non-ambiguous words are generated from the case when ))
, where the system knows how to translate ) (w f from English but does not know how to translate it back to English. For those words where there is only one known translation and therefore no ambiguity, a context-independent rule of the form
can be learned, where s = input word, t = current translation and r = correct translation. Using this methodology, 7,155 context-independent rules are learned from the list of 45,192 words and the FreeTranslation engine.
Dealing With Ambiguous Words
For the remaining input word, current translation and correct translation triplets, there are at least two correct translations for the same input word. We must decide between these possible correct translations. We suggest two methods that both leverage a corpus in the target language, in this case English, to distinguish Preprocessing steps -Translate L 1 word list from L 1 to L 2 and back to L 1 -Translate L 2 word list from L 2 to L 1 and back to L 2 -Generate input word (L 2 ), current translation (L 1 ) and correct translation (L 2 ) triplets using rules in Table 2 We would like to identify as many non-ambiguous words in the data as possible, since these rules are simpler. To do this, we can use the English corpus available. For our purposes, we use the Pan American Health Organization corpus ( [PAHO, 2002] ) that consists of over half a million words. Counting the occurrences of the possible translations (i.e. correct translation entries) can give some indication about which translation options are more likely. We define an input word as being k-dominant if one translation option occurs at least k times in the text and all other options do not appear at all. When a word is k-dominant, it is reasonable to assume that the input word should always be translated as the dominant option. We can learn a context-independent rule that states exactly this. Using this method, all of the k-dominant words with k = 5 are learned resulting in an additional 816 context-independent rules.
For all the input words where there are multiple possible translations and no one option is k-dominant, context can be used to disambiguate between the possible translations. The rules being learned have the possibility of both an input context and an output context. In practice only context in the input or output language is necessary. In our case, for Spanish to English improvement, English text is more readily available, so only the output contexts will be learned.
Given an ambiguous input word, a, that has option 1 ,…, option n as possible correct translations, the goal is to learn a context for each possible translation, option i , that disambiguates it from the other translations. We do this by gathering words from the English corpus that occur in the same sentences as each of the possible translation options option 1 ,…, option n . We can use the machine translation system to verify that option i actually gets translated to a (and correspondingly that a gets translated to option i ) in that context.
Determining Signif icant Context Words
The problem described above is the problem of collocation: finding words that are strongly associated. Many methods have been proposed for discovering col- [Manning and Schütze, 1999] ). The likelihood ratio test has been suggested as the most appropriate for this problem since it does not assume a normal distribution like the t-test nor does it make assumptions about the minimum frequency counts like the 2 test ([Dunning, 1993] ). For this problem, we have two different sets of sentences that we are interested in: the set S i of sentences that contain the translation option t i , and the set i S of sentences that don't contain the translation option. The decision is for each context word w j in the sentences belonging to S i , whether or not that word is significantly associated with the translation option t i or not.
The likelihood ratio test tests an alternate hypothesis against a null hypothesis. In this case, the null hypothesis is that the two groups of sentences (sentences with and without t i ) come from the same distribution with respect to the occurrence of w j in the sentence. The alternate hypothesis is that the two groups of sentences are different with respect to the occurrence of w j . We will also impose the further constraint that w j must be more likely to occur in sentences of S i .
For each set of sentences, the occurrence of w j can be modeled using the binomial distribution. The assumption is that there is some probability that w j occurs in a sentence. For both hypotheses, the likelihood equation is
For the null hypothesis, the sentences come from the same distribution and therefore 1 = 2 = . In all these situations, the maximum likelihood estimate of the parameter is used (the frequencies seen in the training data, in this case the English corpus). Using these parameter estimations, the likelihood ratio can be calculated in a similar fashion to [Dunning, 1993] . We compare this value with a significance level, , to make a decision about whether the collocation is significant or not. We do this for all words in sentences that contain t i , then construct context-dependent rules that contain all words that pass the significance test in the context. For our experiments, = 0.001 is an appropriate significance level. Intuitively, this means that there is a one in a thousand chance of a candidate word being misclassified as significant.
To improve the generality of the contexts learned, we perform the test on stemmed versions of the words and generate context-dependent rules using these stemmed words. The Porter stemmer ( [Porter, 1980] ) is used to stem the words. For the remainder of the paper, the results provided are for the stemmed versions.
Results
In this section, we examine the success of the learned rules in a real domain. We examine the Pan American Health Organization (PAHO) Conferences and General Services Division parallel texts. This data set consists of 180 pairs of documents in English and Spanish ([PAHO, 2002] ).
The 180 Spanish documents consist of 20,084 sentences, identified by periods (minus a number of Spanish abbreviations), and 616,109 words, identified by surrounding white space. The sentences are translated using FreeTranslation.com to get the initial translation. Then, the rules learned using the algorithms in Section 4 are applied to change the sentences. For the context-independent rules, the rule fires anytime the appropriate words are seen in the original sentence and translated sentence. The context-dependent rules add the additional restriction that the translated sentence must also contain one of the words in the learned output context of the rule to fire.
Over 9,000 rules are learned. Table 3 shows the results from applying these rules to the sentences. The rules change 22,206 words in the PAHO data set and 14,952 or 74% of the sentences. Figure 2 shows an example firing of a contextindependent rule that changes "alquitrán" to "tar".
Using Extended Word Lists
The methods in this paper are based on having a word list in language L 1 . In this section, we present two methods for extending this word list. One of the advantages of the rule learning method described above is that it is robust to erroneous words in the word list. If the system does not recognize a word in the word list then it will not get translated, as is the case where
No learning is done in this case, so erroneous words are filtered out by the machine translation system. Since a high quality word list is not required, the word lists can be constructed at least two different ways.
When translating w to ) (w f and back to the original language as )) ( Spanish: El contenido de alquitrán en los cigarrillos de tabaco negro sin filtro es mayor que en los restantes tipos de cigarrillos y son aquellos precisamente los de mayor consumo en la población, lo que aumenta la potencialidad del tabaquismo como factor de riesgo.
Original translation: The content of alquitrán in the black cigarettes of tobacco without filter is greater that in the remaining types of cigarettes and are those precise the of greater consumption in the population, what enlarges the potencialidad of the tabaquismo as factor of risk. 
Discussion
In this paper, we have examined a technique for improving a machine translation system using only plain text. One of the advantages of this approach is that the resources required to learn the rules are easier to obtain than traditional approaches that require aligned bitext ( [Macklovitch and Hannan, 1996] ). Also, our method makes no assumptions about the workings of the translation system. By translating words from the original language to the second language and back to the original language, differences in information between the two translation functions are isolated. Using this information, we show how correction rules can be learned. Context-independent rules are learned when the system only suggests a single possible translation. When there is ambiguity about what the correct translation of a word is, the likelihood ratio is used to identify words that co-occur significantly which each translation option.
Using these rules, almost 25,000 words are changed on a corpus of over half a million words. On a sample of 600 changes, the context-independent rules have a Table 4 : Summary of results for rules generated using a general word list with 45,000 entries plus 419 learned words and 5,215 domain specific words.
precision of 99% and the context-dependent rules have a precision of 79%. One of the open questions for machine translation research is how to evaluate a translation. A few automated methods have been suggested such as BLEU ( [Papineni et al., 2001] ), which is based on n-gram occurrence in a reference text. Although these methods have merit, for the particular rules learned by our system, an ngram metric would almost always see improvement since changing a Spanish word in English text to an English word will generally be better. For this reason, we instead chose to evaluate the results by hand.
A majority of the context-independent rules represent changes where the original system did not know any possible translation, so it is not surprising that the precision is high. The context-dependent rules have lower precision even though a significance level of 0.001 was used. The main reason for this lower precision is that the likelihood ratio can suggest collocations that are significant, but that are not useful for ambiguity resolution. This is attenuated when the counts are very small or when the ambiguous translation is common and the counts are therefore high. In these cases, common words such as "is", "that", "it", "have", etc. are identified as significant.
Another problem is the particular rule representation chosen. The contextdependent rules define the context as a bag of words. Unfortunately, a bag of words does not model many relationships, such as word order, syntax or semantics, which can be useful for discriminating significant collocations. For example, when deciding between "another" and "other" in the sentence fragment "Another important coordination type…", the location of "type" and the fact that it is singular suggests "another" as the correct translation.
One final problem is that stemming can cause undesired side effects in the contexts learned. As seen in the sentence fragment above, plurality is important, particularly when deciding between two translations that only differ by plurality. Unfortunately, stemming, in attempting to improve generality, removes the plurality of a word. The combination of these problems leads to a lower precision for the context-dependent rules. Future research should be directed towards employing alternate rule representations and alternate collocation techniques such as in [Krenn, 2000] .
The techniques that we used in this paper are just the beginning of a wide range of improvements and applications that use existing machine translation systems as a resource. As new applications that use translation systems arise, particularly those in time and information critical fields, such as [Damianos et al., 2002] , the importance of accurate automated translation systems becomes critical.
