Quantum state transfer in spin chains via shortcuts to adiabaticity by Huang, Bi-Hua et al.
ar
X
iv
:1
80
1.
03
33
0v
1 
 [q
ua
nt-
ph
]  
10
 Ja
n 2
01
8
Quantum state transfer in spin chains via shortcuts to adiabaticity
Bi-Hua Huang1,2, Yi-Hao Kang1,2, Ye-Hong Chen1,2, Zhi-Cheng Shi1,2, Jie Song3, and Yan Xia1,2,∗
1Department of Physics, Fuzhou University, Fuzhou 350116, China
2Fujian Key Laboratory of Quantum Information and Quantum Optics (Fuzhou University), Fuzhou 350116, China
3Department of Physics, Harbin Institute of Technology, Harbin 150001, China
Based on shortcuts to adiabaticity and quantum Zeno dynamics, we present a protocol to im-
plement quantum state transfer (QST) in a quantum spin-1/2 chain. In the protocol, the complex
Hamiltonian of an N-site system is simplified, and a simple effective Hamiltonian is present. It is
shown that only the control of the coupling strengths between the boundary spins and the bulk
spins are required for QST. Numerical simulations demonstrate that the protocol possesses high
efficiency and is robust against the decay and the fluctuations of the control fields. The protocol
might provide an alternative choice for transferring quantum states via spin chain systems.
I. INTRODUCTION
Reliable quantum state transfer (QST) between dis-
tant locations is one of the pivotal tasks in quantum in-
formation processing. To facilitate the QST, an efficient
quantum communication channel is essential. There are
many systems that can be quantum channel candidates
for QST, such as phonons in ion traps [1, 2], electrons in
semiconductors [3], flux qubits in superconductors [4–6],
photons in optics [7–10], etc.. Recently, the spin chain
systems have also been envisioned to be good candidates
for such channels [11]. In fact, because the Hamiltonian
equivalent to that of a spin chain may be realized in a
wide physical systems (e.g., arrays of quantum dots [12],
arrays of Josephson junctions [13, 14], cold atoms in opti-
cal lattices [15], etc.), interests in spin chains continue to
increase and many researches based on spin chains have
been carried out.
Actually, in the past decades, protocols for efficient
QST in spin chains were developed. Researchers found
that whether quantum information could be propagated
perfectly from one end of the chain to the opposite end
depended on the distribution of the coupling strengths
between the spins [11, 16–19]. For example, state trans-
fer cannot be achieved with perfect fidelity in a uniform
Heisenberg spin chain with length N ≥ 4 [11, 16], al-
though it is possible when the couplings are nonuniform
and can be individually engineered [16–24]. It is also pos-
sible to assure high-fidelity QST by appropriately switch-
ing the couplings [25] in order to induce adiabatic trans-
fer by applying global [26] or local [27, 28] external fields.
However, these proposes may potentially introduce chal-
lenging in practise, because achieving specific control
over the whole spin chain may be quite demanding for
long chains which possess a large number of control pa-
rameters, especially, when the number of spins grows, the
sensitivity to imperfections may greatly increase. There-
fore, protocols involving control only the two boundary
couplings rather than the whole chain seem more feasible.
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Such as, one may use the uniform intermediate spins as
the interaction mediator (spin bus), then under the con-
dition the boundary spins are weakly-coupled to the bus,
quantum states can be transmitted with arbitrary high
fidelity [29–35]. A usual drawback of this kind mecha-
nism is that they typically require long QST times. Yet,
increasing the transmission times may spoil the process
because of the ubiquitous decoherence. High-fidelity and
high-speed transmissions seem to be in a dilemma.
In this respect, we note that, recently, a technique
named “shortcuts to adiabaticity” (STA) [36–42], which
aims at optimally designing Hamiltonian to speed up the
quantum adiabatic process, has been put forward. The
core of the STA is to drive the system following a rel-
atively rapid adiabatic-like process which is not really
adiabatic but leading to the same goals as the adiabatic
process does. With several advantages, the STA has at-
tracted a lot of interests [43–51] and been applied in fields
including fast population transfer [52–54], fast entangle-
ment generation [55–57], fast quantum computation [58],
and so on [59–64]. Experimental implementations of this
technique have also been reported [54, 65–67]. Lately, the
idea of STA has been employed to assist and speed-up
the adiabatic dynamics when crossing a quantum phase
transition in multi-body systems [68, 69]. Despite such
potential, the complexity of the Hamiltonian in the multi-
body system brings troubles to the application of STA in
this field.
On the other hand, quantum Zeno effect (QZE) [70–
72] is an interesting phenomenon in quantum mechanics.
This effect argues that frequent measurements can in-
hibit the transitions between quantum states. In 2002,
Facchi et al. [73] extended the concept of QZE and sug-
gested that the evolution of the system did not neces-
sarily be hindered and could remain in the Zeno sub-
space defined by the measurements as long as the mea-
surements could be devised with multidimensional pro-
jections. This is called quantum Zeno dynamics (QZD)
[74–77], which has also been successfully observed in a
variety of systems [78–81]. In fact, QZD can be achieved
via continuous coupling between the system and an ex-
ternal system instead of discontinuous measurements.
Suppose that a dynamical evolution of a system can be
2FIG. 1: Schematic of the spin chain system. The goal is to
transfer the state of the sender qubit to the receiver qubit.
governed by the Hamiltonian HK = Hobs + KHmeas,
where Hobs is the Hamiltonian of the quantum system,
Hmeas is an interaction Hamiltonian performing the mea-
surement, and K is a coupling constant. In the strong
coupling limit K → ∞, the whole system is governed
by the effective Hamiltonian (also known as the “Zeno
Hamiltonian”) HZ =
∑
ξ(λξPξ + PξHobsPξ), where Pξ
is the eigenprojectors of Hmeas with eigenvalues λξ, i.e.,
Hmeas =
∑
ξ λξPξ.
Inspired by the technique of QZD, and considering the
advantages of STA, in the paper, based on combining use
of the two techniques, we present an alternative protocol
to implement QST with high fidelity in a one-dimensional
quantum spin-1/2 chain. We show that, with the help of
QZD, the complex Hamiltonian of the multi-body sys-
tem can be simplified and QST can be successfully im-
plemented by merely controlling the couplings between
the boundary spins and the bulk spins. To show the ef-
fectiveness of the protocol, we numerically investigate the
performance of the protocol when external perturbations
exist. The result shows that the protocol holds good ro-
bustness against parameter deviations and dissipations.
The paper is organized as follows. In Sec. II, we de-
scribe the spin chain system used for quantum state
transfer in detail and simply the complex Hamiltonian
of a multi-body system into a simple one. In Sec. III, we
review the shortcut method present in Ref. [53] and ap-
ply the method to inverse design the control Hamiltonian
for QST. In Sec. IV, we study the effectiveness and the
robustness of the protocol. Finally, in Sec. V, we draw
the conclusions.
II. THEORETICAL MODEL
The system we consider is sketched in Fig. 1. A sender
qubit (labelled as 1) and a receiver qubit (labelled as N)
are coupled to a uniform spin-1/2 chain at each end. The
spin chain in which spins are labelled from 2 to N−1 can
be viewed as a spin bus. The Hamiltionian of the system
is given as (h¯ = 1)
HN (t) = JS(t)
−→σ 1 · −→σ 2 + JB
N−2∑
j=2
−→σ j · −→σ j+1 + JR(t)−→σ N−1 · −→σ N , (1)
where −→σ = (σx, σy , σz) are the Pauli spin operators,
JB is the uniform nearest-neighbor coupling of the bus
spins, and JS(t), JR(t) are time-dependent interaction
couplings to the spin bus. In this work, we assume that
the qubit-bus couplings are weak, namely, JS(t), JR(t)≪
JB. Clearly, [HN (t),
∑N
n=1 σ
z
n] = 0, which means the
number of excited spins is conserved.
For brevity, we quantize the state of each spin as |0〉 =
| ↓〉 (spin down with respect to z) and |1〉 = | ↑〉 (spin
up), then the vacuum state is |0〉 = |00 · · · 0〉 and the
one-excite state |n〉 are
|n〉 =
N⊗
m=1
|δmn〉, n = 1, 2, · · ·N, (2)
where δmn is the Kronecker delta. Usually, the aim of
QST is to transmit a quantum state |ψ(0)〉 = a|0〉+ b|1〉
encoded on the sender spin to the receiver spin, where
|a|2 + |b|2 = 1. That is, after a fixed evolution time
t = T , the system should evolve into the state |ψ(T )〉 =
a|0〉 + b|N〉. Since the Hamiltonian HN conserves the
total number of excitations, |ψ(0)〉 is restricted to evolve
within the zero- and one-excitation subspaces. It is obvi-
ous that state |0〉 is conserved during the evolution while
|1〉 will evolves within the subspace spanned by the basis
states {|n〉}.
To evaluate how well the channel quality independently
of the specific input state, the transmission fidelity should
average over all possible values of a and b. This leads to
quantify the state transfer fidelity with [11]
F (t) =
1
2
+
|f(t)|
3
+
|f(t)|2
6
, (3)
where f(t) = 〈N|e−iHN t|1〉 is the excitation transition
amplitude from the first to the last spin. Note that
|f(T )| = 1 entails F (T ) = 1 (perfect QST). In the follow-
ing, with the term fidelity we refer to the quantity given
by Eq. (3).
For more specific, we now focus on the evolution within
the zero- and one-excitation subspace (denotes as ∀)
spanned by N + 1 basis states {|0〉, |n〉}. In this sub-
space, the Hamiltonian HN can be written in a matrix
form as
HN (t) = H0(t) +HB, (4)
3H0(t)=


JR + JS 0 0 0 0 · · · 0 0 0 0
0 JR − JS 2JS 0 0 · · · 0 0 0 0
0 2JS JR − JS 0 0 · · · 0 0 0 0
0 0 0 JR + JS 0 · · · 0 0 0 0
0 0 0 0 JR + JS · · · 0 0 0 0
...
...
...
...
...
. . .
...
...
...
...
0 0 0 0 0 · · · JR + JS 0 0 0
0 0 0 0 0 · · · 0 JR + JS 0 0
0 0 0 0 0 · · · 0 0 JS − JR 2JR
0 0 0 0 0 · · · 0 0 2JR JS − JR


(N+1)×(N+1)
,(5)
HB = JB


N − 3 0 0 0 0 · · · 0 0 0 0
0 N − 3 0 0 0 · · · 0 0 0 0
0 0 N − 5 2 0 · · · 0 0 0 0
0 0 2 N − 7 2 · · · 0 0 0 0
0 0 0 2 N − 7 · · · 0 0 0 0
...
...
...
...
...
. . .
...
...
...
...
0 0 0 0 0 · · · N − 7 2 0 0
0 0 0 0 0 · · · 2 N − 7 2 0
0 0 0 0 0 · · · 0 2 N − 5 0
0 0 0 0 0 · · · 0 0 0 N − 3


(N+1)×(N+1)
. (6)
It is obvious that |0〉, |1〉 and |N〉 are all the eigenstates
of HB with the same eigenvalue (N − 3)JB. Supposing
the eigenstates of HB are {|φk〉, k = 0, 1 · · ·N}, we denote
|φ0〉 = |0〉, |φ1〉 = |1〉 and |φ2〉 = |N〉, respectively. The
other eigenvalues of HB can be obtained by the (N−2)×
(N − 2) matrix H ′B = 2JB ·M + (N − 7)JB · I, where I
denotes the (N − 2) × (N − 2) unit matrix and M is a
mirror-symmetric matrix as
M =


1 1 0 0 · · · 0 0 0 0
1 0 1 0 · · · 0 0 0 0
0 1 0 1 · · · 0 0 0 0
...
...
...
...
. . .
...
...
...
...
0 0 0 0 · · · 1 0 1 0
0 0 0 0 · · · 0 1 0 1
0 0 0 0 · · · 0 0 1 1


(N−2)×(N−2)
.(7)
The eigenvalues ofM are nondegenerate [82, 83] and can
be deduced as [84]
εMp = 2 cos[
(p− 1)π
N − 2 ], p = 1, 2, · · ·, N − 2. (8)
Therefore, according to Eqs. (6) and (7), the eigenvalues
of H ′B can be written as
εBp = 4JB cos[
(p− 1)π
N − 2 ] + (N − 7)JB, (9)
when p = 1, we get εB1 = (N − 3)JB, which means
that other than the eigenstates |φ0〉, |φ1〉 and |φ2〉, for
Hamiltonian HB, there merely exits another eigenstate
(denotes as |φ3〉) with eigenvalue (N − 3)JB. Solving the
equationHB|φ3〉 = (N−3)JB|φ3〉, we can get the explicit
form of |φ3〉 as |φ3〉 = 1√N−2(|2〉+ |3〉+ ...+ |N-1〉).
Therefore, if we regard H0(t) and HB as Hobs and
KHmeas in Sec. I, respectively, when JB ≫ JS , JR is
satisfied, according to QZD, the Hilbert subspace ∀ is
split into (N − 2) Zeno subspaces due to the degener-
acy of eigenvalues of HB (see Eq. (9)). Among all these
Zeno subspaces, we focus us on the one decided by the
eigenvalue εB1 = (N − 3)JB,
Z1 = {|0〉, |1〉, |N〉, |φ3〉}. (10)
The reason for that concern is as follows. According to
QZD, when the Zeno condition is satisfied, the whole sys-
tem will approximatively evolve in an invariant subspace
consisting of the initial state. While, in the QST process,
the system is initially in the state |ψ(0)〉 = a|0〉 + b|1〉,
that means we can just pay attention to the Zeno sub-
space who contains states {|0〉, |1〉}. And Z1 is the very
one that satisfies. Therefore, according to Ref. [73], the
projector in the Z1 Zeno subspace is
P1 =
∑
α
|α〉〈α| (|α〉 ∈ Z1), (11)
4and the effective Hamiltonian of the system can be writ-
ten as
Heff,N (t) = ε
B
1 P1 + P1H0P1
= (JR + JS)|0〉〈0|+ (JR − JS)|1〉〈1|
+
N − 4
N − 2(JR + JS)|φ3〉〈φ3|+ (JS − JR)|N〉〈N|
+ [
2JS√
N − 2 |1〉〈φ3|+
2JR√
N − 2 |N〉〈φ3|+H.c.]
+ (N − 3)JB[|0〉〈0|+ |1〉〈1|+ |N〉〈N|
+ |φ3〉〈φ3|]. (12)
RewritingHeff,N (t) in the matrix form in the basis order
{|0〉, |1〉, |φ3〉, |N〉}, we obtain
Heff,N (t) =


JR + JS 0 0 0
0 JR − JS 2JS√N−2 0
0 2JS√
N−2
(N−4)(JR+JS)
N−2
2JR√
N−2
0 0 2JR√
N−2 JS − JR


+ (N − 3)JB · I. (13)
Since the term (N − 3)JB · I results a global phase in
the evolution, in the following discussion, we will safely
neglect this term in the Hamiltonian Heff,N (t).
Note that, for a three-site spin chain, the Hamiltonian
of the system is given as
H3(t) = JS(t)
−→σ 1 · −→σ 2 + JR(t)−→σ 2 · −→σ 3. (14)
Rewriting H3(t) in the space spanned by
{|0〉, |1〉, |2〉, |3〉}, we obtain
H3(t)=


JR + JS 0 0 0
0 JR − JS 2JS 0
0 2JS −JR − JS 2JR
0 0 2JR JS − JR

 .(15)
Comparing Eq. (15) with Eq. (13), it would be found
that Eq. (13) also applies to N = 3 case.
Therefore, for the problem of transmitting quantum
state with spin chain, in the condition JB ≫ JS(t), JR(t),
the complex Hamiltonian of the multi-body system HN
can be reduced to an effective simple one Heff,N (t).
The transmission target can be achieved by the effective
Hamiltonian Heff,N (t) (N ≥ 3).
III. REALIZATION OF STATE TRANSFER BY
SHORTCUTS TO ADIABATICITY
A. The shortcut method
In this section, we will exploit the shortcut method
raised in Ref. [53] for inversely designing the Hamilto-
nian to realize QST. Firstly, we would like to review the
method.
Suppose that the Hamiltonian of a two-level system
possesses the form
H0(t) = gx(t)σx + gz(t)σz , (16)
where gx(t), gz(t) are arbitrary real functions of time and
σx, σz are Pauli operators. We introduce a picture trans-
formation V (t) = e−iθσye
iβ
2
σz , where θ and β are time-
dependent parameters. In the picture defined by V †, the
Hamiltonian is
H(t) = V †H0(t)V + i(∂tV †)V. (17)
If we let H(t) = fx(t)σx, where fx(t) is a time-dependent
function. Substituting Eq. (16) into Eq. (17), we deduce
gx(t) = θ˙ cos 2θ cotβ − β˙
2
sin 2θ,
gz(t) = −θ˙ sin 2θ cotβ − β˙
2
cos 2θ, (18)
and
fx(t) =
θ˙
sinβ
. (19)
That is, if the explicit forms of θ(t) and β(t) are decided,
according to Eqs. (16) and (18), the Hamiltonian H0(t)
that evolves the dynamics is decided.
Supposing the evolution operator in the picture defined
by V † is UV (t), it is obvious that UV (t) = e−i
∫
H(t′)dt′ =
e−iσx
∫
fx(t
′)dt′ . Then according to picture transforma-
tion, in the original picture, the evolution operator of
the system can be expressed as
UO(t) = V (t)UV (t)V
†(0) = V (t)e−iσx
∫
t
0
fx(t
′)dt′V †(0),
(20)
which is parameterized with θ, β. Since the state of the
system at any time can be expressed as
|Ψ(t)〉 = UO(t)|Ψ(0)〉, (21)
where |Ψ(0)〉 is the initial state of the system. It im-
plies that if the desired dynamics is known, for exam-
ple, |Ψ(0)〉 and |Ψ(T )〉 are known, according to Eqs. (20-
21), the boundary conditions of the parameters (θ, β) are
specified. Then by appropriately setting the functions of
θ, β according to the boundary conditions, the explicit
form of Hamiltonian H0(t) is determined. That means
we have inversely designed the Hamiltonian to engineer
the desired evolution.
In the case of V (0) = 1, Eq. (20) can be explicitly
expressed as
5UO(t) =
(
e
iβ
2 cos θ cos δx + ie
− iβ
2 sin θ sin δx −ie iβ2 cos θ sin δx − e− iβ2 sin θ cos δx
e
iβ
2 sin θ cos δx − ie− iβ2 cos θ sin δx −ie iβ2 sin θ sin δx + e− iβ2 cos θ cos δx
)
, (22)
where δx is time-dependent, δx(t) =
∫ t
0
θ˙
sin βdt
′.
B. Inverse designation of the Hamiltonian for
quantum state transfer
To inverse design the driving Hamiltonian via the
shortcut method described in part A, in the first, we need
to make a minor “surgery” on the HamiltonianHeff,N (t),
and for that, we introduce a unitary transformation
SN =


1 0 0 0
0 1√
N
√
N−2√
N
1√
N
0 1√
2
0 − 1√
2
0
√
N−2√
2N
− 2√
2N
√
N−2√
2N

 . (23)
Performing SN on Heff,N (t), we obtain
He,N (t) = SNHeff,N (t)S
†
N
=
[ (N−1)(JR+JS)
N−2 I 0
0
(JR+JS)
N−2 σz +
√
N
N−2(JR − JS)σx
]
− JR + JS
N − 2
[
I 0
0 I
]
, (24)
where σx(z) are Pauli matrix, 0 and I denote the 2 by
2 zero matrix and unit matrix, respectively (note that
in the following part the symbols 0 and I represent the
same meaning as they are in here).
To make He,N (t) possess the same form as H0(t) in
Eq. (16), we introduce three operators:
σ′q =
[
0 0
0 σq
]
, q = x, y, z, (25)
where σq are Pauli matrix. It’s obvious that
−→
σ′ =
(σ′x, σ
′
y, σ
′
z) are Pauli-like operators since [σ
′
i, σ
′
j ] =
2iǫijkσ
′
k. Therefore, with
−→
σ′ , the Hamiltonian He,N (t)
can be rewritten as
He,N (t) = He0(t) +He1(t),
He1(t) =
√
N
N − 2(JR − JS)σ
′
x +
1
N − 2(JR + JS)σ
′
z ,
He0(t) =
(N − 1)(JR + JS)
N − 2
[
I 0
0 0
]
− JR + JS
N − 2
[
I 0
0 I
]
. (26)
Apparently, He1(t) holds the same form as H0(t) in
Eq. (16). If we replace gx(t), gz(t), σq in Eq. (16) with√
N
N−2 (JR − JS), 1N−2 (JR + JS), σ′q, respectively, we
obtain
JR(t) =
N − 2
2
gz(t) +
√
N − 2
2
√
N
gx(t),
JS(t) =
N − 2
2
gz(t)−
√
N − 2
2
√
N
gx(t), (27)
that is, once gx(t), gz(t) are determined, the couplings
JS(t), JR(t) are determined too.
Defining ϕN (t) =
N−1
N−2
∫ t
0 (JR + JS)dt
′, according to
Eq. (22) and Eq. (26), the evolution operator of He,N (t)
can be deduced as
Ue,N (t) =
(
e−iϕN (t)I 0
0 UO(t)
)
, (28)
where UO(t) is the matrix that appears in Eq. (22). Note
that here we have ignored the global phase.
According to Eqs. (13) and (23) and picture transfor-
mation, to realize (a|0〉 + b|1〉) → (a|0〉 + b|N〉) in the
original picture, in the picture defined by SN , we need to
realize the process from |χ1〉 = [a, b√
N
, b√
2
, b
√
N−2√
2N
]T to
|χ2〉 = [a, b√
N
,− b√
2
, b
√
N−2√
2N
]T via the dynamics He,N (t).
Namely, we should design appropriate exchange cou-
plings JS , JR to carry out the state transfer |χ2〉 =
Ue,N (T )|χ1〉 (up to a global phase). To achieve the goal
and make the external driving fields could be smoothly
turned on and turned off, the boundary conditions of
Eq. (28) can be set as
θ(0) = θ(T ) = 0, δx(0) = δx(T ) = 0,
β(0) = 0, β(T ) = Nβπ, ϕN (T ) =
β(T )
2
+ 2fπ, (29)
where Nβ = 1, 3, 5, · · · is an odd number and f is an
arbitrary integer. For example, if we choose Nβ = 1, f =
6FIG. 2: (a) Fidelities versus t/T for spin chain length N =
4, 6, 8. (b) Fidelities versus t/T for spin chain length N =
5, 7, 9.
0 and substitute them into Eqs. (22) and (28), we can
obtain
Ue,N (T ) = −i


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1

 , (30)
therefore, Ue,N (T, 0)|χ1〉 = |χ2〉 (up to a global phase) is
achieved. The QST process has been successfully imple-
mented.
IV. NUMERICAL SIMULATION AND
DISCUSSION
In this section, we will numerically investigate the ef-
fectiveness of the protocol. First of all, to satisfy the
boundary conditions in Eq. (29), as an example, we se-
lect polynomial functions to fit the conditions and the
corresponding β(t) and δ˙x(t) are set as
β(t) = Nβ(
6πt2
T 2
)(
1
2
− 1
3
t
T
),
FIG. 3: Infideltiies 1− F (T ) as a function of JBT with spin
chain length N = 4, 5, 7.
FIG. 4: The exchange couplings for N = 5 case with the
parameters set as β(T ) = 3pi, ϕN(T ) = −2.5pi.
β˙(t) = Nβ
6πt
T 2
(1− t
T
),
δ˙x(t) = µ(
t
T 2
)(1 − t
T
)(1 − 2 t
T
), (31)
where µ should be chosen such that
θ(T ) =
∫ T
0
δ˙x sinβdt = 0. (32)
For better comparison, the parameters for different chain
length are set with the same values: β(T ) = 3π, ϕN (T ) =
−2.5π. Note that, other choices of the parameters or
functions are also available.
According to Eqs. (1), (18), (27) and (31-32), with
JB = 1000/T , the fidelities of QST via spin chain with
different length N = 4, 5, · · ·, 9 are shown in Fig. 2(a) and
2(b), respectively. We use the fidelity in Eq. (3) to assess
the quality of the QST. As seen from Fig. 2, high fidelity
can be achieved using the present protocol, although the
precision of the final fidelity is slightly different with dif-
ferent length N . To see more of the specific details, we
7FIG. 5: The final fidelity F (T ) versus δJR/JR and δJS/JS
with JBT = 1000.
draw in Fig. 3 the infidelity [1−F (T )] for different dura-
tions of the process and for chains of different length. As
shown in Fig. 3, when the spin length N is fixed, the final
fidelity F (T ) increases with the increase of JBT . For dif-
ferent length N , to achieve the same final fidelity F (T ),
it is clear that the larger the length N , the larger the
JBT required. The increase of JBT with growing N can
be explained: when N goes up, as seen from Eq. (27),
JR(S)(t) increases accordingly, therefore, to well satisfy
the quantum Zeno condition: JR(S)(t) ≪ JB, the larger
JB is needed. So, the choice of appropriate JB is related
with the chain length N and the required final fidelity.
When N is fixed, we can use numerical results to decide
how large JB is sufficient. Here, we take N = 5 case as
an example. As shown in Fig. 4, for N = 5 case, a sam-
ple of control couplings JS(t) and JR(t) is plotted with
β(T ) = 3π, ϕN (T ) = −2.5π. From Fig. 4, the maximum
of JR(S)(t) is about JM = max
0≤t≤T
{JS(t), JR(t)} ∼ 10/T .
Therefore, if a final fidelity F (T ) about 0.99 is required
(the infidelity [1 − F (T )] is about 0.01), according to
Fig. 3, JB is about 100/T , which means that
JB
JM
∼ 10 is
sufficient. If the needed final fidelity F (T ) is about 0.999
(the infidelity [1− F (T )] is about 0.001), then according
to Fig. 3, JB
JM
is around 40. That is, for fixed N , the
factor of JB
JM
depends on the required final fidelity. The
higher the final fidelity, the larger the JB required.
In the following, as an illustrative case, and without
loss of generality, we focus on N = 5 case and adopt
JBT = 1000 for more specific discussion because the
robustness properties are similar for other value of N .
Firstly, in realistic scenarios, one may expect to have dis-
order in the Hamiltonian which deteriorates the quality
of the protocol. Here we would like to discuss the disor-
der effects of the variations δJS , δJR in the couplings JS
and JR, respectively. Adopting the couplings JS(t) and
JR(t) shown in Fig. 4 for discussion, we plot F (T ) ver-
sus δJS/JS and δJR/JR in Fig. 5. As shown in Fig. 5,
though the variations δJS and δJR do influence in the
γ/JM
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FIG. 6: The final fidelity F (T ) versus γ/JM with JBT =
1000.
fidelity, when |δJS/JS| = |δJR/JR| = 5%, F (T ) is still
higher than 0.96. This indicates that the present proto-
col holds robustness against the disorder in the couplings
JS , JR.
Secondly, in real experiments, the spin system might
not be well isolated from the environment and the dis-
sipations caused by decay mechanisms are ineluctable.
Therefore, checking the fidelity F (T ) when decay mech-
anisms are taken into account can help us forecast the
experimental feasibility. Among the multitude of decay
mechanisms, dephasing is one of the major challenges
[85]. The original of dephasing is the random energy
fluctuations induced on qubit levels by external field. For
weak random field fluctuations, the evolution of the sys-
tem can be described by a master equation [85, 86]:
ρ˙(t) = i[ρ(t), HN ] +
N∑
l=1
γl[σ
z
l ρ(t)σ
z
l − ρ(t)], (33)
where the first term in the right hand side is the unitary
Schro¨dinger evolution and the second term is the dephas-
ing with rate γl. For simplicity, we assume γl = γ for all
the spin particles. As the dephasing is introduced to the
spin system, the spins in the system have a chance to
jump out of the system. The final fidelity F (T ) versus
γ/JM is given in Fig. 6, where JM = max
0≤t≤T
{JS(t), JR(t)}
is the maximum of the couplings JS(t), JR(t). Accord-
ing to Fig. 6, the dephasing influences F (T ) a bit, when
γ/JM increases from 0 to 0.01, F (T ) is about 0.91. This
implies that the protocol is robust against the dephasing
mechanism. Certainly, to reduce the nocuous effects of
dephasing, some strategies may be helpful, such as per-
forming regular global measurement on the system [86].
V. CONCLUSION
In conclusion, we have developed a hybrid strategy
combining shortcuts to adiabaticity and quantum Zeno
8dynamics that allows us to achieve a high-quality quan-
tum state transfer in a spin chain system. In the proto-
col, under the assumption of weak qubit-chain couplings
JS , JR ≪ JB, the QST can be realized by the controls
exerted only on the boundary sites of the chain, which
might facilitate the experimental realization. In addi-
tion, numerical simulations show that the protocol ex-
hibits resilience against the defasing and operational im-
perfection. Note that, besides designing the Hamiltonian
via the shortcut method raised in Ref. [53], other short-
cut methods [36] are also feasible to perform the task.
Moreover, the approach might be used across the range
of physical hardware types that can be mapped onto the
spin chain Hamiltonian. We hope that the protocol might
also offer an alternative choice for short distance com-
munications and provide good candidates for the real-
ization of reliable quantum communication in quantum
networks.
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