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In a recently  published  work  by  Abarbanel  and Gottlieb (NASA  CR-159386), 
a  new  class  of  explicit  time-split  algorithms  designed  for  application to the
Navier-Stokes  equations for compressible  flow  was  developed.  These  algorithms, 
which  utilize  locally-one-dimensional (LOD) spatial  steps,  were  shown to possess 
stability  characteristics  superior  to  those  of  other  time-split  schemes. In
the  present  work,  the  properties of an  implicit  LOD  method,  analogous to the 
Abarbanel-Gottlieb  algorithm,  are  examined  using  the  two-dimensional  heat  con- 
duction  equation a s  the  test  problem.  Both  temporal  and  spatial  inconsistencies 
inherent in  the scheme  are identified.  The  principal  result  of  the  present  work 
is  the development  of  a  new  consistent,  implicit  splitting  approach. The 
relationship  between  this  new  method  and  other  time-split  implicit  schemes is 
explained, and stability  problems  encountered  with  the  method  in  three  dimen- 
sions  are  discussed. 
INTRODUCTION 
Many  of  the  methods  currently  in  use  for  numerically  solving  the  Navier- 
Stokes  equations for compressible  flow  are  based on the  concept  of  time-split 
and fractional-step  finite-difference  schemes  developed  at  length in reference 1. 
These  schemes  include  the  Douglas-Gunn  type  alternating-direction  implicit (ADI) 
methods of Briley and  McDonald  (ref. 2) and  Beam  and  Warming  (ref. 3 )  and  the 
time-split  explicit  approaches  such  as  that  of  MacCormack  and  Baldwin  (ref. 4 ) .  
The  primary  impetus  in  the  development  of  time-split  schemes  is  to  reduce  the 
amount  of  computational  work  to  advance  the  solution one time  step. In an 
implicit  method,  direct  inversion  of  the  full  matrix  required  to  gain  the  solu- 
tion  of  the  algebraic  system  associated  with  the  difference  equations  requires  a 
prohibitive  amount  of  computational  effort.  By  (approximately)  splitting  the 
matrix,  this  computational  effort  can  be  substantially  reduced. In explicit 
methods,  the  splitting  of  the  equations so that  the  various  operators  are 
advanced  separately  allows one, in principle,  to  advance  each of these steps 
at  its own stability  limit. Since the  stability  limit  for  some  of  the  steps 
can be substantially  larger  than  for  others  in  a  typical  high  Reynolds  number 
flow,  a  savings in computational  effort  can  be  realized.  Currently,  available 
splitting  schemes  suffer  from  various  shortcomings.  The  spatially  split 
Douglas-Gunn  type  methods (e.g.,  refs. 2 and 3)  have  stability  problems  in 
three  dimensions,  while  the  time-split  explicit  method of reference 4 does  not 
achieve  the  sought-after  independence  of  stability  criteria  for  the  various 
split  steps. 
Recent work by Abarbanel  and  Gottlieb  (ref. 5) has  shed  new  light on the 
stability  restriction of the  time-split  scheme of MacCormack  and  Baldwin 
(ref. 4 )  and opened up the  possibility  of  a  new  class  of  implicit  methods. In 
the  current  paper,  the  consistency of time-split  schemes as introduced  by 
Abarbanel  and  Gottlieb is examined, and a  new  consistent  time-split  finite- 
difference  algorithm  is  introduced. 
I n  t h e  time-split scheme of r e f e r e n c e  4 ,  t he  mixed-de r iva t ive  term f o r  
v i s c o u s  f l o w  i n  t h e  N a v i e r - S t o k e s  e q u a t i o n s  is a p p o r t i o n e d  among t h e  v a r i o u s  
space-split operators. Abarbane l   and   Go t t l i eb   po in t   ou t ,   t h rough  a s t a b i l i t y  
a n a l y s i s  of t h e  f u l l  ( l i n e a r i z e d )  N a v i e r - S t o k e s  e q u a t i o n s ,  t h a t  t h i s  d o e s  n o t  
c o n s t i t u t e  a n  optimal s p l i t  i n  t h a t  t h e  a l l o w a b l e  time s tep  for e a c h  s p l i t  s tep  
is in f luenced  by  the  mesh  spac ing  a s soc ia t ed  wi th  o the r  s p l i t  steps. I n  r e f -  
e r e n c e  5, Abarbane l  and  Go t t l i eb  propose a new method of s p l i t t i n g  i n  wh ich  the  
s p a t i a l  operators o f  t he  Nav ie r -S tokes  equa t ions  are f i r s t  sp l i t  i n t o  h y p e r b o l i c  
( i .e . ,  E u l e r  e q u a t i o n s ) ,  parabolic, and   mixed-de r iva t ive   ope ra to r s ,   and   t hen  
each   o f   t hese  operators is s o l v e d  w i t h  a t ime-sp l i t   exp l i c i t   s cheme .   The   me thod  
is t h u s   a k i n  t o  the   loca l ly-one-d imens iona l  (LOD) schemes, i .e.,  schemes i n  
which  only  one term i n  t h e  s p a t i a l  operator appears i n  e a c h  spli t  step. T h i s  
scheme is proven t o  b e  a n  o p t i m a l l y  s p l i t  s c h e m e .  F u r t h e r  w o r k  by Abarbanel 
a n d  G o t t l i e b  i n d i c a t e s  t h a t  s u c h  a n  o p e r a t o r - s p l i t  s c h e m e ,  i n  w h i c h  t h e  LOD 
e x p l i c i t - d i f f e r e n c e  m e t h o d  i s  r e p l a c e d  by a n  LOD backward Euler implicit method 
( w i t h  t h e  c r o s s - d e r i v a t i v e  o p e r a t o r  a d v a n c e d  e x p l i c i t l y ) ,  is u n c o n d i t i o n a l l y  
s t a b l e  a n d  possesses a very good smoothing r a t e  (a d e s i r a b l e  f e a t u r e  f o r  t h e  
mul t ig r id   me thod) .   Such  a method  thus   appears  t o  o f f e r  a n  a t t r a c t i v e  a l t e r n a -  
t i v e  t o  t h e  s p a t i a l l y  s p l i t  Douglas-Gunn schemes of references 2 and 3 ,  which 
a r e  known to have s t a b i l i t y  p r o b l e m s  i n  t h r e e  d i m e n s i o n s  ( r e f .  6 ) .  
A s  a summary o f  t h e  s t a t u s  o f  c u r r e n t  f i n i t e - d i f f e r e n c e  m e t h o d s  f o r  solu- 
t i o n  o f  t h e  t h r e e - d i m e n s i o n a l  N a v i e r - S t o k e s  e q u a t i o n s ,  t h e  d e s i r a b l e  p r o p e r t i e s  
of an  " ideal"   scheme are l i s t e d :  
1 .  U n c o n d i t i o n a l  s t a b i l i t y  
2.  Cons is tency  
3 .  Temporal   accuracy 
4 .  A b i l i t y  t o  r e c o v e r  s t e a d y - s t a t e  s o l u t i o n s ,  when t h e y  e x i s t ,  i n d e p e n d e n t l y  
of t h e  i t e r a t i o n  h i s t o r y  
5. A b i l i t y  t o  p e r f o r m  r e q u i r e d  m a t r i x  i n v e r s i o n s  a t  a minimum of computa- 
t i o n a l  time 
The c u r r e n t l y  used  Douglas-Gunn methods of references 2 and 3 meet c r i t e r i a  2 
through 5.  On t h e   o t h e r   h a n d ,   t h e   i m p l i c i t   v e r s i o n  of t h e  scheme  developed by 
Abarbanel and Gott l ieb i n  r e f e r e n c e  5 has  been demonstrated t o  meet c r i t e r i o n  1 ,  
b u t  its properties i n  r e g a r d  to c r i t e r i a  2 through 4 a r e  unknown. 
The m o t i v a t i o n  o f  t h e  c u r r e n t  i n v e s t i g a t i o n  was t o  u n d e r s t a n d  b e t t e r  t h e  
properties o f  t h e  LOD-type a l g o r i t h m  as p r o p o s e d  i n  r e f e r e n c e  5.  The tes t  prob- 
lem s t u d i e d  was t h e  s o l u t i o n  o f  t h e  h e a t  c o n d u c t i o n  e q u a t i o n  o n  t h e  u n i t  s q u a r e  
s u b j e c t  t o  s t e a d y  D i r i c h l e t  d a t a .  Numerical s o l u t i o n s  t o  t h i s  problem  using  both 
e x p l i c i t   a n d   i m p l i c i t  LOD schemes  revealed two i m m e d i a t e   d i f f i c u l t i e s :  (1) a 
t e m p o r a l  i n c o n s i s t e n c y  i n  t h e  s t e a d y - s t a t e  s o l u t i o n  d u e  t o  t h e  o p e r a t o r  sp l i t -  
t i n g  a n d  ( 2 )  errors  i n  t h e  s o l u t i o n  d u e  t o  t h e  a p p l i c a t i o n  o f  b o u n d a r y  d a t a .  
The f i r s t  d i f f i c u l t y  is well known a n d  t h e r e  are a v a r i e t y  of ways  of a l l e v i -  
a t i n g  it. The s e c o n d  d i f f i c u l t y  is n o t  so well known and i s  somewhat more sub- 





discusse d  briefly  by  Mitche '11 (ref. 7 ) .  The  errors  produced by the  temporal 
inconsistency  are  of  the  order of the  temporal  truncation  error  and,  hence,  pro- 
vide  negligible  contamination of the  solution  with  explicit  schemes,  since  sta- 
bility  considerations  dictate  that  this  time  step be bounded  below the  spatial 
truncation error. However,  stability  requires no time-step  bound  for  implicit 
schemes, so that  the  temporal  inconsistency  can  actually  swamp  the  true  solution 
for  large  values  of  the  time  step.  Canputational  verification of these  errors 
for  both  explicit  and  implicit  LOD  schemes  is  presented  in  this  paper. 
As discussed  in  references 1, 7, and 8 ,  the  boundary-condition errors  in 
the LOD  methods  arise  from  the fact that  the  intermediate  solutions do not 
represent  consistent  approximations to the  dependent  variables  at  any  time 
level. Hence,  the  intermediate  boundary  data  may  not  properly  be  the  given 
boundary  data  for  the  problem  and,  in  general,  will be dependent on the  form 
of  the  split  operator  and  the  given  boundary  data.  Consistently  split  schemes 
do not  suffer  from  this  problem,  since  all  intermediate  solutions  represent 
approximations  to  the  dependent  variables  at  the  new  time  level (r f. 8 ) .  The 
method of undetermined  functions (MUD) developed  in  reference 1 is shown to 
alleviate  the  boundary  difficulty  for  the  LOD  schemes  for  Dirichlet  data. A 
generalization of this  procedure  leads  to  the  construction  of  a  general  consis- 
tent LOD  scheme  which  requires  no  boundary-error  correction  for  steady  data. 
This new  approach  is  presented  in  the  current  work. 
In the  remainder  of  this  paper the inconsistencies  associated  with  LOD 
schemes  are  developed  in  detail  and  methods  for  their  alleviation  outlined. 
The information  thus  developed is used to devise  a  general  consistent  LOD 
scheme.  Canments  are  then  made on the  relation of this  scheme to other  AD1 
schemes. 
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DEVELOPMENT  AND  APPLICATION OF SIMPLE LOD  SCHEMES 
MODEL  PROBIXM  FORMULATION 
The  model  problem  chosen  for  study  in  this  paper is the  heat  conduction 
equation  in  two  dimensions on the  unit  square.  That is, 
6 
at  ax, 2  ax2 2 
will be solved on the  domain Dc, which is the open set 
The  boundary of the  continuum  domain rc is the  union of the  four  unit-length 
line  segments  ycg, as illustrated  in  figure 1. The  discrete  domain  D on 
which  the  computations  are  carried out is  obtained  by  overlaying Dc with  a 
uniform  net,  with D defined  by 
for 2 5 i 5 1 - 1 , 2 5 j 5 J - l  1 
where  I  and  J  are  the  number  of  mesh  points  in  the XI- and  x2-directions, 
respectively, and the  mesh  spacings  are  given by 
1 1 
In all  numerical  solutions  performed  in  this  paper  we  will  take I = J.  Conse- 
quently, the spatial step sizes  are  equal (i.e.,  hl = h2), so that  the  unsub- 
scripted  symbol  h is used to denote  both  spatial  increments. The discrete 
boundary of D, the  set r, is the  union  of  the  four  discrete  line  segment 
sets Yg,, which  have obvious definitions.  The  discrete  region  is  depicted  in 
figure 1. To augment  the  results  which  follow,  the  discrete  set Q is  defined 
as  the  union  of  the  four  line  segments Wfi lying one mesh  width  from r within 
D (fig. 1). 
As a  final  point,  additional  notation  is  introduced to simplify  the 
description of the  manner  in  which  the  algorithms  described  in  this  paper  are 
performed canputationally. Let 
These two sets are i l l u s t r a t e d   i n   f i g u r e   1 .  Note t h a t  HR is t h e   R t h  
h o r i z o n t a l   l i n e  and VR is t h e   R t h   v e r t i c a l   l i n e   i n  D U r. Now, d e f i n e  
J-1 
1-1 
The sets Dl and D2 a r e   e q u i v a l e n t  t o  D b u t   m e r e l y   v i e w e d   i n   a n o t h e r  way - 
as t h e   u n i o n   o f   a l l   h o r i z o n t a l   a n d   v e r t i c a l  l i n e s  i n  D, r e s p e c t i v e l y .   T h e  sets 
a n d   i n c l u d e   t h e   a d j a c e n t   b o u n d a r y   l i n e s .  
Dur ing  the  course of t h i s  paper, t h e  n u m e r i c a l  s o l u t i o n  t o  e q u a t i o n  (1) 
u s i n g  v a r i o u s  a l g o r i t h m s  i s  d i s c u s s e d  f o r  two separate problems,  des igna ted  test  
problem 1 and test problem 2 (or T P 1  and  TP2).   Both  problems  have  Dir ichlet-  
type   boundary   da ta .  L e t  





where F1 and F2 may t a k e  o n   t h e   v a l u e s  0 or 1 .  The steady-state a n a l y t i c  
s o l u t i o n  to e q u a t i o n  (1 )  on Dc s u b j e c t  to  the  boundary data given  by equa- 
t i o n s  (31 is 
u(x1 ,x2) = F2 s e c h  (:) c o s h  [.(.2 - ij s i n  7Txl 
+ F1 s e c h  (:) c o s h   k ( x 1  - s i n  7Tx2 
For TP1 , F1 = 0 and F2 = 1 : for TP2, F1 = 1 and F2 = 0. The  boundary  con- 
d i t i o n s  a n d  a p p l i c a b l e  s t e a d y - s t a t e  a n a l y t i c  s o l u t i o n s  for T P 1  and TP2 a r e  p l o t -  
t e d  for i l l u s t r a t i v e  purposes i n  f i g u r e  2. 
The r e a s o n  for t h e  i n t r o d u c t i o n  of t h e  t w o  separate t e s t  problems ar ises  
from t h e  n a t u r e  o f  t h e  errors  i n  time-split d i f f e r e n c e  m e t h o d s  i l l u s t r a t e d  i n  
t h i s  r e p o r t .  As d i s c u s s e d  h e r e i n ,  e r r o r s  are i n t r o d u c e d  i n  time-split methods 
as a r e su l t  of i n c o n s i s t e n c i e s  associated wi th   t he   boundary   cond i t ions .  The 
p a r t i c u l a r  b o u n d a r i e s  a s s o c i a t e d  w i t h  t h e s e  e r r o r s  v a r y  d e p e n d i n g  o n  t h e  p a r -  
t icular  t i m e - s p l i t  scheme, hence  the  need  for t h e  two problems. 
DIFFERENCE APPROXIMATIONS 
A l l  numerical  schemes d i s c u s s e d  i n  t h i s  p a p e r  u s e  f i rs t -order ,  one-sided 
(backward or f o r w a r d )  f i n i t e  d i f f e r e n c e s  f o r  t h e  time de r iva t ives  and  second-  
order, c e n t r a l  d i f f e r e n c e s  for spa t i a l  d e r i v a t i v e s  a p p e a r i n g  i n  e q u a t i o n  ( 1 ) .  
If u y j  is the   approximat ion  t o  u ( i h 1 ,   j h 2 , n  A t ) ,  t h e n   t h e   d i f f e r e n c e  forms 
a r e  




When no  confusion  can  arise  regarding  a  given spatial  location, the  notation 
given  in  equations (5) to (7) is  simplified  by  dropping  the  subscripts on u. 
example,  the  forward-time,  centered-space  approximation to equation ( 1  ) 
be written  as 
For 
may 
un - .n-l 
At 
= (A1 + A2)un-' 
with  the  implied  understanding  that  this  approximation is to be applied  at  all 
points  in D. 
TIME-SPLIT SCHEMES 
General  Idea 
Time-split  schemes  are  methods  in  which  the  computations  associated  with 
advancing  a  numerical  approximation  a  time  distance  At  are  divided  into  a 
sequence of two or more  substeps. This division is done to obtain  an  algorithm 
with  less  computational  work  than  the  whole-step  scheme.  Time-split  methods 
may be implicit,  explicit, or a combination - some  implicit  steps,  sane  explicit 
steps. Combination-type  schemes  are  often  referred  to  as  predictor-corrector 
or hybrid  methods. 
As an illustration of the  splitting  concept,  consider  a  general  two-step 
scheme  for  equation ( 7  ) which  advances  time  from  level  n to n + 1 . Such  a 
scheme  may be written  in  operational  form  as 
10 
6 U  all 
6 t  a t  where - r e p r e s e n t s  some approximat ion  to -, and L1 and L2 are s p e c i f i e d  Q 
f u n c t i o n s   w h i c h   d e f i n e   t h e   n a t u r e  of t h e   s p l i t t i n g .  The v a r i a b l e  u wi th   no  
t i m e - l e v e l  i n d i c a t o r  is meant to  i m p l y  t h a t  a number of time l e v e l s  may be 
associated wi th   each  A t .  Combining   equat ions   (9a)   and   (9b)   g ives   the   whole-  
s tep scheme, which is e q u i v a l e n t  to  t h e  s p l i t  scheme a t  i n t e r i o r  mesh nodes 
( i - e . ,  for p o i n t s  i n  D ) .  The  whole-s tep  a lgori thms assume t h e   g e n e r a l  form 
n 
where k is an   i n t ege r ,   and  L3 is an error term r e s u l t i n g  from t h e  s p l i t  
and   depends   exp l i c i t l y   on  L1 and L2. Equat ion   (9c)  may n o t  be v a l i d   o n  or 
near   the   boundary   o f  D (e.g. ,   on  one of t h e   l i n e s   i n  Q). For   loca l ly-one-  
d imens iona l  (LOD) s p l i t t i n g s ,   e a c h  of t h e   s p l i t  operators (eqs. (9a )   and   (9b ) )  
i n v o l v e s   s p a t i a l   d e r i v a t i v e s   i n   o n l y   o n e   d i r e c t i o n .   T h e r e f o r e ,   t h e   g e n e r a l   f o r m  
of t h e  t i m e - s p l i t  LOD schemes for e q u a t i o n  ( 1 )  may b e  w r i t t e n  as 
wi th  the  cor responding  whole  step 
The Douglas-Gunn Method 
One of t h e  most wide ly  used  implicit time-split methods is  t h a t  d u e  t o  
Douglas  and Gunn ( re f .  9 ) .  F o r  t h e  scalar e q u a t i o n  (1 ) , t h e  s p a t i a l l y  s p l i t  
Douglas-Gunn (DG) scheme is 
u* - u" 
= A ~ u *  + A ~ u "  
A t  
The as ter isk is a symbol of convenience and can denote  some i n t e r m e d i a t e  time 
l e v e l ,   s a y  n A t  t* 5 ( n  + 1 )  A t .  As shown i n   t h i s   s e c t i o n ,  however, for some 
t ime-sp l i t   methods ,  u* or o t h e r   i n t e r m e d i a t e   l e v e l s  may n o t  be a c o n s i s t e n t  
approximation t o  t h e  s o l u t i o n  of e q u a t i o n  (1 1. Note t h a t  f o r  t h e  DG scheme  each 
s p l i t  s tep (eqs. (11 ) )  is a c o n s i s t e n t  a p p r o x i m a t i o n  to  e q u a t i o n  (1 ) .  
From a n   o p e r a t i o n a l   s t a n d p o i n t ,   e q u a t i o n s   ( 1 1 )  may b e   r e w r i t t e n  as 
where 
The equ iva len t   who le - s t ep  DG a l g o r i t h m  is o b t a i n e d  a s  follows. M u l t i p l y i n g  
e q u a t i o n  (1 2b) by A1 y i e l d s  
Note we have commuted A1 and A1 to  o b t a i n   e q u a t i o n  (1 5a)  and  used  equa- 
t i o n  ( 1  2a)  to o b t a i n  e q u a t i o n  (1 5 b ) .  If e q u a t i o n  (1 5b) is expanded  using  the 
d e f i n i t i o n s  g i v e n  by e q u a t i o n s  (1 3)  and (1  4 ) ,  t h e  e q u i v a l e n t  DG whole-s tep 
f o r m u l a  i n  d i f f e r e n c e  form is 
The t i m e - s p l i t t i n g  error term for t h e  DG method is f o r m a l l y  s e c o n d  o r d e r  i n  time 
and, i n  a d d i t i o n ,  is p r o p o r t i o n a l  t o  an  approximat ion  t o  t h e  time d e r i v a t i v e  
1 2  
. ." ._ . . . .... . , 
u t .  I f  t h e  problem b e i n g   s o l v e d   h a s  a s t e a d y - s t a t e  s o l u t i o n ,  t h e  t i m e - s p l i t t i n g  
error term would be e x p e c t e d  to  v a n i s h  as t h e  s t e a d y  s o l u t i o n  is approached. h ',.'L 
H m e v e r ,   t h i s  w i l l  n o t  be t rue  of   an  unsteady  problem.  The symbol R is used 
to d e n o t e  t h e  s o - c a l l e d  s t e a d y - s t a t e  r e s i d u a l :  
'"n 
The e n t i r e  r e s i d u a l  for t h i s   a n d   o t h e r   s c h e m e s  is denoted G .  F o r   t h e  DG method, 
R is given  by 
- 
The DG method is u n c o n d i t i o n a l l y  s t a b l e ,  as may be v e r i f i e d  by a simple 
Von Neumann a n a l y s i s .  The  damping r a t i o  G is g iven  by 
where Bg = 2 A t  h-2  (1 - cos 8 g )  . 
The DG approach was a p p l i e d  t o  both  TP1 and TP2. The  method is implemented 
by f i r s t  i m p l i c i t l y  s o l v i n g  e q u a t i o n  (1 2 a )  ( v i a  t h e  Thomas a lgo r i thm)  a long  a l l  
i n t e r i o r   h o r i z o n t a l   g r i d   l i n e s   i n  D (i.e.,  D l ;  see f i g .   1 ) .   T h i s  i s  followed 
by a s i m i l a r   i m p l i c i t   s o l u t i o n   o f   e q u a t i o n   ( 1 2 b )   a l o n g  a l l  v e r t i c a l  l i n e s  i n  D 
( i .e. ,  D2). The time s p l i t t i n g   t h u s   h a s   t h e   c o m p u t a t i o n a l   e f f e c t   o f   a p p r o x i m a t -  
i n g  t h e  i n v e r s i o n  of t h e   o r i g i n a l   b l o c k   t r i d i a g o n a l   m a t r i x  ( f r m  (A1 + 
by a sequence  of simpler scalar t r i d i a g o n a l  i n v e r s i o n s  of t h e  u n i d i r e c t i o n a l  
Ag operators. The p e n a l t y  for u s e   o f   s u c h   a n   a r t i f i c e  is, o f   c o u r s e ,   t h e  time- 
s p l i t t i n g  error.  The computa t iona l  resul ts  are  summarized i n  t a b l e  I f o r  t h r e e  
d i f f e r e n t  time s t e p s .  The  normalized time step T is d e f i n e d  by 
L 
where T = 1 cor responds  to  t h e  s t a b i l i t y  limit of t h e   u n s p l i t   f o r w a r d - t i m e ,  
centered-space  method of e q u a t i o n  ( 8 ) .  Table I g i v e s  t h e  maximum and minimum 
a b s o l u t e  errors IElmax and I E l m i n  ( t h e  maximum s t e a d y - s t a t e  res iduals  R 
were d r i v e n  to  machine zero,  approximately 1 0-1 3 ) ,  which  demonst ra te  the  
h2-convergence of t h e  c m p u t e d  s o l u t i o n  t o  t h e  e x a c t  s o l u t i o n .  I n  t h e s e  c a l c u -  
l a t i o n s  t h e  maximum errors occur  a t  t h e  c e n t e r  of t h e  g r i d ,  as s h o u l d  be 
1 3  
expected s i n c e  t h i s  l o c a t i o n  is f a r t h e s t  f r o m  t h e  b o u n d a r i e s  w h e r e  t h e  s o l u t i o n  
has  no error. 
Locally-One-Dimensional Methods 
I n  t h i s  s e c t i o n  t h r e e  l o c a l l y - o n e - d i m e n s i o n a l  m e t h o d s  are d i scussed :  
( 1 )   t h e  LOD forward  Euler   method,   (2)   the LOD backward  Euler  method,  and  (3)  the 
LOD predictor-corrector method. 
LOD forward  Euler  scheme.-  The LOD fo rward  Eu le r  (LODFE) scheme is  a two- 
step t ime-exp l i c i t   app rox ima t ion  to  e q u a t i o n   ( 1 ) .   T h e  t w o  steps are 
u* - u" 
A t  
= A1 U" 
.n+l - u* 
A t  
= A ~ u *  
Us ing  equat ion  (1 4 ) ,  t he  computa t iona l  steps are  
I 
1 
For TP1 and TP2 w e  take f Q  = fg, = fa for (x1 ,x2)  E YE, * n+l R = 1 , .   . . 4 .  I t  is 
e a s i l y  v e r i f i e d  t h a t  t h e  s t a b i l i t y  r e s t r i c t i o n  is T 5 2.  The  equivalent  whole- 
step method is o b t a i n e d  by s u b s t i t u t i n g  e q u a t i o n s  ( 2 2 a )  i n t o  e q u a t i o n s  ( 2 2 b )  
and  expanding  the  operators: 
Note t h a t  t h e  t i m e - s p l i t t i n g  error term A t  A1A2un, u n l i k e  t h a t  f o r  t h e  DG 
scheme (eq. ( 1 6 ) ) ,  is f i r s t  o r d e r   i n  A t  a n d   d e p e n d s   u p o n   t h e   f u n c t i o n   i t s e l f  
un r a t h e r   t h a n  a form of u t .  
1 4  
The s o l u t i o n ,  error, a n d   r e s i d u a l  maps g e n e r a t e d  by t h e  LODFE a l g o r i t h m  ", 
applied t o  TP1 are p r e s e n t e d   i n   f i g u r e  3 for T = 1 and T = 2. Note t h a t  t h e  
maximum and minimum errors now depend  upon A t ,  as p r e d i c t e d  by  equa t ion  (23 ) ,  
a n d  t h a t  t h e  s t e a d y - s t a t e  r e s i d u a l  (eq. (1 7)  ) is n o  l o n g e r  a r b i t r a r i l y  small 
as w i t h  t h e  DG scheme.  The error map i n  f i g u r e  3 i n t r o d u c e s  a n o t h e r  i n t e r e s t i n g  
p o i n t  - t h e  maximum error and  r e s idua l  nau  appear a l o n g  g r i d  l i n e s  i m m e d i a t e l y  
a d j a c e n t  t o  a boundary ,   tha t  is, a long   e l emen t s  of t h e  set n. ( S e e   f i g .  1 .) 
LOD backward E u l e r  scheme.- The two-step implicit LOD backward E u l e r  
(LODBE) method for equa t ion   (1 )  is g i v e n  by 
u* - u" 
A t  
= A ~ u *  
wi th  comparable  computa t iona l  s teps  
u* = fg 
* 
For TP1 and TP2 w e  t ake  fQ = f;+' = f g  for (X1 ,X2) E YR , R = 1 ,  ... 4 and AQ 
is d e f i n e d   i n   e q u a t i o n  (1 3 ) .   M u l t i p l y i n g   e q u a t i o n s   ( 2 5 b )  by A I ,  s u b s t i t u t i n g  
from equa t ions  (25a ) ,  and  expand ing ,  we o b t a i n  t h e  e q u i v a l e n t  LODBE whole-s tep 
e q u a t i o n  
* 
E q u a t i o n  ( 2 6 )  i n d i c a t e s  t h a t  t h e  LODBE a lgo r i thm  has  a t i m e - s p l i t t i n g  error 
behavior  similar t o  t h e  LODFE scheme,  namely, first-order temporal a c c u r a c y  
and a f u n c t i o n - d e p e n d e n t   s p l i t t i n g  error.  C a n p u t a t i o n a l  resul ts  v e r i f y  t h i s ,  
1 5  
I 
as shown by t h e  error,  r e s i d u a l ,  a n d  s t e a d y - s t a t e  s o l u t i o n  maps for T = 1 , 1 0 ,  
a n d   1 0 0 0   p r e s e n t e d   i n   f i g u r e  4. A g a i n ,   t h e   s t e a d y - s t a t e   s o l u t i o n  is h i g h l y  
dependent  upon T and t h e  maximum error appears o n   t h e  se t  S-2 a d j a c e n t  t o  t h e  
boundar ies .  Note, however, t h a t  t h e  implicit n a t u r e   o f   t h e  LODBE scheme  has 
led t o  a d e s i r a b l e  p r o p e r t y :  t h e  m e t h o d  is u n c o n d i t i o n a l l y  s t a b l e .  
LOD p red ic to r - co r rec to r   s cheme .   Be fo re   p roceed ing  to a d e t a i l e d  a n a l y s i s  
o f  t h e  e r r o r s  t h a t  a p p e a r  i n  LOD methods, w e  i n t r o d u c e  o n e  a d d i t i o n a l  LOD 
a l g o r i t h m ,   w h i c h   Y a n e n k o   ( r e f .   1 )   c a l l s   t h e   p r e d i c t o r - c o r r e c t o r   s p l i t t i n g  
scheme  and  which we term LODPC. This   approach  combines a LODBE p r e d i c t o r  w i t h  
a n  e x p l i c i t ,  l e a p f r o g  c o r r e c t o r  i n  t h r e e  s t e p s  as fo l lows:  
u* - u" 
At/2 
= A ~ u *  
.n+l - un 
A t  
= (A1 + A2)un+l I2 
The cor responding  cmputa t iona l  equat ions  and  whole-s tep  scheme are  
i 1  u* = u" 
U *  = fQ 
* 
For TP1 and TP2 w e  t ake  fa = €a = fa = fa for (x1 ,x2)  E yg,  R = 1 , . . . 4 ,  
and 
* n+l/2  n+l 
The d e v e l o p e n t  of e q u a t i o n  ( 2 9 )  requires the   assumpt ion   of   commuta t iv i ty  of 
t h e  operator p r o d u c t   x l i 2   a n d  (A1 + A2). Note t h a t   t h e   a d d i t i o n  of t h e  leap- 
f r o g  corrector has  had two e f f e c t s  o n  t h e  w h o l e - s t e p  f o r m u l a  as evidenced by 
e q u a t i o n   ( 2 9 ) .  F i r s t ,  the  method is now second order i n  time; second,   the  
s p l i t t i n g  error now is p r o p o r t i o n a l  t o  u t  r a t h e r   t h a n  u .  The LODPC method 
is also u n c o n d i t i o n a l l y  s t a b l e .  The d i s c u s s i o n  of LODPC computa t iona l  resul ts  
is p r e s e n t e d  i n  t h e  s e c t i o n  o n  canplete cons i s t en t  s chemes .  
SOURCES OF ERROR I N  LOD SCHEMES 
The s p a t i a l  i n c o n s i s t e n c y  for the  backward  Euler  scheme (eqs. ( 2 4 ) )  i s  
d i s c u s s e d  i n  de t a i l  here   fol lowing  Yanenko ( re f .  1 ) .   Examina t ion   o f  t h e  struc- 
t u r e  o f  t h i s  scheme r e v e a l s  tha t  c a l c u l a t i o n s  o n  t h e  f i r s t  sweep are  i n f l u e n c e d  
by boundary   da ta  applied a l o n g  y1 and y3 but  are  i n  no way i n f l u e n c e d  by 
boundary data applied a l o n g   y 2   a n d   y 4 .   S i m i l a r l y ,   o n   t h e   s e c o n d  sweep t h e  
c a l c u l a t i o n s   a r e   i n f l u e n c e d  by the   boundary  data  app l i ed   a long   y2   and   y4   and  
n o t   i n f l u e n c e d  by t h e   b o u n d a r y   d a t a   a p p l i e d   a l o n g  Y1 a n d   y 3 .   T h i s   f a c t  is 
g r a p h i c a l l y  d e m o n s t r a t e d  i n  f i g u r e  5. A s  shown,  on a g i v e n  sweep t h e  effect  of 
t h e  s p a t i a l  operator c o n t a i n e d  w i t h i n  t h e  e q u a t i o n  for t h e  sweep r e n d e r s  t h e  
s o l u t i o n  i n d e p e n d e n t  o f  data o n  a n y  g r i d  l i n e  e x c e p t  t h e  o n e  b e i n g  swept. From 
e q u a t i o n s  ( 2 4 )  , one also n o t e s  t h a t  as A t  + 00, t he  coup l ing  be tween  the  two 
sweeps v a n i s h e s .  One is t h u s  l e f t  w i t h  t h e  s o l u t i o n  of t w o  independent  series 
of  boundary-value problems o n  t h e  t w o  sweeps. T h i s  f a c t  is f u r t h e r  r e f l e c t e d  
i n  t h e  damping of the scheme given by 
17 
l i m  G = 0 
A t  +a 
w h i c h  i n d i c a t e s  t h a t  o n e  a p p r o a c h e s  a d i r e c t  s o l u t i o n  to  some ( i n c o r r e c t )  s t e a d y  
problem as t h e  time s t ep  i n c r e a s e s .  T h i s  b e h a v i o r  is i n  c o n t r a s t  t o  t h a t  of 
t h e  Douglas-Gunn  scheme, i n  w h i c h  t h e  e n t i r e  spa t i a l  operator appears i n  e a c h  
sweep equa t ion .   (See  eqs. (111.) Thus ,   ca l cu la t ions   on   each  sweep are  i n f l u -  
enced by d a t a  a p p l i e d  o n  a l l  fou r   boundar i e s .   Fo r   t he  Douglas-Gunn  method, 
G + 1 as A t  -+ 00. 
The i n c o m p a t i b i l i t y  o f  t h e  t w o  sweep  equa t ions  (25 )  wi th  the  boundary  data 
is i l l u s t r a t e d  by t h e  f a c t  t h a t  i f  e q u a t i o n s  ( 2 5 a )  is a p p l i e d  a l o n g  t h e  b o u n d a r y  
segment  y2,   one  has 
NOW, i f   f 2  is a f u n c t i o n  of time and we t r y  to i d e n t i f y   f 2   w i t h  some i n t e r -  
m e d i a t e   v a l u e   o f  f ,   s a y   f 2  , t h e n   e q u a t i o n   ( 3 3 a )  becomes 
* 
n+l/2 
Note tha t ,   in  genera l ,   92   does   no t   vanish .   For   s teady   boundary   da ta ,   92  is 
which   aga in   does   no t   van i sh ,   i n   gene ra l .  Also n o t e  t h a t  
Similar  relations  along  the  other  boundary  segments  may be written: 
f;+' - fl - At A2fl = g1 * n+l 1 
With  these  definitions,  equations  (25)  are  now  rewritten  as 
(35) 
If  u*  is  eliminated  from  equations  (37),  the  whole-step  scheme  becomes 
or, upon  expanding, 
where E 0 for (x1 ,x2) E I'. Thus, the steady-state residual of the 
scheme  given by equations  (37)  is 
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R = (A1 + A ~ ) u  -
+ A t m 1  [(gz + 
A s  n o t e d  i n  e q u a t i o n s  ( 3 3 )  
(x1 E D U r (39)  
t o  ( 3 6 ) ,   t h e   f u n c t i o n s  go a re  nonze ro   on ly   on   t he  
boundaries.  However, as i l l u s t r a t e d   i n   f i g u r e  6, i f h  g1 # 0 on  y1,   then 
A191 # 0 on W1 a n d   s i m i l a r l y   o n  W3. I n   f a c t ,  
, 
A1 91 = ‘. 
Elsewhere 
r 
I o  Elsewher e 
Thus, w e  w o u l d  e x p e c t  t h a t  t h e  i n c o m p a t i b i l i t y  o f  t h e  s p l i t  s w e e p  o p e r a t o r s  w i t h  
b o u n d a r y  d a t a  a p p l i e d  i n  t h e  sweep d i r e c t i o n  c o n t r i b u t e s  a n  error term t o  t h e  
s t e a d y - s t a t e  residual of   the   whole-s tep   scheme  on ly   on  R (eq. ( 3 9 ) ) .   T h i s  
i n c o m p a t i b i l i t y   c o n t r i b u t e s   a n  error term t o  t h e   r e s i d u a l  E on ly   on  
because   o f   the   un ique   form  of   the   func t ions   gg ;   however ,   the   e r ror   in   the  s o l u -  
t i o n  u caused by t h i s   t e r m  is p r o p a g a t e d   o v e r   t h e   e n t i r e   g r i d .  
The errors p r e s e n t  i n  t h e  s o l u t i o n s  . i n  f i g u r e  4 are a r e su l t  of the  add i -  
t i o n a l  t e r m s  i d e n t i f i e d  i n  t h e  s t e a d y - s t a t e  r e s i d u a l  formula (eq. ( 3 9 ) )  ; i . e . ,  
a s  d e m o n s t r a t e d  i n  t h e  n e x t  s e c t i o n .  Note a l s o  f r o m  f i g u r e  4 t h a t  t h e  maximum 
error occurs on R. T h i s   a r i s e s   f r o m   t h e   f a c t   t h a t   t h e  term At”A1  (91 + 93)  
a p p e a r i n g   i n   e q u a t i o n  (41 ) is nonzero   on ly   on  R. 
E r r o r s  o f  t h e  t y p e  d i s c u s s e d  h e r e  a r e  p r e s e n t  i n  a l l  time-split or LOD-type 
schemes .   S imi la r   boundary-er ror   ana lyses  are  c a r r i e d  o u t  f o r  t h e  LOD forward 
E u l e r ,  LOD Lax-Wendroff,  and a h y b r i d  LOD scheme i n  a p p e n d i x  A .  Procedures  
des igned  t o  e l i m i n a t e  t h e s e  errors from time-split schemes are  i n t r o d u c e d  i n  
t h e  n e x t  s e c t i o n  of t h i s  p a p e r .  
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COMPLETE  CONSISTENT LOD SCHEMES 
REMOVAL, OF TEMPORAL INCONSISTENCY 
___"_I 
A  desirable  property of difference  schemes for the  solution of equation (1) 
is  that  they be accurate  for  the  unsteady  case  and  recover  any  existing  steady- 
state  solution  independently of At. Such a scheme  is  designated  "complete 
consistent"  in  reference 1. We now  attempt to  render.  the  inconsistent M D  
backward  Euler  method  complete  consistent  through  the  removal  of  both  the  tem- 
poral  and  spatial  inconsistencies.  Removal  of  the  temporal  inconsistency is
discussed first, since  it is the  most  easily  achieved.  A  similar  modification 
of LODE'E appears in appendix A. 
The LODBE method  can be made  temporally  consistent by the  explicit  addi- 
tion  of  the  term  At2AlA2un to the  first  step  of  the  time-split  operator. 
(At2A1A2un  is  defined  to .be zero for  (x1  ,x21 E r . ) Thus, the  computational 
algorithm  expressed  by  equations  (37)  becomes 
where  the  boundary-condition  residual  functions  have  been  retained  for  compati- 
bility  with  analyses  which follow later. In whole  steps  the  scheme (eqs.  (42)) 
is 
.n+l - .n+l - un 
At 
= (A1 + A2) un+' - At2AiA2( At un) 
Note  the term  that  brings  about  the  temporal  inconsistency  has  been  removed  (for 
problems  having  a  steady-state  solution)  by  converting  it to a  ut  form. If 
we  restrict our attention to Dl 42 and 94 can be dropped  from  equation (43), 
since  they  are  zero by definition on Dl  so that  we  obtain 
.n+l - un .n+l - un 





Recall t h a t ,  i n  v i e w  of t h e  a n a l y s i s  p r e s e n t e d  i n  t h e  p r e v i o u s  s e c t i o n ,  t h e  term 
(See eqs. (40) . ) The me thod   spec i f i ed  by equa t ions   (42 )  is termed t h e  c o n s i s t e n t  
LOD backward  Euler  method (LODBEC). The   technique   used   here  to  remove t h e  tem- 
poral i n c o n s i s t e n c y  was s u g g e s t e d  t o  t h e  a u t h o r s  by D a v i d  G o t t l i e b ,  of Tel  Aviv  
U n i v e r s i t y .  
A1 (91 + 93)   canno t   be   e l imina ted ,  as it is nonzero a t  c e r t a i n  l o c a t i o n s  i n  D. 
Another LOD scheme  which is t e m p o r a l l y  c o n s i s t e n t  i n  i ts  bas i c  fo rm - t h e  
LODPC method - was i n t r o d u c e d  ear l ie r .  I f   boundary-error   problems are a n t i c i -  
pa t ed ,   t he   computa t iona l   s cheme   g iven   i n   equa t ions   (28 )  may be r e w r i t t e n  as 
N o  new b o u n d a r y  r e s i d u a l  terms h a v e  b e e n  i n t r o d u c e d  f o r  t h e  e x p l i c i t  c o r r e c t o r  
(eq. ( 4 5 ~ ) ) ~  s i n c e  t h i s  s tep is c o n s i s t e n t   w i t h   e q u a t i o n   ( 1 ) .   F o r m a t i o n  of t h e  
whole-s tep  scheme requi res  care, s i n c e  t h e  f u n c t i o n s  gR are  d i s c o n t i n u o u s .  
F o r m u l a s   d e r i v e d   f o r   t h e   c o n t r i b u t i o n  t o  t h e   r e s i d u a l   o n  D f rom  the  terms 
gR i n  which operator commuta t iv i ty  was assumed d i d  n o t  c o r r e c t l y  p r e d i c t  t h e  
ccnnputed r e s u l t s .   F o r   t h i s   r e a s o n ,   n o  operator commuta t iv i ty  was assumed on 
gR i n   t h e   f o l l o w i n g   d e r i v a t i o n .   T h e r e f o r e ,   f o r m a t i o n   o f   t h e   s c h e m e   p r o c e e d s  
as f o l l o w s .   M u l t i p l y i n g   e q u a t i o n   ( 4 5 b )  by i 1  a n d   s u b s t i t u t i n g   e q u a t i o n   ( 4 5 a )  
f o r  Ti1 u* y i e l d s  
- 
- 
T h i s   e q u a t i o n  may be   so lved  by s u c c e s s i v e . l y   i n v e r t i n g   t h e  A1 and A2 
operators: 
- - 
S u b s t i t u t i n q   t h i s   i n t o   e q u a t i o n  ( 4 % )  for u n + l l 2   a n d   m u l t i p l y i n g   t h e   r e s u l t i n g  
e q u a t i o n  by i1A2  produces 
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Canmuting  the operators A1A2 and (A1 + A,) t h a t  a r e  o p e r a t i n g  o n l y  o n  un 
a n d  s i m p l i f y i n g  t h e  r e s u l t i n g  e q u a t i o n  g i v e s  the whole-s tep form: 
" 
"n+l - un 
A t  
F i g u r e s  7 and 8 p r e s e n t  t h e  s o l u t i o n s  o b t a i n e d  w i t h  LODBEC and LODPC, 
r e s p e c t i v e l y .  N o t e  t h e  minimum r e s i d u a l  o f  m a c h i n e  z e r o  a n d  t h e  l a r g e  maximum 
r e s i d u a l   o n  a. I t  is i n t e r e s t i n g  t h a t  t h e  r e s i d u a l  i s  mach ine   ze ro   on   g r id  
p o i n t s   i m m e d i a t e l y   a d j a c e n t  t o  R for t h e  LODBEC scheme for a l l  time steps. 
( T h i s  is also t r u e  o f  t h e  c o n s i s t e n t  LODF'E scheme.)   The  boundary-error   contr i -  
b u t i o n  t o  t h e  r e s i d u a l  moves i n  o n e  e x t r a  row o f  g r i d  p o i n t s  for t h e  LODPC 
scheme, as shown i n  f i g u r e  8 .  T h i s  is a p p a r e n t l y  t h e  effect  of t h e  complicated 
ope ra to r   on  g i n   t h e  l a s t  term of e q u a t i o n   ( 4 6 ) .  v 
I t  is also i n t e r e s t i n g  to compare the maximum residual  from the computat ion 
w i t h   t h e   p r e d i c t i o n s  of equat ions   (35)   and   (36)  for t h e  LODBEC scheme. For t h i s  
scheme t h e  s t e a d y - s t a t e  r e s i d u a l  is, from e q u a t i o n  ( 4 4 ) ,  
where t h e  term p r o p o r t i o n a l  to  u t  has been dropped, s i n c e  it v a n i s h e s   a s  
s t e a d y  s t a t e  is approached. S u b s t i t u t i o n  of e q u a t i o n s   ( 3 )   i n t o   e q u a t i o n s   ( 3 5 )  
and   (36 )   and   subs t i t u t ion  of t h i s  r e s u l t  i n t o   e q u a t i o n   ( 4 7 )   g i v e s ,   f o r   t h e  
r e s i d u a l ,  
h" 
- A t  
R = R + -  IT^ s i n   7 ~ x 2  (x1 ,x2)  E w1 
h2 
(49) 
Thus, i f  R = 0, i .e.,  i f  t h e  scheme  has  converged t o  s t e a d y  s t a t e ,  t h e n  
R = (A, + A2)u = - At - n2   s in   nx2  
h2 
I 
and,  hence 
The  computed resul ts  are compared  with resu l t s  p r e d i c t e d  by e q u a t i o n  ( 5 1 )  i n  
t a b l e  I1 f o r   v a r i o u s   v a l u e s  of T f o r  a g r i d   w i t h  h = 1 /8. The  computed  and 
p r e d i c t e d  resul ts  a g r e e  t o  w i t h i n  t h e  spa t ia l  t r u n c a t i o n  error.  The t h i r d  
column i n  t a b l e  I1 g i v e s  t h e  v a l u e s  p r e d i c t e d  by   equa t ion   (51 )   w i th  A2f1 
e v a l u a t e d  d i s c r e t e l y .  The perfect agreement   o f   the   p red ic ted   and   computed  
r e s u l t s  c o n f i r m s  t h e  v a l i d i t y  of e q u a t i o n s   ( 3 3 )  to  ( 3 6 ) .  
REMlVAL OF SPATIAL INCONSISTENCY 
The f i r s t  method f o r  t h e  r e m o v a l  o f  t h e  s p a t i a l  i n c o n s i s t e n c y  i n v e s t i g a t e d  
i n  t h e  p r e s e n t  w o r k  is the   method  of   undetermined   func t ions  (MUD) as developed 
i n  r e f e r e n c e  1 .  The  method  of   undetermined  funct ions  can be cast i n  two forms: 
one  in  wh ich  the  boundary  da ta  are a d j u s t e d  (MUDB) and  ano the r  i n  wh ich  a cor- 
r e c t i o n   f u n c t i o n  is  a p p l i e d   o v e r   t h e   n t i r e   d o m a i n  D (MUDF). Understanding 
of MUD is e s s e n t i a l  to  u n d e r s t a n d i n g  t h e  d e v e l o p m e n t  o f  t h e  g e n e r a l  c o n s i s t e n t  
scheme given l a t e r .  
Boundary-Point  Method (MUDB) 
The b a s i s  f o r  t h e  MUDB LODBEC scheme l ies  i n  t h e  e q u a t i o n s  d e f i n i n g  911, 
i.e.,  equa t ions   (33 )  t o  ( 3 6 ) ,   a n d   t h e   o b s e r v a t i o n   t h a t   s i n c e   e a c h   o f   t h e  steps 
i n  t h e  method  given  by  equat ions ( 4 2 )  is n o t  c o n s i s t e n t  w i t h  e q u a t i o n  ( l ) ,  
then u* is no t   necessa r i ly   an   approx ima t ion  to  u a t  any time l e v e l .  We a r e  
t h u s  f r e e  t o  v iew  f*  as unknown boundary  data   which  can be a d j u s t e d  to  y i e l d  
a c o n s i s t e n t   w h o l e - s t e p   s c h e m e .   I n   p a r t i c u l a r ,   i f  w e  s e t  91 = 9 3  = 0 ,  t h e n  
equat ions   (35)   and   (36)   an  be s o l v e d   f o r   f l  a n d   f 3 :  
* * 
f l  = f l  - * n+l 
These modif ied boundary data  are now a p p l i e d  o n  t h e  f i r s t  s w e e p  f o r  t h e  c a l c u -  
l a t i o n  of u*. Similar formulas for t h e   c a l c u l a t i o n  of f *  for t h e   c o n s i s t e n t  
LOD forward  Euler  scheme (LODFEC) are p r e s e n t e d  i n  a p p e n d i x  A. 
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F i e l d  C o r r e c t i o n  Method (MUDF) 
A more general  method of unde te rmined  func t ions  (MTJDF) may be used to cor- 
rect for the  boundary  error i n  a way t h a t  allows u s e  o f  t h e  g i v e n  b o u n d a r y  d a t a  
i n   t h e   c a l c u l a t i o n s .  For t h i s  method t h e  LODBEC e q u a t i o n s  (eqs. ( 4 2 ) )  are 
r e w r i t t e n  as 
The unknown f u n c t i o n  q is i n t r o d u c e d   i n   e q u a t i o n   ( 5 3 b )   f o r   t h e   p u r p o s e  of 
a b s o r b i n g   t h e  error i n  D due t o  t h e   a p p l i c a t i o n   o f   t h e   g i v e n   b o u n d a r y  data.  
The whole-step scheme becomes 
O b v i o u s l y   i n   e q u a t i o n   ( 5 4 )  w e  want A1q = 0 for (x1 ,x2)  E D. We se t  
q = 91 
q = 9 3  
The d e s i r e d   c o r r e c t i o n   f u n c t i o n  q is obta ined   a long   each   x2  = C o n s t a n t   g r i d  
l i n e  ( i . e . ,  each H j  i n  D l  ) by s o l v i n g  
a l o n g  e a c h  s u c h  l i n e  s u b j e c t  t o  the  boundary  cond i t ions  g iven  by e q u a t i o n s  (55 ) .  
R e s u l t s  of c a n p u t a t i o n s  u s i n g  t h e  LODBEC scheme wi th  the  spa t i a l  incons i s -  
t e n c y   c o r r e c t e d  by MTJDB and MUDF are p r e s e n t e d  i n  f i g u r e  9. ( R e s u l t s  of bo th  
methods are i d e n t i c a l . )  Note o n  t h e  f i g u r e  9 r e s i d u a l  map t h e  random d i s t r i b u -  
t i o n  o f  m a c h i n e  z e r o  r e s i d u a l  o v e r  t h e  e n t i r e  g r i d  a n d  o n  t h e  e r r o r  map t h e  
maximum error a t  t h e   m i d d l e   o f   t h e   g r i d .   T h e  resu l t s  of t h e s e   c o m p u t a t i o n s  
agree e x a c t l y  w i t h  t h e  r e s u l t s  i n  table I .  T h i s  a g r e e m e n t  v e r i f i e s  t h a t  t h e  
scheme  rep roduces  the  exac t  so lu t ion  to  t h e  d i f f e r e n c e  e q u a t i o n s  g e n e r a t e d  w i t h  
t h e  Douglas-Gunn  scheme for a l l  t h r e e   v a l u e s   o f  T. W e  t h u s  term t h i s  scheme, 
i.e., LODBEC wi th  MUD, c o m p l e t e  c o n s i s t e n t .  
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I 
A SELF-CANCELING BOUNDARY-ERROR SCHEME 
Attempts to u s e  a rigorous development of MUD for t h e  LODPC scheme i n  t h e  
p r e s e n t  i n v e s t i g a t i o n  met w i t h  f a i l u r e .  The a u t h o r s  were able t o  develop a 
s u c c e s s f u l  f o r m u l a t i o n  of MUDF only   by  t r i a l  and error. I t  is t h o u g h t  t h a t  t h e  
r e a s o n  f o r  t h e  f a i l u r e  to  r i g o r o u s l y  d e r i v e  t h e  proper f i e l d  correction func- 
t i o n  was t h e  r e q u i r e m e n t  to assume operator c o m m u t a t i v i t y  i n  o r d e r  to  o b t a i n  
a n a l y t i c   f o r m u l a s .   R a t h e r   t h a n   p r e s e n t i n g  a d e t a i l e d  d i s c u s s i o n  of t h i s  situa- 
t i o n ,  we take h e r e  a more f r u i t f u l   a p p r o a c h .   E l i m i n a t i o n  of u* between 
e q u a t i o n s  (45a) and   (45b)   g ives  
S i m i l a r l y ,  
S u b s t i t u t i o n   o f   e q u a t i o n s  (57) a n d   ( 5 8 )   i n t o   e q u a t i o n   ( 4 5 c )   g i v e s  
L 
E q u a t i o n  ( 5 9 )  i n d i c a t e s  t h a t  t h e  LODPC scheme is complete c o n s i s t e n t  f o r  t h e  
(n+1/2) l e v e l   d a t a .   I n   a d d i t i o n ,   n o t e   t h a t   n o   a s s u m p t i o n s   o f  operator 
commuta t iv i ty  were n e c e s s a r y  to  o b t a i n  e q u a t i o n  ( 5 9 ) .  C o m p u t a t i o n  w i t h  t h i s  
method on the t e s t  p r o b l e m  p r o d u c e s  r e s u l t s  i d e n t i c a l  w i t h  r e s u l t s  f r o m  t h e  
Douglas-Gunn  method  and from LODBEC wi th  MUD. Note, however, t ha t   no   mod i f i ca -  
t i o n  o f  t h e  b o u n d a r y  da ta  had t o  be made t o  a c h i e v e  t h e s e  r e s u l t s .  Also n o t e  
t h a t  t h e  n - l e v e l  d a t a  c o n v e r g e  to  a d i f f e r e n t  s t e a d y  s t a t e  than  the  (n+1/2)  
l e v e l   d a t a .   ( S e e   f i g .  8 f o r   t h e   n - l e v e l   s o l u t i o n  t o  t h e  t e s t  problem.)  Thus 
t h e  n - l e v e l  d a t a  may be viewed as d a t a  t h a t  h a v e  b e e n  p r e c o n d i t i o n e d  b y  
i n c l u d i n g  t h e  n e g a t i v e  of t h e  v a l u e s  of b o t h  t h e  temporal and spat ia l  incons i s -  
t ency  errors. Thus, t h e  LODPC s c h e m e ,   w i t h   t h e   ( n + l / 2 )   l e v e l   d a t a   m o n i t o r e d  
as t h e  s o l u t i o n ,  is a s e l f - c o r r e c t i n g  LOD method  which is complete c o n s i s t e n t .  
To t h e  a u t h o r s '  k n o w l e d g e  t h i s  r e s u l t  h a s  n o t  b e e n  o b s e r v e d  b e f o r e .  
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A GENERAL  COMPLETE  CONSISTENT LOD SCHEME 
The field  method of undetermined  functions (MUDF) may  be  used  to develop 
a  class  of  complete  consistent LOD schemes. We will  develop  the  algorithm 
first  in  two  dimensions,  demonstrate  the  accuracy  with  computational  results, 
and  then  extend  the  method to  an  arbitrary  number of split steps. 
We begin  the  development  by  writing  the  form f the  desired  whole-step 
formula 
where 0 <= CY 2 1. The LOD scheme is  then 
where 
&I, = (1 - CY At Ag) R = 1,2 (62) 
and gR with = 1,.  ..4 are  error  terms  due  to  the  application  of  boundary 
data  and  are  analogous  to  the  gR  of LODBE. Here Qn is  introduced to  absorb 
the  temporal  and  spatial  error.  Elimination of u* from  equations  (61)  gives 
A 
Now  equation  (63) is subtracted  from  equation  (60)  and  the  result  is  solved 
for Qn: 
Q" = U" + ( I  - a) At (A1 + A2)  un + a2 At2A1A2un 
By making  use  of  equation  (63)  rewritten  for un,.this result  can be stated as 
For  steady  boundary data,  equation  (65)  reduces  to 
The  scheme  developed  above  is  termed  the  LODQ  scheme.  For  steady  boundary 
data, the heretofore unspecified €unctions in equation (65)  may be dropped 
without  introducing  any  error.  For  unsteady  boundary  data,  however,  neglect 
of the g function  terms  appearing  in  equation (65) produces  an  O(At)  trun- 
cation  error,  as is  now  demonstrated. The  terms  due  to G2 and a 4  need  not 
be considered,  since  they  will  not  affect  the  solution on the  interior  of  the 
domain. A derivation  completely  analogous  to  that  yielding  equations ( 4 0 )  
gives for  and g3 
A 
Also, in  the s:me way  equations  (35)  and  (36)  were  developed,  expressions 
for  and 93 are  obtained: 
For convenience,  we  now  take fl = fl and f3 = f3 . Then equations (68) 
become 
* n+l * n+l 
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Substitution of equations (69) into  equations (67)  then gives 
The reconstructed  whole-step  formula  thus  becomes,  with  the  use  of  equation  (66) 
for Q, 
.n+l - un 
= + A,) [a~n+l + (I - a)un] - a2 At2A1A2 
At  At 
Now roceeding  to  the  limit of vanishing  mesh  according  to  the  law 
At/h% = Constant  shows  that  the  scheme is consistent  with  equation (1) 
to O(At) . 
The  complete  consistent  LODQ  scheme  may be summarized  as 
where Qo may be taken  as uo. It should be borne in mind  that  for  problems 
with  unsteady  boundary data,  the  scheme is first  order in time  regardless  of 
the  value of a. In order to  achieve  the  possibility of second-order  accuracy 
in  time, i.e., to  recover  the  whole-step  formula  given  by  equation (60) rather 
than  that  given  by equation (71 ) , one must  evaluate  the &functions. Further, 
it  should  be  noted  that  operator  commutativity  does  not  have  to  be  used  to 
derive  the  equation  for  Q  nor to  develop  the  whole-step  formula. 
The scheme  given  in  equations  (72)  was  run on TP2 with  the  results  sum- 
marized  in  figure  10. The  numerical  solutions  agreed to machine  accuracy for 
all  values  of c1 and At with  the  Douglas-Gunn scheme results. 
The  scheme  can  be  readily  extended  to  the  case of m  split  steps  as 
kUn+l = (m-1 ) 
~n+l = Q" + At (A1 + A2 + . . . + Am)un+' J 
The  scheme  can  be  verified to be complete  consistent by elimination of all 
intermediate  values of u ( ~ )  and Q. (The  whole-step  scheme for  the  3-D case 
is  given  in  appendix A,) The  scheme  is  also  first  order  in  time  for  unsteady 
data  regartiless of the value  of a .  Again,  operator  commutativity  does  not 
have  to  be  assumed  in  order  to  derive  these  results. 
A  comment  should  be  made  about  the  stability of the LODQ scheme. As shown 
in appendix B, the  method is unconditionally stable in two  dimensions for  both 
linear  parabolic  (heat  conduction)  and  hyperbolic  (advection)  model  equations 
for  second-order  central  differences. In three  dimensions,  however, the  method 
retains  unconditional  stability  for  the  parabolic  case  only. In the  three- 
dimensional  hyperbolic case, the  method  is  unconditionally  unstable  for  second- 
order  central  differences.  This  unfortunate  result  follows  from  the  desired 
whole-step  formula,  which  contains  the  destabilizing  term a3 At3d4u/dx1  dx26x36t. 
One  can  eliminate  this  term  from  the  whole-step  formula,  but  to do so w uld 
generate  a  form  of Q which  would  destroy  the  tridiagonal  structure of one of 
the  sweeps. This instability  thus  appears  to  be  inherent  in  schemes  for  three 
dimensions  which  involve  three  spatially  split  implicit  steps  and  two  time 
levels,  including  the  two-level  Douglas-Gunn  type  schemes. 
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CONCLUDING REMARKS 
I t  is obvious  f rm  t h e  r e s u l t s  presented i n  t h i s  paper t h a t  one must be 
v e r y  c a r e f u l  when apply ing   loca l ly-one-d imens iona l  (LOD) t y p e  s p l i t t i n g  s c h e m e s .  
Two t y p e s  of errors present   in   such   schemes   have   been   explored   in  de ta i l :  t h e  
temporal incons i s t ency  due  to s p l i t t i n g  a n d  t h e  spa t ia l  i n c o n s i s t e n c y  d u e  to  
a p p l i c a t i o n  of Di r i ch le t   boundary   da t a .   The  temporal error has  been shown to  
be o f  t h e  o r d e r  o f  t h e  temporal t r u n c a t i o n  error of   the  scheme  and,   hence,   does  
not  have a l a r g e  e f f e c t  o n  t h e  s o l u t i o n  for e x p l i c i t  m e t h o d s ,  i n  w h i c h  o n e  is 
f o r c e d  to take small time steps from s t a b i l i t y  c o n s i d e r a t i o n s .  F o r  implicit 
methods,   however,   the errors i n t r o d u c e d  by t h i s  i n c o n s i s t e n c y  c a n  b e  s u b s t a n t i a l  
when l a r g e  time steps are taken.  Care mus t   t he re fo re   be   t aken  t o  remove t h i s  
i n c o n s i s t e n c y  . i n  implicit schemes. 
The spatial i n c o n s i s t e n c y  d u e  t o  t h e  a p p l i c a t i o n  o f  D i r i c h l e t  data is some- 
what more t r o u b l i n g .  As has   been   shown ,   t h i s   i ncons i s t ency   p roduces  O ( 1 )  
t r u n c a t i o n  error terms on g r i d  l i n e s  a d j a c e n t  t o  the  boundar ies  and ,  hence ,  can  
have a s u b s t a n t i a l  e f f e c t  o n  s o l u t i o n  a c c u r a c y  e v e n  a t  small time steps A t .  
Fo r  t he  t es t  problem examined i n  t h e  p r e s e n t  w o r k ,  t h e  e r r o r s  i n  t h e  s o l u t i o n  
caused by t h i s  i ncons i s t ency   p roved  to  be a c c e p t a b l e  ( i .e .  , 0 ( h 2 )  , where h is 
s p a t i a l  s tep s i z e )  a t  time steps of t h e  o r d e r  of t h e  e x p l i c i t  s t a b i l i t y  limit, 
b u t  s u c h  may n o t  be t h e  case for other problems. 
A s  a r e su l t  of these o b s e r v a t i o n s  a c o m p l e t e  c o n s i s t e n t  LOD scheme has been 
deve loped .   Fo r   s t eady   D i r i ch le t   boundary  data,  t h e  method  e l imina tes   bo th   iden-  
t i f i e d  i n c o n s i s t e n c i e s  e x a c t l y ;  b u t ,  for u n s t e a d y  D i r i c h l e t  d a t a ,  t h e  spa t i a l  
i n c o n s i s t e n c y  is made O ( A t )  r a t h e r   t h a n  O ( 1 ) .  T h i s  complete c o n s i s t e n t  
scheme was deve loped  in  such  a way as to  produce a who le - s t ep  fo rmula  iden t i ca l  
w i th  tha t  wh ich  is a s s o c i a t e d  w i t h  t h e  s p a t i a l l y  sp l i t  Douglas-Gunn  method. 
A s  a consequence of t h i s  development t h e  complete c o n s i s t e n t  l o c a l l y - o n e -  
dimensional  scheme (LODQ) can be c o n s i d e r e d  a n  a l t e r n a t e  i n t e r p r e t a t i o n  of a 
g e n e r a l  class of complete c o n s i s t e n t  AD1 schemes  which a l so  i n c l u d e s  t h e  s p a -  
t i a l l y  s p l i t  Douglas-Gunn  method. A l l  t he   s t r eng ths   and   weaknesses  of t h i s  
class of schemes are t h u s  s h a r e d  by t h e  LODQ scheme. 
One of t h e  p r i n c i p a l  s h o r t c o m i n g s  of the  who le - s t ep  formula a s s o c i a t e d  
w i t h  t h e  LODQ scheme is its u n c o n d i t i o n a l  i n s t a b i l i t y  for t h e  3-D l i n e a r  
a d v e c t i o n  e q u a t i o n .  W i t h  t h e  i n t r o d u c t i o n  of the   method  for   deve lopment  of t h e  
LODQ scheme,   one   has   subs tan t ia l   f reedom,   however ,   in   the   choice  of r e s u l t i n g  
whole-step  formula.  I t  may be p o s s i b l e  to  d e v i s e  a whole-s tep  formula  which 
can be s p a t i a l l y  spli t ,  complete c o n s i s t e n t ,  a n d  s e c o n d  o r d e r  i n  space and still 
b e  s t a b l e  f o r  t h e  t h r e e - d i m e n s i o n a l  a d v e c t i o n  e q u a t i o n  ( e . g . ,  b y  i n t r o d u c t i o n  
of another  time l e v e l ) .  T h e s e  p o s s i b i l i t i e s  were no t   examined   i n  t h e  c u r r e n t  
i n v e s t i g a t i o n .  
One f u r t h e r  comment s h o u l d  be made r e g a r d i n g  t h e  errors a s s o c i a t e d  w i t h  
LOD schemes.  The time-split MacCormack-Baldwin  method f o r  t h e  l i n e a r  problem 
examined i n  t h i s  w o r k  r e d u c e s  t o  t h e  LOD Lax-Wendroff  scheme  given i n  a p p e n d i x  A. 
As shown i n  e q u a t i o n s  (A6)  t h rough   (A7)   t h i s   me thod   con ta ins   t he  spa t i a l  incon- 
s i s t e n c y  a n d ,  as d e m o n s t r a t e d  i n  e q u a t i o n  ( A E ) ,  also c o n t a i n s  a temporal incon- 
s i s t e n c y .   C o m p u t a t i o n a l   e x p e r i e n c e  of t h e  a u t h o r s  v e r i f i e d  t h e s e  f o r m u l a s .  
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The  inclusion  of  the  cross-derivative  terms  in  each  split step of  the  MacCormack- 
Baldwin  method  for  the full Navier-Stokes equations  may  circumvent  the  spatial 
inconsistency  encountered  in  the  present  work. On the  basis of the  present 
results,  however,  one  would  anticipate  the  spatial  inconsistency  to  appear  in 
the  implementation  of  the  optimal  splitting  developed  in  NASA  CR-159386. 
Langley  Research  Center 
National  Aeronautics  and  Space  Administration 
Hampton, VA  23665 
February  13, 1981 
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APPENDIX A 
OTHER LOD SCHEMES 
CONSISTENT LOD FORWARD EULER SCHEME 
I n  o r d e r  to  r e n d e r  t h e  LOD forward  Euler  method comple te  cons is ten t ,  a 
c o r r e c t i o n  term s i m i l a r  t o  t h a t   i n   e q u a t i o n   ( 4 2 a )  is i n t r o d u c e d .   O n l y   t h e  
boundary  method  of  undetermined  functions (MUDB) for r e n d e r i n g  t h e  scheme" 
complete c o n s i s t e n t  w i l l  be given .  The a l g o r i t h m  is 
where A1 A ~ u "  E 0 f o r  (x1 , x2)  E r ,  and 
n n+l * d 3  = f 3  - f 3  - A t  A2f3 * 
d4  = f 4  - fs - A t  A l f i  n * 
The whole-s tep formula is  
I n  order t o  rende r   t he   s cheme  complete c o n s i s t e n t ,  we set  d2 = d4  = 0 by 




Computational expe r imen t s  conduc ted  by  the  au tho r s  demons t r a t ed  the  comple t e  
c o n s i s t e n c y  of the  above  out l ined  method.  
LOD LAX-WENDROFF SCHEME 
An LOD scheme based on the classic one-step Lax-Wendroff scheme can be 




The  whole-step  scheme is 
.n+l - un 1 
At  2 
= (A1 + A2)u" + - At (A1 + A2) 2 ~ n  
1 (i At2)2 
+ - At2A1 A2(4 + A2)un + A2A2A1 A1 U" 
2 At 
This  scheme  thus  has  both  splitting  and  boundary  errors.  Computational  experi- 
ence  with  this  scheme  reveals  a  steady-state  solution  which  depends  upon  At2, 
even  with  the  spatial  inconsistency  removed  with MUD. 
LOD HYBRID SCHEME 
Another  complete  consistent LOD scheme in two  dimensions  is  the  hybrid 
scheme 
The  whole-step scheme  is 
The  scheme  is  thus  observed  to  have no spatial or temporal  inconsistency on the 
interior  of  .the  domain.  Computational  results  confirmed  this  prediction. The 
scheme  cannot be extended  to  three  dimensions as a  complete  consistent  scheme 
without  adding  terms  and  using MUD. 
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3-D LODQ SCHEME 
I n  t h r e e  d i m e n s i o n s ,  t h e  LODQ scheme  has a spl i t  form v e r y  similar t o  t h e  
2-D case. The s p l i t  steps are  
where i 3  and D3 are de f ined   ana logous ly  t o  i k  and Ek, wi th  = 1 , 2. The 
whole-s tep  scheme  obtained by e l i m i n a t i n g   u ( ’ )  , u ( ~ )  , and Q is, f o r  
s t eady  boundary  da ta ,  
- 
A2 + A3) + (1 - a , u g  
- un) + a 3  At3A1A2A3 
A t  
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APPENDIX B 
STABILITY OF LODQ SCHEME 
TWO DIMENSIONS 
I n  t h i s  s e c t i o n ,  t h e  Von Neumann damping ra t ios  f o r  t h e  LODQ scheme are  
p r e s e n t e d  for the  two-dimensional  model  equat ions 
a t  ax; ax; 
aU a U  a u  
a t  ax, ax2 
" _"" 
For the  two-dimensional  parabolic e q u a t i o n  (eq. (Bl)), the  damping r a t i o  is  
For the   two-dimens iona l   hyperbol ic   equa t ion  (eq. (B2)) , the  damping r a t i o  is, 
for   cen t ra l - space   and   backward  E u l e r  time d i f f e r e n c e s ,  
where i = E and qp, = A t  h-l s i n  82. I t  is e a s i l y   v e r i f i e d   t h a t   i n  both 




I n  t h i s  s e c t i o n ,  t h s  Von Neumann damping ra t ios  for t h e  LODQ scheme are  
p r e s e n t e d  f o r  t h e  t h r e e - d i m e n s i o n a l  model e q u a t i o n s  
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APPENDIX B 
au a% a2, 2% 
- = - + - + -  
aU  aU au aU 
at ax, ax2 ax3 
- = - - - - - -  
For  the  three-dimensional  parabolic  equation  (eq. (B5)), the  damping  ratio  is 
1 
2 
Again, from this formula, IGl 6 1 for all At for - 2 6 1 .  The damping 
ratio for  the three-dimensional  hyperbolic  equation  (eq. (B6)) is 
L L 
From  equation (B8) we  see that  the  scheme  is  stable  provided 
This  inequality  can  never  be  satisfied  for  At > 0 €or any in the range 
0 I- a 5 1 .  Thus,  the  scheme  is  unconditionally  unstable for equation (B6). 
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TABLE I.- ERRORS IN   SOLUTION  TO TP1 AND TP2 
USING  THE DOUGLAS-GUNN  METHOD 
[T = 1 , 10, l O O O ]  
h 1 I El max IElmax 5 h2 I El min 
1 /4 
.9417 1.2112913 x 1.8392306 x 1/16 
.9336 1 .6010933 x 1 0-3 7.293631 7 x 1 0-3 1 /8 
0.9037 1 .6879493 x 1 0-2 2.8239880 x 1 0-2 
TABLE 11.- CALCULATED AND PREDICTED MAXIMUM RESIDUALS FOR 
TP2 USING LODBEC METHOD 
[h = 1 /8] 
I RI max 
T 





2.4358 i Predicted by eq. (51 ) ( a n a l y t i c )  2.4674 246.74 2467.4 Predicted by eq. (51 ) ( d i s c r e t e )  2.4358 243.58 2435.8 
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r c  = y c 1   y c 2   y c 3  yc4  








D l  u H j  
j = l  
D i s c r e t e  s e t s  D l  a n d  6, 
X 2 
D i s c r e t e  s e t s  D2 and D2 
Figure  1 .- Concluded. 
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xl ’ 
B o u n d a r y   c o n d i t i o s   A n a l y t i c   s o l u t i o  
Test problem 1 ( T P 1 )  
B o u n d a r y   c o n d i t i o s   A n a l y t i c   s o l u t i o  
Test problem 2 (TP2)  
Figure 2.- Boundary  conditions and analytic  solutions for the 




- r = l  
x1 ’ 
Emax = 1.78 x Emin = 2 .34 x Rmax = 2.32 Rmin = 3.08 x 
= 3.40 x Emin = 3.22 x 10- Rmax = 4.75 Rmin = 6.37 x 3 Emax 
Numer i   ca l  s o l u t i o n  E r r o r  Res i dua l  
Figure 3.-  Numerical resul ts  - LOD forward Euler scheme applied t o  TP1. 
= 1 . 2 6  x lo-* Emi  n = 3.36 x Rma x = 2.22 Rmin = 2.89 x lo-‘ Emax 
Numeri c a l   s o l  u t i  on 
xl’ d ‘I 
E r r o r  
(a )  T = 1 ,  h = 0.1 .  
Resi  dual 
Emax = 1.23 x 10-1 E m i n  = 7.49 x Rmax = 1.84 X 10 Rn,in = 2.23 x 10-1 
Numerical so l  u t i  on Error  Residual 
(b) T = 10, h = 0.1. 
Figure 4.- Numerical resu l t s  - LOD backward Euler scheme applied to  TP2. 
I 
Numeri c a l   s o l u t i o n  Error Res i dual 
(c) T = 1000, h = 0 . 1 .  
Figure 4 . -  Concluded. 
0 Boundary  po ints  
0 Unknowns ( t r e a t e d   i m p l i c i   t y )  
e O t h e r   f i e l d   p o i n t s   ( t r e a t e d   e x p l i c i t l y )  
S i n g l e - p o i n t  
d i f f e r e n c e   m o l e c u l e  7 I U  
S i n g l e - p o i n t  
d i f f e r e n c e  m o l e c u l e  
(a)  Douglas-Gunn  method: 
x1 l i n e   a l g o r i t h m .  
(b) LOD methods: x1 l i n e  
a lgo r i thm.  
F i g u r e  5.- Canpar i son  of f i e l d  p o i n t s  used i n  t h e  l i n e  
a l g o r i t h m s  for t h e  Douglas-Gunn  and LOD methods. 
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F i g u r e  6.- P ropaga t ion  of t h e  b o u n d a r y  r e s i d u a l  o n t o  t h e  se t  R .  
48 
X1' 
Ernax = 1.63 x 10-1 Emin = 1.60 x l o m 3  Rmax = 2.45 Rmin = 1.06 x 
Nurneri c a l   s o l   u t i  on 
X1 ' 4 'x2 
Numerical  sol u t i  on 
E r r o r  
(a)  T = 1, h = 0.1. 
Residual  
E r r o r  
(b)  T = 10, h = 0.1. 
Figure 7.- Numerical resul ts  - consistent LOD backward Euler 
Rmax = 2.45 x 10 Rmin = 0 
x1 x2 
Res idua l  




= 1.86 x 10 E m i n  = 3.05 R, = 2.45 X IO  R,in = 2.47 x Emax 
Numerical s o l u t i o n  Er ro r  
(c) T = 1000 ,  h = 0.1. 
F igure  7.- Concluded. 
Residual 
Emax 
= 4.63 x = 1.08 x Emi n Rl?iX = 3.06 x 10-1 Rmin = o  
Numer i   ca l  sol u t i  on 
x1 ’ x2 
Numer i ca l   so lu t i on  
Error 
(a)  T = 1 ,  h = 0.1. 
R e s i d u a l  
Emax = 1.44 x 10-1 = 4.17 x 10-1 = 3.06 x 10 R m i n  = o  Emi n Rma x 
x1 41 x2 x1 x2 
Error Residual  
(b) T = 10, h = 0.1. 
Figure 8.- Numerical results - LOD predictor-corrector scheme applied to TP2. 
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Numer ica l   so lu t ion  E r r o r  
(c) T = 1000, h = 0.1. 
Figure 8.- Concluded. 
Res idua l  
= 4.69 x E m i n  = 7.09 x 10 Ernax Rmax 
-4 = 4.26 x R m i n  = 0 
Nurneri cal  sol uti on Error Res i dua 1 
Figure 9.- Numerical resul ts  - consistent LOD backward Euler scheme 
w i t h  MUDF applied to TP2. T = 10 ;  h = 0.1 . 
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