Counting classes consist of languages de ned in terms of the number of accepting computations of nondeterministic polynomial-time Turing machines. Well known examples of counting classes are NP, co-NP, P, and PP. Every counting class is a subset of P #P 1] , the class of languages computable in polynomial time using a single call to an oracle capable of determining the number of accepting paths of an NP machine.
Introduction
de ned the class #P of functions whose values equal the number of accepting paths of polynomial-time bounded nondeterministic Turing machines. Many interesting classes, such as PP 9, 21] and P 17, 10] , are subclasses of P #P 1] , the class of languages computable in polynomial-time with one query to a function in #P.
Since a PP machine accepts when more than half of its paths accept, PP can be considered equivalent to computing the high-order bit of a #P function. Since a P machine accepts when an odd number of its paths accept, P can be considered equivalent to computing the low-order bit of a #P function.
It is natural to consider the relative di culty of computing di erent bits of information about a #P function. In this paper, we look at subclasses of P #P 1] that are de ned in terms of thresholds and in terms of moduli. We obtain several relationships among these classes. (Some separations relative to an oracle appear in 4].) Next, we show that the class FewP is a subset of MODZ k P. Finally we show that every language in the class Few is as easy as distinguishing uniquely satis able formulas from unsatis able formulas; along with our closure properties, this yields a new proof of Cai and Hemachandra's theorem that the class Few is a subset of MOD k P.
Notation 1.
PF denotes the class of polynomial-time computable functions. NPM denotes the class of all nondeterministic polynomial-time bounded Turing machines.
N denotes an element of NPM. x denotes an input string. n or jxj denote the length of the input x. paths(N; x) denotes the set of computation paths of N on x. accept(N; x) denotes the set of accepting paths in paths(N; x). denotes a computation path. jSj denotes the cardinality of the set S. h ; i denotes a pairing function that is computable and invertible in polynomial time.
Note that for xed N, the predicates 2 paths(N; x) and 2 accept(N; x)
are polynomial-time computable.
Closure properties of #P
The class #P was de ned by Valiant 27] .
De nition 2. Valiant] A function f belongs to #P if there is a nondeterministic
polynomial-time machine N such that f(x) is the number of accepting computations of N with input x.
Because we will be de ning new classes in terms of #P, it is valuable to obtain some closure properties of #P. Property 3. (i) #P is closed under addition.
(ii) #P is closed under multiplication.
Proof: Let f 1 and f 2 be functions in #P via N 1 and N 2 , respectively.
(i) De ne N to behave as follows on input x:
Step 1: Guess c 2 f1; 2g;
Step 2: If c = 1 then guess a path 2 paths(N 1 ; x);
Step 3: If c = 2 then guess a path 2 paths(N 2 ; x);
Step 4: Accept if is an accepting path.
Then f 1 + f 2 is in #P via N.
(ii) De ne N to behave as follows on input x:
Step 1: Guess ( 1 ; 2 ) 2 paths(N 1 ; x) paths(N 2 ; x);
Step 2: Accept if both 1 and 2 are accepting paths.
Then f 1 f 2 is in #P via N.
We will see below that this property is true of more general sums and products. Valiant 26] de ned the class UP of languages accepted by NP machines that have exactly one accepting path on strings in the language (and of course no accepting paths on strings not in the language). Machines with at most one accepting path are called categorical. The class UPF is de ned by analogy with the class UP. UPF is the class of functions computed by an NP machine with exactly one accepting computation.
De nition 5. A function f belongs to UPF if there exists an NPM N such that for all x, jaccept(N; x)j = 1 and f(x) is equal to the output produced on the unique path in accept(N; x).
The following result generalizes the closure of #P under addition and multiplication. Property 6. Let f be a function in #P.
(i) For any L 2 UP and any integer k, the following function of x belongs to #P: X jyj=jxj k ; hx;yi2L f(hx; yi):
(ii) Let q be a function in UPF bounded by a polynomial in jxj. Then the following function of x belongs to #P:
f(hx; yi):
Proof: Suppose that f 2 #P via N.
(i) De ne N 0 to behave as follows on input x:
Step 1: Guess y such that jyj = jxj k ;
Step 2: Categorically check that hx; yi 2 L; 1 Step 3: Guess 2 paths(N; hx; yi);
Step 4: Accept if 2 accept(N; hx; yi). (ii) De ne N 0 to behave as follows on input x:
Step 1: Categorically compute q(jxj).
Step 2: Guess 1 2 paths(N; hx; 1i), : : :, q(x) 2 paths(N; hx; q(x)i).
Step 3: Accept if 1 2 accept(N; hx; 1i), : : :, q(x) 2 accept(N; hx; q(x)i).
Note that part (ii) of Property 3 also follows from part (i) of this result, because multiplication is the same as repeated addition.
De nition 7. Binomial and multinomial coe cients are de ned as follows.
(i) n k ! is the coe cient of x k in the expansion of (x + 1) n .
(ii) n k 1 ; : : :; k m ! is the coe cient of x k 1 1 x km m in the expansion of (x 1 + + x m ) n .
In parts (ii) and (iii) of the next result we obtain closure properties of #P that do not follow from closure under addition and multiplication. We will see later, in Theorems 30 and 39, that these closure properties have surprising consequences. Property 8. If f belongs to #P and if g; g 1 ; : : :; g k are functions in UPF bounded by a polynomial in jxj, then the following functions of x are in #P: Step 1: Categorically compute g(x);
Step 2: Guess an ordered g(x)-tuple (allowing duplicates) of paths in paths(N; x);
Step 3: Accept if all g(x) paths accept.
(This also follows from Property 6(ii).)
(ii) De ne N 0 to behave as follows on input x:
Step 1: Categorically compute g(x);
Step 2: Guess a set containing g(x) (distinct) paths in paths(N; x);
Step 3: Accept if all g(x) paths accept. (iii) De ne N 0 to behave as follows on input x:
Step 1: Categorically compute g 1 (x); : : :; g k (x);
Step 2: Guess an ordered k-tuple of pairwise-disjoint subsets S 1 ; : : :; S k of paths(N; x) such that jS i j = g i (x) for each i. Step 1: Guess a nonempty set S paths(N; x) such that jSj q(jxj).
Step 2: Accept if S accept(N; x).
(This also follows from Property 8(ii) and Property 6(i) by the binomial theorem.) (ii) A multiset is a \set" that may contain duplicates; that is, a multiset is a function from a universe to the nonnegative integers. Let N 0 behave as follows on input x:
Step 1: Guess a nonempty multiset S of paths belonging to paths(N; x) such that jSj (k ? 1)q(jxj) and such that no element appears in S more than k ?1 times.
Step 2: Accept if every element of S belongs to accept(N; x).
(This also follows from Property 8(iii) and Property 6(i) by the multinomial theorem.)
Counting Classes
Many well known complexity classes can be de ned in terms of nondeterministic polynomialtime machines by appropriate interpretation of the results of all possible computation paths. NP, PP, US 6] , and members of the polynomial-time hierarchy 16, 23] are examples of such complexity classes. Counting classes consist of languages in which acceptance is determined by the number of accepting computations.
De nition 10. For a relation R(x; ; ) we de ne CP R(x; ; ) to be the class of languages
For example, NP is the counting class de ned by R(x; ; ) > 0, and PP is the counting class de ned by R(x; ; ) > 1 2 .
Some researchers have considered machines that are de ned to accept when exactly t(x) paths accept; others have considered machines that accept when at least t(x) paths accept. Still others take t(x) to be a fraction of all paths, rather than an absolute number. Classes that arise from such considerations include US 6] and PP 9, 21]. The following de nition introduces notation for some of these counting classes.
De nition 11.
In the notation of the above de nition, NP is CP 1 , co-NP is CP = , US is CP =1 , and PP is CP b =2c+1 .
The class CP = was rst studied by Russo 19] and by Wagner 29] . The class CP was de ned by Wagner 29] , who showed it is equal to PP. The classes CP =f(x) and CP f(x) were studied by Tor an 25]. The class P was de ned by Papadimitriou and Zachos 17] and by Goldschlager and Parberry 10].
Thresholds
In this section, we consider machines whose acceptance is based on the number of accepting paths reaching some threshold. Thresholds were studied in 21]. We present one framework in which computational power is a monotone function of the threshold, and another framework in which computational power is independent of the threshold. for every x, then
Proof: Let N be a nondeterministic polynomial-time machine. Since #P is closed under addition, there is a machine N 0 such that jaccept(N 0 ; x)j = jaccept(N; x)j + (g(x) ? f(x)):
, and
The containments above need not be proper. For example, if g(x) is a polynomial in jxj then CP =1 = CP =g(x) and CP 1 = CP g(x) . On the other hand, if f is much less than g then there is an oracle that makes the containments above proper. Proof: The containments follow because the proof of Theorem 12 relativizes. We construct oracles relative to which they are proper.
Let N B e denote the eth nondeterministic polynomial-time Turing machine with oracle B (assumed to run in time p e (jxj) = jxj e + e on input x). Fix a two-character alphabet . Let A =n denote the set of strings in A having length n.
(i) We use a simple forcing argument in order to construct A such that for every e there exists x such that jaccept(N A e ; x)j 6 = f(x) () jA =jxj j = g(x): Thus fx : jA =jxj j = g(x)g = 2 CP A =f(x) , implying the desired separation. Stage 0: Let A = ; and n = 0. Stage e: Find a string x such that jxj > n, (f(x) + 1)p e (jxj) < g(x), and (f(x) + 1)p e (jxj) + g(x) 2 jxj . step 1: If there exists a set B jxj such that jaccept(N A B e ; x)j f(x) + 1; then let B be such a set having minimum cardinality. In particular, jBj f(x + 1)p e (jxj). Let C contain g(x) ? jBj strings of length jxj that are not queried by the lexically rst f(x)+1 paths in jaccept(N A B e ; x)j. (This set C exists because (f(x)+1)p e (jxj) g(x) and (f(x)+1)p e (jxj)+g(x) 2 jxj .) Let A = A B C, let n = p e (jxj), and go to Stage e + 1. Otherwise go to step 2. step 2: If there exists a set B jxj such that jaccept(N A B e ; x)j f(x); then let B be the smallest such set. Note that jBj < g(x) because f(x)p e (jxj) < g(x). Let A = A B, let n = p e (jxj), and go to Stage e + 1.
Otherwise, just go to step 3. step 3: Let C contain exactly g(x) strings of length jxj, let A = A C, let n = p e (jxj), and go to Stage e + 1.
If the condition of step 1 is met then jaccept(N A e ; x)j > f(x), but jA =jxj j = g(x). Otherwise, if the condition of step 2 is met then jaccept(N A e ; x)j = f(x), but jA =jxj j < g(x). Otherwise, step 3 ensures that jaccept(N A e ; x)j < f(x), but jA =jxj j = g(x).
(ii) Similar to part (i). Just skip step 1 of the construction.
It would be interesting to know when CP =f(x) = CP =f(x)+1 and when CP f(x) = CP f(x)+1 .
In the remainder of this section, we consider machines that are de ned to accept when the number of accepting paths exceeds some function of the total number of paths. In this framework, we show that computational power does not depend on the threshold. Lemma 14. 2 Let r and s be polynomial-time computable, rational-valued functions such that 0 < r(x) < 1 and 0 < s(x) < 1 for all x. (Since r(x) and s(x) need not be integers, part (i) may not be entirely satisfying.)
Proof: We show that CP =r(x) CP =s(x) and CP r(x) CP s(x) . The equalities then follow by symmetry. Let (x) be the least common denominator of s(x) and r(x).
By interchanging accepting and rejecting paths if necessary, we may assume without loss of generality that 0 < s(x) r(x) < 1. Let N be a nondeterministic polynomial-time machine. Let N 0 behave as follows on input x:
Step 1: Guess t such that 1 t (x)r(x);
Step 2: Guess 2 paths(N; x);
Step 3 5. Number Theory
In studying P and other subclasses of P #P 1] de ned in terms of moduli, we will need to use some facts from number theory. so p k can be added to n?p k in base p without carrying. On the other hand, if the coe cient of p k in the base-p expansion of n is zero, then the coe cient of p k in the base-p expansion of n ? p k must be p ? 1; therefore there must be a carry when adding 1 to p ? 1 in the p k 's position. The corollary follows from Kummer's theorem with c = 1.
MOD Classes
In this section, we de ne P and the related classes MOD k P for k > 2. Complete problems for MOD k P include the set of all formulas f such that the number of satisfying assignments of f is not congruent to zero modulo k. We prove closure properties and relations among these classes. (Similar results for circuit complexity were stated without proof in 22].) In Section 9, these closure properties will permit a simple proof that Cai and Hemachandra's class Few is a subset of MOD k P.
The class P was de ned by Papadimitriou and Zachos 17] . Recall that P = CP 1 (mod 2) . We will consider the analogous classes de ned in terms of arbitrary moduli.
De nition 21. For every positive integer k, MOD k P = CP 6 0 (mod k) : 3 That is, a language L belongs to MOD k P if there exists N such that x 2 L () jaccept(N; x)j 6 0 (mod k): According to the above de nition, if L belongs to MOD k P via N, then x = 2 L when N has zero accepting paths (in analogy to NP). We show below that there is nothing special about the residue 0 (mod k); any other residue gives rise to the same class MOD k P.
Theorem 22. For every integer j,
Proof: Without loss of generality, assume 0 j < k. Let C = CP 6 j (mod k) : Let L 2 MOD k P via N. Since #P is closed under addition, there is a machine N 0 2 NPM such that for all x jaccept(N 0 ; x)j = jaccept(N; x)j + j; so jaccept(N 0 ; x)j 6 j (mod k) () jaccept(N; x)j 6 0 (mod k): Therefore MOD k P C.
Conversely, let L 2 C via N. There is a machine N 0 2 NPM such that for all x jaccept(N 0 ; x)j = jaccept(N; x)j + k ? j; so jaccept(N; x)j 6 j (mod k) () jaccept(N 0 ; x)j 6 0 (mod k): Therefore C MOD k P.
When k is prime, we have the following normal form for languages in MOD k P: In 17], Papadimitriou and Zachos proved that the class P is equal to P P . We will prove the same for MOD k P whenever k is prime. First, it will be helpful to de ne a (ii) This is similar to (i). A conjunctive reduction computes a truth-table reduction using a polynomial-size AND function. We can simulate the polynomial-size AND function by forming a polynomial-size product (using Property 6(ii)).
(iii) Let L 2 MOD k P via N. For any integer j let L j = fx : jaccept(N; x)j 6 j (mod k)g:
Since each L j belongs to MOD k P and MOD k P is closed under intersection, L 2 Construct a machine M that behaves as follows on input x: Step 1: Guess y such that jyj = jxj k ;
Step 2: Nondeterministically simulate M B on input f(x; y).
First suppose that x = 2 A. Then the number of y's such that f(x; y) 2 B is congruent to 0 (mod k). For each such y, jaccept(M B ; f(x; y))j 1 (mod k). For the other y's, jaccept(M B ; f(x; y))j 0 (mod k). Therefore jaccept(M; x)j is congruent to 0 1 + 0 0 (mod k). Now suppose that x 2 A. Then the number of y's such that f(x; y) 2 B is congruent to 1 (mod k). Therefore jaccept(M; x)j is congruent to 1 1 + 0 1 (mod k). Thus A 2 MOD k P via M.
By combining the preceding results we have the following theorem and corollary.
Theorem 27. If k is prime then MOD k P = MOD k P MOD k P .
Corollary 28. If k is prime, then MOD k P is closed under polynomial-time Turing reductions. 7 . Closure under Union and a Characterization of MOD k P Building on some of our results, Hertrampf 11] has discovered a very nice characterization of MOD k P in terms of the prime factorization of k. As a corollary, he has proved that MOD k P is closed under union for every k. 4 On the other hand there is an oracle relative to which MOD k P is not closed under intersection 5].
A key step towards Hertrampf's characterization is our result that MOD k iP = MOD k P for prime k (Theorem 30 Because we expect PP to be incomparable to P, we expect that computing the highest order bit of #P functions is incomparable in di culty to computing the lowest order bit of #P functions. However, the proof technique used above allows us to show that computing the b(n)-th low-order bit of a #P function, for small b, is exactly as di cult as computing the lowest-order bit of a #P function. The next theorem brings us closer to Hertrampf's characterization.
Theorem 32 ( 11] Valiant and Vazirani have shown that if it is possible to distinguish uniquely satis able formulas from unsatis able formulas in polynomial time, then R = NP. Toda 24] has implicitly shown that the same hypothesis implies P = FewP. Our theorem above implies a further collapse:
Corollary 42. If it is possible to distinguish uniquely satis able formulas from unsatis able formulas in polynomial time, then P = Few.
The following result was proved previously via di erent techniques by Cai and Hemachandra 7] .
