Abstract: Due to various factors of uncertainty within production, the key performance indicators connected to production plans are difficult to fulfil. This problem becomes especially serious as emission regulations are enforced, which discourage manufacturers from high emission output and high energy consumption. Thus, this paper proposes a feedback control method for the production scheduling problem by considering energy consumption and makespan to help manufacturers keep production implementations in pace with production plans. The proposed method works in a rolling horizon framework, which establishes planned energy consumption and makespan, and adjusts the weights of the multiple scheduling optimization objectives for the next period, based on the feedback of the actual energy consumption and makespan in previous periods. A job shop scheduling case study is provided to illustrate the proposed method. The experiment results demonstrate the effectiveness of the proposed feedback control method.
Introduction
Under the pressure of increasing environmental protection concerns, stricter legislation and rising energy costs, improving energy efficiency in the manufacturing industry has become a critical objective. Meanwhile, the highly competitive market drives manufacturing companies to maintain high levels of productivity by working with traditional production scheduling problems, such as optimizing processing time, cost, etc. As a result, most manufacturing companies are caught in the dual challenge of managing energy consumption (EC) and maintaining production efficiency. At the same time, as information technology, and especially the internet of things (IoT) technology develops and is gradually applied in the manufacturing domain, a lot of detailed information about the manufacturing processes/operations and their relationship with EC becomes available. This enables us to realize energy and production efficient manufacturing by using the low-level manufacturing operation data. In this area, Marzband has completed research [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] on algorithms, decision-making methods, control mechanisms, and has contributed an optimal energy management system for smart microgrids. Mourtzis [12, 13] studied the cloud-based adaptive process planning and shop-floor scheduling method while considering machine tool status. Fysikopoulos [14, 15] made a process planning system for energy efficiency by considering the machine modes. Larreina [16] worked on a smart manufacturing execution system. However, the challenge that this paper tackles is not solely how to improve the energy and manufacturing efficiency by production planning and scheduling, but it is also concerned with how to Sustainability 2017, 9, 1185 3 of 14 and manufacturing parameters or process variables. In the light of these works, this paper makes the assumption that the actual shop floor EC is calculated based on the above proposed models. Therefore, this paper does not use the EC calculating model, but focuses on analyzing the actual shop floor EC data together with the corresponding predicated values used in the production schedules for generating production control policies.
The last perspective is the EC-related production scheduling and multi-objective dynamic scheduling. There has been growing interest in EC-related scheduling in recent years. Twomey et al. [33] presented one of the most well-known works, in which operational methods and a multi-objective mathematical programming model were proposed to minimize EC and total work completion time.
The following researches have focused on controlling peak load [34, 35] , minimizing electricity costs by considering time-dependent stratified electricity prices [36] [37] [38] , and reducing overall EC [39] [40] [41] . The distinction of this paper is that it treats the EC-related scheduling problem not only as a multi-objective one, but also as a dynamic scheduling problem. In the literature about multi-objective dynamic scheduling, Rossi and Dini, Li and Jiang [42, 43] considered new task arrival, temporary part unavailability, and temporary machine breakdown as unexpected events, and proposed event-driven approaches. Fattahi and Fallahi, Li et al. [44, 45] discussed the balance between efficiency and the stability of dynamic scheduling problems. Shnits [46] emphasized that the decision criteria for the optimization problem should be changed as the system conditions change. Na and Park [47] dealt with a scheduling problem with multi-level job structures and also pointed out that the scheduling is a short-term planning and controlling activity, and could change frequently in accordance with the production shop status. In this study, the feedback control method adopts similar decision support frameworks as those of [46] [47] [48] [49] [50] . As in most of the above research, a genetic algorithm is used in this paper to develop a solution for the scheduling problem. However, this paper distinguishes that the objective function parameters for the production schedule problem are adjusted adaptively, and determined periodically based on actual shop floor status and system priority feedback, besides integrating EC as one of the objective functions.
The Feedback Control Method
Traditionally, unexpected events such as machine breakdown or new task arrival, are accepted as the major causes for the actual production progress to be inconsistent with the production plan. In fact, the more common reason is that the parameters, such as operation time, used by various algorithms for generating a production plan, are long-term constant statistical values that cannot reflect the volatility of the actual production status. Furthermore, the traditional planning and scheduling process mostly works in a predictive open-loop manner, which increases the contradictions between the actual production implementation and the plan. Therefore, a feedback control method that emphasizes using the real-time manufacturing operation data in a reactive manner with the higher-level KPIs is presented in this section. In the proposed method, the long-term plan is divided into short-term schedules, which allows the subsequent scheduling to take the actual states in the previous schedules and the deviation from the KPIs of the long-term plan into consideration. A new optimization problem is created for each short-term schedule by adjusting the objective function parameters to make the schedule both operational on the shop floor and also satisfy the KPIs of a higher-level plan in the long-term. In this paper, the objective is to minimize production EC and MS. Figure 1 shows the framework of the proposed method. The inputs are the production task, expected EC and delivery time, which can be regarded as the control reference, i.e., requirements from KPIs of the higher-level plan. The outputs include the short-term schedule, and the planned EC and MS for the corresponding production task. Figure 1 shows the framework of the proposed method. The inputs are the production task, expected EC and delivery time, which can be regarded as the control reference, i.e., requirements from KPIs of the higher-level plan. The outputs include the short-term schedule, and the planned EC and MS for the corresponding production task. In the proposed method, the long-term production plan horizon is divided into N periods with equal time intervals. The proposed method contains two feedback control functions and a scheduling engine. The first feedback control compares the aggregated actual EC and MS with the permitted EC and the delivery time of orders, and generates the planned EC and MS, i.e., the KPI requirements for the next phase. The second feedback control function adjusts the weights of the optimization objectives in the next period by considering the gap between the planned EC and MS and the actual EC and MS in the previous period. The scheduling engine is used to solve the multi-objective optimization problem for scheduling the production tasks in each period.
Framework of the Feedback Control Method
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In the feedback control method, two objectives are considered: EC and MS. This multi-objective problem is solved through the combination of the two objectives into a single objective by adding a weighted sum. Thus, the objective function is 
Safety Threshold
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Multiple Objectives
In the feedback control method, two objectives are considered: EC and MS. This multi-objective problem is solved through the combination of the two objectives into a single objective by adding a weighted sum. Thus, the objective function is
f 1 and f 2 represent MS and EC respectively. C i is the time when job i is finished. E is the total EC. The weights w 1 and w 2 are fundamental to the result of the solution, and are used to adjust the schedule. If the actual EC is bigger than the planned value, w 2 should be increased to strengthen the weight of EC in the next schedule. Similarly, w 1 should be increased if the actual MS exceeds the planned value.
Safety Threshold
In order to keep the long-term production plan stabilized, safety thresholds E T and T T are introduced in this method. If the deviation between actual value and planned value is within the safety threshold, the previous schedule should be executed within a controllable boundary. Otherwise, the control strategy will be activated to adjust the weights of the scheduling problem for the next stage.
Production Scheduling Process
The production scheduling process includes the following four steps.
Step 1: The long-term production plan, including both the production task and KPIs of the production plan, is decomposed into N periods. Herein, the KPIs refer to the total EC, i.e., E In , and Sustainability 2017, 9, 1185 5 of 14 the total MS, i.e., T In , in which E In can be taken as the allowed values allocated for this production task. Define Ta i as the actual MS in period i, and Ea i as the actual EC in period i. Then, the planned MS for sub-tasks in the ith period is
and the planned EC in the ith period is
Step 2: A reactive rolling horizon scheduling mechanism is used to realize production scheduling. In each period, a multi-objective optimization model is applied to determine a satisfactory solution for Equation (1) .
Step 3: By comparing the actual MS and EC with the corresponding planned values, the control strategy is used to infer the weights w for the next scheduling period. In this way, a new multi-objective optimization problem is dynamically generated for the next scheduling period based on the actual MS and EC data in the previous periods.
Step 4: Go back to step 2 until period N.
Control Strategy
The control strategy is as follows. Define
as the deviations of the actual MS and EC from their planned values in the ith period. Then, (1) If ∆T i ≤ T T and ∆E i ≤ E T , the weight is suitable for the actual production, then w i+1 1 
both the actual MS and EC exceed the safety thresholds, and it
requires an analysis of the low-level operation data and the experienced knowledge of workers to infer the weights w i+1 1 and w i+1 2 . The excess may also be caused by the inappropriate allocation of the planned T i p and E i p . In this case, further analysis of the low-level operation data and the experienced knowledge of workers will be necessary.
The Multi-Objective Optimization Model
The multi-objective optimization model is presented to solve the scheduling problem in each period within the feedback control method. Although the feedback control mechanism can be used for various production scheduling problems, different factories face different types of scheduling problems and will require different models. This paper constructs the model for solving a job-shop scheduling problem by considering the optimisation of both MS and EC.
In the job-shop scheduling problem, there are n kinds of jobs. Each job has m operations, which are processed on m machines respectively, but the process sequences are different. The objective is the minimization of both EC and MS. The assumptions are as follows: (4) Each operation should be processed on the specified machine which is known, and only after the current operation is finished, could the next operation begin. (5) Job processing cannot overlap. (6) Once job processing has begun, it cannot be interrupted. (7) The jobs' processing times on every machine are not deterministic. They are stochastically generated by following the uniform distribution within a possible range. (8) The EC for processing, idle, starting up and transportation per unit time can be observed by the monitoring system.
The model of the multi-objective optimization problem is as follows:
Subject to:
C i is the time when job i is finished. E is the total EC. M is a given, large positive number. n is the number of jobs for processing. m is the number of machines. p i,k is the processing time of job i on machine k. S i,k is the time when job i starts to be processed on machine k. C i,k is the time when job i is finished on machine k. α i,h,k is defined as: if job i is processed on machine h earlier than machine k, α i,h,k = 1; otherwise, α i,h,k = 0. x i,j,k is defined as: if job i is processed on machine k earlier than job j, x i,j,k = 1; otherwise, x i,j,k = 0. Epp i,k is the processing EC per unit time of job i on machine k. Esp k is the starting up EC on machine k, and t k is the starting up times of machine k. Eip k is the idle EC per unit time on machine k, and tl h,k is the idle time of machine k after job h is finished. h k means that the job h is processed on machine k. Etp is the transporting EC per unit distance, and d h,k is the distance from machine h to machine k. There are two optimization objectives: Equation (4) means to minimize the MS, and Equation (5) means to minimize the total EC. Equation (7) is for calculating the total EC, which is the sum of the total processing energy, the total starting up energy, the total idle energy and the total energy for transportation. Equation (6) means that the finished time of a job is equal to the maximized completion time of all of its operations. Equation (8) means that a job's next operation cannot be processed until its current operation is finished. Equation (9) means that a machine can process a new job only after it has finished the current one. Equation (10) means that the completion time of job i on machine k is equal to the sum of the starting time and the processing time. Equation (11) means that a machine's idle time is determined by the starting time of the next job and the finishing time of the current job. Both x i,j,k and α i,h,k are 0-1 variables. Equation (12) means that if job i is processed on machine k earlier than job j, then x i,j,k = 1; otherwise, x i,j,k = 0. Equation (13) means that if job i is processed on machine h earlier than on machine k, then α i,h,k = 1; otherwise, α i,h,k = 0. As explained in Section 2, a genetic algorithm is used to solve the multi-objective optimization problem.
Case Study
A job-shop scheduling problem is provided as a case study to validate the feedback control method from three perspectives: effects of the weights in the multi-objective optimization model, the feedback control mechanism, and the safety thresholds.
Effect of the Weights
The weights are the control variables in each period of the feedback control method, which adjust the trade-off between EC and MS in the multi-objective optimization model. In this case study, only idle machine EC is considered for simplifying the calculation, and different problem sizes are discussed for testing the effects of the weights. Tables 1-3 present the processing time, the idle EC of the machines, and the machine processing sequence of the job-shop scheduling problem with different sizes, respectively. M1  M2  M3  M4  M5  M6   J1  22  45  38  47  29  59  J2  72  45  58  27  35  65  J3  74  71  65  43  41  53  J4  36  41  43  59  59  69  J5  62  49  67  70  56  36  J6  58  64  37  38  57  56   8 Jobs   M1  M2  M3  M4  M5  M6  M7  M8   J1  22  45  38  47  29  59  46  39  J2  72  45  58  27  35  65  72  47  J3  74  71  65  43  41  53  69  28  J4  36  41  43  59  59  69  44  59  J5  62  49  67  70  56  36  21  69  J6  58  64  37  38  57  56  27  59  J7  33  67  50  55  56  61  22  67  J8  59  60  49  62  37  21  30  66   Table 4 shows the objective function results f 1 and f 2 of the multi-objective optimization model, i.e., the MS and EC values of the job-shop scheduling problem with the sizes of 4, 6, and 8, under different weights. When the size is 4, the MS and EC values keep invariant despite drastic changes of their weights. When the size is 6 and 8, decreasing tendencies can be observed in both MS and EC as their corresponding weights w 1 and w 2 increase. The explanation for this is that there are fewer combinations of the job sequences when the size is small, e.g., 4, while there are more combinations of the job sequences when the size gets bigger, e.g., 6 or 8. In other words, there is increased adjustment space as the problem size increases. This may indicate that the weight adjustment has stronger effects on a bigger sized problem. J1  M1  M4  M3  M2  J2  M2  M3  M1  M4  J3  M4  M1  M3  M2  J4  M3  M1  M2  M4   6 Jobs   O1  O2  O3  O4  O5  O   J1  M1  M4  M3  M2  M6  M5  J2  M4  M5  M1  M2  M3  M6  J3  M6  M1  M3  M2  M5  M4  J4  M3  M1  M2  M4  M5  M6  J5  M6  M5  M1  M3  M2  M4  J6  M5  M1  M6  M2  M3  M4   8 Jobs   O1  O2  O3  O4  O5  O6  O7  O8   J1  M1  M4  M3  M2  M6  M7  M5  M8  J2  M4  M5  M8  M2  M3  M6  M7  M1  J3  M6  M7  M3  M2  M5  M8  M1  M4  J4  M3  M1  M2  M7  M8  M6  M4  M5  J5  M6  M5  M1  M8  M7  M4  M3  M2  J6  M7  M1  M6  M8  M3  M4  M5  M2  J7  M8  M3  M2  M6  M7  M5  M1  M4  J8  M4  M3  M7  M8  M2  M5  M1  M6 Moreover, in Table 4 , neither MS nor EC monotonically decrease along with increasing w 1 or w 2 , although decreasing patterns can be found between MS, EC and their weights. This is due to the genetic algorithm used in the multi-objective optimization model. Genetic algorithm is a search heuristic that may have a tendency to converge towards local optima, or even arbitrary points, rather than the global optimum of the problem. Nevertheless, the results can testify to the role of weight adjustment in the proposed feedback control method. Future work will be focused on finding new optimization algorithms that are more apt to rebalance multiple objectives by weight adjustment. 
Effect of the Feedback Control Mechanism
The effect of the feedback control mechanism is tested by comparing it with scheduling results without feedback in respect to the deviation of MS and EC from their expected values. The size 8 problem in Table 4 is used here.
The assumption of the problem is described as follows. The expected MS and the EC permit of the long-term plan are 6500 and 250,000 respectively. The long-term plan is divided into ten scheduling periods. Therefore, the expected MS and EC values for each period are: MS e = 650 and EC e = 25,000. In each period, the actual MS and EC are generated from normal distributions: MS a is from N(MS s , 7), EC a is from N(EC s , 2000), in which MS s and EC s are the f 1 and f 2 of the selected scheduling solution, as shown in Table 4 . This means that even though there is no unexpected event, the actual data may still deviate from those in the selected scheduling solution due to the variability of the parameters in practical implementation. The quality of the scheduling results is measured by the accumulative deviation of MS and EC from their expected values, which are calculated by:
(MS e,i − MS a,i ) , n is the period number (14)
(EC e,i − EC a,i ) , n is the period number (15) As shown in Table 5 , while scheduling without feedback, the planned MS and EC in each period are: MS p = MS e = 650 and EC p = EC e = 25,000. From Table 4 The total deviations: ∆MS = Index -Actual = 6.5; ∆EC = Index − Actual = 3221
While scheduling with feedback, the planned MS and EC are calculated by Equations (2) and (3) The deviations are: ∆MS 1 = 4.3037 > MST, ∆EC 1 = −1356.926 < ECT. Thus, w 2 1 should be increased, and the control strategy searches the scheduling solution with bigger w 1 from the current solution used in Table 4 . Because neither MS ( f 1 ) nor EC ( f 2 ) monotonically decrease along with increasing w 1 or w 2 , the control strategy also compares the scheduling solutions to the planned MS or EC to decide which scheduling solution should be selected. The selection rules are: (1) should be increased, then the nearest solution with bigger w 2 and whose f 2 is smaller than EC i+1 p should be selected for the i + 1 period. Therefore, No.5 solution is selected for the 2nd period. In the same way, scheduling solutions for the rest periods are determined as shown in Table 5 . The total accumulative deviations of MS and EC in the long-term are: ∆MS f = 6.5 and ∆EC f = 3221.
Therefore, the total accumulative deviations of MS and EC with the feedback control mechanism are much smaller than those without it. This proves that the feedback control method can reduce the contradictions in the actual implementation in the long-term plan by making periodic adjustments based on the analysis of actual low-level data. Thus, it is suitable for solving the production scheduling problem. However, it continues to be difficult to choose an ideal solution from the algorithm results for balancing the trade-off among multiple optimization objectives by considering the changeable real-time information in each period. A human-system interaction based method for solving this problem will be a future focus.
Discussion of the Safety Thresholds
The safety thresholds determine the sensitivity of the feedback control mechanism. If the thresholds are quite small, the feedback control mechanism would be very sensitive. In this case, the resulting frequent schedule changes would be unfavorable to the reality of production, because frequent changes would increase preparation and the workers' adaptation. On the other hand, if the thresholds are big, the feedback mechanism would not work efficiently to control the actual deviation from the planned indicators. In future work, data mining methods will be studied to establish proper safety thresholds by analyzing historical production data from concrete factories.
Conclusions
This paper proposed a feedback control method for scheduling problems to bridge the gap between long-term, higher-level planning, and lower-level shop floor manufacturing implementation. The key is to dynamically adjust the optimization model parameters based on comparing the actual implementation data with the planned manufacturing performance indicators. This paper further considered EC in applying the feedback control method when realizing energy-aware manufacturing. As more and more countries adopt the emissions trading permit policy to combat environmental problems, the proposed feedback control method will be especially suitable for companies in coping with emission trading.
A case study of a job-shop scheduling problem validated the proposed method. The experiment results in Section 4.1 show that the proposed method has a better performance on a larger problem, because a smaller sized problem has narrower adjustment space. It has also been learned that the algorithm used in the scheduling engine may influence the performance of the feedback control method. Therefore, one future focus will be on finding new optimization algorithms that are more apt to rebalance multiple objectives by weight adjustment. By comparing the feedback control method with the traditional method that excludes feedback, the experiment in Section 4.2 proves the effectiveness of the proposed feedback control method. However, how to properly establish the safety thresholds in the feedback control mechanism is still a challenge to be investigated. Another research objective for the future will be connected to the data mining methods for setting proper safety thresholds by analyzing historical production data.
The limitation of this paper is that it only presents the method of how to tune the optimization model parameters, but has not given a detailed parameter optimization method. Therefore, future work will focus on a human-system interaction based method to balance multiple optimization objectives, and data mining methods of historical manufacturing data for the optimized establishment of how to trigger the feedback control.
