Disaster Recovery of Mail Services Based on Microsoft Exchange by Kučerová, Lenka
VSˇB – Technicka´ univerzita Ostrava
Fakulta elektrotechniky a informatiky
Katedra informatiky
Zotavenı´ po hava´rii posˇtovnı´ch
sluzˇeb na ba´zi Microsoft Exchange
Disaster recovery of mail services
based on Microsoft Exchange
2012 Lenka Kucˇerova´
 

Podeˇkova´nı´ na´lezˇı´ prˇedevsˇı´m vedoucı´mu diplomove´ pra´ce Ing. Lumı´rovi Na´vratovi za
metodicke´ vedenı´, vstrˇı´cny´ prˇı´stup, konstruktivnı´ na´meˇty a cenne´ rady v pru˚beˇhu zpra-
cova´nı´ te´to pra´ce.
Da´le deˇkuji svy´m deˇtem, rodineˇ a prˇa´telu˚m, za dusˇevnı´ podporu a trpeˇlivost.
Abstrakt
Diplomova´ pra´ce popisuje obnovu syste´mu po hava´rii posˇtovnı´ch sluzˇeb.
Prvnı´ cˇa´st popisuje metodiku ITIL a jejı´ doporucˇenı´ pro rˇı´zenı´ kontinuity sluzˇeb v ra´mci
zˇivotnı´ho cyklu ITSCM. Na´sledneˇ jsou zachycene´ mozˇnosti obnovy posˇtovnı´ch sluzˇeb
na ba´zi Microsoft Exchange.
Prakticka´ cˇa´st je zasazena do spolecˇnosti s implementovany´m posˇtovnı´m syste´mem MS
Exchange 2007. V te´to modelove´ spolecˇnosti je provedena analy´za rizik a pro kriticka´ ri-
zika jsou navrzˇena´ protiopatrˇenı´. Na za´kladeˇ analy´zy jsou vypracovane´ sce´na´rˇe obnovy.
Na za´veˇr jsou vsˇechny sce´na´rˇe obnovy posˇtovnı´ho syste´mu otestova´ny v prˇipravene´m
prostrˇedı´.
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Abstract
This diploma thesis describes disaster recovery of an e-mail system after failure.
First part is dedicated to ITIL methodology and its recommendations for Service Conti-
nuity Management in context of ITSCM lifecycle, supplemented by description of e-mail
service recovery that is based on Microsoft Exchange product.
Second, practical part is set in the model company that implemented Microsoft Exchange
2007. Risk analysis is conducted there and needed countermeasures are proposed for the
highest risks. Analysis is used as a basis for composing Recovery Scenarios.
All scenarios from second part are tested in lab environment in the final part of this thesis.
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Seznam pouzˇity´ch zkratek a symbolu˚
AD – Active Directory
BC – Business Continuity
BCP – Business Continuity Planning
BE – Backup Exec
BIA – Business Impact Analysis
CAS – Client Access Server, serverova´ role MS Exchange Serveru
CCR – Cluster Continuous Replication
CCTA – Central Communications and Telecommunications Agency
DAG – Database Availability Group
DC – Domain Controller
DR – Disaster Recovery
DRP – Disaster Recovery Planning
Edge – Edge Transport, serverova´ role MS Exchange Serveru
EXIN – Examination Institute for Information Science
GC – Global Catalog
HA – High Availability
Hub – Hub Transport, serverova´ role MS Exchange Serveru
ISEB – Information Systems Examination Board
ITIL – Information Technology Infrastructure Library
ITRP – IT Recovery Plans
ITSCM – IT Service Continuity Management
ITSCP – IT Service Continuity Plans
ITSMF – IT Service Management Forum
LCR – Local Continuous Replications
MBX – Mailbox, serverova´ role MS Exchange Serveru
NLB – Network Load Balancing
OGC – Office of Government Commerce
RPO – Recovery Point Objective
RSG – Recovery Storage Group
RTO – Recovery Time Objective
SCR – Standby Continuous Replications
SG – Storage Group
UM – Unified Messaging
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41 U´vod
Elektronicka´ posˇta, jako prostrˇedek komunikace, je pouzˇı´va´na drtivou veˇtsˇinou spolecˇ-
nostı´. V souladu s charakterem podnika´nı´, vyspeˇlosti konkre´tnı´ spolecˇnosti a s podni-
kovy´mi procesy, ktery´ch se elektronicka´ posˇta u´cˇastnı´, naby´va´ vy´znam posˇtovnı´ sluzˇby
klı´cˇovy´ch nebo pouze podpu˚rny´ch hodnot.
Klı´cˇove´ hodnoty vykazujı´ procesy, ktere´ jsou nezbytne´ k zajisˇteˇnı´ chodu cˇi dosazˇenı´ ob-
chodnı´ch cı´lu˚ spolecˇnosti. Podpu˚rne´ hodnoty prˇedstavujı´ procesy, jenzˇ poskytujı´ sluzˇby
za´kladnı´m procesu˚m a nemajı´ prˇı´my´ vliv na cˇinnost podnika´nı´.
Posˇtovnı´ sluzˇby jsou u´zce spjaty s informacˇnı´mi syste´my a firemnı´mi aplikacemi, jejichzˇ
dostupnost a spolehlivost je pro rˇadu spolecˇnostı´ klı´cˇova´, tj. ma´ prˇı´my´ vliv na kontinuitu
podnika´nı´ - Business Continuity (BC). Je zrˇejme´, zˇe vy´znam posˇtovnı´ch sluzˇeb neza´visı´
prima´rneˇ na velikosti spolecˇnosti, ny´brzˇ na hodnoteˇ samotne´ elektronicke´ komunikace
pro urcˇitou spolecˇnost.
V za´jmu kazˇde´ spolecˇnosti je udrzˇet kriticke´ sluzˇby funkcˇnı´ v neprˇetrzˇite´m provozu a v
pozˇadovane´ kvaliteˇ po celou stanovenou dobu. Take´ servisnı´ u´drzˇba se pla´nuje tak, aby
doda´vka sluzˇby (vyuzˇı´va´nı´ emailove´ho syste´mu) nebyla poznamena´na snı´zˇenı´m kvality
cˇi dokonce prˇerusˇenı´m, prˇı´padneˇ aby tento cˇas byl co nejkratsˇı´.
Ve snaze maxima´lneˇ zmı´rnit negativnı´ dopady beˇzˇny´ch servisnı´ch a ocˇeka´vany´ch vy´pad-
ku˚ se navrhujı´ syste´my s vysokou dostupnostı´ - High Availability (HA). Implementujı´ se
rˇesˇenı´ na ba´zi clusteru cˇi le´pe geoclusteru, replikacˇnı´ mechanismy a za´lohovacı´ syste´my
dostupne´ v samotny´ch aplikacı´ch, vyuzˇı´va´ se nabı´zeny´ch rˇesˇenı´ trˇetı´ch stran, prˇı´p. sluzˇeb
spolecˇnostı´ poskytujı´cı´ IT outsourcing nebo cloud computing.
Ovsˇem i prˇes vesˇkere´ u´silı´ architektu˚ IT infrastruktury mu˚zˇe dojı´t k vy´padku˚m mnohem
za´vazˇneˇjsˇı´ho ra´zu a tedy i rozsahu vznikly´ch sˇkod. Mezi mozˇne´ prˇı´cˇiny se rˇadı´ hardwa-
rovy´ vy´padek datove´ho centra, zˇivelna´ katastrofa, infekcˇnı´ epidemie, lidsky´ u´mysl atp.
V te´to souvislosti hovorˇı´me o hava´rii syste´mu a na´sledneˇ o zotavenı´ sluzˇeb – Disaster
Recovery (DR).
Rozdı´l mezi High Availability a Disaster Recovery spocˇı´va´ prˇedevsˇı´m v za´vazˇnosti prˇı´cˇin,
ktere´ HA a DR v ra´mci svy´ch pla´nu rˇesˇı´ a v dopadu potencia´lnı´ch sˇkod na kontinuitu
podnika´nı´. HA zpravidla dosa´hneme navy´sˇenı´m zdroju˚ a uzpu˚sobenı´m IT infrastruk-
tury, zatı´mco u DR se vyporˇa´da´va´me s nedostupnosti zdroju˚, cozˇ mu˚zˇe va´zˇneˇ ohrozit
kontinuitu podnika´nı´.
Jelikozˇ obojı´ (HA a DR) mohou za jisty´ch okolnostı´ vyuzˇı´vat stejne´ sce´na´rˇe nebo se
vza´jemneˇ podporovat a doplnˇovat, je prˇı´nosne´ vytva´rˇet pla´ny obnovy po hava´rii jizˇ ve
5fa´zi na´vrhu podnikove´ infrastruktury spolecˇneˇ s konceptem sluzˇby vysoke´ dostupnosti.
Da´le se budu zaby´vat zotavenı´m posˇtovnı´ch sluzˇeb po hava´rii MS Exchange tedy DR.
1.1 Zotavenı´ po hava´rii
Pojmy Disaster recovery, Zotavenı´ po hava´rii a Katastroficky´ sce´na´rˇ shodneˇ oznacˇujı´ v
oblasti IT proces obnovy po hava´rii. Prˇedmeˇtem obnovy jsou sluzˇby kriticke´ pro zajisˇteˇnı´
kontinuity podnika´nı´. Porˇadı´ obnovy sluzˇeb za´visı´ na stanovene´ prioriteˇ sluzˇby a je de-
finova´no prˇi sestavova´nı´ pla´nu obnovy.
Pla´nova´nı´ obnovy Disaster Recovery Planning (DRP) je soucˇa´stı´ pla´nu˚ kontinuity pod-
nika´nı´ Business Continuity Planning (BCP) a vytva´rˇı´ se spolecˇneˇ s na´vrhem syste´mu. V
te´to fa´zi je vsˇak vytva´rˇenı´ pla´nu˚ obnovy mnohdy podcenˇova´no a odsouva´ se, ve snaze
vyhnout se nutny´m zvy´sˇeny´m na´kladu˚m na potrˇebne´ zdroje a za´rovenˇ urychlit proces
na´vrhu syste´mu, na pozdeˇjsˇı´ obdobı´.
Pokud sce´na´rˇ DR nenı´ vytvorˇen ani dodatecˇneˇ, vystavuje spolecˇnost riziku˚m nejen sebe,
ale take´ sve´ za´kaznı´ky, kterˇı´ mohou by´t na jejı´m provozu za´vislı´. Prˇı´padna´ katastrofa
pak sebou nese cˇasove´ prodlevy v doda´vce sluzˇeb, financˇnı´ ztra´ty prˇı´me´ nebo v podobeˇ
na´hrad sˇkod zpu˚sobeny´ch za´kaznı´ku˚m a take´ mu˚zˇe zaprˇı´cˇinit posˇkozenı´ dobre´ho jme´na
spolecˇnosti.
V kontextu vyspeˇlosti spolecˇnosti z pohledu pla´nova´nı´ disaster recovery je definova´na
uzˇivatelskou skupinou SHARE a spolecˇnosti IBM stupnice o 7, resp. 8 vrstva´ch.
VRSTVA 0
No off-site data, spolecˇnost nema´ zˇa´dna´ za´lohovana´ data ani za´lozˇnı´ hardware.
VRSTVA 1
Data backup with no Hot Site , spolecˇnost ma´ implementovane´ za´lohovacı´ rˇesˇenı´ s u´lozˇisˇ-
teˇm dat ve stejne´ lokaliteˇ.
VRSTVA 2
Data backup with a Hot Site , spolecˇnost ma´ implementovane´ za´lohovacı´ rˇesˇenı´ s u´lozˇisˇteˇm
dat v za´lozˇnı´ lokaliteˇ.
VRSTVA 3
Electronic vaulting , za´lohovacı´ rˇesˇenı´ s u´lozˇisˇteˇm dat v za´lozˇnı´ lokaliteˇ, vyuzˇı´va´ se
logicke´ho oddeˇlenı´ kriticky´ch dat a jejich duplicitnı´ho za´lohova´nı´ na rychle dostupne´
u´lozˇisˇteˇ. Pla´n obnovy umozˇnı´ prioritnı´ obnovenı´ kriticky´ch dat.
VRSTVA 4
Point-in-time copies , za´lohovacı´ rˇesˇenı´ s centra´lnı´m u´lozˇisˇteˇm na hardwarovy´ch dis-
kovy´ch polı´ - FlashCopy, Storage Area Network.
6VRSTVA 5
Transaction integrity, rˇesˇenı´ na ba´zi produkcˇnı´ a za´lozˇnı´ lokality, za´lohovacı´ zarˇı´zenı´ je
pouze v produkcˇnı´ lokaliteˇ, umozˇnˇuje za´lohova´nı´, archivaci a obnovu vybrany´ch dat.
VRSTVA 6
Zero or little data loss, za´lohovacı´ zarˇı´zenı´ je umı´steˇno v kazˇde´ z lokalit, lokality jsou
navza´jem plneˇ zastupitelne´, rˇesˇenı´ umozˇnˇuje za´lohova´nı´ vybrany´ch dat, duplikaci pro-
dukcˇnı´ch a za´lozˇnı´ch komponent
VRSTVA 7
Highly automated,business-integrated solution, rˇesˇenı´ na ba´zi duplikace a integrace dat
mezi rovnocenny´mi lokalitami s podporou automaticke´ho prˇevzetı´ sluzˇeb.
Z vy´sˇe uvedene´ stupnice lze snadno vyrozumeˇt za´vislost implementovane´ho rˇesˇenı´ za´lo-
hova´nı´ na zabezpecˇenı´ prˇed mozˇny´mi typy hava´rie a tedy i schopnosti vcˇasne´ obnovy
kriticky´ch sluzˇeb a procesu˚. Sestavova´nı´ pla´nu obnovy je pro kazˇdou spolecˇnost zcela
individua´lnı´ za´lezˇitostı´.
Pla´n DR nelze zobecnit, jelikozˇ jaka´koli mozˇna´ prˇı´cˇina vzniku rizika prˇedstavuje pro
kazˇdou spolecˇnost jinou u´rovenˇ ohrozˇenı´. Proto nenı´ u´cˇelem ve vsˇech spolecˇnostech im-
plementovat DRP na 7.vrstveˇ stupnice, ale mı´t kvalitneˇ zpracovany´ sce´na´rˇ DR, ktery´ v
maxima´lnı´ mozˇne´ mı´rˇe snizˇuje rizika kontinuity podnika´nı´ konkre´tnı´ spolecˇnosti.
V soucˇasne´ dobeˇ nabı´zı´ rˇada IT spolecˇnostı´ sve´ sluzˇby a poradenstvı´ v oblasti BCP a
DRP. Sluzˇby zahrnujı´ zpravidla analy´zu rizik podnikove´ infrastruktury, vyhodnocenı´
rizik a vy´beˇr vhodny´ch opatrˇenı´, prˇı´p. poskytnutı´ kompletnı´ho rˇesˇenı´ zvla´da´nı´ rizik,
tj. vcˇetneˇ poskytnutı´ u´lozˇisˇt’, implementace za´lohovacı´ch syste´mu˚, archivacˇnı´ch mecha-
nismu˚ a sluzˇeb souvisejı´cı´ch s obnovou syste´mu.
K vy´znamny´m spolecˇnostem, ktere´ se zaby´vajı´ problematikou DR patrˇı´ HP, IBM, San
guard a ICM.
72 Obnova syste´mu a dat po hava´rii posˇtovnı´ch sluzˇeb
Postupy pro obnovu syste´mu a dat po hava´rii se zacˇali vyvı´jet v 70 letech 20.stoletı´ jako
nutnost zabezpecˇit IT syste´my prˇed nezˇa´doucı´mi vy´padky. Potrˇeba zajistit bezchybny´
a neprˇetrzˇity´ provoz meˇla v te´ dobeˇ vy´znam prˇedevsˇı´m pro vla´dnı´ instituce, obranne´
slozˇky a veˇdeckou sfe´ru. Nejlepsˇı´ praktiky a doporucˇenı´ vycha´zejı´cı´ z osveˇdcˇeny´ch po-
stupu˚ rˇı´zenı´ IT v organizaci jsou obsazˇeny v souhrnu publikacı´ - Information Technology
Infrastructure Library (ITIL).
Pla´nova´nı´ kontinuity podnika´nı´ a zotavenı´ po hava´rii nutneˇ spada´ do ra´mce rˇı´zenı´ IT a
kromeˇ doporucˇenı´ ITIL je take´ rˇı´zeno rˇadou vydany´ch na´rodnı´ch norem a mezina´rodnı´ch
standardu˚.
Mezina´rodnı´ standardy
ISO/IEC 20000 - Information technology - Service management
ISO/IEC 27001 - Information technology - Security techniques - Information security
management systems
ISO/PAS 22399 - Societal security - Guideline for incident preparedness and operational
continuity management
ISO/IEC 24762- Information technology - Security techniques - Guidelines for information
and communications technology disaster recovery services
ISO 31000 – Risk management - Principles and guidelines
Na´rodnı´ normy
BS 15000 - British Standard for IT Service Management
BS 25777 / PAS 57 - IT Service Continuity Management
BS 25999 / PAS 56 - Business Continuity Management. Code of Practice & Specification
AS/NZS 4360 - Australian/New Zealand Standard for Standard in Risk Management
AS/NZS 5050 - Business continuity - Managing disruption-related risk
2.1 Information Technology Infrastructure Library
Drˇı´ve nezˇ se zameˇrˇı´m na doporucˇene´ postupy pro obnovu syste´mu a dat v ra´mci procesu˚
ITIL, prˇipomenu vy´znam ITIL, motivaci vzniku a vy´voj jednotlivy´ch verzı´. V soucˇasne´
dobeˇ je nejrozsˇı´rˇeneˇjsˇı´ rˇadou publikacı´ ITILv3, jehozˇ aktualizace z cˇervence 2011 je vy-
da´va´na pod na´zvem ITIL 2011.
ITIL R© je verˇejneˇ dostupny´ ra´mec, jenzˇ popisuje nejlepsˇı´ praktiky ve Spra´veˇ sluzˇeb IT. Po-
skytuje ra´mec pro zvla´dnutı´ IT v organizaci, pojedna´va´ komplexneˇ o sluzˇba´ch a zameˇrˇuje
se na neusta´le´ meˇrˇenı´ a zlepsˇova´nı´ kvality doda´vany´ch sluzˇeb IT, a to jak z pohledu busi-
nessu, tak z pohledu za´kaznı´ka. Toto zameˇrˇenı´ je hlavnı´ prˇı´cˇinou celosveˇtove´ho u´speˇchu
ITIL R© a prˇispeˇlo k rozsˇı´rˇene´mu vyuzˇitı´ a ke klı´cˇovy´m prˇı´nosu˚m, zı´skany´m u teˇch orga-
8nizacı´, ktere´ aplikovaly tyto techniky a procesy ve svy´ch struktura´ch.
Neˇktery´mi z teˇchto prˇı´nosu˚ jsou:
• Spra´va financı´ (Financial management)
• zvy´sˇena´ spokojenost uzˇivatelu˚ a za´kaznı´ku˚ se sluzˇbami IT
• zlepsˇena´ dostupnost sluzˇeb, cozˇ prˇı´mo vede ke zvy´sˇeny´m zisku˚m a
obratu businessu
• financˇnı´ u´spory plynoucı´ ze snı´zˇenı´ opakovany´ch pracı´, ztracene´ho cˇasu,
zlepsˇene´ spra´vy a vyuzˇitı´ zdroju˚
• zkra´cenı´ cˇasu pro uvedenı´ novy´ch produktu˚ a sluzˇeb na trh
• zlepsˇenı´ podkladu˚ pro rozhodova´nı´ a optimalizace rizik. [3]
ITIL vznikl jako pozˇadavek vla´dy Spojene´ho kra´lovstvı´ Velke´ Brita´nie a Severnı´ho Ir-
ska na zavedenı´ kvalitativnı´ho standardu informacˇnı´ch technologiı´ a zvy´sˇenı´ efektivity
poskytova´nı´ sluzˇeb IT. Zpracova´nı´m byla poveˇrˇena agentura Central Communications
and Telecommunications Agency (CCTA). Hlavnı´m cı´lem zamy´sˇlene´ho standardu bylo
zajisˇteˇnı´ vysoke´ kvality poskytovany´ch sluzˇeb IT, snı´zˇenı´ na´kladu˚, optimalizace zdroju˚,
zvy´sˇenı´ vy´konu, zajisˇteˇnı´ vysoke´ dostupnosti a sˇka´lovatelnosti syste´mu, da´le schopnost
meˇrˇenı´ vy´konnosti IT procesu˚ a rˇı´zenı´ rizik.
ITILv1
Po neˇkolikalete´m zpracova´va´nı´ informacı´, prova´deˇnı´ analy´z a vytva´rˇenı´ efektivnı´ch me-
todik byly vy´sledky shrnuty do 31 knih pokry´vajı´cı´ch vesˇkere´ aspekty poskytova´nı´ IT
sluzˇeb. Soubor knih se da´le rozrostl a v letech 1989-1995 vydala spolecˇnost CCTA, dnes
Office of Government Commerce (OGC), celkem 41 publikacı´ knihovny ITIL v1.
Obsa´hlost knihovny ITIL v1 odra´zˇı´ uceleny´ konspekt metodiky pro efektivnı´ posky-
tova´nı´ IT sluzˇeb a to prˇedevsˇı´m zabezpecˇenı´ doda´vky sluzˇeb z pohledu stability in-
frastruktury IT. Hlavnı´ procesy prˇedstavuje Service Support a Service Delivery, prˇicˇemzˇ
kazˇda´ disciplı´na jmenovany´ch procesu˚ byla zachycena v samostatne´ knize. Nebylo vy´-
jimkou, zˇe v publikacı´ch docha´zelo k opakovane´mu zaznamena´va´nı´ shodny´ch metod
popsany´ch v jinak neza´visly´ch celcı´ch.
Prˇı´klady titulu˚ disciplı´n ITILv1 : Planning and Control for IT Services, A Guide to Busi-
ness Continuity Management, Unattended Operating, Human Factor in the Office Envi-
ronment, Office Design and Planning, Fire Precautions in IT Installations, Management
of Electrical Interference, Secure Power Supplies, Specification and Management of a Ca-
ble Infrastructure, Management of Acoustic Noise.
ITILv2
Z du˚vodu obtı´zˇene´ho prakticke´ho vyuzˇitı´ byla metodika ITILv1 revidova´na, redundantnı´
informace odstraneˇny a publikace byly r 2001 nahrazeny novou verzı´ o 8 kniha´ch, ktere´
tvorˇı´ souhrn nejlepsˇı´ch praktik a doporucˇenı´. Hlavnı´ procesy Service Support a Service
9Delivery zu˚staly zachova´ny a jejich disciplı´ny jsou souhrnneˇ popsa´ny vzˇdy v jedne´ knize.
Dalsˇı´ knihy zachycujı´ provoznı´ pokyny k oblastem ICT Infrastructure Management , Ap-
plication Management , Security a knihy pro podporu prakticke´ implementace The Busi-
ness Perspective , Planning to Implement Service Management , ITIL R© Small-scale Im-
plementation.
Na prˇı´praveˇ druhe´ verze, zameˇrˇene´ prˇedevsˇı´m na kvalitu a efektivitu IT procesu˚, se
kromeˇ OGC podı´leli take´ experti soukromy´ch subjektu˚ participujı´cı´ch v neziskove´m sdru-
zˇenı´ IT Service Management Forum (ITSMF).
Verze cˇ.2 ovlivnila zmeˇny britske´ normy BS 15000 a stala se za´kladem pro mezina´rodnı´
normu ISO/IEC 20000. To patrneˇ zpu˚sobilo, zˇe se na ITIL zacˇalo nahlı´zˇet jako na uzna´vany´
standard rˇı´zenı´ a spra´vy sluzˇeb IT, prˇestozˇe se jedna´ pouze o souhrn doporucˇenı´ nej-
lepsˇı´ch technik. Vy´znam ITIL umocnˇuje rovneˇzˇ mozˇnost certifikace odborne´ zpu˚sobilosti
IT Service Management (ITSM) pro jednotlivce u neˇktere´ z mezina´rodneˇ uzna´vany´ch cer-
tifikacˇnı´ch autorit Information System Examination Board (ISEB) nebo Examination In-
stitute for Information Science (EXIN).
ITILv3
Se vzru˚stajı´cı´m pocˇtem spolecˇnostı´, ktere´ zava´dı´ rˇı´dı´cı´ procesy dle doporucˇenı´ ITIL ve
svy´ch IT struktura´ch, roste take´ mnozˇstvı´ prˇipomı´nek ke sta´vajı´cı´ verzi. Prˇipomı´nkuje
se zejme´na nedostatecˇna´ sˇka´lovatelnost a neschopnost aplikovat ITIL na zˇivotnı´ cyk-
lus sluzˇby, prˇicha´zejı´ pozˇadavky na jasne´ vymezenı´ pojmu˚, doplneˇnı´ ITIL o prˇı´klady,
sˇablony, procesnı´ model, atd.
Mnozˇstvı´ prˇipomı´nek a pozˇadavku˚ bylo zpracova´no a v roce 2007 je uverˇejneˇna nova´
verze ITIL v3.
Hlavnı´ cˇa´st tvorˇı´ 5 knih, ktere´ pokry´vajı´ zˇivotnı´ cyklus sluzˇby : Service Strategy, Ser-
vice Design, Service Transition, Service Operation, Continual Service Improvement. Sˇesta´
kniha The Official Introduction to the ITIL – Service Lifecycle je oficia´lnı´m u´vodem do
ITIL nove´ struktury v podobeˇ zˇivotnı´ho cyklu sluzˇby.
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Hlavnı´ procesy v jednotlivy´ch publikacı´ch
Strategie sluzˇeb (Service Strategy)
• Spra´va financı´ (Financial management)
• Spra´va portfolia sluzˇeb (Service Portfolio Management - SPM)
• Spra´va pozˇadavku˚ (Demand Management)
Na´vrh sluzˇeb (Service Design)
• Spra´va katalogu sluzˇeb (Service Catalogue Management - SCM)
• Spra´va u´rovnı´ sluzˇeb (Service Level Management - SLM)
• Spra´va kapacit (Capacity management)
• Spra´va dostupnosti (Availability Management)
• Spra´va kontinuity sluzˇeb IT (IT Service Continuity Management - ITSCM)
• Spra´va bezpecˇnosti informacı´ (Information Security Management - ISM)
• Spra´va dodavatelu˚ (Supplier Management)
Prˇechod sluzˇeb (Service Transition)
• Spra´va zmeˇn (Change Management)
• Spra´va aktiv a konfigurace (Service Asset and Configuration Management -
SACM)
• Spra´va znalostı´ (Knowledge management - KM)
• Pla´nova´nı´ a podpora prˇechodu (Transition Planning and Support)
• Spra´va releasu˚ a rozmı´st’ova´nı´ (Release and Deployment Management)
• Oveˇrˇenı´ a testova´nı´ sluzˇby (Service Validation and Testing)
• Vyhodnocenı´ (Evaluation)
Provoz sluzˇeb (Service Operation)
• Spra´va uda´lostı´ (Event Management)
• Spra´va incidentu˚ (Incident Management)
• Prova´deˇnı´ pozˇadavku˚ (Request Fulfillment)
• Spra´va prˇı´stupu˚ (Access Management)
• Spra´va proble´mu˚ (Problem Management)
Pru˚beˇzˇne´ zlepsˇova´nı´ sluzˇeb (Continual Service Improvement)
• Zlepsˇova´nı´ sluzˇeb (Service Improvement)
• Meˇrˇenı´ sluzˇby (Service Measurement)
• Vykazova´nı´ sluzˇeb (Service Reporting)
Pro u´cˇely obnovy syste´mu a dat se zameˇrˇı´me na publikaci Service Design a proces za-
chyceny´ v cˇa´sti Spra´va kontinuity sluzˇeb IT.
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2.2 IT Service Continuity Management
IT Service Continuity Management (ITSCM) podporuje vesˇkere´ procesy kontinuity pod-
nika´nı´ zajisˇteˇnı´m mozˇnosti obnovy vsˇech nutny´ch technicky´ch a servisnı´ch zarˇı´zenı´ v
pozˇadovane´ kvaliteˇ a sjednane´m cˇasove´m horizontu. Prˇedmeˇtem obnovy jsou doda´vky
sluzˇeb pocˇı´tacˇovy´ch syste´mu˚, aplikacı´, datovy´ch u´lozˇisˇt’, pocˇı´tacˇovy´ch i telekomunikacˇ-
nı´ch sı´tı´, technicke´ podpory a cˇinnost Service Desku, jedine´ho kontaktnı´ho mı´sta pro
zprostrˇedkova´nı´ komunikace mezi uzˇivatelem a poskytovatelem IT sluzˇby.
ITSCM je za´kladnı´ soucˇa´st veˇtsˇiny podnikovy´ch procesu˚, jenzˇ jsou kriticke´ pro konti-
nuitu podnika´nı´. Prˇina´sˇı´ metody ke snı´zˇenı´ rizikove´ mı´ry plynoucı´ z prˇerusˇenı´ procesu˚
a zava´dı´ mechanismy obnovy. K u´speˇsˇne´ implementaci efektivnı´ ITSCM je nutna´ plna´
podpora vrcholove´ho managementu.
Hlavnı´ cı´le rˇı´zenı´ kontinuity
• udrzˇovat pla´ny IT Service Continuity Plans (ITSCP) a IT Recovery Plans (ITRP),
jenzˇ podporujı´ za´meˇry BCP spolecˇnosti
• prova´deˇt pravidelne´ revize Business Impact Analysis (BIA) a oveˇrˇovat, zda jsou
vsˇechny ITSCP v souladu se zmeˇnami obchodnı´ch dopadu˚ a pozˇadavku˚
• oveˇrˇovat dohodnutou u´rovenˇ IT sluzˇeb, prova´deˇt pravidelne´ hodnocenı´ rizik
Risk assessment (RA), zejme´na ve spojenı´ s procesy Availability Management a Secu-
rity Management
• poskytovat rady a na´vody vsˇem oblastem podnika´nı´, ktere´ souvisı´ s procesy
kontinuity a zotavenı´
• zajistit, zˇe zavedene´ mechanismy kontinuity a obnovy dosahujı´ odpovı´dajı´cı´
nebo vysˇsˇı´ u´rovneˇ nezˇ stanovene´ cı´le
• posoudit dopad vsˇech zmeˇn na ITSCP a ITRP
• ujistit se, zˇe proaktivnı´ zmeˇny vylepsˇenı´ dostupnosti sluzˇeb jsou implemen-
tova´ny vsˇude tam, kde jsou odu˚vodneˇne´
• vyjednat smlouvy s dodavateli o poskytova´nı´ nezbytne´ podpory pro zajisˇteˇnı´
obnovy vsˇech pla´nu kontinuity v na´vaznosti na proces Supplier Management
ITSCM nerˇesˇı´ drobne´ technicke´ vy´padky, poruchy mensˇı´ho ra´zu a ocˇeka´vana´ rizika, jako
je porucha nekriticke´ho disku cˇi aplikace. K zvla´danı´ me´neˇ vy´znamny´ch proble´mu˚ z
pohledu kontinuity podnika´nı´ jsou prima´rneˇ urcˇeny procesy sdruzˇene´ v segmentu Ser-
vice Operation a da´le procesy Availability Management, Change Management a Confi-
guration Management.
ITSCM se shodneˇ s koncepcı´ ITIL nevymezuje na urcˇity´ typ spolecˇnosti, ale poskytuje
doporucˇenı´ vsˇem poskytovatelu˚m IT sluzˇeb. Metody ITSCM lze aplikovat v male´m IT
oddeˇlenı´, jenzˇ doda´vajı´ IT sluzˇby pouze materˇske´ organizaci, stejneˇ jako ve spolecˇnostech,
ktere´ poskytujı´ sve´ sluzˇby jiny´m organizacı´m.
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Obra´zek 1: Zˇivotnı´ cyklus rˇı´zenı´ kontinuity sluzˇeb [4]
2.3 Zˇivotnı´ cyklus rˇı´zenı´ kontinuity sluzˇeb
Zˇivotnı´ cyklus rˇı´zenı´ kontinuity sluzˇeb jak vidı´me na obra´zku cˇ.1 rozlisˇuje cˇtyrˇi za´kladnı´
fa´ze :
1. Iniciace (Initiation)
2. Pozˇadavky a strategie (Requirements and strategy)
3. Implementace (Implementation)
4. Operace u´drzˇby (On going Operation)
2.3.1 Iniciace
Prvnı´ fa´ze je vy´znamna´ pro organizaci jako celek. Nejprve je nutne´ zvolit politicke´ na-
stavenı´ (stanovit manazˇersky´ za´meˇr a cı´le), definovat pozice, pravomoci a povinnosti
zameˇstnancu˚. Urcˇit kdo bude prova´deˇt BIA, RA, kontrolnı´ cˇinnosti, kdo zajistı´ pojisˇteˇnı´
spolecˇnosti a dohled nad dodrzˇova´nı´ norem. Da´le je potrˇeba alokovat zdroje k vykona´nı´
druhe´ fa´ze cyklu ITSCM, tedy finance a pracovnı´ sı´ly, at’ uzˇ z vlastnı´ch rˇad cˇi externı´ch
zdroju˚, definovat odpoveˇdnost za schvalova´nı´ projektu, u´rovneˇ kvality pla´nu˚ a zvolit
komunikacˇnı´ mechanismy mezi jednotlivy´mi u´cˇastnı´ky procesu.
2.3.2 Pozˇadavky a strategie
Tato fa´ze se zameˇrˇuje prima´rneˇ na obchodnı´ pozˇadavky, korektnı´ analy´zu dopadu - Busi-
ness Impact Analysis v souvislosti se sluzˇbami IT, analy´zu rizik - Risk Assessment a sta-
novenı´ efektivnı´ strategie. Strategie dokumentuje pozˇadovane´ opatrˇenı´ ke snı´zˇenı´ rizika
a mozˇnosti obnovy kontinuity podnika´nı´.
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Analy´za dopadu˚ (Business Impact Analysis, BIA)
Analy´za dopadu˚ identifikuje kriticke´ sluzˇby v organizaci a posuzuje financˇnı´ ztra´ty, ktere´
vzniknou spolecˇnosti naprˇ. ztra´tou nebo prˇerusˇenı´m doda´vky sluzˇby s ohledem na de´lku
trva´nı´ prˇerusˇenı´, ztra´tou nebo u´nikem dat, vy´padkem elektricke´ energie atd.
Krite´ria analy´zy dopadu
• forma posˇkozenı´ nebo ztra´ty (ztra´ta prˇı´jmu, dodatecˇne´ na´klady, posˇkozenı´ repu-
tace, ztra´ta konkurencˇnı´ vy´hody, porusˇenı´ pra´va, zdravı´ a bezpecˇnosti, riziko pro
bezpecˇnost persona´lu, okamzˇita´ a dlouhodoba´ ztra´ta podı´lu na trhu, politicky´, kor-
poracˇnı´ nebo osobnı´ dopad, ztra´ta zpu˚sobilosti )
• rozsah sˇkody nebo ztra´ta po servisnı´m prˇerusˇenı´ v za´vislosti na de´lce prˇerusˇenı´
(hodiny, dny, meˇsı´ce a stanovenı´ nejkriticˇteˇjsˇı´ cˇasove´ hranice)
• pocˇet zameˇstnancu˚, schopnosti, vybavenı´ a sluzˇby nezbytne´ k obnoveˇ kriticky´ch
procesu˚ na minima´lnı´ prˇijatelnou u´rovenˇ
• minima´lnı´ cˇas nutny´ k dosazˇenı´ potrˇebny´ch zdroju˚ pro zaha´jenı´ obnovy
• cˇas, za ktery´ je dostupny´ potrˇebny´ persona´l, zarˇı´zenı´ a vsˇechny pozˇadovane´ pro-
cesy a sluzˇby jsou plneˇ obnovene´
• stanovenı´ priority obnovy pro kazˇdou IT sluzˇbu
Hodnocenı´ rizik (Risk Assessment, RA)
Analy´za rizik zohlednˇuje rea´lnou pravdeˇpodobnost vy´skytu hava´rie nebo servisnı´ho
prˇerusˇenı´, odhaduje u´rovenˇ zranitelnosti a rozsah dopadu. Prˇi vyhodnocenı´ analy´zy se
stanovı´ mı´ra prˇijetı´, omezenı´ nebo nutnosti u´plne´ eliminace rizika s ohledem na mnozˇstvı´
vynalozˇenı´ nezbytny´ch ekonomicky odu˚vodneˇny´ch prostrˇedku˚. Prova´dı´ se pro kazˇdou
IT sluzˇbu zvla´sˇt’. Prˇı´klady hrozeb, ktere´ zvysˇujı´ rizika aktiv ukazuje tabulka cˇ.1 a cˇ.2.
Rizika Hrozby
Ztra´ta internı´ch IT syste´mu˚ nebo sı´tı´ Pozˇa´r
Vy´padek napa´jenı´
Zˇha´rˇstvı´, vandalismus
Povodenˇ
Pa´d letadla
Prˇı´rodnı´ katastrofa, naprˇ. hurika´n
Ekologicka´ hava´rie
Teroristicky´ u´tok
Sabota´zˇ
Katastrofa´lnı´ selha´nı´
Elektricke´ posˇkozenı´, naprˇ. blesk
Na´hodne´mu posˇkozenı´
Nekvalitnı´ software
Tabulka 1: Rizika a hrozby
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Rizika Hrozby
Ztra´ta externı´ch IT syste´mu˚ nebo sı´tı´ Vsˇechny vy´sˇe uvedene´
Nadmeˇrna´ popta´vka po sluzˇba´ch
Zneprˇı´stupneˇnı´ sluzˇby DoS u´tokem
Selha´nı´ technologie
Ztra´ta dat Selha´nı´ technologie
Lidska´ chyba
Viry, sˇkodlivy´ software
Ztra´ta sı´t’ovy´ch sluzˇeb Posˇkozenı´ nebo odeprˇenı´ prˇı´stupu
k sı´ti poskytovatele sluzˇeb
Ztra´ta sluzˇeb poskytovatele IT syste´mu˚ a sı´tı´
Ztra´ta dat poskytovatele sluzˇeb
Selha´nı´ poskytovatele sluzˇeb
Nedostupnost klı´cˇove´ho technicke´ho a Protestnı´ akce
pomocne´ho persona´lu Odeprˇenı´ prˇı´stupu do prostor
Rezignace
Nemoc / zraneˇnı´
Dopravnı´ proble´my
Vy´padek sluzˇeb, naprˇ. outsourcing IT Komercˇnı´ selha´nı´, naprˇ. platebnı´ neschopnost
Odeprˇenı´ prˇı´stupu do prostor
Nedostupnost zameˇstnancu˚ poskytovatele sluzˇeb
Nesplneˇnı´ smluvnı´ u´rovneˇ sluzˇeb
Tabulka 2: Rizika a hrozby - pokracˇova´nı´
Strategie
Vy´stupy BIA a RA slouzˇı´ jako za´klad pro vytvorˇenı´ strategie s optima´lnı´ rovnova´hou
mı´ry rizika a mozˇnostı´ obnovy. Strategie musı´ by´t integrovatelna´ do kompletnı´ strategie
obnovy kontinuity podnika´nı´ spolecˇnosti. Priorita obnovenı´ sluzˇeb je za´visla´ na de´lce
vy´padku sluzˇeb a s postupujı´cı´ dobou trva´nı´ se meˇnı´. Snı´zˇenı´ mı´ry rizika sluzˇeb s vy-
soky´m dopadem z kra´tkodobe´ho hlediska v ra´mci BIA se prova´dı´ v procesech Availa-
bility Managementu, zatı´mco sluzˇby s vysoky´mi dlouhodoby´mi dopady se zahrnujı´ do
procesu˚ rˇı´zenı´ kontinuity podnika´nı´ a pla´nu˚ obnovy - Disaster Recovery.
Snı´zˇenı´ rizik v procesech Availability Managementu
• instalace UPS a za´lozˇnı´ch zdroju˚ napa´jenı´
• implementace syste´mu˚ odolny´ch proti porucha´m pro kriticke´ aplikace
• RAID pole a duplikace dat na 2 HD pro LAN servery
• na´hradnı´ vybavenı´ a soucˇa´sti pro prˇı´pad poruchy
• vytvorˇenı´ nouzove´ho prˇı´stupove´ho bodu k sı´ti nebo mozˇnosti napa´jenı´ budovy
• pruzˇne´ IT syste´my a sı´teˇ
• outsourcing sluzˇeb zajisˇteˇny´ neˇkolika dodavateli
• veˇtsˇı´ fyzicke´ a IT-BASED bezpecˇnostnı´ ovla´dacı´ prvky
• mechanismy pro vcˇasnou detekci hrozby prˇerusˇenı´ sluzˇby
• komplexnı´ strategie za´lohova´nı´ a obnovy, vcˇetneˇ u´lozˇisˇt’ v odlehly´ch lokalita´ch
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Techniky v ra´mci Disaster Recovery
• Manual work-arounds - kra´tkodoba´ na´hrada sluzˇby manua´lnı´m za´pisem
• Reciprocal arrangements - docˇasne´ vyuzˇitı´ sluzˇeb a zdroju˚ jine´ organizace
• Gradual recovery ‘cold standby’ - prˇevedenı´ do za´lozˇnı´ lokality prˇipravene´
k instalaci vlastnı´ vy´pocˇetnı´ techniky
• Intermediate recovery ‘warm standby’ - prˇevedenı´ do plneˇ vybavene´ komercˇnı´
lokality, vcˇetneˇ definovane´ho zarˇı´zenı´ (servery, periferie)
• Fast recovery ‘hot standby’ - prˇevedenı´ do za´lozˇnı´ lokality s nainstalovany´mi IT
syste´my a aplikacemi, kde jsou zrcadlena provoznı´ data
• Immediate recovery ‘mirroring’, ‘load balancing’ ,‘split site’ - automaticke´ prˇeve-
denı´ sluzˇeb, ktere´ jsou implementovane´ ve dvou dostatecˇneˇ vzda´leny´ch rovnocenny´ch
lokalita´ch, uvnitrˇ jedne´ organizace
2.3.3 Implementace
Ve fa´zi implementace se sestavujı´ pla´ny ITSCM, ktere´ zahrnujı´ potrˇebne´ informace k
rychle´ obnoveˇ kriticky´ch syste´mu˚, sluzˇeb a technicke´ho vybavenı´. Dokumentace ITSCM
musı´ by´t dostupna´ vsˇem klı´cˇovy´m zameˇstnancu˚m. Distribuci pla´nu a ulozˇenı´ kopie mimo
lokalitu spolecˇnosti zajisˇt’uje Management distribuce pla´nu˚. Na vy´voji a u´drzˇbeˇ ITSCM
pla´nu˚ spolupracujı´ ty´my specialistu˚, jejichzˇ cˇinnosti jsou koordinovane´ Business Conti-
nuity Managementem (BCM).
Prˇı´klad ITSCM pla´nu obnovy dle doporucˇenı´ ITIL je zachycen v prˇı´loze A.
Kromeˇ steˇzˇejnı´ho pla´nu obnovy je vhodne´ prˇipojit take´ neˇktere´ dalsˇı´ za´chranne´ pla´ny
a kontaktnı´ informace.
Za´chranne´ pla´ny
• Emergency Response Plan - pla´n pro nouzove´ situace
• Damage Assessment Plan - pla´n odhadu sˇkod
• Salvage Plan - pla´n likvidacˇnı´ch pracı´
• Vital Records Plan - pla´n umı´steˇnı´ existencˇneˇ du˚lezˇity´ch za´znamu˚
• Crisis Management - pla´n krizove´ho rˇı´zenı´
• Public Relations Plan - pla´n komunikace s me´diı´
• Accommodation and Services Plan - pla´n ubytova´nı´ a sluzˇeb
• Security Plan - pla´n bezpecˇnosti
• Personnel Plan - persona´lnı´ pla´n
• Communication Plan - komunikacˇnı´ pla´n
• Finance and Administration Plan - financˇnı´ a administracˇnı´ pla´ny
Soucˇa´sti implementacˇnı´ fa´ze je vytvorˇenı´ pla´nu organizace krizove´ho rˇı´zenı´ a pla´nu tes-
tova´nı´ strategie.
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Krizove´ rˇı´zenı´
U´speˇsˇne´ rˇı´zenı´ krizove´ situace zajisˇt’ujı´ trˇi hlavnı´ organizacˇnı´ jednotky :
• Vy´konna´ – nejvysˇsˇı´ autorita zodpoveˇdna´ za krizovy´ management
• Koordinacˇnı´ – u´tvar zodpoveˇdny´ za koordinaci procesu obnovy
• Jednotka obnovy – obchodnı´ a servisnı´ ty´my odpoveˇdne´ za obnovu sluzˇeb
Testova´nı´
U´cˇelem testova´nı´ strategie je proveˇrˇenı´ sestaveny´ch pla´nu˚ obnovy a odhalenı´ prˇı´padny´ch
nedostatku˚. Testy musı´ mı´t jasneˇ urcˇene´ cı´le a kriticke´ faktory u´speˇsˇnosti. Pru˚beˇh testu˚
se zaznamena´va´, vyhodnocuje a v prˇı´padeˇ nutnosti je iniciova´no zmeˇnove´ rˇı´zenı´.
Typy testu˚:
• Walk-through tests - testy pozorova´nı´m
”
za beˇhu“ ty´mem tvu˚rcu˚ pla´nu˚ obnovy
• Full tests – test schopnosti obnovy na urcˇeny´ch syste´mech v pozˇadovane´m cˇase
• Partial tests - doplnˇkove´ testy vybrany´ch sluzˇeb nebo technicke´ho vybavenı´
• Scenario tests - pro oveˇrˇenı´ reakcı´ na specificke´ podmı´nky a necˇekanou uda´lost
2.3.4 Operace u´drzˇby
Pokracˇujı´cı´ operace nebo-li operace u´drzˇby se zameˇrˇujı´ na oblast vzdeˇla´va´nı´, zvysˇova´nı´
poveˇdomı´, prova´deˇnı´ sˇkolenı´, vykona´va´nı´ pravidelny´ch revizı´ a oveˇrˇova´nı´ zda pla´ny
sta´le odpovı´dajı´ potrˇeba´m spolecˇnosti. Testova´nı´ pla´nu kontinuity podnika´nı´ se prova´dı´
pravidelneˇ, ve shodeˇ s obchodnı´mi pozˇadavky a take´ po kazˇde´ vy´znamne´ zmeˇneˇ. Nut-
nostı´ je proveˇrˇova´nı´ za´lohovacı´ch mechanismu˚ a dat potrˇebny´ch prˇi zotavenı´ sluzˇeb IT,
cozˇ spada´ do ra´mce Service Operation. Vesˇkere´ zmeˇny obchodnı´ch procesu˚ probı´haji
rˇı´zeneˇ v ra´mci procesu˚ Change Managementu a Configuration Managementu.
Vyvola´nı´ (Invocation)
Invocation je poslednı´ test zajisˇteˇnı´ obnovy kontinuity podnika´nı´ podle sestaveny´ch pla´nu˚.
Pokud vsˇechny prˇedchozı´ fa´ze byli u´speˇsˇneˇ dokoncˇeny, pla´ny vytvorˇeny a otestova´ny,
meˇla by invokace probeˇhnout bezchybneˇ.
Pla´ny a jejich kopie se ulozˇı´ na bezpecˇna´ mı´sta tak, aby v prˇı´padeˇ hava´rie byly k dis-
pozici klı´cˇove´mu persona´lu.
Proces zotavenı´ po hava´rii vede k rychle´mu zprovozneˇnı´ kriticky´ch IT sluzˇeb a jejich po-
skytova´nı´ z mı´st obnovy na u´rovni dohodnute´ v ra´mci strategie. Dalsˇı´m u´kolem je pak
v nejkratsˇı´m mozˇne´m cˇase prˇeve´st sluzˇby zpeˇt do standardnı´ho prostrˇedı´ spolecˇnosti a
uvolnit mı´sto obnovy pro prˇı´pad dalsˇı´ hava´rie. Tyto na´sledne´ aktivity by meˇli by´t rovneˇzˇ
zahrnuty v pla´nech ITSCM a probı´hat rˇı´zeneˇ.
17
3 Zotavenı´ posˇtovnı´ sluzˇby MS Exchange
Posˇtovnı´ sluzˇba MS Exchange se rˇadı´ k IT sluzˇba´m, jejichzˇ selha´nı´ mu˚zˇe mı´t pro rˇadu
spolecˇnostı´ va´zˇny´ dopad na kontinuitu podnika´nı´. Za u´cˇelem snı´zˇenı´ pla´novany´ch a
ocˇeka´vany´ch vy´padku˚ se implementujı´ posˇtovnı´ syste´my s vysokou dostupnostı´, pokud
dojde k neocˇeka´vane´mu selha´nı´ doda´vky sluzˇeb je nezbytne´ mı´t k dispozici sce´na´rˇ ob-
novy.
Riziko, resp. nebezpecˇı´ vzniku uda´losti, ktera´ zpu˚sobı´ narusˇenı´ syste´mu, ztra´tu nebo
posˇkozenı´ dat cˇi prˇerusˇenı´ doda´vky sluzˇeb, prˇedstavujı´ pro kazˇdou spolecˇnost jine´ hrozby.
Vedenı´ za´znamu˚ nepla´novany´ch vy´padku˚ a jejich prˇı´cˇin je pro spolecˇnost vy´hodou a
meˇlo by by´t soucˇa´stı´ identifikace a analy´zy rizik.
Pru˚zkum vedeny´ spolecˇnostı´ MessageOne (poskytovatel emailovy´ch syste´mu˚) ukazuje,
zˇe te´meˇrˇ 86% nepla´novany´ch vy´padku˚ je zpu˚sobeno technologicky´m selha´nı´m a jen 14%
zaprˇı´cˇinˇujı´ prˇı´rodnı´ katastrofy. Nejcˇasteˇjsˇı´ prˇı´cˇiny nepla´novany´ch vy´padku˚ a jejich pro-
centua´lnı´ zastoupenı´ je zna´zorneˇno na obra´zku cˇ.2.
Z vy´sledku˚ je patrne´, zˇe vhodneˇ navrzˇenou infrastrukturou IT, ktera´ respektuje za´sady
syste´mu˚ vysoke´ dostupnosti lze eliminovat take´ vy´znamnou cˇa´st vzniku nepla´novany´ch
vy´padku˚. Kompletnı´ zpra´va pru˚zkumu se nacha´zı´ na webovy´ch stra´nka´ch www.disaster-
resource.com.
http://www.disaster-resource.com/articles/ems whitepaper why emls fail.pdf
3.1 Rizika posˇtovnı´ch sluzˇeb
Riziko v bezprostrˇednı´ souvislosti s poskytova´nı´m posˇtovnı´ch sluzˇeb vznika´ zejme´na
ztra´tou cˇi posˇkozenı´m na´sledujı´cı´ch instancı´:
• polozˇka z mailboxu (email, slozˇka, obsah kalenda´rˇe, u´koly atd.)
• cely´ mailbox
• databa´ze nebo skupina u´lozˇisˇt’
• posˇtovnı´ server nebo role
• externı´ sluzˇby (Domain Controller, Global Catalog, DNS, LAN, WAN)
• ztra´ta cele´ lokality (Exchange server a vesˇkere´ externı´ sluzˇby)
Pro efektivnı´ sestavenı´ pla´nu˚ obnovy je potrˇeba zna´t, ktera´ data jsou du˚lezˇita´, kde se
nacha´zı´ a jak je spra´vneˇ zabezpecˇit. Architektura posˇtovnı´ho syste´mu Exchange ser-
ver spolecˇnosti Microsoft doznala ve verzi 2007 vy´znamny´ch zmeˇn. Posˇtovnı´ syste´m
je koncipova´n jako syste´m serverovy´ch rolı´, jenzˇ mohou by´t instalova´ny na jeden nebo
vı´ce fyzicky´ch poprˇ. virtua´lnı´ch hostitelu˚ dle individua´lnı´ch potrˇeb spolecˇnosti. Mozˇnost
instalace redundantnı´ch serverovy´ch rolı´, korektnı´ konfigurace syste´mu a pravidelne´
za´lohova´nı´ prˇispı´va´ ke zvysˇova´nı´ odolnosti Exchange serveru.
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Obra´zek 2: Prˇı´cˇiny nepla´novany´ch vy´padku˚ [7]
Konfigurace MS Exchange Serveru je z veˇtsˇı´ cˇa´sti ulozˇena v adresa´rˇove´ sluzˇbeˇ Active
Directory. Zotavenı´ posˇtovnı´ho serveru nebo jeho role se vykona´ spusˇteˇnı´m instalace v
rezˇimu obnovy po hava´rii a vsˇechna za´kladnı´ nastavenı´ jsou obnovena z AD (za prˇedpo-
kladu, zˇe je adresa´rˇova´ sluzˇba k dispozici), prˇı´p. doplnı´me o uzˇivatelske´ nastavenı´ ze
za´loh. Prˇi hava´rii mailbox serveru rovneˇzˇ obnovı´me posˇkozene´ databa´ze.
3.2 Kriticka´ data MS Exchange serveru
Mailbox server
• Mailbox databa´ze a databa´ze verˇejny´ch slozˇek
• Transakcˇnı´ logy pro kazˇdou skupinu u´lozˇisˇt’
• Windows registry
K za´loze databa´ze a transakcˇnı´ch logu˚ se zpravidla vyuzˇı´va´ za´lohovacı´ mechanismy
trˇetı´ch stran s podporou za´lohova´nı´ Exchange serveru nebo backup sluzˇba implemen-
tovana´ v serverovy´ch operacˇnı´ch syste´mech spolecˇnosti Microsoft. Windows registry
uchova´me v ra´mci za´lohy System state nebo je vyexportujeme. Ve verzi Microsoft Ex-
change server 2010 je implementova´na nova´ technologie Database Availability Group
(DAG) s tzv. lagged copy, cozˇ znamena´, zˇe existuje tzv. jedna zˇiva´ databa´ze a k nı´ neˇkolik
jiny´ch kopiı´ na ru˚zny´ch serverech, z nichzˇ jedna ma´ zpozˇdeˇny´ (lagged) za´pis transakcˇnı´ch
logu˚, rˇa´doveˇ i neˇkolik dnı´.
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Hub transport server
• Fronty zpra´v
• Logy pro sledova´nı´ zpra´v
• Windows registry
Fronty zpra´v se neza´lohujı´, ale pokud prˇi posˇkozenı´ serveru se tyto fronty podarˇı´ ob-
novit, mohou by´t prˇeneseny na novy´ server. Logy pro sledova´nı´ zpra´v lze za´lohovat
na u´rovnı´ souborove´ho syste´mu. Windows registry vyexportujeme nebo za´lohujeme po-
mocı´ System state. Za´loha transakcˇnı´ch logu˚ a registru˚ nenı´ k obnoveˇ funkce HUB ser-
veru nezbytna´.
Edge transport server
• konfigurace ADAM - Active Directory Application Mode
• konfigurace ESE - Extensible Storage Engine
Za´loha je nutna´ pouze pokud jsme provedli vlastnı´ nastavenı´. Pro usnadneˇnı´ za´lohy je v
instalacˇnı´ sadeˇ MS Exchange serveru prˇipraven script ExportEdgeConfig.ps1 a take´ Im-
portEdgeConfig.ps1 pro obnovu konfigurace. Vy´chozı´ nastavenı´ nenı´ potrˇeba za´lohovat.
Client Access Server
• Outlook Web Access
• Nastavenı´ IMAP4 a POP3
• Availability service
• Exchange ActiveSync
• Outlook Web Access virtual directories
• Autodiscover
• konfigurace Web services (IIS)
• Windows Registry
Nejveˇtsˇı´ pocˇet sluzˇeb posˇtovnı´ho serveru a tedy i konfiguracˇnı´ch souboru˚ se nacha´zı´ na
CAS serveru. K zabezpecˇenı´ potrˇebny´ch dat se obvykle vyuzˇı´va´ za´loha na u´rovni sou-
boru˚ a za´loha System state.
Unified Messaging (UM)
• vlastnı´ soubory (.wav)
Pokud posˇtovnı´ server vyuzˇı´va´ hlasove´ sluzˇby s vlastnı´mi audio soubory, prova´dı´me
za´lohy teˇchto souboru˚, v opacˇne´m prˇı´padeˇ za´loha nenı´ nezbytna´.
3.3 Obnova posˇtovnı´ch sluzˇeb
V te´to chvı´li je zrˇejme´, ktera´ data posˇtovnı´ho serveru je potrˇeba za´lohovat. Nynı´ prˇiblı´zˇı´m
obnovu drˇı´ve uvedeny´ch rizikovy´ch instancı´. Nejprve prˇipomenu snadneˇjsˇı´ varianty ob-
novy prˇi posˇkozenı´ nebo ztra´teˇ polozˇek, mailboxu a databa´ze nebo skupiny u´lozˇisˇt’, kdy
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posˇtovnı´ server nebyl zasazˇen a je plneˇ funkcˇnı´. Pote´ prˇistoupı´me k obnova´m prˇi ztra´teˇ
posˇtovnı´ho serveru, externı´ch sluzˇeb a cele´ lokality.
Obnova polozˇky mailboxu
Prvnı´m stupneˇm ochrany prˇed ztra´tou polozˇky z mailboxu je nastavenı´ vhodne´ retencˇnı´
politiky. Retence je ochranna´ doba od okamzˇiku ztra´ty, kdy smazane´ polozˇky mailboxu
mohou by´t obnoveny pomocı´ klienta Outlook nebo Outlook web access (OWA). Vy´chozı´
de´lka retence je 14 dnı´.
Pokud nelze vyuzˇı´t obnova obsahu mailboxu v retencˇnı´ lhu˚teˇ, prˇistoupı´me k obnoveˇ ze
za´lohy. Zpu˚sob obnovy je popsa´n v cˇa´sti obnova databa´ze nebo skupiny u´lozˇisˇt’, jelikozˇ
bez za´lohy databa´ze je obnova mailboxu a tedy jeho obsahu nemozˇna´.
Obnova cele´ho mailboxu
Podobneˇ jako v prˇedchozı´m prˇı´padeˇ je mailbox chra´neˇn urcˇity´ cˇasovy´ u´sek prˇed u´plny´m
smaza´nı´m. Prˇi smaza´nı´ je mailbox nejprve oznacˇen k odstraneˇnı´. S tı´mto znacˇenı´m je
chra´neˇn retencˇnı´ politikou, tzn. je uchova´n jako odpojeny´ a lze jej snadno obnovit prˇipo-
jenı´m k AD u´cˇtu. Po uplynutı´ ochranne´ doby se teprve mailbox, pokud nebyl obnoven,
stane kandida´tem na tvrde´ smaza´nı´ a prˇi rˇa´dne´ automaticke´ u´drzˇbeˇ databa´ze je defini-
tivneˇ smaza´n. Vy´chozı´ nastavenı´ retence pro mailbox je 30 dnı´.
Retencˇnı´ politika pro obsah mailboxu i cely´ mailbox se nastavuje na Exchange serveru.
Zvysˇova´nı´ de´lky ochranne´ho obdobı´ se prova´dı´ uva´zˇeneˇ s ohledem na velikost databa´ze,
kapacitu disku a de´lku za´lohova´nı´.
Mailbox, ktery´ byl definitivneˇ smaza´n, se noveˇ vytvorˇı´ a jeho obsah se obnovı´ ze za´lohy
databa´ze jak uka´zˇe na´sledujı´cı´ cˇa´st.
Obnova databa´ze nebo skupiny u´lozˇisˇt’
Obnovu ze za´lohy je mozˇne´ vyuzˇı´t prˇi ztra´teˇ polozˇky mailboxu, cele´ho mailboxu a take´
prˇi ztra´teˇ databa´ze nebo skupiny u´lozˇisˇt’. Jak dlouhou dobu lze k obnoveˇ uvedeny´ch dat
vyuzˇı´t za´lohu za´visı´ na vlastnı´m nastavenı´ za´lohovacı´ch syste´mu˚. Za´lohova´nı´ pla´nujeme
zpravidla periodicky v dennı´ch, ty´dennı´ch cˇi meˇsı´cˇnı´ch intervalech.
Recovery Storage group (RSG)
Obnova obsahu mailboxu a cele´ho mailboxu se prova´dı´ na u´rovni obnovy skupiny u´lozˇisˇt’.
Konkre´tnı´ kroky obnovy jsou za´visle´ na uzˇı´vane´m za´lohovacı´m syste´mu, avsˇak vzˇdy
postupujeme od nejveˇtsˇı´ho za´lohovane´ho celku - skupiny u´lozˇisˇt’, kterou obnovı´me do
zvolene´ administracˇnı´ lokace RSG. Jedna´ se o specia´lnı´ u´lozˇisˇteˇ pro prˇipojenı´ databa´ze
posˇtovnı´ch schra´nek, ktere´ nejsou beˇzˇny´m uzˇivatelu˚m dostupne´.
Obsah vybrany´ch mailboxu˚ lze prˇekopı´rovat do slozˇky v aktivnı´ posˇtovnı´ schra´nce nebo
prˇı´mo sloucˇit se sta´vajı´cı´m mailboxem. Obnova polozˇek se vykona´va´ shodneˇ s obnovou
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mailboxu, kdy fina´lnı´ lokalizace pozˇadovany´ch dat, prˇı´p. utrˇı´deˇnı´ obsahu mailboxu, je
na uzˇivateli.
Vy´beˇrem vsˇech mailboxu˚ a jejich sloucˇenı´m s jednotlivy´mi posˇtovnı´mi schra´nkami lze
prove´st obnovu cele´ databa´ze. Pokud nenı´ obnova do sta´vajı´cı´ch posˇtovnı´ch schra´nek
vhodna´, ma´me k dispozici plny´ prˇepis sta´vajı´cı´ databa´ze obnovenou databa´zi ze za´lohy.
Takto obnovı´me stav posˇtovnı´ch schra´nek k urcˇite´mu datu a zmeˇny po tomto datu ne-
musı´ by´t zachova´ny.
Prˇepis sta´vajı´cı´ databa´ze
Pokud dosˇlo k posˇkozenı´ cele´ databa´ze, tzn. nebudeme obnovovat jen urcˇita´ data ze
za´lohovane´ databa´ze, mu˚zˇeme prˇistoupit k obnoveˇ prˇı´my´m prˇepisem prˇes sta´vajı´cı´ po-
sˇkozenou databa´zi. V tomo prˇı´padeˇ se nevyuzˇı´va´ RSG, ale obnova je smeˇrova´na do
pu˚vodnı´ho umı´steˇnı´ databa´ze a transakcˇnı´ch logu˚.
Dial-tone
Dalsˇı´ mozˇnost obnovy databa´ze je tzv. obnova
”
dial-tone“. Proces obnovy probı´ha´ v
neˇkolika krocı´ch. Nejprve je obnovena databa´ze s pra´zdny´mi, avsˇak funkcˇnı´mi mailboxy.
Da´le se standardnı´m zpu˚sobem do RSG realizuje obnova databa´ze ze za´lohy, provede se
vy´meˇna obou databa´zı´ a na za´veˇr se sloucˇı´ nova´ data z pu˚vodnı´m obsahem mailboxu˚.
Obnova
”
dial-tone“ prˇina´sˇı´ velmi rychly´ zpu˚sob zprovozneˇnı´ funkcˇnosti mailboxu˚ pro
prˇı´jem i odesı´la´nı´ e-mailove´ komunikace. To mu˚zˇe by´t prˇı´nosne´ z pohledu kontinuity
podnika´nı´, zejme´na pokud k vyrˇizova´nı´ elektronicke´ komunikace nenı´ pu˚vodnı´ obsah
mailboxu˚ v aktua´lnı´m cˇase nezbytny´, prˇı´p. je-li v ra´mci firemnı´ politiky prova´deˇna ar-
chivace kriticky´ch dat na straneˇ klienta a lze prˇechodnou dobu prˇekry´t pouzˇitı´m kli-
enta Outlook s mezipameˇtı´ (Cached exchange mode) nebo vyuzˇitı´m ukla´dany´ch dat do
osobnı´ch slozˇek (Personal folders).
Obnova za´lohy z pa´sky
Potrˇebujeme-li obnovit mailbox nebo databa´zi ke starsˇı´mu datu nezˇ na´m poskytuje za´loha
nebo jsou-li za´lohovana´ data posˇkozena´, je potrˇeba nejprve zı´skat data z archivnı´ch me´diı´.
Z archivnı´ch dat se vyselektujı´ soubory databa´zı´ a transakcˇnı´ch logu˚, ktere´ se nakopı´rujı´
do zvolene´ho mı´sta obnovy. De´lka ochrany dat je opeˇt za´visla´ na potrˇeba´ch spolecˇnosti,
nastavenı´ archivacˇnı´ho zarˇı´zenı´ a zˇivotnosti archivacˇnı´ch me´diı´ .
Obnova fyzicke´ho serveru
Instalace nove´ho fyzicke´ho serveru
Selha´nı´ nebo posˇkozenı´ posˇtovnı´ho serveru mnohdy vyzˇaduje zprovozneˇnı´ nove´ho fy-
zicke´ho stroje. Zotavenı´ se provede obnovou stavu syste´mu na podobne´m hardwaru
nebo cˇistou instalacı´. Hardwarovy´mi parametry serveru, instalaci odpovı´dajı´cı´ho OS a
potrˇebny´mi komponenty pro beˇh Exchange Serveru se nebudeme zaby´vat, jelikozˇ toto
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nenı´ na´plnı´ pra´ce. V ra´mci DR by vesˇkere´ potrˇebne´ u´daje vcˇetneˇ technicky´ch pozˇadavku˚
meˇly by´t pecˇliveˇ zdokumentova´ny.
Meˇjme tedy nainstalovany´ server, opatrˇeny´ OS a prˇipraveny´ k obnoveˇ posˇtovnı´ho ser-
veru. Server musı´ ne´st jme´no shodne´ s posˇkozeny´m serverem, musı´ by´t zarˇazen v prˇı´slusˇ-
ne´ AD dome´neˇ a mı´t obnoven u´cˇet pocˇı´tacˇe.
Zotavenı´ Exchange Serveru se provede instalacı´ s prˇepı´nacˇem pro obnovu syste´mu , kdy
se na server aplikuje za´kladnı´ nastavenı´ z AD. V dalsˇı´m kroku se obnovı´ potrˇebna´ konfi-
guracˇnı´ nastavenı´ podle instalovane´ role posˇtovnı´ho serveru (viz. kapitola 3.2).
Je-li prˇedmeˇtem zotavenı´ role Mailbox je nutne´ obnovit vsˇechny skupiny u´lozˇisˇt’ posˇtov-
nı´ch schra´nek nebo databa´ze verˇejny´ch slozˇek. Pokud jsou databa´ze veˇtsˇı´ velikosti mu˚zˇe
by´t vy´hodou prova´deˇnı´ za´loh metodou stı´nove´ kopie svazku˚ – Volume Shadow Copy
(VSS), kdy proces obnovy vy´znamneˇ zkra´tı´ cˇas nutny´ k zprovozneˇnı´ databa´zı´.
Doinstalace role na jiny´ server
Posˇtovnı´ syste´m, jehozˇ role jsou implementovane´ na samostatny´ch servrech, mu˚zˇeme za
urcˇity´ch okolnostı´ obnovit prˇida´nı´m, resp.doinstalacı´ posˇkozene´ role na dalsˇı´ server. Na
jednom fyzicke´m serveru mohou by´t nainstalova´ny vsˇechny za´kladnı´ role Exchange ser-
veru - Mailbox, HUB, CAS. Kombinace teˇchto rolı´, pokud nevyuzˇı´vajı´ rˇesˇenı´ clusteru,
nenı´ z pohledu funkcˇnosti posˇtovnı´ho serveru omezena. Restrikce vyply´vajı´ pouze z
potrˇeb spolecˇnosti, infrastruktury Exchange serveru a implementovane´ho HW.
Prˇevzetı´ sluzˇeb jiny´m cˇlenem clusteru
Exchange server, resp. role seskupene´ do clusteru se implementujı´ ve spolecˇnostech,
kde je nutna´ vysoka´ mı´ra zabezpecˇenı´ a odolnosti proti vy´padku˚m sluzˇby. Kazˇda´ z rolı´
posˇtovnı´ho serveru mu˚zˇe by´t instalova´na na jednom cˇi vı´ce posˇtovnı´ch serverech v kazˇde´
AD site s implementovany´m Exchange serverem. Redundance serverovy´ch rolı´ Hub,
CAS, Edge a UM pozitivneˇ ovlivnˇuje rozlozˇenı´ za´teˇzˇe a zvysˇuje tak dostupnost sluzˇeb,
zatı´mco hostova´nı´m mailbox serveru na clusteru se snizˇuje riziko posˇkozenı´ a ztra´ty da-
taba´zı´, prˇı´p. lze posˇkozenou databa´zi rychle obnovit. Prˇı´klad zapojenı´ Exchange serveru
s vyuzˇitı´m clusteru u jednotlivy´ch serverovy´ch rolı´ je zna´zorneˇno na obra´zku cˇ.3.
Technologie vyrovna´nı´ za´teˇzˇe
• Hardwarovy´ load balancer – hw zarˇı´zenı´ pro rozklad za´teˇzˇe na sı´t’ove´ vrstveˇ
• Network load balancer (NLB) – softwarove´ rˇesˇenı´ integrova´no v serverovy´ch OS
• DNS round robin
Vı´cena´sobna´ instalace role Hub transport serveru nevyzˇaduje zˇa´dne´ zvla´sˇtnı´ zarˇı´zenı´ ani
hostova´nı´ na clusteru. Vysoka´ dostupnost a rˇı´zenı´ prˇepı´na´nı´ probı´ha´ mezi vsˇemi Hub
Transport servery automaticky.
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Obra´zek 3: Exchange server – infrastruktura s vyuzˇitı´m clusteru
Rozlozˇenı´ za´teˇzˇe prˇı´stupovy´ch CAS serveru˚ se dosahuje implementacı´ NLB nebo zacˇle-
neˇnı´m hardwarove´ho load balanceru do sı´t’ove´ infrastruktury. Microsoft Exchange ser-
ver 2010 pak prˇina´sˇı´ technologii CAS array, ktera´ vyvazˇuje za´teˇzˇ vyvolanou pozˇadavky
klientu˚ na prˇı´stup k mailboxu˚m a tı´m redukuje mozˇnost vy´padku. V kazˇde´ AD site
mu˚zˇe by´t pouze jeden CAS array a vsˇechny CAS servery jsou jeho cˇleny. CAS array umı´
vyuzˇı´vat jak hardwarovy´ tak softwarovy´ load balancer.
Redundance Edge Transport serveru mu˚zˇe obdobneˇ jako CAS server vyuzˇı´vat load ba-
lancer na softwarove´ u´rovni – NLB nebo navozovat vyrovna´nı´ za´teˇzˇe prˇida´nı´m vı´ce MX
za´znamu˚ do DNS.
Rozlozˇenı´ za´teˇzˇe hlasovy´ch sluzˇeb prˇi nasazenı´ redundantnı´ role Unified Messaging zajisˇ-
t’uje sluzˇba DNS round robin.
Role Mailbox lze konfigurovat pro pouzˇitı´ clusteru typu Local Continuous Replications
(LCR), Standby Continuous Replications (SCR) a Cluster Continuous Replications (CCR).
Vy´beˇr typu clusteru je podmı´neˇn verzi Exchange serveru. Implementace tzv. geoclusteru
na ba´zii CCR je velmi silny´m technologicky´m rˇesˇenı´m z pohledu prevence i rˇı´zenı´ rizik
sˇiroke´ho spektra dopadu˚ mozˇny´ch hava´riı´ a prˇı´rodnı´ch katastrof.
Pouzˇitı´ technologie clusteru s sebou prˇina´sˇı´ dalsˇı´ eventuality vy´padku˚ a nutna´ rˇesˇenı´.
Sce´na´rˇe obnovy pak zachycujı´ rozdı´lne´ postupy prˇi selha´nı´ jednoho cˇlena v clusteru, kdy
je funkce docˇasneˇ nahrazena´ jiny´m cˇlenem, a prˇi hava´rii cele´ho clusteru, kdy je urcˇita´
role zcela nedostupna´ a omezuje nebo zcela prˇerusˇuje doda´vku posˇtovnı´ch sluzˇeb.
Obnova lokality
Prˇi ztra´teˇ cele´ lokality probı´ha´ obnova ve dvou sce´na´rˇı´ch :
1. obnova bez za´lozˇnı´ lokality
2. obnova v za´lozˇnı´ lokaliteˇ
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Obnova bez za´lozˇnı´ lokality
Vybudovat a udrzˇovat za´lozˇnı´ lokalitu je pro mnohe´ spolecˇnosti vzhledem k vy´razne´mu
financˇnı´mu zatı´zˇenı´ neakceptovatelne´. Proces obnovy sluzˇeb ve sta´vajı´cı´ lokaliteˇ pak
za´visı´ nejen na za´loha´ch dat, ktere´ ma´me k dispozici, ale take´ na dopadu katastrofy na
podnika´nı´ jako celek. Zotavenı´ posˇtovnı´ch sluzˇeb je soucˇa´stı´ rˇı´zene´ obnovy kontinuity
podnika´nı´ a za´visı´ na mnoha faktorech. Po provedenı´ odhadu sˇkod se rozhodne jestli in-
vestice do zotavenı´ podnika´nı´ je prˇijatelna´, jestli je lokalita obnovy schopna´ (zemeˇtrˇesenı´)
a zda spustit proces obnovy je dostatecˇneˇ bezpecˇne´ (dalsˇı´ otrˇesy) atd.
Zaha´jenı´ obnovy posˇtovnı´ch sluzˇeb, at’ uzˇ ve sta´vajı´cı´ cˇi nove´ lokaliteˇ, prˇicha´zı´ na rˇadu ve
chvı´li, kdy je vybudova´na, resp.obnovena infrastruktura IT (pocˇı´tacˇova´ sı´t’ s adresa´rˇovou
sluzˇbou AD). Samotne´ zotavenı´ posˇtovnı´ho serveru probı´ha´ zpu˚sobem popsany´m v cˇa´sti
obnova posˇtovnı´ho serveru nebo role.
Obnova v za´lozˇnı´ lokaliteˇ
Za´lozˇnı´ lokalita je zpravidla geograficky odlehla´ oblast vybavena´ IT infrastrukturou. Jejı´
vy´znam a u´cˇel vybudova´nı´ se ru˚znı´ s ohledem na potrˇeby a mozˇna´ rizika spolecˇnosti.
Za´lozˇnı´ lokalita mu˚zˇe slouzˇit jako pouze bezpecˇne´ u´lozˇisˇteˇ za´lohovany´ch dat, jako za´lozˇnı´
rˇesˇenı´ pro prˇevzetı´ sluzˇeb prˇi vy´padku produkcˇnı´ lokality, nebo jako plnohodnotna´ loka-
lita s plneˇ automatizovany´m syste´mem prˇevodu sluzˇeb (failover). Zpu˚sob a cˇas potrˇebny´
k obnoveˇ posˇtovnı´ch sluzˇeb pak za´visı´ na zvolene´m typu za´lozˇnı´ lokality.
Microsoft Office 365 – hostova´nı´ v Microsoft cloud
S prˇı´chodem Microsoft Exchange Serveru 2010 se objevila mozˇnost u´plne´ho nebo cˇa´stecˇ-
ne´ho hostova´nı´ posˇtovnı´ch sluzˇeb v cloudu. Cloudove´ rˇesˇenı´ lze vyuzˇı´t jako kompletnı´
rˇesˇenı´ posˇtovnı´ch sluzˇeb na ba´zi Exchange, ale take´ jako specificky´ typ za´lozˇnı´ lokality.
Samotna´ technologie cloudu zarucˇuje uzˇivateli neprˇetrzˇity´ prˇı´stup k mailboxu z libo-
volne´ho mı´sta prˇipojenı´. Zajisˇteˇnı´ neprˇetrzˇite´ doda´vky sluzˇeb je soucˇa´stı´ na´vrhu sady
Office 365. Tato ustanovenı´ umozˇnˇujı´ rychle´ zotavenı´ sluzˇeb Office 365 z neocˇeka´vany´ch
uda´lostı´ jako jsou selha´nı´ hardwaru nebo aplikace, posˇkozenı´ dat a dalsˇı´ch uda´lostı´, ktere´
majı´ vliv na uzˇivatele. Rˇesˇenı´ kontinuity sluzˇeb se uplatnˇujı´ rovneˇzˇ v prˇı´padeˇ katastro-
ficky´ch vy´padku˚ jako jsou prˇı´rodnı´ katastrofy nebo pozˇa´r v datacentru spolecˇnosti Micro-
soft, ktere´ mohou zpu˚sobit nefunkcˇnost cele´ho centra.
Dostupnost sluzˇeb a za´kaznicky´ch dat v cloudu Office 365 je zajisˇteˇna technikami ukla´da´nı´
a za´lohova´nı´ dat, monitorova´nı´m a u´drzˇbou syste´mu.
Ukla´da´nı´ dat a za´lohova´nı´
Pro zajisˇteˇnı´ dostupnosti, kontinuity podnika´nı´ a rychle´ho zotavenı´ po hava´rii jsou data
za´kaznı´ku˚ ulozˇena v redundantnı´m prostrˇedı´ s robustnı´m za´lohova´nı´m, obnovou a schop-
nostı´ automaticke´ho prˇevzetı´ sluzˇeb. Redundance dat je zajisˇteˇna na vı´ce u´rovnı´ch, od
redundantnı´ch disku˚ na ochranu prˇed selha´nı´m loka´lnı´ch disku˚ azˇ po u´plnou replikaci
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dat do geograficky odlisˇny´ch datovy´ch center.
Monitorova´nı´ a u´drzˇba
Hlavnı´m u´cˇelem monitorova´nı´ a u´drzˇby je prˇedcha´zet mozˇne´mu snı´zˇenı´ vy´konnosti
nebo celkove´mu selha´nı´ syste´mu a zabra´nit ztra´teˇ dat. Databa´ze jsou pravidelneˇ kontro-
lova´ny na na blokovane´ procesy, ztra´tu paketu˚, fronty procesu˚ a skryte´ (latentnı´) dotazy.
Preventivnı´ u´drzˇba zahrnuje pravidelne´ kontroly konzistence databa´zı´, periodicke´ prova´-
deˇnı´ kompresı´ dat a sledova´nı´ protokolu chyb.
Obnova externı´ch sluzˇeb
Posˇtovnı´ server MS Exchange se integruje do internı´ struktury AD spolecˇnosti. Adresa´rˇo-
va´ sluzˇba slouzˇı´ k ulozˇenı´ konfigurace posˇtovnı´ho serveru, da´le se vyuzˇı´va´ k oveˇrˇova´nı´
uzˇivatelu˚ a vyhleda´va´nı´ informacı´ o objektech exchange organizace. Z pohledu externı´ch
sluzˇeb je tedy pro beˇh Exchange serveru nezbytna´ funkcˇnost Domain Controlleru (DC) a
Global Catalogu (GC).
Datove´ prˇenosy mezi u´cˇastnı´ky elektronicke´ komunikace (posˇtovnı´ servery, odesilatele´
a prˇı´jemci) zajisˇt’ujı´ sı´t’ove´ prostrˇedky a sluzˇby DNS, LAN azˇ po prˇipojenı´ k WAN sı´ti.
Vy´padky ve WAN sı´ti jsou z pohledu obnovy mimo kompetence spolecˇnosti, avsˇak v
prˇı´padeˇ potı´zˇı´ je nutne´ zna´t kontaktnı´ mı´sto poskytovatele, kde lze poruchu ohla´sit.
K externı´m sluzˇba´m v za´vislosti na firemnı´ infrastrukturˇe zahrnujeme take´ dalsˇı´ sluzˇby a
aplikace naprˇ. spam filtry, za´lohovacı´ a archivacˇnı´ zarˇı´zenı´, jejichzˇ poruchou nebo nedo-
statecˇnou funkcˇnostı´ nedojde k okamzˇite´mu selha´nı´ posˇtovnı´ho syste´mu. Ovsˇem dlou-
hodoba´ disfunkce teˇchto sluzˇeb by mohla mı´t fata´lnı´ dopad na kontinuitu podnika´nı´ v
budoucnu.
Obnova externı´ch sluzˇeb se zpravidla rˇesˇı´ samostatneˇ, prˇesto je potrˇeba by´t si jednot-
livy´ch za´vislostı´ veˇdomi a v ra´mci pla´nu˚ disaster recovery ve´st odkazy na prˇı´slusˇne´ do-
kumenty a odpoveˇdne´ osoby.
3.4 Pla´n zotavenı´ po hava´rii
Pla´n zotavenı´ posˇtovnı´ sluzˇby MS Exchange je zalozˇen na doporucˇenı´ ITIL a cˇtyrˇech
fa´zı´ch zˇivotnı´ho cyklu rˇı´zenı´ kontinuity sluzˇeb:
1. iniciace
2. analy´za rizik
3. implementace
4. operace u´drzˇby
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Obra´zek 4: Analy´za rizik
Iniciace
Iniciacˇnı´ fa´ze je nezbytnou soucˇa´stı´ kazˇde´ho pla´nu. Stanovı´ se hlavnı´ cı´l, rozsah za-
bezpecˇenı´ posˇtovnı´ch sluzˇeb, definuji se kompetence a prˇı´padne´ dalsˇı´ podmı´nky cˇi ome-
zenı´ dle potrˇeb spolecˇnosti.
Analy´za rizik
V te´to fa´zi se identifikujı´ a ohodnotı´ aktiva, tj. hardware, software, sluzˇby a dalsˇı´ zdroje,
ktere´ majı´ z pohledu zajisˇteˇnı´ kontinuity posˇtovnı´ch sluzˇeb hodnotu a musı´ by´t od-
povı´dajı´cı´m zpu˚sobem chra´neˇne´.
Da´le se identifikujı´ hrozby - uda´losti, ktere´ mohou mı´t negativnı´ dopad na doda´vku
posˇtovnı´ch sluzˇeb a stanovı´ se, s jakou pravdeˇpodobnostı´ mu˚zˇe hrozba ve spolecˇnosti
zpu˚sobit hava´rii.
Nezbytny´m hlediskem analy´zy rizik je urcˇenı´ zranitelnosti aktiv. Zranitelnost uda´va´ mı´ru
posˇkozenı´ aktiva urcˇity´m typem hrozby.
Vy´sledne´ riziko posˇtovnı´ho syste´mu se vypocˇı´ta´ z hodnot aktiv, mı´ry zranitelnosti a
pravdeˇpodobnosti, zˇe hrozba vyuzˇije zranitelnosti aktiva. Hodnocenı´ rizik je tedy spe-
cificka´ za´lezˇitost pro kazˇdou spolecˇnost a odpovı´da´ urcˇeny´m hodnota´m aktiv, zranitel-
nosti a pravdeˇpodobnosti.
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Za´veˇrem se dvojice aktiv a hrozeb seskupı´ do kategoriı´ dle u´rovneˇ rizika. Navrhnou se
vhodna´ preventivnı´ opatrˇenı´, monitorovacı´ syste´my a zpu˚soby zabezpecˇenı´ za u´cˇelem
cˇa´stecˇne´ nebo u´plne´ eliminace rizik. Tam, kde riziko dosahuje kriticke´ u´rovneˇ se navı´c ve
fa´zi implementace vypracujı´ sce´na´rˇe obnovy posˇkozeny´ch aktiv.
Proces analy´zy rizik je zachycen na obra´zku cˇ.4.
Implementace
V implementacˇnı´ fa´zi se pracuje se seznamem kriticky´ch rizik. Vyhotovujı´ se sce´na´rˇe
rˇı´zene´ obnovy a take´ dalsˇı´ nezbytne´ pla´ny a dokumentace, jenzˇ souvisı´ s procesy vcˇasne´
a u´speˇsˇne´ obnovy posˇtovnı´ch sluzˇeb nebo jejı´ cˇa´sti. Charakter a rozsah dokumentace se
volı´ podle individua´lnı´ch potrˇeb spolecˇnosti.
Vy´stupem je pak soubor pla´nu˚ a dokumentu˚ :
• dokument organizace spolecˇnosti
• dokument krizove´ho rˇı´zenı´ spolecˇnosti
• dokument infrastruktury Exchange serveru a fyzicke´ lokace
• technicka´ dokumentace
• dokument konfigurace Exchange serveru
• dokument externı´ch sluzˇeb Exchange serveru
• dokument umı´steˇnı´ instalacˇnı´ch mediı´ a datovy´ch za´loh
• pla´ny u´drzˇby syste´mu
• pla´ny za´lohova´nı´ a archivace dat
• pla´n sce´na´rˇu˚ rˇı´zene´ obnovy
• sce´na´rˇe rˇı´zene´ obnovy posˇtovnı´ch sluzˇeb
• pla´n testova´nı´ sce´na´rˇu˚ DR
• pla´n sˇkolenı´ zameˇstnancu˚ pro u´cˇely obnovy syste´mu
• evidence nepla´novany´ch vy´padku˚ a hava´riı´
Operace u´drzˇby
Pro u´speˇsˇne´ zajisˇteˇnı´ obnovy je nutne´ nada´le cely´ proces sledovat, vyhodnocovat a za-
pracova´vat prˇı´padne´ zmeˇny v pozˇadavcı´ch na sjednanou u´rovenˇ sluzˇby a infrastruk-
turu. Revize vytvorˇeny´ch pla´nu˚ Disaster Recovery, stejneˇ jako testova´nı´ pouzˇitelnosti
za´lohovany´ch dat a schopnosti obnovy syste´mu nebo jeho cˇa´sti se prova´dı´ opakovaneˇ
alesponˇ jedenkra´t rocˇneˇ. Da´le je potrˇeba sezna´mit s pla´ny obnovy dostatecˇne´ mnozˇstvı´
persona´lu a prosˇkolit u´cˇastnı´ky samotne´ho procesu obnovy.
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4 Analy´za rizik v modelove´ spolecˇnosti
4.1 Popis spolecˇnosti
Modelem spolecˇnosti, pro implementaci pla´nu˚ Disaster recovery posˇtovnı´ch sluzˇeb na
ba´zi Microsoft Exchange, je centra´lneˇ rˇı´zena´ firma s 5000 zameˇstnanci. Spolecˇnost po-
skytuje sve´ sluzˇby v hlavnı´m sı´dle a deseti pobocˇka´ch v prˇeva´zˇneˇ evropsky´ch zemı´ch. S
ohledem na nutnost neprˇetrzˇite´ho provozu je pro spolecˇnost kriticka´ vysoka´ dostupnost
sluzˇeb a bezpecˇnost dat elektronicke´ho posˇtovnı´ho syste´mu.
Elektronickou komunikaci ve spolecˇnosti zprostrˇedkova´va´ Exchange server 2007, ktery´
je umı´steˇn ve dvou datovy´ch strˇediscı´ch tak, aby splnˇoval pozˇadavky na sˇka´lovatelny´,
bezpecˇny´ a vysoce dostupny´ syste´m (obra´zek cˇ.5). Obeˇ datove´ lokality jsou soucˇa´stı´ fi-
remnı´ sı´t’ove´ infrastruktury s AD strukturou a vysokorychlostnı´m prˇipojenı´m k internetu.
Spra´va lokalit je zajisˇteˇna centra´lnı´m ty´mem administra´toru˚.
Vsˇichni uzˇivatele´ vyuzˇı´vajı´ plny´ prˇı´stup ke vsˇem sluzˇba´m Exchange serveru neprˇetrzˇiteˇ,
tj. 24hodin denneˇ po 7 dnı´ v ty´dnu. Vyuzˇı´vat lze globa´lnı´ seznamy adres, kontakty,
sdı´lene´ kalenda´rˇe, mailboxy a dalsˇı´ zdroje. Posˇtovnı´ schra´nky jsou pro uzˇivatele´ do-
stupne´ jak z internı´ tak z externı´ sı´teˇ. Standardnı´mi klienty jsou MS Outlook a webove´
rozhranı´. Pro prˇipojenı´ prˇes webove´ rozhranı´ se vyuzˇı´va´ zabezpecˇeny´ prˇı´stup. Profily
uzˇivatelu˚ MS Outlook jsou konfigurova´ny pro uzˇitı´ rezˇimu s mezipameˇtı´ - Exchange Ca-
ched mode, ktera´ umozˇnˇuje pra´ci offline. K posˇtovnı´ schra´nce se lze prˇipojit take´ pomocı´
mobilnı´ho prˇı´stroje.
Infrastruktura
Exchange server 2007 je umı´steˇn ve dvou datovy´ch centrech. Lokalita
”
active site“ je
prima´rneˇ vyuzˇı´vana´ pro standardnı´ beˇh posˇtovnı´ch sluzˇeb. Oblast
”
passive site“ je urcˇena´
jako plnohodnotna´ za´lozˇnı´ lokalita pro zajisˇteˇnı´ provozu a automaticke´ prˇevzetı´ sluzˇeb
prˇi pla´novany´ch vy´padcı´ch i nepla´novany´ch hava´riı´ch v prima´rnı´ lokaliteˇ.
Mailbox
V aktivnı´ lokaliteˇ jsou umı´steˇny 2 mailbox servery zapojeny v Cluster Continuous Repli-
cation (CCR), jejichzˇ data, transakcˇnı´ logy posˇtovnı´ch databa´zı´ jsou pru˚beˇzˇneˇ replikova´ny
do pasivnı´ lokality. Takto jsou mailbox databa´ze udrzˇova´ny na za´lozˇnı´ch serverech a
prˇipraveny k okamzˇite´mu manua´lnı´mu cˇi plneˇ automaticke´mu prˇevzetı´ sluzˇeb bez ztra´ty
dat.
CAS
Role Client Access Server zprostrˇedkova´va´ prˇı´stup k mailboxu˚m vsˇemi klienty vyjma MS
Outlook a to vcˇetneˇ prˇipojenı´ z externı´ sı´teˇ prˇes ISA server. Da´le CAS server poskytuje
informace o volne´m cˇase (FreeBusy), o zpra´va´ch Mimo kancela´rˇ (Out of Office), podpo-
ruje automaticke´ nastavenı´ uzˇivatelske´ho profilu a prˇı´stup k Offline adresa´rˇi.
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Obra´zek 5: Infrastruktura modelove´ spolecˇnosti
Pro zajisˇteˇnı´ vysoke´ dostupnosti a rozlozˇenı´ za´teˇzˇe je role CAS nainstalova´na na dvou
serverech aktivnı´ lokality a jednom serveru pasivnı´ lokality. Vsˇechny CAS servery jsou
cˇleny Windows NLB clusteru.
Webovy´ prˇı´stup je zabezpecˇen nainstalovany´m SSL certifika´tem na vsˇech serverech s
CAS rolı´. Z internetu jsou klienti smeˇrova´ni nejprve na server ISA umı´steˇny´ v perime-
tru sı´teˇ spolecˇnosti, kde je provedena autentizace uzˇivatele.
Hub Transport
Serverova´ role Hub Transport, ktera´ je urcˇena k smeˇrova´nı´ elektronicke´ posˇty do posˇtov-
nı´ch schra´nek mailbox serveru internı´m prˇı´jemcu˚m nebo externı´m prˇı´jemcu˚m do inter-
netu, je nasazena na dvou fyzicky´ch serverech. Servery jsou umı´steˇny po jednom v kazˇde´
z lokalit a jsou, obdobneˇ jako CAS servery, spojeny v NLB clusteru.
Pro zajisˇteˇnı´ antivirove´ ochrany je na obou Hub Transport serverech spolecˇnosti nain-
stalova´n Forefront Security for Exchange Server
Edge Transport
Edge Transport server je umı´steˇn na hranici topologie aktivnı´ i pasivnı´ lokality a plnı´
funkci antispamove´ ochrany. Spam, nevyzˇa´dana´ posˇta, se podı´lı´ te´meˇrˇ 90 procenty na
celkove´m objemu elektronicke´ komunikace a je zˇa´doucı´ tuto komunikaci odfiltrovat v
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perimetru sı´t’ove´ infrastruktury. Antivirovou ochranu zajisˇt’uje na Edge serverech rovneˇzˇ
Forefront Security.
MX za´znamy pro prˇı´jem posˇty z internetu jsou smeˇrova´ny na oba nasazene´ Edge servery.
Korektnı´ prˇı´chozı´ externı´ komunikace je smeˇrova´na na Hub Transport servery, odchozı´
komunikace z internı´ sı´teˇ je smeˇrova´na do internetu.
ISA Server
ISA server zajisˇt’uje oveˇrˇenı´ identity uzˇivatelu˚, kterˇı´ prˇistupujı´ ke svy´m posˇtovnı´m schra´n-
ka´m klienty z prostrˇedı´ internetu. ISA server je umı´steˇn takte´zˇ v perimetru topologie
obou lokalit. Prˇı´stup k mailboxu˚m z Internetu ma´ z pohledu zajisˇteˇnı´ kontinuity sluzˇeb
nizˇsˇı´ prioritu.
Za´lohova´nı´ a archivace
Za´lohovacı´ a archivacˇnı´ zarˇı´zenı´ je umı´steˇno v pasivnı´ lokaliteˇ. Za´lohova´nı´ je prova´deˇno
syste´mem Symantec Backup Exec 12.5 (BE) na diskova´ pole a da´le jsou za´lohy pomocı´
softwaru Hiback ixT ukla´da´ny na pa´sky. Pa´skove´ nosicˇe jsou umı´steˇny v protipozˇa´rnı´
mı´stnosti.
4.2 Analy´za dopadu
Za analy´zu obchodnı´ch dopadu˚ a posouzenı´ financˇnı´ch ztra´t, ktere´ vzniknou posˇkozenı´m
dat nebo nedostupnostı´ elektronicke´ho posˇtovnı´ho syste´mu, je odpoveˇdne´ obchodnı´ od-
deˇlenı´ spolecˇnosti. Z vy´sledku˚ te´to analy´zy jsou pro rˇı´zenou obnovu syste´mu du˚lezˇite´
limity stanovene´ pro cˇas potrˇebny´ k obnoveˇ - Recovery Time Objective (RTO) a tzv. bod
v cˇase, ke ktere´mu se obnova provede - Recovery Point Objective (RPO).
Recovery Time Objective (RTO)
RTO vymezuje nejdelsˇı´ prˇijatelny´ cˇasovy´ limit k provedenı´ obnovy syste´mu nebo jeho
cˇa´stı´, ktere´ jsou kriticke´ z pohledu kontinuity podnika´nı´. Jedna´ se o vy´znamna´ obchodnı´
data, mailboxy, posˇtovnı´ databa´ze, servery nebo role a externı´ sluzˇby.
Maxima´lnı´ cˇas obnovy je stanoven na 24h, tzn. zˇe doba obnovy jednotlivy´ch instancı´
by meˇla by´t mensˇı´ nezˇ 24h tak, aby obnova cele´ho posˇtovnı´ho syste´mu a jeho okolı´
neprˇesa´hla 24h.
• obnova kriticke´ho mailboxu nebo jeho obsahu musı´ by´t provedena do 1h
• v prˇı´padeˇ pa´du cele´ho posˇtovnı´ho syste´mu nesmı´ doba obnovy prˇesa´hnout 24h
• obnova externı´ch sluzˇeb a okolı´ syste´mu se rˇı´dı´ samostatneˇ, avsˇak celkova´ de´lka
obnovy vcˇetneˇ posˇtovnı´ch sluzˇeb neprˇesa´hne 24h.
Recovery Point Objective (RPO)
RPO definuje maxima´lnı´ vzda´lenost bodu obnovy tak, aby ztra´ta dat byla z pohledu do-
padu pro spolecˇnost prˇijatelna´. Data musı´ by´t dostatecˇneˇ zabezpecˇena´, aby se v prˇı´padeˇ
obnovy po hava´rii syste´m vra´til k bodu hava´rie, nejda´le vsˇak o urcˇene´ RPO.
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Obra´zek 6: Cˇasova´ osa obnovy
Cˇı´m je tato hodnota nizˇsˇı´, tı´m je bod obnovy blı´zˇe k okamzˇiku hava´rie a v idea´lnı´m
prˇı´padeˇ je tato hodnota rovna´ nule. Tj. obnova syste´mu je vykona´na bez ztra´ty dat.
• Bod obnovy RPO nesmı´ prˇesa´hnout 24h
Cˇasova´ osa obnovy a souvislost s RTO a RPO je zachycena na obra´zku cˇ.6.
4.3 Analy´za rizik
Analy´zu rizik posˇtovnı´ sluzˇby Exchange server 2007 v modelove´ spolecˇnosti zaha´jı´m
identifikacı´ aktiv a hrozeb, da´le sestavenı´m matice zranitelnosti a vypocˇtu mı´ru rizika.
Aktiva
Aktiva zahrnujı´ vesˇkere´ technicke´ vybavenı´, software, data, dokumentace, prostory a
sluzˇby, ktere´ jsou potrˇeba chra´nit prˇed ztra´tou nebo posˇkozenı´m. Aktiva, resp. jejich
vy´znam pro spolecˇnost, vycˇı´slı´me podle peˇtibodove´ stupnice takto :
1. velmi nı´zky´ vy´znam
2. nı´zky´ vy´znam
3. strˇednı´ vy´znam
4. vysoky´ vy´znam
5. kriticky´ vy´znam
Typ Na´zev aktiva Hodnota
hardwarove´ vybavenı´ A1 Exchange server 5
A1.1 Mailbox server 5
A1.2 CAS 4
A1.3 Hub Transport 3
A1.4 Edge Transport 3
A2 ISA Server 2
A3 Backup server 3
A4 Diskova´ pole 5
A5 Sı´t’ove´ prvky 4
Tabulka 3: Aktiva, ohodnocenı´
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Typ Na´zev aktiva Hodnota
software A6 OS MS Windows 2008 4
A7 MS Exchange 2007 4
A8 MS ISA 2007 3
A9 Backup Exec 4
A10 Hiback ixT 3
A11 Forefront Security 2
data A12 data Exchange serveru 5
A12.1 polozˇky mailboxu 4
A12.2 mailboxy uzˇivatelu˚ a sdı´lene´ 4
A12.3 Mailbox databa´ze 5
A13 konfigurace 4
A13.1 konfigurace Mailbox server 4
A13.2 konfigurace CAS 4
A13.3 konfigurace Hub Transport 1
A13.4 konfigurace Edge Transport 2
A14 za´lohy dat 5
sluzˇby A15 CCR cluster (Mailbox) 5
A16 NLB cluster (CAS,HUB) 5
A17 Active Directory (DC,GC,DNS) 3
A18 sı´t’ove´ sluzˇby (LAN, WAN) 4
dokumentace A19 Technicka´ dokumentace 4
A20 Dokumentace konfiguracı´ a zmeˇn 4
A21 Smlouvy poskytovany´ch sluzˇeb 4
prostory A22 aktivnı´ lokalita 5
A23 pasivnı´ lokalita 5
Tabulka 4: Aktiva, ohodnocenı´ - pokracˇova´nı´
Hrozby
Hrozby posˇtovnı´ho syste´mu zahrnujı´ vsˇe, co mu˚zˇe zpu˚sobit prˇerusˇenı´ doda´vky sluzˇeb,
snı´zˇenı´ kvality, ztra´tu dat nebo celkovou hava´rii syste´mu. K jednotlivy´m hrozba´m od-
hadnu mı´ru pravdeˇpodobnosti, zˇe hrozba negativneˇ ovlivnı´ beˇh posˇtovnı´ch sluzˇeb a
uvedu prˇı´klady zranitelnosti. Ke klasifikaci hrozeb opeˇt pouzˇiji 5 stupnˇu˚ (1. velmi nı´zka´
pravdeˇpodobnost - 5. velmi vysoka´ pravdeˇpodobnost).
Na´zev hrozby Prˇı´klad zranitelnosti Pravdeˇpodobnost
H1 Selha´nı´ SW nedodrzˇenı´ aktualizace 3
H2 Selha´nı´ HW nedostatecˇna´ u´drzˇba 4
H3 Selha´nı´ sı´teˇ, nedostupnost nedodrzˇenı´ smluv, technicke´ proble´my 4
H4 Selha´nı´ administra´tora nedostatecˇne´ znalosti 4
Tabulka 5: Hrozby, pravdeˇpodobnost
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Na´zev hrozby Prˇı´klad zranitelnosti Pravdeˇpodobnost
H5 Selha´nı´ uzˇivatele nedostatecˇne´ znalosti 5
H6 Provoznı´ selha´nı´ nedostatecˇny´ servis 3
H7 Vy´padek elektricke´ energie nedodrzˇenı´ smluv, technicke´ proble´my 2
H8 Porucha klimatizace nedostatecˇna´ u´drzˇba 2
H9 Vandalismus u´myslne´ posˇkozenı´ 4
H10 Kra´dezˇ nedostatecˇne´ zabezpecˇenı´ 3
H11 U´toky na sı´t’, aplikaci u´myslne´ posˇkozenı´ 5
H12 Pozˇa´r mozˇne´ nebezpecˇı´ pozˇa´ru 2
H13 Blesk prˇı´rodnı´ katastrofa 3
H14 Za´plava, zemeˇtrˇesenı´ prˇı´rodnı´ katastrofy 1
Tabulka 6: Hrozby, pravdeˇpodobnost - pokracˇova´nı´
Zranitelnost
V okamzˇiku, kdy zna´m hodnotu aktiv a pravdeˇpodobnost hrozeb, prˇistoupı´m k sesta-
venı´ matice zranitelnosti. Matice vyjadrˇuje vztah identifikovany´ch aktiv a hrozeb. Tento
vztah opeˇt ohodnotı´m dle potrˇeb spolecˇnosti a hodnotu vyja´drˇı´m cˇı´slem 1-5.
1. velmi nı´zka´ zranitelnost
2. nı´zka´ zranitelnost
3. strˇednı´ zranitelnost
4. vysoka´ zranitelnost
5. velmi vysoka´ zranitelnost
Aktiva Hrozby H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12 H13 H14
3 4 4 4 5 3 3 3 4 3 5 3 3 1
A1 5 4 4 3 3
A1.1 5 4 4 3 3
A1.2 4 3 3 3 3
A1.3 3 3 3 3 3
A1.4 3 3 3 3 3
A2 2 2 3 3 3
A3 3 4 4 3 3
A4 5 5 4 3 3
A5 4 4 3 3 3
A6 4 3
A7 4 3
A8 3 2
A9 4 3
A10 3 2
A11 2 2
Tabulka 7: Zranitelnost, ohodnocenı´
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Aktiva Hrozby H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12 H13 H14
3 4 4 4 5 3 3 3 4 3 5 3 3 1
A12 5 5 3 4 3 4
A12.1 4 3 4 3 4
A12.2 4 4 3 4 3 4
A12.3 5 5 3 3 4
A13 4 3
A13.1 4 3
A13.2 4 3
A13.3 1 3
A13.4 2 3
A14 5 3 3
A15 5 4 5 5 3 3
A16 5 4 5 5 3 3
A17 3 3 4 3 3 3
A18 4 4 4 3 3
A19 3 3 2 3 3
A20 3 3 2 3 3
A21 3 2 3 3
A22 5 5 5 5 5 5 1
A23 5 5 4 4 4 4 1
Tabulka 8: Zranitelnost, ohodnocenı´ - pokracˇova´nı´
Riziko
Vy´slednou matici mı´ry rizika sestavı´me z prˇedchozı´ matice jednoduchy´m vy´pocˇtem.
Riziko = Aktivum * Hrozba * Zranitelnost
Na za´veˇr fa´ze analy´zy rizik stanovı´me hranice pro vyznacˇenı´ u´rovneˇ rizik.
Nejnizˇsˇı´ mozˇne´ riziko je 1 pro ohodnocenı´ aktiva, hrozby i zranitelnosti cˇı´slem 1 (R1=1*1*1).
Nejvysˇsˇı´ mozˇne´ riziko 125 nasta´va´ prˇi ohodnocenı´ aktiva, hrozby i zranitelnosti cˇı´slem 5
(R5=5*5*5).
U´rovenˇ 1, rozsah : 1-45
popis : nı´zka´ mı´ra rizika - riziko je prˇijatelne´ a nenı´ potrˇeba je snizˇovat
U´rovenˇ 2, rozsah 46-85
popis : strˇednı´ mı´ra rizika - riziko je potrˇeba snı´zˇit nebo eliminovat prˇijmutı´m preven-
tivnı´ch opatrˇenı´
U´rovenˇ 3, rozsah 86-125
popis : kriticka´ mı´ra rizika - nale´hava´ porˇeba stanovit ochranna´ opatrˇenı´ a vypracovat
sce´na´rˇe obnovy posˇkozeny´ch aktiv
35
Aktiva Hrozby H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12 H13 H14
3 4 4 4 5 3 3 3 4 3 5 3 3 1
A1 5 80 60 60 45
A1.1 5 80 60 60 45
A1.2 4 48 36 48 36
A1.3 3 36 27 36 27
A1.4 3 36 27 36 27
A2 2 16 18 24 18
A3 3 48 36 36 27
A4 5 100 60 60 45
A5 4 64 36 48 36
A6 4 36
A7 4 36
A8 3 18
A9 4 36
A10 3 12
A11 2 12
A12 5 100 60 100 60 60
A12.1 4 48 100 48 48
A12.2 4 64 48 100 48 48
A12.3 5 100 60 60 60
A13 4 48
A13.1 4 48
A13.2 4 48
A13.3 1 12
A13.4 2 24
A14 5 60 60
A15 5 60 100 100 60 75
A16 5 60 100 100 60 75
A17 3 27 48 36 36 45
A18 4 64 64 48 60
A19 3 36 24 27 18
A20 3 36 24 27 18
A21 3 24 27 18
A22 5 100 75 75 75 75 5
A23 5 100 60 60 60 60 5
Tabulka 9: Riziko, vy´pocˇet
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Vyhodnocenı´ analy´zy rizik
Vyhodnocenı´ analy´zy rizik ma´ klı´cˇovy´ vy´znam pro prˇijetı´ potrˇebny´ch opatrˇenı´, aby do-
da´vka posˇtovnı´ch sluzˇeb splnˇovala jak na´roky na dostupnost, kvalitu a bezpecˇnost dat,
tak pozˇadavky na rychlou obnovu syste´mu v prˇı´padeˇ hava´rie.
Vy´sˇi rizika elektronicke´ posˇty v modelove´ spolecˇnosti pozitivneˇ ovlivnˇuje implemen-
tovana´ infrastruktura Exchange serveru. Pouzˇite´ technologie clusteru serverovy´ch rolı´ a
existence za´lozˇnı´ lokality vy´razneˇ snizˇuje mozˇna´ rizika. Z tohoto du˚vodu take´ nejvysˇsˇı´
mozˇna´ mı´ra rizika dosa´hla hodnoty 100, nikoliv 125.
Cˇı´selne´ hodnoty majı´ vy´znam pro stanovenı´ mı´ry rizika pouze v kontextu te´to analy´zy.
Ocenˇova´nı´ aktiv posˇtovnı´ho syste´mu spolecˇnosti, podı´lu hrozeb a u´rovneˇ zranitelnosti
bylo zalozˇeno na peˇtibodovy´ch stupnicı´ch a s ohledem na infrastrukturu Exchange ser-
veru 2007.
Vyhodnocenı´ ukazuje kritickou mı´ru rizika pro datova´ aktiva posˇtovnı´ho serveru, pro
clustery, jenzˇ jsou hostiteli serverovy´ch rolı´ a pro dostupnost aktivnı´ i pasivnı´ lokality.
Nejvy´razneˇjsˇı´ hrozbou je porucha hardwaru, selha´nı´ sı´t’ovy´ch sluzˇeb a chyba uzˇivatele.
Nynı´ navrhnu opatrˇenı´ pro zvy´sˇenı´ ochrany vsˇech aktiv s kriticky´m rizikem a pro vy-
brana´ aktiva se strˇednı´ mı´rou rizika. Aktiva, na ktere´ lze uplatnit stejne´ principy ochrany
budou slucˇova´na. Opatrˇenı´ mohou eliminovat take´ nezˇa´doucı´ pu˚sobenı´ dalsˇı´ch hrozeb.
1. riziko
aktivum : A22 Aktivnı´ lokalita, A22 Pasivnı´ lokalita
hrozba : H3 Selha´nı´ sı´teˇ, nedostupnost
u´rovenˇ : kriticka´
opatrˇenı´ : Zajisˇteˇnı´ prˇipojenı´ kazˇde´ lokality alesponˇ dveˇmi neza´visly´mi poskytovateli,
dveˇmi neza´visly´mi sı´t’ovy´mi technologiemi (naprˇ. leased line, DSL, satelitnı´ spojenı´),
Vytvorˇenı´ pla´nu DR a prˇevzetı´ sluzˇeb provozuschopnou lokalitou
2. riziko
aktivum : A15 CCR cluster (Mailbox), A16 NLB cluster (CAS,HUB)
hrozba : H2 Selha´nı´ HW , H3 Selha´nı´ sı´teˇ, nedostupnost
u´rovenˇ : kriticka´
opatrˇenı´ : instalace dua´lnı´ch sı´t’ovy´ch cest, vytvorˇenı´ sce´na´rˇe obnovy
3. riziko
aktivum : A12 data Exchange serveru
hrozba : H2 Selha´nı´ HW , H5 Selha´nı´ uzˇivatele
u´rovenˇ : kriticka´
opatrˇenı´ : nastavenı´ retencˇnı´ch politik, Sestavenı´ pla´nu a za´lohova´nı´ dat,
vytvorˇenı´ sce´na´rˇe obnovy, organizace sˇkolenı´ uzˇivatelu˚
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4. riziko
aktivum : A14 Diskova´ pole
hrozba : H2 Selha´nı´ HW
u´rovenˇ : kriticka´
opatrˇenı´ : pouzˇitı´ redundantnı´ch rˇadicˇu˚ diskove´ho/SAN pole, dua´lnı´ch cest
5. riziko
aktivum : A1 Exchange server
hrozba : H2 Selha´nı´ HW
u´rovenˇ : strˇednı´
opatrˇenı´ : obstara´nı´ na´hradnı´ch soucˇa´stı´ nebo serveru, vytvorˇenı´ sce´na´rˇe zotavenı´
6. riziko
aktivum : A1 Exchange server, A14 Diskova´ pole
hrozba : H6 Provoznı´ selha´nı´, H9 Vandalismus
u´rovenˇ : strˇednı´
opatrˇenı´ : pravidelne´ za´lohova´nı´ a servisnı´ u´drzˇba, omezenı´ prˇı´stupu, kamerovy´ syste´m
7. riziko
aktivum : A12 data Exchange serveru
hrozba : H9 Vandalismus, H10 Kra´dezˇ
u´rovenˇ : strˇednı´
opatrˇenı´ : pravidelne´ za´lohova´nı´, autorizovany´ prˇı´stup, zabezpecˇenı´ dat
8. riziko
aktivum : A21 Aktivnı´ lokalita, A22 Pasivnı´ lokalita
hrozba : H7 Vy´padek elektricke´ energie, H13 Blesk
u´rovenˇ : strˇednı´
opatrˇenı´ : vybavenı´ lokalit za´lozˇnı´mi zdroji elektricke´ energie, pravidelne´ revize a
testova´nı´ za´lozˇnı´ch zdroju˚
9. riziko
aktivum : A21 Aktivnı´ lokalita, A22 Pasivnı´ lokalita
hrozba : H8 Porucha klimatizace
u´rovenˇ : strˇednı´
opatrˇenı´ : neprˇetrzˇity´ monitoring teploty a vlhkosti s automaticky´m hla´sicı´m syste´mem
10. riziko
aktivum : A21 Aktivnı´ lokalita, A22 Pasivnı´ lokalita
hrozba : H12 Pozˇa´r, H13 Blesk
u´rovenˇ : strˇednı´
opatrˇenı´ : instalace cˇidel pro detekci kourˇe a pozˇa´ru, automaticky´ hla´sicı´ syste´m
napojeny´ na slozˇky pozˇa´rnı´ ochrany
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5 Rˇı´zena´ obnova posˇtovnı´ho syste´mu v modelove´ spolecˇnosti
V ra´mci vyhodnocenı´ analy´zy rizik spolecˇnosti bylo navrzˇeno neˇkolik ochranny´ch opatrˇnı´
pro vcˇasnou detekci hrozby a snı´zˇenı´ mı´ry rizika urcˇity´ch aktiv.
Zajisˇteˇnı´ budov aktivnı´ a pasivnı´ lokality prˇed vy´padkem elektricke´ energie, poruchou
klimatizace, vznikem pozˇa´ru a dalsˇı´ch mozˇny´ch prˇı´rodnı´ch katastrof je v plne´ kompe-
tenci vlastnı´ka teˇchto objektu˚. Pozˇadavky na u´rovenˇ zabezpecˇenı´ prostor vcˇetneˇ prova´deˇnı´
periodicke´ho testova´nı´ a revizı´ syste´mu jsou da´ny smluvnı´m vztahem na´jemce a prona-
jimatele.
Hlavnı´ na´plnı´ te´to cˇa´sti pra´ce je vytvorˇenı´ pla´nu rˇı´zene´ obnovy posˇtovnı´ Exchange v
popsane´ modelove´ spolecˇnosti.
K tomu se va´zˇı´ nasledujı´cı´ u´koly :
1. vytvorˇit Pla´n Disaster recovery pro posˇtovnı´ sluzˇby Exchange 2007
2. vytvorˇit Pla´n sce´na´rˇu˚ rˇı´zene´ obnovy
3. vytvorˇit Sce´na´rˇe rˇı´zene´ obnovy posˇtovnı´ch sluzˇeb
Sce´na´rˇe rˇı´zene´ obnovy po hava´rii jsou zameˇrˇeny pouze na posˇkozenı´ a ztra´tu aktiv posˇtov-
nı´ho syste´mu Exchange Server 2007 a odpovı´dajı´cı´ch hrozeb, ktery´mi jsou :
• ztra´ta nebo nedostupnost lokality
• ztra´ta nebo posˇkozenı´ CCR clusteru
• ztra´ta nebo posˇkozenı´ NLB clusteru
• ztra´ta nebo posˇkozenı´ fyzicke´ho serveru, ktery´ je cˇlenem clusteru
• ztra´ta nebo posˇkozenı´ dat Exchange serveru
• polozˇka mailboxu
• mailbox
• mailbox databa´ze
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5.1 Pla´n zotavenı´ posˇtovnı´ sluzˇby MS Exchange 2007
1. Hlavnı´ cı´le pla´nu DR
• snı´zˇenı´ rizika prˇerusˇenı´ doda´vky posˇtovnı´ch sluzˇeb
• snı´zˇenı´ rizika ztra´ty dat
• omezenı´ rozsahu dopadu hava´rie syste´mu nebo jeho cˇa´stı´
• zvy´sˇenı´ schopnosti rychle´ho zotavenı´ syste´mu po hava´rii
• zvy´sˇenı´ opory a znalostı´ zameˇstnancu˚ nutne´ k prova´deˇnı´ obnovy
2. Kompetence
vlastnı´k pla´nu DR : spolecˇnost, jme´no, pozice, kontakt
sestavova´nı´ a u´drzˇba pla´nu : jme´no, pozice, kontakt
kontrolnı´ cˇinnost : jme´no, pozice, kontakt
revize pla´nu a distribuce : jme´no, pozice, kontakt
3. Iniciace pla´nu
K iniciaci pla´nu DR je opra´vneˇn : jme´no, pozice, kontakt
4. Seznam dokumentace a pla´nu˚
• Dokument organizace spolecˇnosti
• Dokument krizove´ho rˇı´zenı´ spolecˇnosti
• Dokument infrastruktury Exchange serveru a fyzicke´ lokace
• Technicka´ dokumentace (hw a sw pozˇadavky, dodavatele´, servis)
• Dokument konfigurace Exchange serveru
• Dokument externı´ch sluzˇeb Exchange serveru
• Dokument umı´steˇnı´ instalacˇnı´ch mediı´ a datovy´ch za´loh
• Pla´ny u´drzˇby syste´mu
• Pla´ny za´lohova´nı´ a archivace dat
• Pla´n sce´na´rˇu˚ rˇı´zene´ obnovy
• Sce´na´rˇe rˇı´zene´ obnovy posˇtovnı´ch sluzˇeb
• Pla´n testova´nı´ sce´na´rˇu˚ DR
5. Historie zmeˇn
Verze Datum Autor Kontrola Revize Du˚vod zmeˇny
Tabulka 10: Historie zmeˇn
5.2 Pla´n sce´na´rˇu˚ rˇı´zene´ obnovy
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Obra´zek 7: Pla´n sce´na´rˇu˚ rˇı´zene´ obnovy
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5.3 Sce´na´rˇe rˇı´zene´ obnovy posˇtovnı´ch sluzˇeb
RS1: Obnova obsahu mailboxu
podmı´nky : retencˇnı´ cˇas vyprsˇel, obsah mailboxu nelze obnovit pomocı´ klienta
omezenı´: zˇa´dne´
postup :
1. obnovit databa´zi do RSG viz RS3.1
2. zkontrolovat, prˇı´p.navy´sˇit velikost sta´vajı´cı´ho mailboxu
3. obnovit mailbox ze za´lohy do slozˇky
”
Restore“
restore-mailbox -identity <UserName> -rsgdatabase <ServerName\
RSG Name\DatabaseName> -TargetFolder ’Restore’
4. zrusˇit databa´zi pro obnovu a RSG viz RS3.6
RS2 : Obnova mailboxu
podmı´nky : retencˇnı´ cˇas vyprsˇel, mailbox je definitivneˇ smazany´
omezenı´: zˇa´dne´
postup :
1. obnovit databa´zi do RSG viz RS3.1
2. vytvorˇit pra´zdny´ mailbox k uzˇivatelske´mu u´cˇtu
3. zkontrolovat, prˇı´p.navy´sˇit velikost nove´ho mailboxu
4. obnovit mailbox ze za´lohy do nove´ho mailboxu
restore-mailbox -identity <UserNname> -rsgdatabase <ServerName\
RSG Name\DatabaseName>
5. zrusˇit databa´zi pro obnovu a RSG viz RS3.6
RS3 : Obnova databa´ze
RS3.1 : Obnova databa´ze – do RSG
podmı´nky : zˇa´dne´
omezenı´: zˇa´dne´
postup :
1. vytvorˇit RSG
new-storagegroup -Server<ServerName\ -LogFolderPath <path to Logfiles>
-Name <RSG Name> -SystemFolderPath \DatabasePath> -Recovery
2. vytvorˇit novou databa´zi obnovy
new-mailboxdatabase -mailboxdatabasetorecover <DatabaseName
-storagegroup <Server\Name\RSG Name> -EDBFilePath <DatabasePath>
3. povolit prˇepis databa´ze za´lohou
set-mailboxdatabase -identity <ServerName\RSG Name\DatabaseName>
-AllowFileRestore:$True
4. prˇihla´sit se na za´lohovacı´ server, aplikace BE
5. vytvorˇit novy´ job : menu Job Setup > Restore Tasks > New Job
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6. nastavit :
• zdroj: Source > Selections (jme´no vy´beˇru, server, SG/databa´ze, datum)
• cı´l: Destination > Microsoft Exchange Redirection (server, redirect to RSG)
• job: Settings > General (jme´no jobu, Overwrite the file on disk if it is older,
Restore all information for files and directories)
7. spustit job: Run now
8. sledovat obnovu a vycˇkat dokoncˇenı´: menu Job Monitor
9. prˇimontovat obnovenou databa´zi na exchange serveru
mount-database -identity <ServerName\RSG Name\DatabaseName>
RS3.2 : Obnova databa´ze – daty z aktivnı´ho uzlu
”
re-seed“
podmı´nky : posˇkozena´ databa´ze na pasivnı´m uzlu, databa´ze na aktivnı´m uzlu je ne-
porusˇena´
omezenı´: zˇa´dne´
postup :
1. zastavit replikaci
Suspend-StorageGroupCopy-Identity: <ServerName\SG Name>
2. odstranit soubor posˇkozene´ databa´ze (.edb), soubory logu˚ ( *.log) a kontrolnı´ soubory
(*.jrs, *.chk) v souborove´m syste´mu pasivnı´ho uzlu
3. obnovit pasivnı´ databa´zi
Update-StorageGroupCopy-Identity: <ServerName\SG Name>
RS3.3 : Obnova databa´ze – prˇepis sta´vajı´cı´ databa´ze
podmı´nky : posˇkozena´ databa´ze na pasivnı´m i aktivnı´m uzlu
omezenı´: po dobu obnovy jsou mailboxy nedostupne´, de´lka obnovy za´visı´ na velikosti
databa´ze
postup :
1. povolit prˇepis posˇkozene´ databa´ze za´lohou
set-mailboxdatabase -identity <ServerName\SG Name\DatabaseName>
-AllowFileRestore:$True
2. odmontovat databa´zi
dismount-database -identity <ServerName\SG Name\DatabaseName>
3. prˇihla´sit se na za´lohovacı´ server, aplikace BE
4. vytvorˇit novy´ job : menu Job Setup > Restore Tasks > New Job
5. nastavit :
• zdroj: Source > Selections ( jme´no vy´beˇru, server, SG/databa´ze, datum)
• cı´l: Destination > Microsoft Exchange Redirection (server, redirect to RSG)
• job: Settings > General (jme´no jobu, Restore over existing files, Restore all
information for files and directories)
6. spustit job: Run now
7. sledovat obnovu a vycˇkat dokoncˇenı´: menu Job Monitor
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8. prˇimontovat obnovenou databa´zi na exchange serveru
mount-database -identity <ServerName\SG Name\DatabaseName>
9. odebrat povolenı´ prˇepisu databa´ze
set-mailboxdatabase -identity <ServerName\SG Name\DatabaseName>
-AllowFileRestore:$False
10. obnovit pasivnı´ databa´zi - viz RS3.2
RS3.4 : Obnova databa´ze – prˇepis sta´vajı´cı´ databa´ze
”
Dial-tone“
podmı´nky : databa´ze je posˇkozena jak na pasivnı´m tak i aktivnı´m uzlu
omezenı´: po dobu obnovy jsou mailboxy pouzˇitelne´, ale pra´zdne´
postup :
1. odmontovat posˇkozenou databa´zi
dismount-database -identity <ServerName\SG Name\DatabaseName>
2. v souborove´m syste´mu prˇesunout obsah slozˇky se soubory databa´ze do jine´ho umı´steˇnı´
pro prˇı´pad pozdeˇjsˇı´ obnovy, tak aby slozˇka zu˚stala pra´zdna´
3. vytvorˇit databa´zi dial-tone
mount-database -identity <ServerName\SG Name\DatabaseName>
Pozn.:potvrdit kontrolnı´ ota´zku, zda opravdu chceme vytvorˇit pra´zdnou databa´zi
4. poslat informativnı´ mail uzˇivatelu˚m o vytvorˇenı´ pra´zdny´ch mailboxu˚
5. obnovit databa´zi do RSG viz RS3.1
6. vy´meˇna databa´ze viz RS3.7
7. sloucˇit data do aktivnı´ databa´ze
Get-MailboxStatistics -database ’RSG Name\DatabaseName’|restore-mailbox
RS3.5 : Obnova serveru – prˇenos databa´ze na jiny´ Exchange server s rolı´ mailbox
”
Data-
base portability“
podmı´nky : pu˚vodnı´ mailbox server je posˇkozen, databa´ze je neporusˇena´
omezenı´: po dobu obnovy jsou mailboxy nedostupne´
postup :
1. vytvorˇit novou databa´ze na cı´love´m serveru
New-MailboxDatabase -StorageGroup <ServerName\SG Name>
-Name <DatabaseName>
2. povolit prˇepis databa´ze
set-mailboxdatabase -identity <ServerName\SG Name\DatabaseName>
-AllowFileRestore:$True
3. fyzicky´ prˇesun databa´ze a potrˇebny´ch souboru˚ do cı´love´ lokace (.edb, *.log, *.jrs, *.chk)
4. prˇimontovat prˇesunutou databa´zi na exchange serveru
mount-database -identity <ServerName\SG Name\DatabaseName>
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5. modifikovat lokaci mailboxu˚ na vsˇech uzˇivatelsky´ch u´cˇtech stare´ databa´ze
Get-Mailbox -Database <SourceDatabase> |where $ .ObjectClass
-NotMatch ’(SystemAttendantMailbox |ExOleDbSystemMailbox)’
|Move-Mailbox -ConfigurationOnly -TargetDatabase <TargetDatabase>
RS3.6 Zrusˇenı´ databa´ze obnovy a RSG
postup :
1. odebrat databa´zi obnovy
Remove-MailboxDatabase -identity <ServerName\RSG Name\DatabaseName>
2. odebrat RSG
Remove-Storagegroup -identity <ServerName\RSG Name>
3. smazat vytvorˇena´ data z mista obnovy v souborove´m syste´mu
RS3.7 Vy´meˇna databa´ze - SWAP
postup :
1. odmontovat obeˇ databa´ze
dismount-database -identity <ServerName\SG Name\DatabaseName>
dismount-database -identity <ServerName\RSG Name\DatabaseName>
2. prˇejmenovat databa´zove´ soubory v RSG podle na´zvu˚ souboru˚ dial-tone databa´ze
3. v souborove´m syste´mu :
• vytvorˇit podslozˇky TEMP v mı´steˇ databa´zovy´ch souboru˚ RSG a obnovovane´ SG
• prˇesunout soubory z RSG do podslozˇky TEMP v obnovovane´ SG
• prˇesunout soubory z obnovovane´ SG do podslozˇky TEMP v RSG
• prˇesunout soubory z TEMP obou lokacı´ do nadrˇazeny´ch slozˇek (SG a RSG)
4. povolit prˇepis databa´ze pro obeˇ databa´ze
set-mailboxdatabase -identity <ServerName\SG Name\DatabaseName>
-AllowFileRestore:$True
set-mailboxdatabase -identity <ServerName\RSG Name\DatabaseName>
-AllowFileRestore:$True
5. prˇimontovat obeˇ databa´ze
mount-database -identity <ServerName\SG Name\DatabaseName>
mount-database -identity <ServerName\RSG Name\DatabaseName>
RS4 : Obnova serveru
RS4.1 : Obnova serveru – role Hub Transport nebo CAS
podmı´nky : AD je neporusˇeno
omezenı´: zˇa´dne´
postup :
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1. prˇipravit server podle dokumentace :
• technicka´ dokumentace (hw a sw pozˇadavky, dodavatele´, servis)
• dokument konfigurace Exchange serveru
2. spustit obnovu z AD
setup / m:RecoverServer
3. prˇi obnoveˇ role CAS, obnovit konfiguraci IIS
restorevdir.ps1 owa.xml
RS4.2 : Obnova serveru – role Edge Transport
podmı´nky : zˇa´dne´
omezenı´: zˇa´dne´
postup :
1. prˇipravit a nainstalovat server podle dokumentace :
• technicka´ dokumentace (hw a sw pozˇadavky, dodavatele´, servis)
• dokument konfigurace Exchange serveru
2. obnovit konfiguraci
ImportEdgeConfig.ps1 edge.xml
RS4.3 : Obnova serveru – cˇista´ instalace
podmı´nky : AD je neporusˇeno
omezenı´: zˇa´dne´
postup :
1. prˇipravit a nainstalovat server podle dokumentace :
• technicka´ dokumentace (hw a sw pozˇadavky, dodavatele´, servis)
• dokument konfigurace Exchange serveru
RS5 : Obnova CCR
RS5.1 : Obnova CCR – uzel clusteru
podmı´nky : jeden uzel je funkcˇnı´
omezenı´: zˇa´dne´
postup :
1. nastavit neposˇkozeny´ uzel jako aktivnı´
2. odebrat posˇkozeny´ uzel ze Spra´vce clusteru
3. prˇipravit server podle dokumentace:
• technicka´ dokumentace (hw a sw pozˇadavky, dodavatele´, servis)
• dokument konfigurace Exchange serveru
4. prˇidat novy´ server do clusteru
5. nainstalovat pasivnı´ uzel Exchange 2007
6. obnovit pasivnı´ databa´zi viz. RS3.2
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RS5.2 : Obnova CCR – cely´ cluster
podmı´nky : AD je neporusˇeno
omezenı´: zˇa´dne´
postup :
1. vytvorˇit novy´ CCR cluster a MNS quorum na serverech odpovı´dajı´cı´ch parametru˚
podle dokumentu konfigurace Exchange serveru
2. nainstalovat pasivnı´ Mailbox role na prvnı´ obnovovany´ uzel
3. obnovit serverove´ nastavenı´ z AD
Setup.com /recoverCMS /CMSName:<name> /CMSIPaddress:<ip>
4. obnovenı´ databa´ze za pouzˇitı´ neˇktere´ho ze sce´na´rˇu˚ RS3.3, RS3.4 nebo RS3.5
5. prˇida´nı´ dalsˇı´ho (pasivnı´ho) uzlu clusteru
6. obnovenı´ databa´ze z aktivnı´ho uzlu viz. RS3.2
RS6 : Obnova NLB
podmı´nky : AD je neporusˇeno
omezenı´: zˇa´dne´
postup :
1. je-li posˇkozen cˇlen clusteru, odebrat posˇkozeny´ uzel ze Spra´vce clusteru
2. je-li posˇkozen cely´ cluster, reinstalovat NLB cluster dle dokumentu konfigurace
Exchange serveru
3. prove´st obnovu serveru viz RS4.1
RS7 : Obnova lokality
podmı´nky : zˇa´dne´
omezenı´: zˇa´dne´
postup :
1. prˇeve´st vsˇechny aktivnı´ databa´ze do neposˇkozene´ lokality
2. obnovit externı´ sluzˇby viz RS8
3. obnovit databa´ze z aktivnı´ho uzlu viz 3.2
4. byla-li obnovena aktivnı´ lokalita, prˇesunout sluzˇby zpeˇt do obnovene´ lokality
RS8 : Obnova externı´ch sluzˇeb
podmı´nky : zˇa´dne´
omezenı´: zˇa´dne´
postup :
1. postupovat dle dokumentu externı´ch sluzˇeb Exchange serveru
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6 Testova´nı´
Hlavnı´m cı´lem testova´nı´ je proveˇrˇit, zda posˇtovnı´ sluzˇby mohou by´t podle vypraco-
vany´ch sce´na´rˇu˚ skutecˇneˇ obnovene´ a de´lka obnovy neprˇesa´hne stanovenou dobu. Z to-
hoto du˚vodu je nutne´ kazˇdy´ noveˇ sestaveny´ sce´na´rˇ rˇı´zene´ obnovy prˇed uvedenı´m v plat-
nost rˇa´dneˇ otestovat ve vhodne´m prostrˇedı´.
Za vhodne´ je povazˇova´no testovacı´ prostrˇedı´, ktere´ odpovı´da´ podmı´nka´m rea´lne´ho pro-
strˇedı´ spolecˇnosti. Vykona´vat tzv. ostre´ testy v rea´lne´m prostrˇedı´ se zvla´sˇteˇ pro nove´
sce´na´rˇe nedoporucˇuje, jelikozˇ sce´na´rˇ mu˚zˇe vykazovat chyby a zpu˚sobit tak skutecˇny´ pa´d
syste´mu nebo ztra´tu cenny´ch dat.
Testova´nı´ by meˇli prova´deˇt cˇlenove´ ty´mu obnovy, kterˇı´ v prˇı´padeˇ hava´rie budou obnovu
posˇtovnı´ch sluzˇeb skutecˇneˇ vykona´vat. Pru˚beˇh testu, vy´sledky i prˇı´padne´ nejasnosti je
nutne´ du˚sledneˇ dokumentovat, nebot’ provedene´ za´znamy se da´le analyzujı´ a vyhodno-
cujı´. Jsou–li zjisˇteˇny jake´koli nedostatky ve sce´na´rˇi obnovy musı´ se iniciovat zmeˇnove´
rˇı´zenı´ a sce´na´rˇ opravit.
Prˇed zaha´jenı´m testova´nı´ musı´ by´t vzˇdy jasneˇ definova´no co bude prˇedmeˇtem testova´nı´,
z jake´ho du˚vodu se testova´nı´ prova´dı´, kdo bude testova´nı´ prova´deˇt, v jake´m prostrˇedı´ a
ktery´ sce´na´rˇ obnovy bude pouzˇit. Prˇedem musı´ by´t rovneˇzˇ stanoven hodnotı´cı´ syste´m,
aby vy´sledky testu nebyly znehodnoceny na´sledneˇ uzpu˚sobenou klasifikacı´.
Prˇedmeˇtem testova´nı´ mu˚zˇe by´t kompletnı´ pla´n obnovy, jednotlive´ sce´na´rˇe, aplikace, hard-
warove´ prostrˇedky, vy´konnost za´lozˇnı´ch syste´mu˚, prˇipravenost ty´mu obnovy nebo per-
sona´lu, schopnost krizove´ho rˇı´zenı´ organizace, schopnost vyhledat potrˇebnou dokumen-
taci atd.
Za du˚vod lze povazˇovat testova´nı´ nove´ho sce´na´rˇe, opravu sce´na´rˇe nebo zmeˇnu podmı´nek
a pravidelne´ testy.
Testova´nı´ mohou prova´deˇt cˇlenove´ ty´mu obnovy, ostatnı´ persona´l nebo externı´ spolecˇnost.
U prostrˇedı´ volı´me nejcˇasteˇji mezi testova´nı´m ”od stolu”, prova´deˇnı´m testu˚ v testovacı´m
prostrˇedı´ a ostry´mi testy. Zvoleny´ typ prostrˇedı´ ovlivnˇuje va´hu testu, prˇicˇemzˇ nejvysˇsˇı´
va´hu prˇedstavujı´ ostre´ testy.
Hodnotı´cı´ syste´m za´vı´sı´ na prˇedmeˇtu testova´nı´. Hodnotit lze dosazˇenı´ stanovene´ho cı´le,
dostupnost zdroju˚ (datovy´ch za´loh, dokumentace), de´lku obnovy nebo jednotlivy´ch kroku˚
sce´na´rˇe, reakce persona´lu na necˇekanou uda´lost, atd.
Vy´znam testova´nı´ nesmı´ by´t podcenˇova´n. Vedle testova´nı´ novy´ch sce´na´rˇu˚ je nutne´ vy-
kona´vat testova´nı´ v pravidelny´ch cˇi nepravidelny´ch intervalech, avsˇak minima´lneˇ je-
denkra´t rocˇneˇ. Samozrˇejmostı´ jsou revize pla´nu a testova´nı´ po kazˇde´ vy´znamne´ zmeˇneˇ.
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Vy´sledky testova´nı´ je nutne´ analyzovat a v prˇı´padeˇ neu´speˇchu vyvodit patrˇicˇne´ du˚sledky
a prˇijmout na´pravna´ opatrˇenı´. Ta mohou prˇedstavovat zmeˇnu sce´na´rˇe, zvy´sˇenı´ poveˇdomı´
persona´lu, ale take´ optimalizaci prostrˇedı´ nebo zvy´sˇenı´ zabezpecˇenı´.
6.1 Testova´nı´ sce´na´rˇu˚ rˇı´zene´ obnovy
Testova´nı´ sce´na´rˇu˚ rˇı´zene´ obnovy bude probı´hat shodneˇ pro vsˇechny vytvorˇene´ sce´na´rˇe.
Prˇedmeˇtem testova´nı´ budou tedy jednotlive´ sce´na´rˇe obnovy posˇtovnı´ho syste´mu. Du˚vo-
dem je testova´nı´ noveˇ vytvorˇeny´ch sce´na´rˇu˚. Proto bude testova´nı´ probı´hat v prˇipravene´m
testovacı´m prostrˇedı´.
Vlastnı´ testova´nı´ bude zameˇrˇeno na na na´sledujı´cı´ vlastnosti :
1. spra´vnost (3 body)
Je pozˇadovana´ obnova podle sce´na´rˇe proveditelna´?
2. srozumitelnost (2 body)
Je sce´na´rˇ dostatecˇneˇ srozumitelny´ a prˇehledny´ ?
3. cˇas obnovy (5 bodu˚)
Je obnova provedena v ocˇeka´vane´m cˇase (dodrzˇenı´ RTO) ?
4. ztra´ta dat (5 bodu˚)
Byla obnova provedena bez, prˇı´p. s minima´lnı´ ztra´tou dat (dodrzˇenı´ RPO) ?
5. splnitelnost (5 bodu˚)
Byl splneˇn hlavnı´ cı´l testu ?
Hodnotı´cı´ syste´m
Hodnotı´cı´ syste´m jednotlivy´ch testu˚ je zalozˇen na hodnocenı´ vy´sˇe uvedeny´ch vlastnostı´.
Za kladne´ odpoveˇdi je prˇipocˇı´ta´n odpovı´dajı´cı´ pocˇet bodu˚. Vy´sledny´ soucˇet pak ukazuje
u´speˇsˇnost testu.
Vy´sledne´ hodnocenı´ :
U´rovenˇ 1, rozsah : 0 - 8 bodu˚
neu´speˇsˇne´ testova´nı´, sce´na´rˇ je nutne´ urychleneˇ prˇepracovat
U´rovenˇ 2, rozsah : 9 - 14 bodu˚
pru˚meˇrne´ testova´nı´, doporucˇenı´ hlubsˇı´ analy´zy vy´sledku˚ a prˇijmutı´ opatrˇenı´
U´rovenˇ 3, rozsah :15 - 20 bodu˚
u´speˇsˇne´ testova´nı´, sce´na´rˇ nenı´ nutne´ meˇnit
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1. 2. 3. 4. 5. pozna´mka celkem
RS1 3 2 5 5 5 za´vislost RS3.1, RS3.6 20
RS2 3 2 5 5 5 za´vislost RS3.1, RS3.6 20
RS3.1 3 2 5 5 za´vislost 15
RPO na pouzˇitelnosti za´loh
RS3.2 3 2 5 5 5 20
RS3.3 3 2 5 5 za´vislost RS3.2 15
RPO na pouzˇitelnosti za´loh
RS3.4 3 - 5 5 za´vislost RS3.1, RS3.7, RS3.6 13
RPO na pouzˇitelnosti za´loh
prˇı´lisˇ prˇeskakova´nı´ mezi sce´na´rˇi
RS3.5 3 2 5 5 5 20
RS3.6 3 2 5 5 5 20
RS3.7 3 - 5 5 - chybı´ logicka´ souslednost 13
RS4.1 3 2 5 5 5 20
RS4.2 3 2 5 5 5 20
RS4.3 - - - - - sce´na´rˇ nenı´ vyuzˇı´va´n 0
ani odkazova´n
RS5.1 3 5 5 5 za´vislost RS3.2 18
nutna´ znalost pra´ce s clusterem
RS5.2 3 5 5 5 za´vislost RS3.2 - RS3.5 18
nutna´ znalost pra´ce s clusterem
RS6 3 5 5 5 za´vislost RS4.1 18
nutna´ znalost pra´ce s clusterem
RS7 3 2 5 5 5 za´vislost na RS8, RS3.2 20
RS8 3 2 5 RTO a splnitelnost za´visı´ na pla´nech 10
obnovy externı´ch sluzˇeb
Tabulka 11: Testova´nı´ sce´na´rˇu˚ obnovy
6.2 Vyhodnocenı´ testova´nı´
Vyhodnocenı´ testu˚ ukazuje , zˇe do u´rovneˇ cˇ.1 s nejmensˇı´m pocˇtem bodu˚ se zarˇadil sce´na´rˇ
RS4.3. Tento sce´na´rˇ byl vytvorˇen jako za´kladnı´ pro instalaci serveru. Ale jelikozˇ se uka´zalo,
zˇe nenı´ vyuzˇı´va´n zˇa´dny´m jiny´m sce´na´rˇem, nebot’ tato cˇa´st je zachycena prˇı´mo v konkre´t-
nı´ch sce´na´rˇı´ch, je tento sce´na´rˇ nadbytecˇny´ a bude zrusˇen.
Do u´rovneˇ cˇ.2 s rozpeˇtı´m 9 azˇ 14 bodu˚ se rˇadı´ sce´na´rˇe RS3.4, RS3.7 a RS8.
• RS3.4 a RS3.7 - sce´na´rˇe spolecˇneˇ zachycujı´ jednu uda´lost obnovy. Jelikozˇ RS3.7
nenı´ vyuzˇı´va´n jiny´mi sce´na´rˇi prˇevedeme tuto cˇa´st prˇı´mo do RS3.4. Spojenı´m se vyrˇesˇı´
logicka´ na´vaznost, omezı´ se prˇeskoky mezi sce´na´rˇi a usnadnı´ orientace prˇi obnoveˇ.
• RS8 - nı´zke´ ohodnocenı´ sce´na´rˇe odpovı´da´ jeho plne´ za´vislosti na pla´nech a schop-
nostech obnovy externı´ch sluzˇeb. Sce´na´rˇ bude zachova´n, u´pravy nejsou zapotrˇebı´.
Ostatnı´ sce´na´rˇe obnovy dosa´hly na stanovenou hranici alesponˇ 15 body a budou po-
necha´ny beze zmeˇn.
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Oprava sce´na´rˇe RS3.4
RS3.4 : Obnova databa´ze – prˇepis sta´vajı´cı´ databa´ze
”
Dial-tone“
podmı´nky : databa´ze je posˇkozena jak na pasivnı´m tak i aktivnı´m uzlu
omezenı´: po dobu obnovy jsou mailboxy pouzˇitelne´, ale pra´zdne´
postup :
1. posˇkozena´ databa´ze je odpojena´, prˇı´p. databa´zi odpojı´me
dismount-database -identity <ServerName\SG Name\DatabaseName>
2. v souborove´m syste´mu prˇesunout obsah slozˇky se soubory databa´ze do jine´ho umı´steˇnı´
pro prˇı´pad pozdeˇjsˇı´ obnovy (slozˇka zu˚stane pra´zdna´)
3. vytvorˇit databa´zi dial-tone
mount-database -identity <ServerName\SG Name\DatabaseName>
Pozn.:kontrolnı´ ota´zka, zda opravdu chceme vytvorˇit pra´zdnou databa´zi
4. poslat informativnı´ mail uzˇivatelu˚m o vytvorˇenı´ pra´zdny´ch mailboxu˚
5. obnova databa´ze – do RSG viz RS3.1
6. vy´meˇna databa´ze - SWAP
1. odmontovat obeˇ databa´ze
dismount-database -identity <ServerName\SG Name\DatabaseName>
dismount-database -identity <ServerName\RSG Name\DatabaseName>
2. prˇejmenovat databa´zove´ soubory v RSG podle na´zvu˚ databa´ze dial-tone
3. v souborove´m syste´mu :
• vytvorˇit podslozˇky TEMP v mı´steˇ databa´zovy´ch souboru˚ RSG a SG
• prˇesunout soubory z RSG do podslozˇky TEMP v obnovovane´ SG
• prˇesunout soubory z obnovovane´ SG do podslozˇky TEMP v RSG
• prˇesunout soubory z TEMP do nadrˇazeny´ch slozˇek (SG a RSG)
4. povolit prˇepis databa´zı´ za´lohou pro obeˇ databa´ze
set-mailboxdatabase -identity <ServerName\SG Name\DatabaseName>
-AllowFileRestore:$True
set-mailboxdatabase -identity <ServerName\RSG Name\DatabaseName>
-AllowFileRestore:$True
5. prˇimontovat obeˇ databa´ze
mount-database -identity <ServerName\SG Name\DatabaseName>
mount-database -identity <ServerName\RSG Name\DatabaseName>
7. sloucˇit data do aktivnı´ databa´ze
Get-MailboxStatistics -database ’RSG Name\DatabaseName’|restore-mailbox
Nove´ testova´nı´ sce´na´rˇe RS3.4
1. 2. 3. 4. 5. pozna´mka celkem
RS3.4 3 2 5 5 za´vislost RS3.1, RS3.6,RPO na pouzˇitelnosti za´loh 15
Tabulka 12: Nove´ testova´nı´ sce´na´rˇe RS3.4
Opraveny´ sce´na´rˇ dosa´hl hodnocenı´ 15 bodu˚ a bude takto ponecha´n.
Na za´veˇr zkontroluji vliv odstraneˇnı´ RS4.3 a RS3.7 na pla´n sce´na´rˇu˚ rˇı´zene´ obnovy.
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Obra´zek 8: Pla´n sce´na´rˇu˚ rˇı´zene´ obnovy - oprava
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7 Za´veˇr
Cı´lem diplomove´ pra´ce bylo prostudova´nı´ oblasti obnovy posˇtovnı´ch syste´mu˚ a sluzˇeb
na ba´zi Microsoft Exchange a podrobneˇji se sezna´mit s rˇı´zenı´m kontinuity sluzˇeb v ra´mci
procesu˚ ITIL. Nebot’ metodika ITIL a jejı´ doporucˇenı´ v oblasti procesnı´ho rˇı´zenı´ IT je
pro zajisˇteˇnı´ vysoke´ u´rovneˇ kvality a efektivity poskytovany´ch sluzˇeb implementova´na
v rˇadeˇ modernı´ch spolecˇnostı´.
V souvislosti s posˇtovnı´m syste´m MS Exchange, jsou v pra´ci zachycene´ nejen hrozby,
ktere´ prˇedstavujı´ vysokou mı´ru rizika pro zajisˇteˇnı´ kontinuity poskytova´nı´ sluzˇeb, ale
take´ mozˇnosti snı´zˇenı´ teˇchto rizik a kroky vedoucı´ k vcˇasne´mu zotavenı´ posˇtovnı´ch
sluzˇeb.
V popsane´ modelove´ spolecˇnosti s implementovany´m posˇtovnı´m syste´mem Exchange
2007 jsou tato teoreticka´ vy´chodiska vyuzˇita k vytvorˇenı´ analy´zy rizik a sestavenı´ jednot-
livy´ch sce´na´rˇu˚ obnovy posˇtovnı´ch sluzˇeb a dat.
V za´veˇrecˇne´ cˇa´sti byly vsˇechny vytvorˇene´ sce´na´rˇe otestova´ny v prˇipravene´m prostrˇedı´.
Po vyhodnocenı´ testu˚ a provedenı´ optimalizace pla´nu obnovy jsou sce´na´rˇe korektnı´ a
jsou prˇipraveny k pouzˇitı´ v dane´ spolecˇnosti.
Lenka Kucˇerova´
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A Typicky´ obsah pla´nu obnovy
Strucˇny´ popis pla´nu obnovy dle doporucˇenı´ ITIL a cˇa´sti, ktere´ by meˇl obsahovat.
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A.1 Dokumentace
Dokumentace musı´ by´t udrzˇova´na tak, aby syste´my, infrastruktura a zarˇı´zenı´ splnˇovaly
pozˇadavky na obnovu podnika´nı´.
A.1.1 Distribuce dokumentu˚
Distribuce dokumentu˚ se rˇı´dı´ dle na´sledujı´cı´ho rozdeˇlovnı´ku :
kopie jme´no datum prˇeda´nı´ pozice
1.
2.
3.
4.
Tabulka 13: Distribuce dokumentu˚
A.1.2 Revize dokumentu˚
Dokument bude revidova´n kazˇdy´ch X meˇsı´cu˚.
Aktua´lnı´ revize: datum
Dalsˇı´ revize: datum
Za´znam o provedeny´ch revizı´ch, verzı´ch pla´nu obnovy a prˇehled zmeˇn:
datum revize cˇ.verze prˇehled zmeˇn
Tabulka 14: Revize dokumentu˚
A.1.3 Schva´lenı´ dokumentu˚
Seznam osob opra´vneˇny´ch ke schvalova´nı´ dokumentu˚ je zahrnut v tabulce cˇ.15.
jme´no pozice podpis
Tabulka 15: Schva´lenı´ dokumentu˚
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A.2 Podpu˚rne´ informace
A.2.1 U´vod
Dokument zahrnuje pokyny a postupy, ktere´ je trˇeba dodrzˇovat prˇi obnoveˇ syste´mu˚,
infrastruktury, sluzˇeb a zarˇı´zenı´ nebo prˇi udrzˇenı´ kontinuity sluzˇeb na stanovene´ u´rovni.
A.2.2 Strategie obnovy
Syste´my, infrastruktura, sluzˇby nebo zarˇı´zenı´ budou obnoveny do alternativnı´ch syste´mu˚,
infrastruktury, sluzˇeb nebo zarˇı´zenı´. Obnovenı´ syste´mu˚, infrastruktury, sluzˇeb nebo zarˇı´zenı´
bude trvat prˇiblizˇneˇ X hodin. Syste´m bude navra´cen do poslednı´ho zna´me´ho bodu sta-
bility syste´mu a integrity dat, ktery´ je vzda´leny´ maxima´lneˇ X hodin.
Pozˇadovana´ doba zotavenı´ pro syste´m, infrastrukturu, sluzˇby nebo zarˇı´zenı´ je:
Zotavenı´ syste´mu, infrastruktury, sluzˇeb nebo zarˇı´zenı´ bylo naposledy testova´no :
A.2.3 Vyvola´nı´
Seznam pracovnı´ku˚, kterˇı´ jsou opra´vneˇnı´ k vyvola´nı´ pla´nu obnovy:
1.
2.
A.2.4 Rozhranı´ a za´vislosti na jiny´ch pla´nech
Podrobny´ popis vza´jemny´ch za´vislostı´ na ostatnı´ch pla´nech kontinuity podnika´nı´.
A.2.5 Vsˇeobecne´ pokyny
Postup pro prˇeda´va´nı´ informacı´ a komunikaci s verˇejny´mi me´dii :
• zachovat klid a vyhnout se zdlouhave´ konverzaci
• pozˇadovat prˇedlozˇenı´ zˇa´dosti o informace a eskalace te´to zˇa´dosti
• pozˇa´dat o trpeˇlivost (nesdeˇlovat podrobnosti pokud to nenı´ nezbytneˇ nutne´)
• pokud kontaktujeme osoby, ktere´ drzˇı´ pohotovost :
• hovorˇı´me-li s neopra´vneˇnou osobou, pozˇa´dat o kontakt na osobu opra´vneˇnou
• nelze-li kontaktovat, zanechat zpra´vu s zˇa´dostı´ o zavola´nı´
• nezanecha´vat podrobnosti o incidentu
• vzˇdy dokumentovat kdo byl kontatkova´n, pru˚beˇh hovoru a na´sledne´ akce
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Vsˇechny aktivity, kontaktova´nı´ osob a eskalace incidentu by meˇly by´t jasneˇ a prˇesneˇ za-
znamena´ny. Pro usnadneˇnı´ by se meˇl pouzˇı´t kontrolnı´ seznam se za´znamem cˇinnostı´,
kdo je prova´deˇl, kdy byly zaha´jene´ a kdy ukoncˇene´.
A.2.6 Za´vislosti
Syste´m, infrastruktura, sluzˇby, zarˇı´zenı´ nebo rozhranı´, ktere´ je potrˇeba vyuzˇı´t ve spojenı´
s pla´nem obnovy, musı´ by´t zdokumentova´ny (podle porˇadı´ priorit) tak, aby v prˇı´padeˇ
potrˇeby mohly by´t snadno identifikova´ny a prˇipraveny prˇı´p. obnoveny. Osoba odpoveˇdna´
za vyvola´nı´ by meˇla zajistit koordinaci aktivit s dalsˇı´mi pla´ny obnovy.
syste´m odkaz na dokument kontakt
Tabulka 16: Za´vislosti
A.2.7 Seznam kontaktu˚
Seznamy vsˇech du˚lezˇity´ch osob, organizacı´ a kontaktnı´ch u´daju˚ :
jme´no organizace / u´tvar pozice kontakt
Tabulka 17: Seznam kontaktu˚
A.2.8 Ty´m obnovy
Osoby zodpoveˇdne´ za prova´deˇnı´ nebo zajisˇt’eˇnı´ vykona´va´nı´ obnovy a dokumentaci proble´-
mu˚, ktere´ se vyskytnou. Kontaktova´nı´ ty´mu obnovy se prova´dı´ pomocı´ beˇzˇny´ch postupu˚
eskalace.
jme´no pozice kontakt
Tabulka 18: Ty´m obnovy
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A.2.9 Kontrolnı´ seznam
Pro snazsˇı´ orientaci a vcˇasne´ prova´deˇnı´ klı´cˇovy´ch cˇinnostı´ se vyuzˇı´va´ kontrolnı´ seznam:
u´kol cı´lovy´ stav aktua´lnı´ stav
potvrdit vyvola´nı´
iniciovat strom vola´nı´ a eskalacˇnı´ procedury
spolupracovat s dalsˇı´mi pla´ny obnovy
zajistit odesla´nı´ za´lohovacı´ch me´diı´ a
dokumentace do mı´sta obnovy
mobilizovat ty´m obnovy
zaha´jit akce obnovy
kontrolovat pru˚beˇh obnovy
informovat ty´m obnovy o hla´sˇeny´ch pozˇadavcı´ch
kontrolovat pozˇadavky se vsˇemi ty´mi obnovy
komunikovat se za´kaznı´ky a rˇı´dit dokoncˇenı´ obnovy
Tabulka 19: Kontrolnı´ seznam
