Data assimilation combines a physical model with sparse ob- ance of the innovation sequence.
electron fluxes at a particular L * -value. For simplicity from now on in the text and figures
126
we drop the superscript and refer to this variable simply as L: both the radiation belt 127 model and all satellite data are computed in L * .
128
The PSD evolution in time is then governed by the following parabolic partial differential equation [Shultz and Lanzerotti, 1974; Walt, 1994] : 
this equation applies throughout the outer radiation belt.
132
For the lifetime parameter τ L , we consider different parameterizations inside and out-133 side the plasmasphere. The latter is a region of the inner magnetosphere that contains 134 relatively cool and dense plasma at low energies; it is populated by the outflow of iono-135 spheric plasma along the magnetic field lines, and consists of closed equipotential surfaces.
136
The plasmapause that separates it from the regions of open equipotential surfaces lies,
137
under quiet conditions, within the outer belt, at L PP = 5 − 6R E , where R E is the Earth's 138 radius. Under quiet conditions, the outer belt lies at about 3. Kondrashov et al. [2007] , distinct loss processes operate inside and outside of the plasmasphere, and so we account for them separately in the physical model.
Inside we assume that τ LI = 10 days is constant in time, while outside we take
To discretize numerically Eq. (1) invariants that is independent of the particle mass and charge.
154
The Kp data set is taken from the World Data Center for Geomagnetism in Kyoto, space have been discretized by finite differences.
171
The time evolution of the state vector x f,t k = x f,t (k, ∆t) is assumed to be governed by the numerically discretized system of equations whose right-hand side (RHS) is denoted by F = F(x); here superscript "t" refers to true, "f" refers to model forecast, and k is a discretized time index. If the system is nonlinear, F = F(x) has to be linearized to yield the model matrix M that will be used in advancing the forecast error covariances.
Furthermore, the true state differs from the model forecast by a random error m : 
where E is the expectation operator, superscript "T" denotes the 181 transpose, and δ kl is the Kronecker delta.
182
The observations y o k of the true system, where superscript "o" refers to "observed," are also perturbed by Gaussian white noise o k with mean zero and given covariance matrix
The observation matrix H k accounts for the fact that usually the dimension of y The Kalman filter and its variants are sequential data assimilation methods. For given model and observation error covariances, Q and R, the filter combines the model forecast with the observations so as to obtain the analysis that is closest in a least-square sense D R A F T October 18, 2011, 12:17pm D R A F T to the truth. The gain matrix K k in Eq. (8) represents the optimal weights given to the observations in updating the model forecast, based on this least-square minimization:
Log-Normal Model and Filter
By introducing the new variable S = log(f ) in Eq.
(1) and using the chain rule for partial derivatives in time and space, one can easily obtain the following evolution equation
for the log-transformed PSD: 6. Numerical Results
"Fraternal-twin" experiments
To compare the log-normal EKF scheme of Sec. 5 with the standard EKF implemen-257 tation of Sec. 4, we conduct so-called "fraternal-twin" experiments in which both the 
260
This type of experiment is a harder test for a given assimilation method than a so-called 
