where o2 = (e'e)/(T+ 6) and a*2 = (e*'e*)/(T+ y).
The unrestricted and restricted ML estimators of a2 correspond to 6 = y = 0, and the risk of 62 in this one case is discussed' in [2] . The least squares estimators correspond to 6 = -k and y = (m -k), while the best invariant (minimum mean squared error (MSE)) estimators correspond to 6 = (2 -k) and y = (m + 2 -k) (when Ho is true), respectively. In general, the pretest estimator has properties which differ from those of its components, a2 and a*2. For example, a2 constructed from the best invariant components is not itself the best invariant in the family (1). Overall, our results suggest that if a pretest strategy is adopted and if a mini-max criterion is used with respect to the absolute value of relative bias when estimating a2, then among the three choices of y and 6 considered it is preferable to use the best invariant component estimators when a = 0.01, but least squares components3 when a -0.05. Four basic features of the risk results emerge: there are always X-ranges for which p(a2) is less than both p(a*2) and p(a2); for which p(a*2) is less than both p(a2) and p(a2); for which p(a2) exceeds4 both p(a2) and p(a*2); but there is no X-range for which p(a2) is less than both p(a2) and p(a*2), simultaneously. At least for the values of -and 6 considered, these results are analogous to those for the pretest estimation of 0 ([3]). Our results suggest that if a pretest estimator of a2 is used and one adopts a mini-max rule with respect to risk under quadratic loss, then of the three component estimators we have considered, it may be advisable to use those based on the minimum MSE principle. With regard to the question of whether or not to pretest, we find that for moderate degrees of freedom there is little difference between p(a2) and p(a2) over most X-values, especially when m = 1 and a ~ 0.05, and the risks of 62, a2, and a*2 are of similar magnitude for small X. This region of the X-space is of interest, as Ho would not be tested unless one held a reasonable prior probability that X = 0, in which case a small test size would be chosen. Pretesting emerges as preferable to naively imposing the restrictions in Ho without testing their validity when estimating a2. The "optimal" 6 is a function of X, so the best invariant a2 is not an operational estimator.5 However, we have evaluated this "estimator" for several situations6 and have found its hypothetical risk to be only slightly less than that of 62 based on the best invariant component estimators. This reinforces the findings in the last section.
RISKS AND RELATIVE BIASES

FURTHER DISCUSSION
Our results show that the pretest estimator discussed in [2] can be improved upon, in terms of both relative bias and risk under quadratic loss, by adopting a least squares or minimum mean squared error criterion when constructing the component estimators. Pretest estimation of a (rather than a2) is of interest for the construction of "standard errors" and confidence intervals for elements of /. Work in progress by the first author suggests that our findings here also hold (qualitatively) for the estimation of a. Figures 1 and 2 , the optimal value of 6 ranges from -1 to -3 as X varies. Estimating X would produce a suboptimal 6 and a2 estimator.
6. In all cases, only one real root was plausible, in the sense of implying positive a2 and a*2 for all X. The FORTRAN subprogram SILJAK was used on a Hewlett Packard 9845B computer.
