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Chebyshev’s bias in dihedral and generalized
quaternion Galois groups
Alexandre Bailleul
Abstract
We study the inequities in the distribution of Frobenius elements in Galois extensions
of the rational numbers with Galois groups that are either dihedral D2n or (generalized)
quaternion H2n of two-power order. In the spirit of recent work of Fiorilli and Jouve [5],
we study, under natural hypotheses, some families of such extensions, in a horizontal
aspect, where the degree is fixed, and in a vertical aspect, where the degree goes to
infinity. Our main contribution uncovers in families of extensions a phenomenon, for
which Ng gave numerical evidence in [18] : real zeros of Artin L-functions sometimes
have a radical influence on the distribution of Frobenius elements.
Introduction
The prime number theorem in arithmetic progressions states that if q ≥ 1 is an integer and
a is prime to q, then
π(x, q, a) := |{p ≤ x | p = a mod q}| ∼
x→+∞
1
ϕ(q)
Li(x),
where Li is the logarithmic integral. Even though for a and b coprime to q, π(x, q, a) and
π(x, q, b) have the same asymptotic value, it may happen that one count could be larger
than the other most of the time. This is Chebyshev’s bias : there seems to be more primes
congruent to 3 mod 4 than 1 mod 4 in generic intervals [2, x].
These so-called "prime number races" have been studied extensively by Rubinstein and
Sarnak in [21]. They managed to explain conditionally Chebyshev’s bias : under natural
hypotheses which we will consider later, the inequality π(x, 4, 3) > π(x, 4, 1) holds "99% of
the time" (this will be explained rigorously in a later paragraph). For a general modulus
q, they have shown a bias towards non-quadratic residues mod q against quadratic residues
mod q.
In [18], Ng, following a suggestion made in [21], extended Rubinstein and Sarnak’s frame-
work to conjugacy classes of the Galois group G of a Galois extension L/K of number fields,
in the context of the Chebotarev density theorem. Recall that if C is such a conjugacy class,
then
π(x, C, L/K) :=
∣∣∣∣∣
{
p ⊳ OK unramified | N(p) ≤ x,
(
p
L/K
)
= C
}∣∣∣∣∣ ∼x→+∞ |C||G| Li(x),
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where N(p) is the norm of the prime ideal p and
(
p
L/K
)
is the Artin symbol, or Frobenius
conjugacy class, at p. Taking L = Q(ζq), where ζq is a primitive q-th root of unity in C,
and K = Q, we get the prime number theorem in arithmetic progressions and one recovers
the setting of [21]. We say we study Chebotarev biases when comparing the behaviours of
prime ideal counting functions π(x, C1, L/K) and π(x, C2, L/K) for distinct conjugacy classes
C1, C2 of Gal(L/K).
In recent work, Fiorilli and Jouve ([5]) have shown some Chebotarev races to be extremely
biased (i.e. as for the original case where one compares π(x, 4, 3) and π(x, 4, 1), the underlying
density is close to 1) by using large deviations principles. In the opposite direction, they
managed to show central limit theorem behaviours which correspond to moderately biased
Chebotarev races (i.e. the underlying density is close to 1
2
). In both cases, the asymptotic
results appear as we let the conductors go to infinity. In [5], the theoretical results are applied
to some families of number field extensions with Galois groups dihedral of order 2p (p an odd
prime), quasidihedral, symmetric or Frobenius of order p(p− 1).
In this paper, we exploit work of Fröhlich on root numbers of quaternion extensions and
we perform class field theoretic constructions to study, in the context of [5], Chebyshev’s bias
in some families of number field extensions with Galois groups of 2-power order : dihedral or
(generalized) quaternion. Our main contributions highlight the role of central zeros of Artin
L-functions in the study of this bias. They come as the result of the two following points
of view. We first work in a "horizontal aspect", in which the Galois group is fixed (up to
isomorphism). In this context, thanks to a result of Fröhlich (Theorem 3.3), we construct two
different kinds of families of number fields which have quaternion Galois groups over Q, but
in which the existence or not of a central zero for the corresponding Dedekind zeta function
leads to opposite biases (Theorem 3.5). Second, in the "vertical aspect", we build arbitrarily
high degree towers of number field extensions with Galois groups dihedral or quaternion of
2-power order, and exhibit different kinds of behaviours in both families (Theorems 4.15 and
4.16). We obtain extreme bias, moderate bias and unbiased races (the underlying density
is plainly equal to 1
2
). We emphasize that some of these behaviours are directly linked to
the existence or not of a central zero for the corresponding Dedekind zeta functions in the
quaternion case. This provides the first theoretical construction that confirms numerical
evidence obtained by Ng. Finally, we are able to prove partial monotonicity phenomena in
the evolution of the bias inside the tower itself (Theorem 4.17).
Outline of the paper
In Section 1 we introduce the preliminary results and conjectures needed to study Cheby-
shev’s bias in number field extensions, and state abridged versions of our main results. In
Section 2.1 we recall the definition of the Artin conductor of a complex character of the
Galois group of a number field extension, and relate it to the study of Chebyshev’s bias in
the extension considered. Then in Section 2.2, we study the character-theoretic properties of
dihedral and generalized quaternion groups of 2-power order. In Section 3 we focus on the
"horizontal aspect" of our study, in which the Galois group is fixed to be a quaternion group
of order 8. In Sections 4.1 and 4.2 we give bounds on moments of the random variables
governing Chebyshev’s bias in Galois extensions with Galois groups dihedral and general-
ized quaternion groups of 2-power order. In Section 4.3 we construct such extensions with
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controlled ramification, and in Section 4.4 we give estimates on Chebyshev’s bias in those
extensions.
Acknowledgments
The author would like to thank Florent Jouve for his doctoral advising and for suggesting
to study quaternion extensions of Q in the context of Chebyshev’s bias, Daniel Fiorilli for
fruitful discussions on the subject, Philippe Cassou-Noguès for introducing him to the paper
[6], which was the starting point of this work, Gerhard Niklasch for technical help in bounding
discriminants in the proof of Proposition 4.9, and Alain Debreil for providing LATEXcode for
the lattice of subgroups in Section 3.
1 Chebotarev biases in Galois groups of number fields
1.1 Notations and recollection on Artin characters
We recall the following standard notations.
In this section and sections 1.2 and 1.4, we let L/K be a Galois number field extension
with Galois group G. Let C1 and C2 be distinct conjugacy classes of G. We would like to
give a notion of measure to the set
PL/K,C1,C2 := {x ≥ 2 | π(x, C1, L/K) > π(x, C2, L/K)},
where C1 and C2 are conjugacy classes of G. A first guess would be to use the natural density,
defined as the limit as x tends to +∞ of∣∣∣PL/K,C1,C2 ∩ [0, x]∣∣∣
x
,
where |.| denotes the Lebesgue measure. Unfortunately, it has been shown that this limit
does not exist, even in the case of prime number races [12]. Therefore, we use the notion of
logarithmic density, better-suited to the study of Chebyshev’s bias as was first observed in
[26].
Definition 1.1. Let A be a Borel set in R. Its logarithmic density is, when it exists,
δ(A) := lim
X→+∞
1
X
∫ X
2
1A(e
t) dt.
If C1 and C2 are conjugacy classes of G, we write δ(L/K,C1, C2) for δ(PL/K,C1,C2). We say
the race between C1 and C2 is unbiased if δ(L/K,C1, C2) =
1
2
, that it is biased towards C1 if
δ(L/K,C1, C2) >
1
2
and biased towards C2 if δ(L/K,C1, C2) <
1
2
.
Ng has shown in [18] that this logarithmic density always exists under some natural
hypotheses (see section 1.3). Our goal will be to give estimates for such densities. Following
[5], we introduce some quantities related to the conjugacy classes under consideration, but
also to the irreducible characters of G.
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Definition 1.2. Let C be a conjugacy class of G. Then we define
C1/2 := {g ∈ G | g2 ∈ C}
and
z(C) := 2
∑
χ 6=χ0
χ(C) ords=1/2 L(s, χ, L/K),
where the sum is taken over all the non trivial irreducible characters χ of G, and s 7→
L(s, χ, L/K) is the Artin L-function associated to χ.
A certain class of characters of G plays a particular role in our study, the class of sym-
plectic characters. We introduce them in the following definition.
Definition 1.3. Let χ be a character of G. We define its Frobenius-Schur index by
ε2(χ) :=
1
|G|
∑
g∈G
χ(g2).
We also define Irr(G) to be the set of irreducible characters of G, and Irrreal(G) to be the set
of real-valued irreducible characters of G.
The Frobenius-Schur index of an irreducible (complex) character of G determines if such
a character can be afforded by a real-valued representation or not, thanks to the following
well-known result from character theory.
Theorem 1.4 ([9] p.58). Let χ be an irreducible complex character of G. Then only one of
the following three statements holds :
i) ε2(χ) = 0, in this case χ is not real-valued. We say that χ is unitary.
ii) ε2(χ) = 1, in this case χ is real-valued and can be afforded by a real-valued representa-
tion of G. We say that χ is orthogonal.
iii) ε2(χ) = −1, in this case χ is real-valued and cannot be afforded by a real-valued repre-
sentation of G. We say that χ is symplectic.
It is expected that symplectic characters are exactly the irreducible characters which can
yield real zeros for their associated Artin L-function (see conjecture LI below).
Finally, we recall that if χ is an irreducible character of G, then its Artin L-function
satisfies a functional equation ([16, p.28]) of the form
Λ(s, χ, L/K) = W (χ, L/K)Λ(1− s, χ, L/K),
where W (χ, L/K) is a complex number of modulus 1, called the root number of χ, and
s 7→ Λ(s, χ, L/K) is the completed Artin L-function associated to χ, which is the product of
s 7→ L(s, χ, L/K) with Gamma factors coming from archimedian places. Unless there is an
ambiguity in the extension considered, we will usually write W (χ) for W (χ, L/K). The root
number satisfies W (χ) = W (χ). In particular if χ is real-valued then W (χ) = ±1. We have
the following important way to detect central zeros of Artin L-functions.
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Proposition 1.5. If χ ∈ Irrreal(G) with W (χ) = −1, then L
(
1
2
, χ, L/K
)
= 0.
Proof. Since χ is real-valued, evaluating the functional equation at 1
2
we find
Λ
(
1
2
, χ
)
= −Λ
(
1
2
, χ
)
,
i.e. Λ
(
1
2
, χ
)
= 0. Since the Gamma function never vanishes on C, this implies that
L
(
1
2
, χ, L/K
)
= 0. 
It is expected that the converse also holds for real-valued characters when the base field
is Q, see conjecture LI+ below.
1.2 Conjectures
As in [5], we consider natural conjectures on the distribution of zeros and poles of Artin
L-functions, some of which are generalizations of conjectures used in the work of Rubinstein
and Sarnak. Recall that L/K is a Galois extension of number fields.
Conjecture 1.6 (Artin’s conjecture). If χ is a non-trivial irreducible character of G, then
s 7→ L(s, χ, L/K) is entire.
Conjecture 1.7 (GRH). If χ is an irreducible character of G, then the non-trivial zeros of
s 7→ L(s, χ, L/K) have real part 1
2
.
Conjecture 1.8 (LI-). Let L0/Q be the Galois closure of L/Q. Then the multiset of imagi-
nary parts of zeros
ΓL0/Q :=
⋃
χ∈Irr(Gal(L0/Q))
{
γ > 0 | L
(
1
2
+ iγ, χ, L0/Q
)
= 0
}
is linearly independent over Q.
Conjecture 1.9 (LI). LI- is true and if χ 6= χ0 is a unitary or orthogonal character of
Gal(L0/Q) (see Theorem 1.4) then L(
1
2
, χ, L0/Q) 6= 0. If χ is a symplectic character of
Gal(L0/Q) then ords=1/2 L(s, χ, L0/Q) is bounded by some absolute constant M0.
Conjecture 1.10 (LI+). LI is true and if χ is a symplectic irreducible character of Gal(L0/Q)
then ords=1/2 L(s, χ, L0/Q) =
1−W (χ)
2
.
Let us make a few comments about these conjectures.
• First, Artin’s conjecture needs to be assumed in order to be able to prove explicit
formulas for number field analogs of Chebyshev’s ψ function, involving sums over zeros
of Artin L-functions, and discarding the existence of possible poles. In the cases we will
consider, namely when G is a dihedral group or generalized quaternion group, Artin’s
conjecture is known to be true, because such groups are supersolvable, which means
they have a normal series
{1} = G1 ⊳ G2 ⊳ . . . ⊳ Gk = G
5
where each quotient Gi+1/Gi is cyclic for 1 ≤ i ≤ k − 1. This implies that their irre-
ducible characters are induced by those of abelian subgroups. By inductive properties
of Artin L-functions, we are reduced to knowing Artin’s conjecture in the case of char-
acters of abelian Galois groups, but this is exactly one of the consequences of class field
theory, together with work of Hecke on the L-functions bearing his name.
• The Generalized Riemann Hypothesis (GRH) needs to be assumed so that, for conjugacy
classes C1 and C2 of G,
|C1|
|G| π(x, C1, L/K)−
|C2|
|G| π(x, C2, L/K)
is oscillating with amplitude of size roughly
√
x. This is central in the analysis of
Chebyshev’s bias. One can still show the existence of a limiting logarithmic distribu-
tion for a convenient renormalization of |C1||G| π(x, C1, L/K)− |C2||G| π(x, C2, L/K) without
assuming GRH (see [4]), though it depends on the supremum of real parts of non-trivial
zeros of the Artin L-functions considered.
• The hypothesis LI- actually contains two statements. The most obvious one is the lin-
ear independence of the positive imaginary parts of zeros of Artin L-functions. This
hypothesis appears because, in order to understand Chebyshev’s bias using explicit
formulas for prime counting functions, one needs good information on the joint distri-
bution of the values of eiγy1 , eiγ2y, . . . in S1, where γ1, γ2, . . . denotes the aforementioned
positive imaginary parts of zeros, and y varies in R. Again, weaker hypotheses have
been used to show the existence of a limiting logarithmic distribution ([4]) and results
on the bias. Another aspect of LI we highlight is that it is stated for L-functions over Q
instead of L-functions over K. Indeed, those L-functions over K factorize as products of
L-functions relative to L0/Q, so linear independence is typically false. The last aspect
adressed by LI is about the multiplicity of the zeros of Artin L-functions over Q. One
should expect those Artin L-functions to be "primitive" in the sense of [22], and those
should not satisfy any kind of non-trivial algebraic relations, except for their respective
functional equations. Instead of the simplicity of the zeros, we could have opted for an
hypothesis about the boundedness of the multiplicities of such zeros (called BM in [5]),
which would have been enough for a few intermediate results of this paper.
• The assumptions on the order of vanishing at 1
2
in LI and LI+ appear because the
quantity z(C) defined above is involved in the mean of the random variables attached
to the limiting distribution governing the bias. Examples of symplectic characters
with root numbers −1 were first given by Armitage ([1]) and Serre (unpublished). In
particular, they yield Artin L-functions vasnishing at 1/2 because of Proposition 1.5.
As was pointed out by the author of the present paper to the authors of [5] while
both papers were under preliminary form, using one of the aforementionned examples,
the conjecture "Artin L-functions attached to orthogonal or unitary characters do not
vanish at 1/2" could not hold over general number fields K. Indeed, consider Serre’s
example, as described in [18, section 5.3.3] : let L = Q(θ), where θ =
√
5+
√
5
2
41+
√
5·41
2
.
It is a Galois extension of Q with Galois group isomorphic to the quaternion group
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H8 (see section 2). The root number of its non-abelian (symplectic) character ψ is
−1, so L(1/2, ψ, L/Q) = 0. Now consider the subfield K = Q(√5) ⊂ L. We have
Gal(L/K) ≃ Z/2Z×Z/2Z which does not admit any irreducible symplectic character.
But we have the classical factorization
ζL(s) = P1(s)L(s, ψ, L/Q)
2
= P2(s),
where P1 is the product of the Artin L-functions attached to the four abelian irreducible
characters of Gal(L/Q), and P2 is the product of the Artin L-functions attached to the
four irreducible characters of Gal(L/K). Since L(1/2, ψ, L/Q) = 0, at least one of those
Artin L-functions, attached to a non-symplectic irreducible character, must vanish at
1/2. This shows that we cannot expect easy non-vanishing statements at the central
point in the relative case L/K when K 6= Q, and that such a statement should involve
the way irreducible characters of G are "induced" to Artin characters over Q.
1.3 Main results
Our first result is in a horizontal aspect : we exhibit moderately biased races in families of
extensions of Q with fixed Galois group isomorphic to H8, the usual quaternion group of
order 8.
Theorem A. Assume GRH and LI+. For any function f such that f(n) −→
n→+∞ +∞, there
exist two families (Kd)d and (Ld)d of number fields, indexed by square-free integers satisfying
d > 1 and d = 1 mod 4, such that for any d in the index set :
i) Q(
√
d) ⊂ Kd ∩ Ld.
ii) Gal(Kd/Q) ≃ Gal(Ld/Q) ≃ H8.
iii) 0 < 1
2
− δ(Kd/Q, C1, C−1)≪ 1f(d) , where C1 and C−1 denote the conjugacy classes of 1
and −1 in H8.
iv) 0 < δ(Ld/Q, C1, C−1)− 12 ≪ 1f(d) .
The most important feature of this result is that we are able to exhibit two families in
which the biases are opposite to each other, one is < 1
2
while the other is > 1
2
, the difference
coming from the existence of a central zero for the corresponding Dedekind zeta function in
the first case, and the absence of such a zero in the second case. Moreover, the prime number
races considered can be specified to be as moderately biased as possible, in the sense that
the logarithmic densities can be made arbitrarily close to 1
2
when d grows, while ensuring
that Q(
√
d) ⊂ Kd ∩ Ld. In fact the choice of f allows one to have arbitrarily large variances
for the random variables X(Kd/Q, C1, C−1) and X(Ld/Q, C1, C−1) governing the biases (see
Theorem 1.11).
The second part of our work is in a vertical aspect : we build families of extensions of Q
with Galois groups dihedral and quaternion of 2-power order, in which we are able to show
extreme biases, moderate biases and absence of bias.
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Theorem B. Assume GRH and LI+. There exist absolute constants c1, c2, c3 > 0 and a family
(Dn)n of number fields such that for any n ≥ 3, the following hold :
i) Gal(Dn/Q) ≃ D2n−1 = 〈r, s | r2n−1 = s2 = 1, srs−1 = r−1〉.
ii) c1 exp(−c22n) < δ(Dn/Q, C1, C−1) < exp
(
−c3 2nn
)
where Ca denotes the conjugacy class
of a, and −1 denotes r2n−2 ∈ D2n−1 .
iii) 0 < 1
2
− δ(Dn/Q, C−1, Cs)≪ 12n/3 .
iv) δ(Dn/Q, Crk , Cs) = δ(Dn/Q, Crk , Crs) = 12 when 1 ≤ k ≤ 2n−2 − 1 is odd.
We chose a sample of possible couples of conjugacy classes in the above statement. For
an exhaustive treatment of conjugacy classes, see Theorem 4.15. In [5], Fiorilli and Jouve,
relying on a construction of Klüners, only deal with dihedral groups of order 2p with p
varying in the set of odd primes. The following result deals with generalized quaternion
Galois groups.
Theorem C. Assume GRH and LI+. There exist absolute constants c1, c2, c3 > 0 and two
families (Q+n )n and (Q−n )n of number fields such that for any n ≥ 3, the following hold :
i) Gal(Q±n /Q) ≃ H2n = 〈x, y | x2n−1 = 1, x2n−2 = y2, yxy−1 = x−1〉, and the root num-
ber of each symplectic character of Gal(Q±n /Q) is the same (we denote it by WQ±n ).
Moreover, WQ+n = 1 and WQ−n = −1.
ii) c1 exp(−c22n) <
∣∣∣∣1+WQ±n2 − δ(Q±n /Q, C1, C−1)
∣∣∣∣ < exp (−c3 2nn
)
, where Ca denotes the
conjugacy class of a, and −1 denotes x2n−2 .
iii) δ(Q+n /Q, C1, Cxk) = 12 when 1 ≤ k ≤ 2n−2−1 is even and c1 exp(−c28n) < δ(Q−n /Q, C1, Cxk) <
exp
(
−c3 2nn
)
for 1 ≤ k ≤ 2n−2 − 1.
iv) 0 < 1
2
− δ(Q+n /Q, C1, Cy)≪ 12n/3 and c1 exp(−c22n) < δ(Q−n /Q, C1, Cy) < exp
(
−c3 2nn
)
.
Again, we chose to focus on a sample of meaningful cases of bias estimates in ii), iii) and
iv), but more have been computed and are stated in Theorem 4.16. The new and remarkable
feature of this theorem is that it highlights the role played by the existence or not of a central
zero for the corresponding Dedekind zeta function. The presence (or the inexistence) of such
a zero leads to : extreme biases of opposite signs in ii), extreme biases or no biases in iii),
extreme bias or moderate bias in iv).
Finally, our last contribution is to show that we can observe a monotonicity phenomenon
in the evolution of Chebyshev’s bias in subextensions of dihedral extensions of Q.
Theorem D. Assume GRH and LI+. Consider the number fields (Dn)n as in Theorem B.
For every n ≥ 3, there are dihedral subfields D(i)n ⊂ Dn, 3 ≤ i ≤ n, decreasing for inclusion
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with i, such that for any ε > 0 and any sufficiently large n, for 3 ≤ i < j ≤ n such that
i ≤ n1+ε
2
and j ≥ n
(
1+3ε
2
)
, we have
δ(Dn/D(j)n , C(j)1 , C(j)−1) < δ(Dn/D(i)n , C(i)1 , C(i)−1),
where C
(k)
1 and C
(k)
−1 denote the conjugacy classes of 1 and −1 in Gal(Dn/D(k)n ).
This statement means that, in the subextensions of Dn/D(i)n , Chebyshev’s bias is more
extreme at the bottom of the tower than at the top. A more general result including the
quaternion fields Q±n of Theorem C is stated as Theorem 4.17. The proof relies on a new large
deviation bound for the values of Chebyshev’s bias in families of number field extensions (see
Theorem 4.14).
1.4 The probabilistic approach to Chebotarev biases
Let us recall the setting of [5] together with useful results. As before, L/K is a Galois
extension of number fields with group G. We will assume L/Q is Galois, with Galois group
G+, so that G is a subgroup of G+. This will be the case in our applications. If C is a
conjugacy class of G, then we denote by C+ the conjugacy class generated by C in G+, i.e.
C+ :=
⋃
a∈G+ aCa
−1. In what follows, if F/E is a Galois extension of number fields and
χ ∈ Irr(Gal(F/E)), a summation over γχ > 0 means a summation over the corresponding
zero multiset
ΓF/E,χ := {γ > 0 | L(1/2 + iγ, χ, F/E) = 0}.
We also write ΓF/E :=
⋃
χ∈Irr(Gal(F/E)) ΓF/E,χ and Γ
real
F/E :=
⋃
χ∈Irrreal(Gal(F/E)) ΓF/E,χ.
We summarize in the next statement the main result giving a probabilistic interpretation
of the logarithmic densities we are studying.
Theorem 1.11 ([5], Proposition 3.18 and Lemma 3.20). Assume Artin’s conjecture, GRH
and LI-. For any γ ∈ ΓL/Q, we introduce the random variable Xγ = Re(Zγ), where (Zγ)γ is a
family of independent random variables uniform on the unit circle. Then for any conjugacy
classes C1 and C2 of G, we have
δ(L/K,C1, C2) = P(X(L/K,C1, C2) > 0)
where
X(L/K,C1, C2) :=
|C1/22 |
|C2| −
|C1/21 |
|C1| +z(C2)−z(C1)+2
∑
λ∈Irr(G+)
|λ(C+2 )−λ(C+1 )|
∑
γλ>0
Xγλ√
1
4
+ γ2λ
,
unless C+1 = C
+
2 .
Moreover, under the previous condition, we have
E(X(L/K,C1, C2)) =
|C1/22 |
|C2| −
|C1/21 |
|C1| + z(C2)− z(C1)
and
Var(X(L/K,C1, C2)) = 2
∑
λ∈Irr(G+)
|λ(C+1 )− λ(C+2 )|2
∑
γλ>0
1
1
4
+ γ2λ
.
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Theorem 1.11 is not the exact transcription of [5, Proposition 3.18], but it is the same,
specialized to the case of the class function |G||C1|1C1 −
|G|
|C2|1C2 , under the hypothesis LI
- :
each zero in the sum giving Var(X(L/K,C1, C2)) is a zero of exactly one function s 7→
L(s, χ, L/Q), with multiplicity one. In other words, the union
ΓL/Q =
⋃
χ∈Irr(G+)
ΓL/Q,χ
is a disjoint union, and each of its elements appears only once in the sums indexed by
λ ∈ Irr(G+). Note that the expression of Var(X(L/K,C1, C2)) involves zeros of L-functions
attached to characters of G+, not of G. This is because our linear independence and
simplicity hypothesis LI- was stated over Q. If C+1 = C
+
2 then it is easy to see that
|C1/22 |
|C2| −
|C1/21 |
|C1| + z(C2) − z(C1) = 0, since C1 and C2 are conjugated in G+, and the ap-
proach to Chebyshev’s bias initiated by Rubinstein and Sarnak [21] and generalized by Ng
[18], breaks down. In fact, one can show that π(x, C1, L/K) = π(x, C2, L/K) for any x ≥ 2
in this case.
The random variables at play are symmetric about their mean m. This is because their
characteristic functions are products of Bessel J0 functions, which are even, multiplied by
t 7→ eimt ([18, Theorem 5.2.1]). Therefore, it is easily seen that the corresponding logarithmic
density δ will be < 1
2
, > 1
2
or = 1
2
according to whether m < 0, m > 0 or m = 0, respectively.
They also do not have any atoms, as was shown in [4, Theorem 2.2].
We introduce one more quantity in order to state the main results of [5] on Chebyshev’s
bias in families of number fields.
Definition 1.12. Let C1 and C2 be conjugacy classes of G such that C
+
1 6= C+2 . Assuming
Artin’s conjecture, GRH and LI-, the bias factor of the race between C1 and C2 is
B(L/K,C1, C2) :=
E(X(L/K,C1, C2))√
Var(X(L/K,C1, C2))
.
Note that the above variance is non-zero since C+1 6= C+2 .
The next theorem is a result giving extremely biased races.
Theorem 1.13 ([5], Proposition 5.3). Assume GRH, LI and Artin’s Conjecture. Then there
exists an absolute constant c3 > 0 such that for any conjugacy classes C1, C2 of G satisfying
C+1 6= C+2 and B(L/K,C1, C2) > 0, we have
1− δ(L/K,C1, C2) < exp(−c3B(L/K,C1, C2)2).
Remark. This theorem is based on a large deviation result due to Montgomery and Odlyzko
(see Theorem 4.13 below). The idea is that if the quantity B is positive and large, then the
mean of the associated random variable X is large compared to its variance, and the distribu-
tion of the random variable X is very concentrated around its (positive) mean, and therefore
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it takes positive values with high probability.
We are actually able to provide lower bounds in the context of Theorem 1.13, but not as
uniform as the previous upper bounds (see Theorem 4.14). This new bound will allow us to
exhibit a monotonicity phenomenon in the values of Chebyshev’s bias in certain towers of
number field extensions (see Theorem [?Mono]).
The second result can be seen as a converse to the above theorem. We can roughly state
it as saying that if the quantity B is small, then the race will be moderately biased, i.e. the
logarithmic density δ will be close to 1
2
.
Theorem 1.14 ([5], Theorem 5.10). Assume GRH, LI- and Artin’s Conjecture. Then for any
conjugacy classes C1, C2 of G such that C
+
1 6= C+2 , if |B(L/K,C1, C2)| is small enough then
we have
δ(L/K,C1, C2) =
1
2
+
B(L/K,C1, C2)√
2π
+O
(
B(L/K,C1, C2)
3 +Var(X(L/K,C1, C2))
−1/3) .
Remarks.
i) This result is a consequence of a central limit behaviour for the random variable
X(L/K,C1, C2) (explaining the
√
2π factor), provided its variance is large enough,
which can be established thanks to bounds on Bessel J0 functions which appear in the
characteristic functions of X(L/K,C1, C2).
ii) If E(X(L/K,C1, C2)) is bounded and B(L/K,C1, C2) approaches zero then the main
term besides 1
2
is Var(X(L/K,C1, C2))
−1/3.
2 Recollection on ramification and on dihedral and quater-
nion groups of 2-power order
2.1 Artin conductors
Let L/K be a Galois extension of number fields with Galois group G and C1, C2 be distinct
conjugacy classes of G. In [5], bounds for the variance of X(L/K,C1, C2) are given in terms
of the local ramification data of the extension L/K. More precisely, a link between this
variance and the Artin conductors of the irreducible characters of G is established.
Recall that if p is a prime ideal of OK and P is a prime ideal in OL above p, the
inertia subgroup I(P/p) := {g ∈ G | ∀x ∈ OL, g(x) = x mod P} ⊂ G admits a filtration
(Gi(P/p))i≥0 defined as follows : for integers i ≥ 0, define
Gi(P/p) := {g ∈ G | ∀x ∈ OL, g(x) = x mod Pi+1} ⊂ G.
Obviously, G0(P/p) = I(P/p) and the subgroups Gi(P, p) of G only depend on p up to
conjugacy, so in the sequel we drop the dependency on P and denote them by Gi(p). It is
also known that the elements of this filtration are eventually trivial. We note that if L/K
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is tamely ramified, then Gi(p) is trivial for i ≥ 1 ([23, Chapitre IV §2 Corollaire 3]). If
ρ : G → GL(V ) is a complex representation, we obtain complex representations of all the
ramification subgroups Gi(p) by restriction. If χ is the character ρ, we define
n(χ, p) :=
∑
i≥0
|Gi(p)|
|G0(p)| codim(V
Gi(p)),
which only depends on p and not on P since the Gi(P/p) are conjugates in G and so the
dimension of their invariant subspaces are all the same. This sum is finite since the Gi(p)
are eventually trivial, but it is also known that this sum is an integer ([23, Chapitre VI §2
Corollaire 2]), so we can finally define the Artin conductor of the character χ by
f(L/K, χ) :=
∏
p
pn(χ,p).
This ideal of OK is well-defined since it is easy to see that for p unramified in L we have
n(χ, p) = 0, so that there are only finitely many prime ideals actually contributing to the
product. We recall the important conductor-discriminant formula ([23, Chapitre VI §3 Corol-
laire 2]).
Theorem 2.1. We have
DL/K =
∏
χ∈Irr(G)
f(L/K, χ)χ(1),
where DL/K is the relative discriminant of L/K.
The following quantity appears in the functional equation of the Artin L-functions asso-
ciated to a character χ.
Definition 2.2 ([16] p.28). For any irreducible character χ of G, define
A(χ) := |dK |χ(1)NK/Q(f(L/K, χ)),
where dK is the absolute discriminant of K.
Lemma 2.3 ([5], Lemma 4.3). Assume Artin’s conjecture. Then for any irreducible character
χ of G, we have
B0(χ) :=
∑
γχ 6=0
1
1
4
+ γ2χ
≍ logA(χ).
Recall that the sums B0(χ), for non-trivial irreducible characters χ of G, appear in the
variances in Theorem 1.11. That explains why we will be interested in bounding the quantities
logA(χ).
2.2 Character theory of dihedral and quaternion groups of 2-power
order
We obtain our main contributions in the setting of Galois extensions of number fields with
Galois groups dihedral or quaternion of 2-power order. The goal of this section is to recollect
some character-theoretic facts about these groups which will be used throughout sections 3
and 4. Let us first recall the classical presentations of those groups.
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Definition 2.4. Let n ≥ 3 be an integer. The dihedral group of order 2n is
D2n−1 := 〈r, s | r2n−1 = s2 = 1, srs−1 = r−1〉.
The generalized quaternion group of order 2n is
H2n := 〈x, y | x2n−1 = 1, x2n−2 = y2, yxy−1 = x−1〉.
The group H8 is the usual quaternion group of order 8, with elements usually denoted
i, j, k satisfying
i2 = j2 = k2 = ijk = −1, (−1)2 = 1.
This notation will be used in section 3. In D2n−1 , we will denote by −1 the element r2n−2 ,
and in H2n we will also denote by −1 the element x2n−2 = y2. Both of those elements are of
order 2 and generate the center of the respective group they belong to.
These groups are special instances of metacyclic groups (i.e. groups admitting a cyclic
normal subgroup with cyclic quotient). As a consequence, computations are easily carried in
such groups and the conjugacy classes are easily identified ([24]).
Lemma 2.5. Let n ≥ 3 be an integer. Then D2n−1 = 〈r, s | r2n−1 = s2 = 1, srs−1 = r−1〉 has
the following 2n−2 + 3 conjugacy classes :
i) The trivial conjugacy class {1}, denoted by C1.
ii) The conjugacy class {−1}, denoted by C−1.
iii) Pairs of powers {rk, r−k} for 1 ≤ k ≤ 2n−2 − 1, denoted by Crk .
iv) The conjugacy class {rks | 0 ≤ k ≤ 2n−2 − 1 even} of s, denoted by Cs.
v) The conjugacy class {rks | 0 ≤ k ≤ 2n−1 − 1 odd} of rs, denoted by Crs.
Lemma 2.6. Let n ≥ 3 be an integer. Then H2n = 〈x, y | x2n−1 = 1, x2n−2 = y2, yxy−1 = x−1〉
has the following 2n−2 + 3 conjugacy classes :
i) The trivial conjugacy class {1}, denoted by C1.
ii) The conjugacy class {−1}, denoted by C−1.
iii) Pairs of powers {xk, x−k} for 1 ≤ k ≤ 2n−2 − 1, denoted by Cxk.
iv) The conjugacy class {xky | 0 ≤ k ≤ 2n−1 − 1 even} of y, denoted by Cy.
v) The conjugacy class {xky | 0 ≤ k ≤ 2n−1 − 1 odd} of xy, denoted by Cxy.
In particular, bothD2n−1 and H2n have 2
n−2+3 isomorphism classes of irreducible complex
representations. We refer the reader to [9] for classical facts about the representation theory
of finite groups. It is a well-known fact that even though those two groups are not isomorphic,
they have the same character table.
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Lemma 2.7. Let n ≥ 3 be an integer and let D2n−1 = 〈r, s | r2n−1 = s2 = 1, srs−1 = r−1〉.
Let also ζn = exp
(
2ipi
2n−1
)
∈ C. Then the following homomorphisms are representatives of the
2n−2 + 3 isomorphism classes of irreducible complex representations of D2n−1 :
i) Four abelian representations, coming from the abelianization of D2n−1, isomorphic to
Z/2Z× Z/2Z, given as follows :
χ0 : r, s 7→ 1 χ1 : r 7→ 1, s 7→ −1 χ2 : r 7→ −1, s 7→ 1 χ3 : r 7→ −1, s 7→ −1.
ii) For 1 ≤ j ≤ 2n−2 − 1, a degree 2 representation given by :
r 7→
(
ζjn 0
0 ζ−jn
)
, s 7→
(
1 0
0 −1
)
with character denoted by ψj.
The character table of D2n−1 is
C1 C−1 Crk , 1 ≤ k ≤ 2n−2 − 1 Cs Crs
χ0 1 1 1 1 1
χ1 1 1 1 −1 −1
χ2 1 1 (−1)k 1 −1
χ3 1 1 (−1)k −1 1
ψj , 1 ≤ j ≤ 2n−2 − 1 2 (−2)j ζjkn + ζ−jkn = 2 cos
(
jkpi
2n−2
)
0 0
Lemma 2.8. Let n ≥ 3 be an integer and let H2n = 〈x, y | x2n−1 = 1, x2n−2 = y2, yxy−1 =
x−1〉. Let also ζn = exp
(
2ipi
2n−1
)
∈ C. Then the following homomorphisms are representatives
of the 2n−2 + 3 isomorphism classes of irreducible complex representations of H2n :
i) Four abelian representations, coming from the abelianization of H2n , isomorphic to
Z/2Z× Z/2Z, given as follows :
χ0 : x, y 7→ 1 χ1 : x 7→ 1, y 7→ −1 χ2 : x 7→ −1, y 7→ 1 χ3 : x 7→ −1, y 7→ −1.
ii) For 1 ≤ j ≤ 2n−2 − 1, a degree 2 representation given by :
x 7→
(
ζjn 0
0 ζ−jn
)
, y 7→
(
0 −1
1 0
)
with character denoted by ψj.
The character table of H2n is
C1 C−1 Cxk , 1 ≤ k ≤ 2n−2 − 1 Cy Cxy
χ0 1 1 1 1 1
χ1 1 1 1 −1 −1
χ2 1 1 (−1)k 1 −1
χ3 1 1 (−1)k −1 1
ψj , 1 ≤ j ≤ 2n−2 − 1 2 (−2)j ζjkn + ζ−jkn = 2 cos
(
jkpi
2n−2
)
0 0
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We remark that all the irreducible characters of D2n−1 and H2n are real-valued (which
does not necessarily mean they are afforded by real-valued representations, see Lemma 2.10)
and they have bounded degrees (at most 2) with respect to n.
Lemma 2.9. With the same notations as in Lemma 2.7, the irreducible character ψj of
D2n−1, for 1 ≤ j ≤ 2n−2 − 1, is faithful if and only if j is odd. The same holds for the
irreducible characters of H2n as in Lemma 2.8.
Proof. Recall that a character χ of a group G is faithful if the corresponding representation
is faithful (that is, injective). This happens if and only if χ(g) 6= χ(1) for any g ∈ G \ {1}.
Obviously, if j is even then ψj(−1) = 2 = ψj(1) so ψj is not faithful. Conversely, if j is
odd, then χ(rk) is never equal to 2, for 1 ≤ k ≤ 2n−2 − 1. Indeed, since j is odd, the 2-adic
valuation of jk is the same as that of k, which is < n − 2, therefore jk
2n−1
is not an integer,
and jkpi
2n−2
= 2jkpi
2n−1
is not an integer multiple of 2π. 
Lemma 2.10. Every irreducible character of D2n−1 is orthogonal, and with the same nota-
tions as in Lemma 2.8, the irreducible character ψj of H2n , for 1 ≤ j ≤ 2n−2−1, is symplectic
if and only if j is odd.
Proof. Clearly, χ0, χ1, χ2 and χ3 are afforded by real representations so, they are orthogonal
(even in the case of H2n). Consider now a non-abelian character ψj, 1 ≤ j ≤ 2n−2 − 1, of
D2n−1 . Then by definition
ε2(ψj) =
1
2n
∑
g∈D2n−1
ψj(g
2).
Since each rks, with 0 ≤ k ≤ 2n−1 − 1, satisfies (rks)2 = 1 and 12 = 1, the sum on the
right-hand side contains at least 2n−1 + 1 terms equal to ψj(1) = 2. Since this is more than
half the number of elements in D2n−1 and each ψj(g) is smaller than 2 in absolute value, the
reverse triangular inequality implies that ε2(χ) > 0. By Theorem 1.4 it must be 1, and ψj is
orthogonal.
Now let ψj , 1 ≤ j ≤ 2n−2 − 1, be a non-abelian irreducible character of H2n . The
squares in H2n are precisely the even powers of x. Indeed, since y
−1 = −y, we have, for any
k ∈ {0, . . . , 2n−1 − 1},
(xky)2 = −xkyxky−1 = −1.
From this, and denoting r(h) the number of square roots of h ∈ H2n , we see that r(−1) =
2n−1 + 2 while r(x2k) = 2 for 0 ≤ k ≤ 2n−3 − 1. Now if j is odd, then
ε2(ψj) =
1
2n

4− 2(2n−1 + 2) + 4 2
n−3−1∑
k=1
cos
(
2jkπ
2n−2
)
= −1 + 1
2n−2
2n−3−1∑
k=1
cos
(
2jkπ
2n−2
)
.
It is easily seen from the triangular inequality that this quantity has to be negative. As
before, this shows that ε2(ψj) = −1.
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Conversely, if j is even, the reverse triangular inequality implies that
ε2(ψj) =
1
2n

4 + 2(2n−1 + 2) + 4 2
n−3−1∑
k=1
cos
(
2jkπ
2n−2
) > 0,
which implies that ε2(ψj) = 1. 
Let us remark that for n ≥ 4, the group H2n = 〈x, y | x2n−1 = 1, x2n−2 = y2, yxy−1 =
x−1〉 contains H2n−1 as a subgroup generated by {x2, y}, and inductively, contains H2i =
〈x2n−i , y〉 for every 3 ≤ i ≤ n. Similarly, for n ≥ 3, D2n−2 appears as a subgroup of D2n−1 =
〈r, s | r2n−1 = s2 = 1, srs−1 = r−1〉 generated by 〈r2, s〉. In particular when L/K is a
Galois extension of number field extension with group H2n or D2n−1 , it contains subextensions
with Galois groups H2i or D2i−1 for every 3 ≤ i ≤ n. To study Chebyshev’s bias in such
subextensions, we will need to know how irreducible characters are induced from such H2i to
H2n , and from D2i−1 to D2n−1 .
Lemma 2.11. With the same notations as in Lemma 2.8, denote by ψ
(i)
k , for 3 ≤ i ≤ n,
1 ≤ k ≤ 2i−2 − 1, the character of the subgroup H2i of H2n associated to the representation
x2
n−i 7→
(
ζki 0
0 ζ−ki
)
, y 7→
(
0 −1
1 0
)
,
and denote by χ
(i)
0 , χ
(i)
1 , χ
(i)
2 and χ
(i)
3 the four abelian characters of H2i corresponding to the
notations of Lemma 2.8. For k ∈ {1, . . . , 2i−2 − 1}, one has
IndH2nH2i ψ
(i)
k =
∑
1≤l≤2n−2−1
l=±k mod 2i−1
ψl.
Also,
IndH2nH2i χ
(i)
0 = Ind
H2n
H2i
χ
(i)
1 = χ0 + χ1 + χ2 + χ3 +
∑
1≤j≤2n−2−1
j=0 mod 2i−1
ψj
and
IndH2nH
2i
χ
(i)
2 = Ind
H2n
H
2i
χ
(i)
3 =
∑
1≤j≤2n−2−1
j=0 mod 2i−2,j 6=0 mod 2i−1
ψj .
Those equalities also hold when H2n and H2i are replaced by D2n−1 and D2i−1 respectively.
Proof. Let 1 ≤ j ≤ 2n−2 − 1 be odd. We use the Frobenius reciprocity formula and the
character table in Lemma 2.8 to compute
〈IndH2nH2i ψ
(i)
k , ψj〉H2n = 〈ψ(i)k , ψj|H2i 〉H2i =
1
2i
∑
g∈H
2i
ψ
(i)
k (g)ψj(g)
=
1
2i

2 · 2 + (−2) · (−2) + 2 ∑
1≤l≤2i−2−1
ψ
(i)
k (x
2n−i)ψj(x2
n−i)


=
1
2i

8 + 2 ∑
1≤l≤2i−2−1
(
ζkli + ζ
−kl
i
) (
ζjl2
n−i
n + ζ
−jl2n−i
n
) .
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Since ζ2
m
n = ζn−m for any 0 ≤ m ≤ n− 1, we find
〈IndH2nH2i ψ
(i)
k , ψj〉H2n =
1
2i

8 + 2 ∑
1≤l≤2i−2−1
(
ζkli + ζ
−kl
i
) (
ζjli + ζ
−jl
i
)
=
1
2i

8 + 2 ∑
1≤l≤2i−2−1
(
ζ
(k+j)l
i + ζ
−(k+j)l
i + ζ
(k−j)l
i + ζ
(j−k)l
i
)
=
1
2i

8 + 2
∑
1≤l≤2i−1−1
l6=2i−2
(
ζ
(k+j)l
i + ζ
(k−j)l
i
)

 .
Now, if k + j = 0 mod 2i−1 then k − j 6= 0 mod 2i−1, otherwise we would get 2k = 0
mod 2i−1, i.e. k = 0 mod 2i−2, which cannot be because 1 ≤ k ≤ 2i−2 − 1. Therefore, the
geometric progressions missing two terms sum to
∑
1≤l≤2i−1−1
l6=2i−2
(
ζ
(k+j)l
i + ζ
(k−j)l
i
)
= 2i−1 − 2 +

1− ζ (k−j)2i−1i
1− ζ (k−j)i
− ζ (k−j)2i−2i − 1


= 2i−1 − 4.
Similarly, if k − j = 0 mod 2i−1, then k + j 6= 0 mod 2i−1, and we find
∑
1≤l≤2i−1−1
l6=2i−2
(
ζ
(k+j)l
i + ζ
(k−j)l
i
)
= 2i−1 − 4.
Finally, if k + j 6= 0 mod 2i−1 and k − j 6= 0 mod 2i−1, we find
∑
1≤l≤2i−1−1
l6=2i−2
(
ζ
(k+j)l
i + ζ
(k−j)l
i
)
= −4.
To sum up, we have found
〈IndH2nH
2i
ψ
(i)
k , ψj〉H2n =
{
1 if k + j = 0 mod 2i−1 or k − j = 0 mod 2i−1
0 otherwise
.
We have found 2n−i irreducible components of IndH2nH
2i
ψ
(i)
k of degree 2. Since Ind
H2n
H
2i
ψ
(i)
k (1) =
[H2n : H2i ]ψ
(i)
k (1) = 2
n−i+1, these are the only ones.
The other induced characters are computed in a similar manner, using the Frobenius reci-
procity formula. The fact that H2n and D2n−1 have the same character table with conjugacy
classes indexed similarly with respect to their generators imply that the same computations
work in the D2n−1 case. 
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Corollary 2.12. Let 3 ≤ i ≤ n−1. If χ ∈ Irr(H2i) then for any χ′ ∈ Irr(H2i)\{χ}, inducing
from H2i to H2n we have (χ, χ
′) = 1 unless deg(χ) = 1. This also holds when H2n and H2i
are replaced by D2n−1 and D2i−1 respectively.
The above conditions will allow us to obtain a lower bound for 1− δ for relative number
field extensions (i.e. with base field different from Q) with Galois groups H2i and D2i−1 using
Theorem 4.14.
The following lemma will be used to compute moments in Section 4.
Lemma 2.13. For i ≥ 3 and 1 ≤ k ≤ 2i−2 − 1,
2i−2−1∑
j=1
j odd
(
ζjki + ζ
−jk
i
)
= 0.
Proof. This is clear for i = 3, so assume i ≥ 4. This sum can be rewritten
2i−2−1∑
j=1
(
ζjki + ζ
−jk
i
)
−
2i−3−1∑
h=1
(
ζ2hki + ζ
−2hk
i
)
.
As in the previous proof, we see that the first sum is simply
2i−1−1∑
j=0
ζjki − ζ0i − ζk2
i−2
i = −1− (−1)k
since 0 < k < 2i−1 and so ζki 6= 1. The second sum
2i−3−1∑
h=1
(
ζ2hki + ζ
−2hk
i
)
is being dealt with similarly, because ζ2i = ζi−1 and 0 < k < 2
i−2, so it also equals −1−(−1)k.
Thus the two sums cancel each other. 
3 Extensions of Q of group H8 : horizontal Chebotarev
biases
In this section, we will depart temporarily from the notations we used in section 2, and we
will use the more familiar i, j, k notations for elements of H8. Our goal is to prove Theorem
A. We will be constructing two distinct families of number fields with Galois group over Q
isomorphic to H8 and with opposite biases along each family, due to the existence or not of
a central zero for the corresponding Dedekind zeta functions.
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Recall that H8 = {±1,±i,±j,±k} is the quaternion group of order 8. Its elements all
commute with −1 and satisfy the following relations
i2 = j2 = k2 = −1, ij = k, ji = −k, jk = i, kj = −i, ki = j and ik = −j.
Here is the lattice of subgroups of H8 (see [3])
H8
〈i〉
2
③③③③③③③③
〈j〉
2
〈k〉
2
❊❊❊❊❊❊❊❊
〈−1〉
2
③③③③③③③③
2
2
❉❉❉❉❉❉❉❉
{1}
2
The character table of H8 is
C1 C−1 Ci Cj Ck
χ0 1 1 1 1 1
χi 1 1 1 -1 -1
χj 1 1 -1 1 -1
χk 1 1 -1 -1 1
ψ 2 -2 0 0 0
where Cx denotes the conjugacy class of x ∈ H8.
Let K/Q be a Galois extension, with Galois group G isomorphic to H8. Assuming LI, we
can compute the values of the different means and variances, according to the formulas given
in Theorem 1.11 (since
E(X(K/Q, C1, C2)) = −E(X(K/Q, C2, C1)) and Var(X(K/Q, C1, C2)) = Var(X(K/Q, C2, C1)),
there are only
(
5
2
)
= 10 races to consider).
Proposition 3.1. Assume LI for the extension K/Q. Let o = ords= 1
2
L(s, ψ,K/Q), where ψ
is the non-abelian character of H8 in the above character table. Then one has
a b E(X(K/Q, Ca, Cb)) Var(X(K/Q, Ca, Cb))
1 −1 4(1− 2o) 16B0(ψ)
1 i, j, k −2(1 + 2o) 4∑χ 6=χb B0(χ)
−1 i, j, k 2(2o− 3) 4∑χ 6=χb B0(χ)
i, j, k i, j, k 0 4B0(χa) + 4B0(χb)
where B0 is defined in Lemma 2.3.
Remarks. Let us make a few comments on these values :
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i) The presence or not of a zero at 1
2
for s 7→ L(s, ψ,K/Q) changes the sign E(X(K/Q, C1, C−1)).
ii) The race between C1 and Cb, for b ∈ {i, j, k}, is always biased towards Cb. This was
expected since 1 is a square in G, and b is not.
iii) The presence or not of a zero with multiplicity at least 2 at 1
2
for s 7→ L(s, ψ,K/Q)
changes the sign E(X(K/Q, C−1, Cb)), for b ∈ {i, j, k}.
iv) There is no bias in the race between Ca and Cb, for a ∈ {i, j, k} and b ∈ {i, j, k} \ {a}.
Since we will be using the hypothesis LI+, under which the order of vanishing o can only
be 0 or 1, and we want to exhibit a change of leading conjugacy class in Chebotarev races,
we will now focus on the conjugacy classes C1 and C−1. When K/Q is tamely ramified, we
can deduce more precise bounds for the variances.
Proposition 3.2. Assume LI- and that K/Q is tamely ramified. Then
Var(X(K/Q, C1, C−1)) ≍ log |dK |.
Proof. Since K/Q tame, the filtration of the inertia subgroup (see section 2.1) at any prime
number ramified in K only has length 1, i.e. for any prime p and i ≥ 1, |Gi(p)| = 1. In
particular, for any non-trivial character χ of G and any prime number p, one has
n(χ, p) = codim V I(p),
where V is the space of the representation affording χ.
Using the definition, we find for any prime p ramified in K (so that I(p) = G0(p) 6= {1}),
n(χi, p) =
{
1 if I(p) = 〈j〉 or I(p) = 〈k〉
0 otherwise
,
n(χj , p) =
{
1 if I(p) = 〈i〉 or I(p) = 〈k〉
0 otherwise
,
n(χk, p) =
{
1 if I(p) = 〈i〉 or I(p) = 〈j〉
0 otherwise
and
n(ψ, p) = 2.
This yields
f(K/Q, χi) =
∏
p|dK
I(p)=〈j〉
p× ∏
p|dK
I(p)=〈k〉
p,
f(K/Q, χj) =
∏
p|dK
I(p)=〈i〉
p× ∏
p|dK
I(p)=〈k〉
p,
f(K/Q, χk) =
∏
p|dK
I(p)=〈i〉
p× ∏
p|dK
I(p)=〈j〉
p
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and
f(K/Q, ψ) =
∏
p|dK
p2.
Since the base field is Q, we have A(χ) = f(K/Q, χ) for any character χ of G, and the
conductor-discriminant formula (Theorem 2.1) thus gives
|dK| =
∏
p|dk
ep=8
p4
∏
p|dk
ep=4
p6
∏
p|dk
ep=2
p4,
where ep is the ramification index of the ramified prime p. In particular, we have
A(ψ)2 ≤ dK ≤ A(ψ)3,
so that
logA(ψ) ≍ log dK .
Finally, Theorem 1.11 and Lemma 2.3 yield
Var(X(K/Q, C1, C−1)) ≍ B0(ψ) ≍ logA(ψ) ≍ log |dK |.

The fact that a bound such as Proposition 3.2 holds follows from the fact that the charac-
ter ψ is faithful, because this implies that each ramified prime appears with positive exponent
in A(χ) = f(K/Q, ψ). This observation will be used again in our study of biases in towers
of extensions (see Proposition 4.4).
We will use the following theorem of Fröhlich to construct the quaternion extensions of
Q we will be interested in :
Theorem 3.3 ([6]). Let d be a square-free integer, d > 1 and d = 1 mod 4. Let R be a finite
set of primes unramified in Q(
√
d) and not containing 2. Then there exist infinitely many
tamely ramified extensions K/Q and L/Q such that :
i) Gal(K/Q) ≃ Gal(L/Q) ≃ H8.
ii) Q(
√
d) ⊂ K ∩ L.
iii) Every prime in R is ramified in K and L.
iv) W (ψ,K/Q) = −1 and W (ψ, L/Q) = 1.
Remark. Theorem 3.3 is in fact a weak version of Fröhlich’s theorem in [6]. Actually, one
can specify any finite number of unramified primes in K and L as well (the ramification must
be compatible with the fact that Q(
√
d) ⊂ K ∩ L), and one can also ask for K and L to be
totally real or totally imaginary.
Corollary 3.4. For any square-free integer d > 1 with d = 1 mod 4 and any prime p, there
exist infinitely many tamely ramified extensions K/Q and L/Q such that :
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i) Gal(K/Q) ≃ Gal(L/Q) ≃ H8.
ii) Q(
√
d) ⊂ K ∩ L.
iii) p is ramified in K and L.
iv) L
(
1
2
, ψ,K/Q
)
= 0 and if LI+ holds then L
(
1
2
, ψ, L/Q
)
6= 0.
Proof. The existence of the number fieldsK follows from Theorem 3.3 without the assumption
of LI+ : we consider tamely ramified extensions K/Q with Galois group H8, ramified at p,
containing Q(
√
d) and such that W (ψ) = −1. Proposition 1.5 shows that L(1/2, ψ,K/Q) =
0.
The existence of the number fields L follows similarly because, assuming LI+, W (ψ) = 1
implies that s 7→ L(s, ψ, L/Q) does not vanish at 1
2
. 
We are now ready to prove Theorem A, which we recall for convenience.
Theorem 3.5. Assume GRH and LI+. For any function f such that f(n) −→
n→+∞ +∞, there
exist two infinite families (Kd)d and (Ld)d of Galois extensions of Q, indexed by square-free
integers satisfying d > 1 and d = 1 mod 4, such that for any d in the index set :
i) Q(
√
d) ⊂ Kd ∩ Ld.
ii) Gal(Kd/Q) ≃ Gal(Ld/Q) ≃ H8.
iii) 0 < 1
2
− δ(Kd/Q, C1, C−1)≪ 1f(d) .
iv) 0 < δ(Ld/Q, C1, C−1)− 12 ≪ 1f(d) .
Proof. For any square-free d > 1 with d = 1 mod 4, we choose a field Kd given in the first
part of Corollary 3.4, ramified at the smallest prime larger than ef(d)
3
. Since Kd/Q is tamely
ramified and we are assuming LI+ (so that o = 1), the computations made in Proposition 3.2
yield
B(X(Kd/Q, C1, C−1)) =
E(X(K/Q, C1, C−1))√
Var(X(K/Q, C1, C−1))
=
1− 2o√
2B0(ψ)1/2
= − 1√
2B0(ψ)1/2
.
In particular, E(X(K/Q, C1, C−1)) is negative, because of the existence of a real zero of
s 7→ L(s, ψ,Kd/Q), and this implies that δ(Kd/Q, C1, C−1) < 12 . Lemma 2.3 yields
B0(ψ) ≍ logA(ψ),
which satisfies (as remarked in the proof of Proposition 3.2)
logA(ψ) ≍ log |dKd|,
since ψ is faithful. Moreover, since Kd/Q is ramified at the smallest prime larger than e
f(d)3 ,
we have
log |dKd| ≫ log
(
ef(d)
3
)
= f(d)3.
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Therefore,
|B(X(Kd/Q, C1, C−1))| ≪ 1
f(d)3/2
.
Similarly, we have
Var(X(K/Q, C1, C−1))−1 ≪ 1
f(d)3
.
Since Artin’s conjecture holds for extensions with Galois group H8 (recall that this group is
supersolvable, and that Artin’s conjecture is known in that case), Theorem 1.14 implies that
0 <
1
2
− δ(Kd/Q, C1, C−1)≪ 1
f(d)
.
The construction of Ld follows along the same lines, by choosing fields as in the second
part of Corollary 3.4. In that case, the mean is positive because there is no real zero of
s 7→ L(s, ψ, Ld/Q), so δ(Kd/Q, C1, C−1) > 12 , and the estimates are the same. 
Remark. If we had a statement analoguous to Theorem 3.3 in which we could specify if
s 7→ L(s, ψ,K/Q) vanishes, or not, at 1
2
with multiplicty at least two, then we would be able
to obtain a result similar to Theorem A for the race between C−1 and Cb, for b ∈ {i, j, k},
i.e. moderately biased races with biases of opposite signs, bounded in absolute value by 1
f(d)
,
for any function f going to infinity. Such a result would of course contradict LI+.
4 Chebyshev’s bias in towers
We now consider the vertical aspect of our problem. Our goal is to prove Theorems B, C
and D. Instead of working with a family of extensions of Q with fixed Galois group, we want
to study different Galois extensions of Q with Galois groups dihedral of order a power of two
or generalized quaternion of increasing sizes. We also want to compare Chebyshev’s bias in
subextensions. For this to make sense, we need to make a few observations first.
For n ≥ 4, H2n−1 appears as a (normal) subgroup of H2n . Indeed, if H2n = 〈x, y | x2n−1 =
1, x2
n−2
= y2, yxy−1 = x−1〉, then it is easy to see that 〈x2, xky〉 is a normal subgroup of H2n
isomorphic to H2n−1 , for any 0 ≤ k ≤ 2n−2−1. Therefore, if K/Q is a number field extension
with Gal(K/Q) ≃ H2n then there exist number fields K ⊃ K3 ⊃ K4 ⊃ · · · ⊃ Kn−1 ⊃ Kn = Q
with Gal(K/Ki) ≃ H2i for all 3 ≤ i ≤ n, namely the subfields fixed by 〈x2n−i , y〉. In the
following, we will always assume that the quaternion subgroups have been chosen so that
Gal(K/Ki) is generated by x
2n−i and y, for 3 ≤ i ≤ n − 1. Similarly, if n ≥ 3 then D2n−1
is a normal subgroup of D2n = 〈r, s | r2n−1 = s2, srs−1 = r−1〉, generated for example by r2
and s. Those observations will allow us to compare Chebyshev’s bias in subextensions (see
Theorem 4.17).
4.1 Moments in generalized quaternion Galois groups
In this section, we compute bounds on the moments of the random variables attached to the
different Chebotarev races in number field extensions with Galois group generalized quater-
nion. They will be used in the proof of Theorem C.
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We will use the following fact about root numbers of symplectic characters of generalized
quaternion groups.
Theorem 4.1 ([7], Theorem 3). Let N/L be a tamely ramified extension of number fields,
with Galois group generalized quaternion. Then the root numbers of the symplectic irreducible
characters of Gal(N/L) are all equal.
Now, let n ≥ 3, and assume that K/Q is a Galois extension with Galois group
G := 〈x, y | x2n−1 = 1, x2n−2 = y2, yxy−1 = x−1〉 ≃ H2n ,
and let Q = Kn ⊂ · · · ⊂ K3 ⊂ K be intermediate number fields as before, that is
Gi := 〈x2n−i , y〉 ≃ H2i
and
Ki := K
Gi ,
for 3 ≤ i ≤ n. We will denote x2n−i by xi so that Gi = 〈xi, y〉. Conjugacy classes in Gi will
be denoted, according to our notations in Lemma 2.6, by C
(i)
1 , C
(i)
−1, C
(i)
xki
, C(i)y and C
(i)
xiy
. Note
that each Gi is supersolvable, so Artin’s conjecture is known to hold for Artin L-functions
attached to irreducible characters of Gi.
Recall that if C is a conjugacy class of Gi, then C
+ is the conjugacy class
⋃
g∈G gCg
−1 of
G+i = G. The following lemma is immediate.
Lemma 4.2. Let i ∈ {3, . . . , n− 1}. Using the notations of section 2, we have
i) C
(i)+
1 = C1.
ii) C
(i)+
−1 = C−1.
iii) For any 1 ≤ k ≤ 2i−2 − 1, C(i)+
xki
= Cxki .
iv) C(i)+y = Cy.
v) For any 1 ≤ k ≤ 2i−2 − 1, C(i)+xiy = Cy.
In particular, if C1 and C2 are distinct conjugacy classes of Gi, then C
+
1 6= C+2 , unless,
{C1, C2} = {C(i)y , C(i)xiy}.
When K/Q is tamely ramified, we denote by WK/Ki the root number of any of the
symplectic characters of Gal(K/Ki). We first relate the root numbers of symplectic characters
of G to those of each Gi, and the orders of vanishing at 1/2 of the corresponding Artin L-
functions.
Proposition 4.3. Assume LI+ and assume K/Q is tamely ramified. Then for any 3 ≤ i ≤ n,
we have WK/Ki = WK, where Wk = Wk/Q is the root number of any symplectic character
of G. Moreover, if WK = −1 then only the symplectic characters of Gi have their Artin
L-function vanish at 1/2, and the order of vanishing is 2n−i.
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Proof. Clearly,K/Ki is tamely ramified so our definition ofWK/Ki makes sense using Theorem
4.1. For any 3 ≤ j ≤ n, consider the classical decomposition
ζK(s) = L(s, χ0, K/K)
= L(s, Ind
Gj
{1} χ0, K/Kj)
= L(s, regGj , K/Kj)
= L(s,
∑
χ∈Irr(Gj)
χ(1)χ,K/Kj)
=
∏
χ∈Irr(Gj)
L(s, χ,K/Kj)
χ(1),
where regGj is the character of the regular representation of Gj.
If WK = 1, consider the previous factorization with j = n. By LI
+, none of the factors
vanish at 1/2, and so ζK does not vanish at 1/2. Using now the decomposition with j = i, we
see that L(1/2, χ,K/Ki) 6= 0 for each irreducible character χ of Gi. In particular, WK/Ki 6=
−1, i.e. WK/Ki = 1.
Conversely, if WK = −1, then ζK vanishes at 1/2 to order 2n−2. Indeed, under LI+, the
only factors that vanish at 1/2 are the L(s, χ,K/Q)χ(1) for χ = χ0 or χ symplectic. There
are 2n−3 symplectic characters, all vanishing at 1/2 to order one (again, because of LI+,
and the fact all such characters have root number −1) and satisfying χ(1) = 2. Moreover,
L(s, χ0, K/Q) = ζ(s) is the classical Riemann ζ function, which is known not to vanish at
1/2. Using Lemma 2.11, we see that for 1 ≤ k ≤ 2i−2 − 1 odd we have
L(s, ψ
(i)
k , K/Ki) = L(s, Ind
G
Gi
ψ
(i)
k , K/Q)
= L(s,
∑
0≤l≤2n−2−1
l=±k mod 2i−1
ψl, K/Q)
=
∏
0≤l≤2n−2−1
l=±k mod 2i−1
L(s, ψl, K/Q).
Since each L(s, ψl, K/Q), with 1 ≤ l ≤ 2n−2 − 1 odd, vanishes at 1/2 to order one, we see
that each L(s, ψ
(i)
k , K/Ki) vanishes at 1/2 as well, to order 2
n−i, for 1 ≤ k ≤ 2i−2 − 1 odd.
In particular, WK/Ki = −1. Moreover, the 2i−3 symplectic characters of Gi contribute to the
vanishing of ζK at 1/2 to order 2 × 2i−3 × 2n−i = 2n−2, so no other irreducible character of
Gi have its Artin L-function vanishing at 1/2. 
In Proposition 4.4, 4.5 and 4.6, we give bounds on the variances and compute the means
of the random variables attached to the Chebotarev races in the extensions K/Ki.
Proposition 4.4. Assume GRH and LI-. Then for any 3 ≤ i ≤ n and any distinct conjugacy
classes C1, C2 of Gi such that {C1, C2} 6= {C(i)y , C(i)xiy},
Var(X(K/Ki, C1, C2))≪ log |dK |.
Moreover if K/Q is tamely ramified then for any 3 ≤ i ≤ n,
Var(X(K/Ki, C1, C2))≫ log |dK |
4n
,
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and if {C1, C2} ∩ {C(i)xki | 1 ≤ k ≤ 2
i−2 − 1} = ∅ this can be improved to
Var(X(K/Ki, C1, C2))≫ log |dK |.
Proof. By Lemma 4.2, the condition {C1, C2} 6= {C(i)y , C(i)xiy} ensures that C+1 6= C+2 . Recall
that
Var(X(K/Ki, C1, C2)) =
∑
χ∈Irr(G+)
|χ(C+1 )− χ(C+2 )|2B0(χ)
by Theorem 1.11, with
B0(χ) ≍ logA(χ)
by Lemma 2.3. In particular, we see using Lemma 4.2 that our estimates on Var(X(K/Ki, C1, C2))
do not depend on Ki, so it is enough to prove them in the case i = n, that is Ki = Q.
Since the values taken by the irreducible characters of G are bounded in absolute value
uniformly in n, we get
Var(X(K/Q, C1, C2))≪
∑
χ∈Irr(G)
logA(χ) ≤ ∑
χ∈Irr(G)
χ(1) logA(χ).
Recall that for any irreducible character χ of G,
A(χ) = f(K/Q, χ)
is the Artin conductor of χ, so the conductor-discriminant formula (Theorem 2.1) yields
∑
χ∈Irr(G)
χ(1) logA(χ) =
∑
χ
χ(1)f(K/Q, χ)
= log |dK |.
This proves the stated upper bound.
To prove the first lower bound, assume K/Q is tamely ramified. If χ is an irreducible
symplectic character of G then χ is faithful by Lemma 2.9. This implies that there are
no invariant vectors for the representation of character χ. Moreover, since K/Q is tamely
ramified, the ramification groups of index ≥ 2 are trivial for any prime p ramified in K,
and for any such prime we find n(χ, p) = 2 (see section 2.1 for the definition of n(χ, p)). In
particular,
A(χ) = f(K/Q, χ) =
∏
p|dK
p2.
Now, since K/Q is tamely ramified, each prime p of K above a ramified prime number p
appears in the factorization of ∂K/Q, the different of K/Q, with exponent ep − 1 where ep
denotes the corresponding ramification index ([17, Theorem 2.6]). Since the discriminant of
K/Q is the K/Q-norm of the different, this yields
|dK| =
∏
p|∂K/Q
NK/Q(p)
ep−1 =
∏
p|dK
p(ep−1)fpgp,
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where fp (respectively gp) denotes the residual degree of (respectively the number of primes
above) the prime p. In particular, this exponent is less than epfpgp = [K : Q] = 2
n. Therefore
we have
∏
p|dK
p2
n ≥ ∏
p|dK
p(ep−1)fpgp
= |dK |.
Recall there are exactly 2n−3 symplectic characters of G, so we find
∏
χ symplectic
A(χ) =
∏
p|dK
p2
n−2
≥ |dK |1/4,
and we find ∑
χ symplectic
logA(χ)≫ log |dK |.
Finally, a simple Taylor expansion shows that the minimum value of |χ(C1)−χ(C2)| when χ
varies in the set of symplectic irreducible characters of G and {C1, C2} 6= {Cy, Cxy} is ≫ 12n ,
so we conclude that
Var(X(K/Q, C1, C2))≫ 1
4n
∑
χ symplectic
logA(χ)≫ log |dK |
4n
.
As for the last lower bound, if {C1, C2} ∩ {Cxk | 1 ≤ k ≤ 2n−2 − 1} = ∅ then we actually
have |χ(C1)− χ(C2)| ≫ 1 for χ irreducible symplectic, so
Var(X(K/Q, C1, C2))≫
∑
χ symplectic
logA(χ)≫ log |dK |.

Proposition 4.5. Assume GRH and LI+. If K/Q is tamely ramified then for any 3 ≤ i ≤ n,
E(X(K/Ki, C
(i)
1 , C
(i)
−1)) = −2n−1(1−WK) + 2i−1,
where Wk = Wk/Q is the root number of any symplectic character of G.
Proof. From Theorem 1.11 we have
E(X(K/Ki, C
(i)
1 , C
(i)
−1)) =
|(C(i)−1)1/2|
|C−1| −
|(C(i)1 )1/2|
|C1| +2
∑
χ 6=χ0
(χ(C
(i)
−1)−χ(C(i)1 )) ords=1/2 L(s, χ,K/Ki).
Since we are assuming LI+, Proposition 4.3 shows that only symplectic characters, i.e. the
ψ
(i)
j with 1 ≤ j ≤ 2i−2 − 1 odd, contribute to the sum. By the same proposition, their root
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numbers are all equal to WK and the order of vanishing of their Artin L-functions is 0 or
2n−i, so
2
∑
χ 6=χ0
(χ(C
(i)
−1)−χ(C(i)1 )) ords=1/2 L(s, χ,K/Ki) =
{
0 if WK = 1
2
∑
χ symplectic(−4) · 2n−i = −2n if WK = −1 .
In the proof of Lemma 2.10, we have observed that −1 has 2i−1+2 square roots in Gal(K/Ki),
while 1 has 2. This yields
E(X(K/Ki, C
(i)
1 , C
(i)
−1)) =
{
2i−1 if WK = 1
2i−1 − 2n if WK = −1 .

For the sake of completeness, we give below an exhaustive list of E(X(K/Ki, C1, C2)) for
each 3 ≤ i ≤ n and for all possible choices of distinct conjugacy classes C1, C2 of Gi.
Proposition 4.6. Assume GRH and LI+. If K/Q is tamely ramified then for any 3 ≤ i ≤ n,
C1 C2 E(X(K/Ki, C1, C2)) Conditions on the classes
C
(i)
1 C
(i)
−1 −2n−1(1−WK) + 2i−1 none
C
(i)
1 C
(i)
xki
−2n−2(1−WK) + (−1)k − 1 1 ≤ k ≤ 2i−2 − 1
C
(i)
1 C
(i)
y /C
(i)
xiy
−2n−2(1−WK)− 2 none
C
(i)
−1 C
(i)
xki
2n−2(1−WK)− 1− (−1)k − 2i−1 1 ≤ k ≤ 2i−2 − 1
C
(i)
−1 C
(i)
y /C
(i)
xiy
2n−2(1−WK)− 2− 2i−1 none
C
(i)
xki
C
(i)
xli
(−1)l − (−1)k 1 ≤ k, l ≤ 2i−2 − 1, k 6= l
C
(i)
xki
C(i)y /C
(i)
xiy
(−1)k+1 − 1 1 ≤ k ≤ 2i−2 − 1
C(i)y C
(i)
xiy
0 none
Proof. The first row was computed in Proposition 4.5. Each of the sums
∑
χ 6=χ0
χ(C
(i)
xki
) ords=1/2 L(s, χ,K/Ki)
for 1 ≤ k ≤ 2i−2 − 1 is zero, because Proposition 4.3 shows they only involve symplectic
characters, for which ords=1/2 L(s, χ,K/Ki) does not depend on χ, and those sums reduce to
ords=1/2 L(s, ψ
(i)
1 , K/Ki)
2i−2−1∑
j=1
j odd
(
ζjki + ζ
−jk
i
)
,
which is zero by Lemma 2.13. Therefore using Theorem 1.11, we see that the remaining
computations only involves counting square roots in Gi ≃ H2i , and, when one of the con-
jugacy classes is C
(i)
1 or C
(i)
−1, the fact there are 2
i−3 irreducible symplectic characters of Gi
with L-functions vanishing at 1/2 to order 2n−i−1(1 −WK). The last row is clear because
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the elements of C(i)y and C
(i)
xiy
have no square root in Gi and symplectic characters vanish on
those conjugacy classes. 
The table of 4.6 that any Chebotarev race involving the classes C
(i)
1 or C
(i)
−1 is influenced
by the root number of symplectic characters of G.
4.2 Moments in dihedral Galois groups of order a power of two
We now turn to the case of number field extensions with dihedral Galois group of 2-power
order. The same methods as in the previous section are applied to get bounds on the mo-
ments of the random variables attached to the different Chebotarev races in such extensions.
Those bounds will be used to prove Theorem B.
Let n ≥ 2 and let L/Q be a Galois extension with Galois group D2n−1 = 〈r, s | r2n−1 =
s2 = 1, srs−1 = r−1〉. Let Q = Ln ⊂ Ln−1 ⊂ · · · ⊂ L3 ⊂ L be the subextensions such
that Gi := 〈r2n−i , s〉 and Li = LGi . We will denote r2n−i by ri. Conjugacy classes in Gi
will be denoted, following our notations in Lemma 2.5, by C
(i)
1 , C
(i)
−1, C
(i)
rki
, C(i)s and C
(i)
ris
. The
estimates from the previous section are proved similarly in the dihedral case, so we state
them without proof. Since each irreducible character of D2n−1 is orthogonal by Lemma 2.10,
and since we will be working under the hypothesis LI, no considerations on root numbers are
involved.
Proposition 4.7. Assume GRH and LI-. Then for any 2 ≤ i ≤ n and any distinct conjugacy
classes C1, C2 of Gi such that {C1, C2} 6= {C(i)s , C(i)ris}„
Var(X(L/Li, C1, C2))≪ log |dL|.
Moreover if L/Q is tamely ramified then for any 2 ≤ i ≤ n,
Var(X(L/Li, C1, C2))≫ log |dL|
4n
,
and if {C1, C2} ∩ {C(i)rki | 1 ≤ k ≤ 2
i−2 − 1} = ∅ this can be improved to
Var(X(L/Li, C1, C2))≫ log |dL|.
Proposition 4.8. Assume GRH and LI. For any 3 ≤ i ≤ n,
C1 C2 E(X(L/Li, C1, C2)) Conditions on the classes
C
(i)
1 C
(i)
−1 −2i−1 + 1 none
C
(i)
1 C
(i)
rki
−2i−1 + (−1)k 1 ≤ k ≤ 2i−2 − 1
C
(i)
1 C
(i)
s /C
(i)
ris
−2i−1 − 1 none
C
(i)
−1 C
(i)
rki
(−1)k − 1 1 ≤ k ≤ 2i−2 − 1
C
(i)
−1 C
(i)
s /C
(i)
ris
−2 none
C
(i)
rki
C
(i)
rli
(−1)l − (−1)k 1 ≤ k, l ≤ 2i−2 − 1, k 6= l
C
(i)
rki
C(i)s /C
(i)
ris
(−1)k+1 − 1 1 ≤ k ≤ 2i−2 − 1
C(i)s C
(i)
ris
0 none
29
4.3 Construction of the towers
We now construct towers of dihedral and generalized quaternion extensions of Q which are
tamely ramified, and with controlled discriminants, properties which will enable us to apply
effectively the results from sections 4.1 and 4.2.
Proposition 4.9. Assume GRH for the Dedekind zeta functions of the number fields
Q( 5·2
n−1√
ε, µ5·2n−1), where µk denotes a primitive k-th root of unity. There exists a sequence
(Dn)n≥3 of number fields such that for any n ≥ 3 :
i) The extension Dn/Q is tamely ramified and Galois with Galois group isomorphic to the
dihedral group D2n−1 of order 2
n.
ii) Q(
√
5) ⊂ Dn.
iii) 2n ≪ log |dDn/Q| ≪ n2n.
Proof. Fix K = Q(
√
5), let n ≥ 3 and let ε = 3+
√
5
2
be the fundamental totally positive unit
of K. Using class field theory, it is shown in the proof of [20, Theorem 3.2] that there exists
a number field Dn which has Galois group over Q isomorphic to D2n−1 , containing K and
such that only 5 and another odd prime p ramify in Dn. The prime number p is chosen so
that p splits in the extension Mn := Q( 5·2
n−1√
ε, µ5·2n−1).
Using the bound for the least prime ideal in the Chebotarev density theorem stated in
[13, (1.2)], we can find such a p satisfying
p≪ (log |dMn|)2.
Now, Mn is obtained in at most 2n steps of adjoining square roots of algebraic units, starting
from the field Q( 5
√
ε, µ5). If M/L is one of those steps, we have M = L(
√
η), where η is a
unit of L, and the relative discriminant DM/L has to divide the discriminant of X
2−η, which
is 4ηOL = 4OL. Since
|dM | = NL/Q(DM/L)|dL|[M :L] ≤ 4[L:Q]|dL|2,
we find
|dM |
1
[M:Q] ≤ 2|dL|
1
[L:Q] .
Using this iteratively on the (at most) 2n steps, we find that
|dMn|
1
[Mn:Q] ≪ 22n.
Using the same reasoning, we see that
[Mn : Q]≪ 4n,
so finally we can choose the prime p so that
p≪ (n[Mn : Q])2 ≪ n216n.
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As in the proof of Proposition 4.4,
|dDn| = 5(e5−1)f5g5 × p(ep−1)fpgp ≤ (5p)2
n
,
where eq (respectively fq, gq) denotes the ramification index of the prime number q (respec-
tively the residual degree of q, the number of primes above q). This shows that
log |dDn| ≪ 2n log p≪ n2n.
The lower bound on the discriminant simply comes from Minkowski’s bound ([14] p.120)
|dDn| ≥
2n2
n
(2n)!
(
π
4
)2n−1
.
Since [Dn : Q] = 2n and dDn is odd, Dn/Q is tamely ramified. 
Remark. The quadratic field Q(
√
5) plays no particular role in our construction. For our
purpose, we could replace the integer 5 by any positive square-free integer d which is 1 mod
4.
Proposition 4.10. Assume GRH. There exists two sequences (Q+n )n≥3 and (Q−n )n≥3 of num-
ber fields such that for any n ≥ 3 :
i) The extension Q±n /Q is tamely ramified and Galois with Galois group isomorphic to
the generalized quaternion group H2n.
ii) Q(
√
5) ⊂ Q±n .
iii) 2n ≪ log |dQ±n /Q| ≪ n2n.
iv) WQ+n = 1 and WQ−n = −1.
Proof. We use the same notations as in the proof of Proposition 4.9 : we let K = Q(
√
5) and
ε = 3+
√
5
2
be the fundamental totally positive unit of K. We use again a theorem of Fröhlich
[8, Chapter V, Proposition 3.1]. It states that for e ∈ {−1, 1}, the set of prime numbers p
such that there exists a number field N [p] such that the only ramified primes in N [p] are 5
and p, satisfying Gal(N [p]/Q) ≃ H8, Q(
√
5) ⊂ N [p] and WN [p] = e have positive density. It
is shown by translating the last two conditions into an arithmetic condition on p, and then
using Chebotarev’s density theorem. The arithmetic condition amounts to prescribing the
Frobenius conjugacy class of p in Gal(M ′n/Q), where M
′
n = K(µ2n−1 ,
2n−2
√
ε), with µ2n−1 a
primitive 2n−1-th root of unity. As in the proof of Proposition 4.9, we apply, under GRH, the
bound on the least prime ideal in Chebotarev’s density theorem of [13] to choose
p≪ (log |dM ′n|)2 ≪ n216n.
Call Q±n the number field constructed this way (the superscript ± indicating which root
number was prescribed). Since only 5 and p ramify inQ±n , we get as in the proof of Proposition
4.9
log |dQ±n /Q| ≪ n2n.
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The lower bound on the discriminant follows once again from Minkowski’s bound, and tame
ramification follows from the fact that dQ±n is odd. 
Remark. If we do not want to specify the root numbers in our quaternion extensions of
Q, we could use the methods of [2] to construct extensions of Q satisfying i), ii) and iii)
using the extensions Dn/Q of Proposition 4.9. Indeed, it is shown in [2] that, if Q/Q is
a tamely ramified extension with Galois group H8 and Q(
√
5) ⊂ Q (again, the number 5
has no particular significance), then the composite field QDn contains a subfield Qn with
Galois group H2n over Q, and the upper bound on log |dDn| then implies a similar bound on
log |dQn|. Tame ramification follows from the tame ramification of Q/Q and Dn/Q, and the
lower bound on the discriminant from Minkowski’s bound.
4.4 A large deviation result for Chebyshev’s bias
In this section we prove a lower bound in the context of Theorem 1.13. We will make use
of the following bounds on sums of zeros of Artin L-functions. The first one is the so-called
Riemann-Von Mangoldt formula, stated in [10], in the particular case of Artin L-functions,
for which the conductor of s 7→ L(s, χ, L/K) is simply A(χ) and its analytic conductor is
bounded by A(χ)(|s|+ 4)[K:Q]χ(1) (see [10, §5.13]).
Lemma 4.11. Let χ be an irreducible character of G, and for any T > 0, define N(T, χ) to
be the number of zeros ρ = β+ iγ of s 7→ L(s, χ, L/K) with 0 ≤ β ≤ 1 and 0 < γ ≤ T . Then
we have
N(T, χ) =
T
2π
log
(
A(χ)
(
T
2πe
)[K:Q]χ(1))
+O
(
log
(
A(χ)(T + 4)[K:Q]χ(1)
))
.
Proof. This is essentially [10, Theorem 5.8], except that we are counting zeros β + iγ with
0 < γ ≤ T and not |γ| ≤ T . Our main term is half the one in [10, Theorem 5.8], in which the
count is made by adding the contributions of zeros β + iγ with γ ≥ 0 for s 7→ L(s, χ, L/K)
and for s 7→ L(s, χ, L/K). It is also stated in the proof that the number of real zeros is taken
into account in the error term. 
Lemma 4.12 ([5], Lemma 5.4). Assume Artin’s conjecture. Then for any irreducible char-
acter χ of G and for T ≥ 1, we have
∑
0<γχ≤T
1√
1
4
+ γ2χ
=
log T
2π
log

A(χ)
(
T 1/2
2πe
)[K:Q]χ(1)+O (log (A(χ)(T + 4)[K:Q]χ(1))) .
In order to state our improvement of Theorem 1.13, we first recall the large deviation
result of Montgomery and Odlyzko which was used to derive Theorem 1.13, and will be used
to prove Theorem 4.14.
Theorem 4.13 ([15], Theorem 2). Let (Wn)n≥1 be a family of independent real random
variables such that
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i) For all n ≥ 1, E(Wn) = 0.
ii) For all n ≥ 1, |Wn| ≤ 1 a.s.
iii) There exists c > 0 such that for all n ≥ 1, E(W 2n) > c.
Let (rn)n be a real sequence decreasing to zero such that
∑
n≥1
r2n < +∞ and let W =
∑
n≥1
rnWn.
Let V ≥ 0 and α > 0. If ∑
rn≥α
rn ≤ V
2
then
P(W ≥ V ) ≤ exp

− 1
16
V 2
(∑
rn<α
r2n
)−1 ,
If
∑
rn≥α
rn ≥ 2V then
P(W ≥ V ) ≥ a1 exp

−a2V 2
(∑
rn<α
r2n
)−1 ,
where a1 and a2 are positive constants depending only on c.
The following theorem provides a lower bound for 1− δ, which was not obtained in [5], in
the context of Theorem 1.13. The proof proceeds by taking into account distinct characters
of G whose corresponding induced characters to G+ are not orthogonal, which in general
leads to complications in estimating Chebyshev’s bias. This is because, in Theorem 1.11, the
means are expressed using values of characters of G, while the variances involve values of
characters of G+.
Before stating the result, we set a few notations for readability. If χ ∈ Irr(G) and
λ ∈ Irr(G+) we will write λ | χ if 〈λ, IndG+G χ〉 6= 0, that is if λ is a component of the
character IndG
+
G χ of G
+, and λ ∤ χ otherwise. For χ, χ′ ∈ Irr(G), we write (χ, χ′) = 1 when
〈IndG+G χ, IndG
+
G χ
′〉 = 0, i.e. when λ | χ implies λ ∤ χ′.
Theorem 4.14. Assume GRH, LI and Artin’s Conjecture. Let
S = {χ ∈ Irr(G) | ∀χ′ ∈ Irr(G) \ {χ}, (χ, χ′) = 1}
and R = Irr(G)\(S∪{χ0}). Let b1 := maxχ∈R χ(1), b2 := |R| andM = maxχ∈R ords=1/2 L(s, χ, L/K)+
1. There exist absolute constants c1, c2 > 0 such that for any conjugacy classes C1, C2 of G
satisfying C+1 6= C+2 and B(L/K,C1, C2) > 0, we have
c1 exp
(
−c2Q(C1, C2)B(L/K,C1, C2)2
)
≤ 1− δ(L/K,C1, C2)
where Q(C1, C2) = max

eC
√
Mb1b2
λ∗(1)b3(C1,C2) , C b3(C1,C2)
b4(C1,C2)
, C

 for some absolute constant C > 0
and where λ∗ ∈ Irr(G+) is such that |λ∗(C+2 ) − λ∗(C+1 )| = maxλ∈Irr(G+) |λ(C+2 ) − λ(C+1 )| =:
b3(C1, C2) > 0 and b4(C1, C2) = minλ∈Irr(G+),λ(C+2 )6=λ(C+1 ) |λ(C
+
2 )− λ(C+1 )| > 0.
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Proof. We introduce the random variable W = X(L/K,C1, C2) − E(X(L/K,C1, C2)). It
obviously satisfies the hypotheses of Theorem 4.13 with (rn)n the ordered sequence of non-
zero
2|λ(C+2 )−λ(C+1 )|√
1
4
+γ2
λ
, λ varying in Irr(G+) and γλ in ΓL/Q,λ, and (Wn)n the accordingly ordered
sequence of Xγ. Indeed, the series ∑
γλ>0
1
1
4
+ γ2λ
converges for any λ ∈ Irr(G+).
We set V = E(X(L/K,C1, C2)) and look for α > 0 such that
∑
rn≥α
rn ≥ 2V . By Theorem
1.11, we have
E(X(L/K,C1, C2)) =
|C1/22 |
|C2| −
|C1/21 |
|C1| + z(C2)− z(C1)
=
∑
χ∈Irr(G)
(χ(C2)− χ(C1))(ε2(χ) + 2 ords=1/2 L(s, χ, L/K)).
If χ ∈ S, then for some λ ∈ Irr(G+) we have, by a quick computation using the Frobenius
reciprocity formula,
|λ(C+2 )− λ(C+1 )| = |λ|G(C2)− λ|G(C1)| =
∣∣∣∣∣∣
∑
χ′∈Irr(G)
(χ′(C2)− χ′(C1))〈λ|G, χ′〉
∣∣∣∣∣∣
= |χ(C2)− χ(C1)|〈λ, IndG+G χ〉.
From the factorisation
L(s, χ, L/K) =
∏
λ∈Irr(G+)
L(s, λ, L/Q)〈λ,Ind
G+
G χ〉,
we see that
ords=1/2 L(s, χ, L/K) =
∑
λ∈Irr(G+)
〈λ, IndG+G χ〉 ords=1/2 L(s, λ, L/Q) ≤M0
∑
λ∈Irr(G+)
〈λ, IndG+G χ〉
(recall that M0 comes from the hypothesis LI). Therefore,
∑
χ∈S
(χ(C2)− χ(C1))(ε2(χ) + 2 ords=1/2 L(s, χ, L/K)) ≤
∑
χ∈S
|χ(C2)− χ(C1)|(1 + 2M0
∑
λ|χ
〈λ, IndG+G χ〉)
= (1 + 2M0)
∑
λ∈S+
|λ(C+2 )− λ(C+1 )|
where S+ = {λ ∈ Irr(G+) | ∃χ ∈ S, λ | χ}. We now see that it is enough to have
∑
0<γλ≤T0(λ)
1√
1
4
+ γ2λ
≥ (2 + 4M0)
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for any λ ∈ S+ and some T0(λ) > 0, to bound from above the contribution of characters of
S in 2V . It remains to bound from above the sum
2
∑
χ∈R
(χ(C2)− χ(C1))(ε(χ) + 2 ords=1/2 L(s, χ, L/K)) ≤ 4M
∑
χ∈R
|χ(C2)− χ(C1)|.
By definition of b1 and b2, this last sum is ≤ 8Mb1b2, so we choose T0(λ∗) > 0 such that
∑
0<γλ∗≤T0(λ∗)
1√
1
4
+ γ2λ∗
≥ 8Mb1b2
b3(C1, C2)
.
To do so, we use Lemma 4.12 (for the extension L/Q) to get
∑
0<γλ≤T
1√
1
4
+ γ2λ
=
logT
2π
log

A(λ)
(
T 1/2
2πe
)λ(1)+O (log (A(λ)(T + 4)λ(1)))
for any λ ∈ Irr(G+). A simple computation shows that it is enough to choose T0(λ∗) =
max

(2πe)4, e
√
64piMb1b2
λ∗(1)b3(C1,C2) , e16piC
′

 to ensure
∑
0<γλ∗<T0(λ
∗)
1√
1
4
+ γ2λ∗
≥ 8Mb1b2
b3(C1, C2)
,
where C ′ > 0 is such that∣∣∣∣∣∣
∑
0<γλ∗≤T
1√
1
4
+ γ2λ∗
− log T
2π
log

A(λ∗)
(
T 1/2
2πe
)λ∗(1)
∣∣∣∣∣∣ ≤ C ′ log
(
A(λ∗)(T + 4)λ
∗(1)
)
,
while we have ∑
0<γλ≤A
1√
1
4
+ γ2λ
≥ (2 + 4M0)
for any λ ∈ Irr(G+) and some absolute constant A > 0, so we set T0(λ) = A for every λ 6= λ∗.
We now turn to the choice of α ≥ 0 such that
∑
rn≥α
rn ≥ 2V.
It is enough to have
∑
rn≥α
rn ≥
∑
λ∈Irr(G+)
∑
0<γλ≤T0(λ)
2|λ(C+2 )− λ(C+1 )|√
1
4
+ γ2λ
,
so we require that
0 < γλ ≤ T0(λ)⇒ γλ ≤
√
4|λ(C+2 )− λ(C+1 )|2
α2
− 1
4
=: Rα,λ.
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We choose α to be the minimal (positive) value of
2|λ(C+2 )−λ(C+1 )|√
1
4
+T0(λ)2
, attained for some λm ∈
Irr(G+) (recall that we discarded the characters λ ∈ Irr(G+) such that λ(C+2 ) = λ(C+1 ) in
our definition of the rn’s). For this choice of α we therefore have
∑
rn≥α rn ≥ 2V .
Theorem 4.13 now yields
P(W ≥ V ) ≥ a1 exp

−a2V 2
(∑
rn<α
r2n
)−1 .
We have
∑
rn<α
r2n =
∑
λ∈Irr(G+)
∑
γλ>Rα,λ
4|λ(C+2 )− λ(C+1 )|2
1
4
+ γ2λ
≥ ∑
λ∈Irr(G+)
∑
2Rα,λ≥γλ>Rα,λ
4|λ(C+2 )− λ(C+1 )|2
1
4
+ γ2λ
≥ ∑
λ∈Irr(G+)
4|λ(C+2 )− λ(C+1 )|2
1
4
+ 4R2α,λ
(N(2Rα,λ, λ)−N(Rα,λ, λ))
As in the proof of [5, Lemma 4.3] we see, using Lemma 4.12, that
N(2Rα,λ, λ)−N(Rα,λ, λ)≫ Rα,λ logA(λ).
Thus, ∑
rn<α
r2n ≫
1
maxλ∈Irr(G+) Rα,λ
∑
λ∈Irr(G+)
|λ(C+2 )− λ(C+1 )|2 logA(λ).
Combining Theorem 1.11 and Lemma 2.3, we finally get
∑
rn<α
r2n ≫
1
maxλ∈Irr(G+) Rα,λ
Var(X(L/K,C1, C2)).
We can now conclude that
P(W ≥ V ) ≥ a1 exp
(
−a3( max
λ∈Irr(G+)
Rα,λ)B(L/K,C1, C2)
2
)
for some absolute constant a3 > 0. But, recalling the choice we made for α,
max
λ∈Irr(G+)
Rα,λ =
√√√√(1
4
+ T0(λm)2
) |λ∗(C+2 )− λ∗(C+1 )|2
|λm(C+2 )− λm(C+1 )|2
.
To determine the size of this quantity, we consider two cases : either λm = λ
∗, in which
case we find maxλ∈Irr(G+) Rα,λ ≍ T0(λ∗) ≍ eC
√
Mb1b2
λ∗(1)b3(C1,C2) , or λm 6= λ∗, in which case
maxλ∈Irr(G+) Rα,λ ≍ b3(C1,C2)b4(C1,C2) since T0(λm) was chosen as an absolute constant.
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It simply remains to note that, by symmetry of W about 0, we have
P(W ≥ V ) = P(W ≤ −V ) = 1− P(X(L/K,C1, C2) > 0) = 1− δ(L/K,C1, C2).

Note that when K = Q in the previous theorem, we have R = ∅ so that Q(C1, C2) can
be taken to be C
(
b3(C1,C2)
b4(C1,C2)
+ 1
)
, where C > 0 is an absolute constant. In our applications
(Theorems 4.15 and 4.16), the quantities b1, b2,M and
b3(C1,C2)
b4(C1,C2)
will be bounded.
4.5 Estimates on the bias in the towers
Using the number fields constructed in Proposition 4.9 and Proposition 4.10, we can now
state the following result, a more exhaustive version of Theorem B.
Theorem 4.15. Assume GRH and LI+ for the number fields Dn of Proposition 4.9. There
exist absolute constants c1, c2, c3 > 0 such that for any n ≥ 3, the following hold :
Ca Cb Estimate on δ(Dn/Q, C1, C2) Condition on the classes
C1 C−1, Cs, Crs c1 exp(−c22n) < δ(Dn/Q, C1, Cb) < exp
(
−c3 2nn
)
none
C1 Crk c1 exp(−c38n) < δ(Dn/Q, C1, Crk) < exp
(
−c4 2nn
)
none
C−1 Crk
1
2
k even
C−1 Cs, Crs 0 < 12 − δ(Dn/Q, C−1, Cb)≪ 12n/3 none
Crk Crl
1
2
k = l mod 2
Crk Cs, Crs
1
2
k odd
Cs Crs
1
2
none
Proof. For the first part of the theorem, the bounds obtained in Proposition 4.7 (for the
variance), Proposition 4.8 (for the mean) and Proposition 4.9 (for the discriminant) show
that
2n
n
≪ B(Dn/Q, C1, Cb)2 = E(X(Dn/Q, C1, Cb))
2
Var(X(Dn/Q, C1, Cb)) ≪ 2
n.
We combine this estimate with Theorems 1.13 and 4.14 (and the fact E(X(Dn/Q, C1, Cb)) <
0) to get
c1 exp(−c22n) < δ(Dn/Q, C1, C−1) < exp
(
−c32
n
n
)
,
for some absolute constants c1, c2, c3 > 0 (which may differ from the constants of Theorems
1.13 and 4.14, but by an absolute factor).
The proof is similar for δ(Dn/Q, C1, Crk), the only difference being the lower bound
Var(X(Dn/Q, C1, Crk))≫
log |dDn|
4n
≫ 1
2n
from Proposition 4.7 and 4.9. To deal with δ(Dn/Q, C−1, Cb), b = s or b = rs, we simply
apply Theorem 1.14, together with Proposition 4.7.
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Finally, each case in which δ(C1, C2, L/Q) =
1
2
comes from the fact that E(X(C1, C2, L/Q)) =
0. 
Remark. We could not produce estimates for δ(Dn/Q, Crk , Cb) for b = −1 (when k is odd),
b = rl (when k and l do not have the same parity) and b = s or b = rs (when k is even)
because we do not have good enough bounds on Var(X(Dn/Q, Crk , Cb)) to conclude that
B(Dn/Q, Crk , Cb) is large or not.
We now turn our attention to the extensions Q±n /Q built in Proposition 4.10. The proof
of the next theorem is the same as for Theorem 4.15, except that the value ofWQ±n determines
in some cases the class towards which there is a bias. This is a more exhaustive version of
Theorem C.
Theorem 4.16. Assume GRH and LI+ for the number fields Q±n of Proposition 4.10. There
exist absolute constants c1, c2, c3 > 0 such that for any n ≥ 3, denoting Q±n by Qn, the
following hold :
Ca Cb Estimate on δ(Qn/Q, Ca, Cb) Conditions
C−1 C1 c1 exp(−c22n) <
∣∣∣1−WQn
2
− δ(Qn/Q, C−1, Cb)
∣∣∣ < exp (−c3 2nn
)
none
C−1 Cy, Cxy c1 exp(−c22n) < δ(Qn/Q, C−1, Cb) < exp
(
−c3 2nn
)
WQn = 1
C−1 Cy, Cxy 0 < 12 − δ(Qn/Q, C−1, Cb)≪ 12n/3 WQn = −1
C−1 Cxk c1 exp(−c28n) < δ(Qn/Q, C−1, Cxk) < exp
(
−c3 2nn
)
WQn = 1
C−1 Cxk δ(Qn/Q, C−1, Cxk) = 12 WQn = −1 and k odd
C1 Cxk
1
2
WQn = 1 and k even
C1 Cxk c1 exp(−c28n) < δ(Qn/Q, C1, Cxk) < exp
(
−c3 2nn
)
WQn = −1
C1 Cy, Cxy 0 <
1
2
− δ(Qn/Q, C1, Cb)≪ 12n/3 WQn = 1
C1 Cy, Cxy c1 exp(−c22n) < δ(Qn/Q, C1, Cb) < exp
(
−c3 2nn
)
WQn = −1
Cxk Cxl
1
2
k = l mod 2
Cxk Cy, Cxy
1
2
k odd
Cy Cxy
1
2
none
Remark. As in Theorem 4.15, we could not produce bounds for δ(Qn/Q, Cxk , Cb) for b = 1
(when k is odd and WQn = 1), b = −1 (when k is even and WQn = −1), b = xl (when k and
l do not have the same parity) and b = y or b = xy (when k is even).
We now prove a more general version of Theorem D : we are able to observe monotonicity
in the evolution of the bias in the subextensions of Dn/Q and Q+n /Q.
Theorem 4.17. Assume GRH and LI+. For any n ≥ 3 and 3 ≤ i ≤ n, let D(i)n = D〈ri,s〉n
as in section 4.2, and (Q+n )(i) = (Q+n )〈xi,y〉 as in section 4.1. Then for any ε > 0 and any
sufficiently large n, for 3 ≤ i < j ≤ n such that i ≤ n1+ε
2
and j ≥ n
(
1+3ε
2
)
, we have
δ(Dn/D(j)n , C(j)1 , C(j)−1) < δ(Dn/D(i)n , C(i)1 , C(i)−1),
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1− δ(Q+n /(Q+n )(j), C(j)1 , C(j)−1) < 1− δ(Q+n /(Q+n )(i), C(i)1 , C(i)−1)
and
δ(Q−n /(Q−n )(j), C(j)1 , C(j)−1) < δ(Q−n /(Q−n )(i), C(i)1 , C(i)−1).
Proof. We combine the bounds of Propositions 4.7, 4.8 and 4.9, with Theorems 1.13 and 4.14.
With notations from Theorem 4.14, it is easy to see from Corollary 2.12 that R = {χ2, χ3}
so that b1 = b2 = 2,M = 1, and
b3(C1,C−1)
b4(C1,C−1)
= 1. We thus find
c1 exp(−c222i−n) < δ(Dn/D(i)n , C(i)1 , C(i)−1) < exp
(
−c3 2
2i−n
n
)
for any 3 ≤ i ≤ n and for some absolute c1, c2, c3 > 0.
In order to have δ(Dn/D(j)n , C(j)1 , C(j)−1) < δ(Dn/D(i)n , C(i)1 , C(i)−1), it is therefore enough to
have
exp
(
−c3 2
2j−n
n
)
< c1 exp(−c222i−n).
This is equivalent to
c22
2i < c3
22j
n
+ 2n log(c1).
Now if j ≥ n
(
1+3ε
2
)
and n is large enough then c3
22j
n
≥ c3 2n(1+3ε)n > 2n(1+2ε) while if i ≤
n
(
1
2
+ ε
)
and n is large enough we have c22
2i + 2n log(1/c1) ≤ 2n(1+2ε) and the desired
inequality holds.
The proof is similar in the case of Q±n by using the bounds of Proposition 4.4, Proposition
4.6 and Proposition 4.10 with Theorems 1.13 and 4.14. 
Remark. A similar proof can be applied to the other extremely biased Chebotarev races
from Theorems 4.15 and 4.16, which yields similar monotonicity results.
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