Abstract. This paper deals with a semi-classical limit(Theorem 1) by using traditional mathematical methods, and shows a Hopf theorem as a corollary. A formal discussing of it may be found in [7] 1 A semi-classical limit theorem Let M be a compact, closed Riemannian manifold of dim n, and V a vector field without degenerate zeros on M . Let Λ * (M ) be the space of differential forms on M , and
and e −τ 2t be the solution operator of the heat operator ∂ ∂τ + 2 t . It is well known that e −τ 2t is an integral operator, i.e. there exists a unique family of linear maps
such that (e −τ 2t φ)(q) = M G(τ, q, p, t)φ(p)dp, ∀φ. G(τ, q, p, t)φ(p)dp = φ(q), ∀φ, where 2 t acts on the indeterminate q. If 2 t is thought as a deformation of a physical system, Witten ([3] ) had considered a limit situation of 2 t as t → ∞, and called it a "semi-classical limit". By using this consideration he and [2] actually means that ′′ τ → 0 and t → ∞ and τ t is kept as a constant.
Such a family of G(τ, q, p, t) is called a fundamental solution of the heat operator

′′
We call this limit a semi-classical limit too, and denote it by s − lim. As the semi-classical limit (s − lim)stre −τ 2 s τ = (s − lim)
M str G(τ, p, p, t)dp is concerned, how to understand the fundamental solution G(τ, q, p, t) is a very serious thing. We introduce Φ 0 (τ, t, p) as follows in order to replace G(τ, p, p, t) when the semi-classical limit is evaluated. For any p ∈ M ,choosing an orthonormal frame {E 1 (p), · · · , E n (p)} at p, thus the vector V (p) can be expressed as
where ▽ is the Levi-Civita connection. In general the matrix (v ij (P )) is not symmetric, we denote it by A(p). Let A(p) * be the transpose of A(p), θ = θ(τ, t, p) = 2τ t A(p)A(p) * .
Define a linear map φ 0 (τ, t, p) : Λ *
, {ω 1 (p), ·, ω n (p)} is the coframe dual to {E 1 (p), ·, E n (p)}. It is easy to see that φ 0 does not depend on the choice of {E 1 (p), · · · , E n (p)}. In this paper we will prove the following theorem Theorem 1 Let M be a compact closed Riemannian manifold, V a vector field without degenerated zeros. Then (s − lim) M |G(τ, p, p, t) − φ 0 (τ, t, p)|dp = 0, where we used the norm of a linear map,which is defined as usually, i.e. |ψ| = tr(ψψ * ).
In order to prove theorem 1, we need to introduce a parametrix out of considerations of harmonic oscillators in §2, and by using Lemma A and Lemma B in §4 we can compare the parametrix with G(τ, q, p, t). The proof of theorem 1 will be finished in §6. In §7 we prove the Hopf theorem. The appendix, which shows an independent interest, is needed when we prove lemma A.
where Y = (y 1 , · · · , y n ), Y * and a * are the transposes of Y and a respectively. Proposition 3 Φ(τ, Y, a, B) satisfies
Proof Sometime we denote an (i, j)−element of a matrix C by C ij , and cosh Θ by cosh, and cosh Θ # by cosh # . Note that Θ τ does not depend on τ , hence |f rac∂∂τ ( Θ τ ) = 0. This fact helps the following computations. First
we get
Again,
The first half of the proposition is proved. Because the second half is easy, its proof is omitted. Proposition 4 There hold
The proof is similar to the case of Φ(τ, y, a, b), which was mentioned before.
Proof
We only check (i) as follows
Therefore (i) is true.
Parametrix
Choose a local orthonormal frames {E 1 , . . . , E n } on M , let {ω 1 , · · · , ω n } be the coframes dual to {E 1 , . . . , E n }, then
(One may see [yu 6] for formulas for the multiplication table of E
) Now for p ∈ M in a neighbourhood of p we choose a normal coordinate system {y 1 , · · · , y n } centering at p and an orthonormal moving frame {E 1 , · · · , E n }, which is parallel along geodesics passing through p and
Of course the coordinates of p is (0, · · · , 0). Suppose the coordinates of q is (y 1 , · · · , y n ) = Y, for q near p. 2 t can be written as
which suggests the following definition of H(τ, q, p, t) after comparing 2 t with the first equation in Proprsition 3. H(τ, q, p, t) is chosen for a good approximation of the fumdamental solution G(τ, q, p, t).
where (B(p)) ij = v ji (p), φ(q, p) is a C ∞ fuction, which equals 1 in a small neighbourhood of the diagonal of M × M and 0 outside a little larger neighbourhood.
The proposition 13 in §5 means that this H(τ, q, p, t) is a parametrix of
then the proposition 4 in §2 induces the following lemma immediately. Lemma 7 For s 0 > 0 there exist c 0 , c 1 > 0 such that for τ t < s 0 we have
Proof Note that |exp τ tv jk (p)E
and consider the square root of the product of right-hand sides of inequalities in the proposition 4, we get a proof easily. Lemma 8 For τ 0 , s 0 > 0 there exist c 0 , c 1 such that for any τ, t with 0 < τ ≤ τ 0 and 0 < τ t ≤ s 0 we have
Proof First we recall some notations and facts in [5] , let
and let (H ij ) be the inverse of H ij . A corollary 8 in [5] claimed a Taylor's expansion
As usual ∆ 0 is defined by
where
by U, then H = ΦU. By the proposition 3 in §2, Weizenbock formula and a popular formula
we have
Note that the lemma 7 still holds if we replace H by Φ. We write the right-hand side of the inequality of the lemma 7 as
If we prove
It implies Lemma 8 is correct. So we check 6 terms in the expression of ( ∂ ∂τ + 2 t )(ΦU ) along this way in order to enable the correctness of Lemma 8. Note that for any
where the constant c depends only on m 1 , m 2 . So we have
where "const. ′′ means a constant, which does not depend on τ, t, q and p. Further it is easy to see that
Note that φ(q, p) = 1 for q , which is near p, and exp τ tv jk (p)E
does not depend on y, so due to |Γ k ij | ≤ const.|y| we have
By using the equalities
Therefore the lemma is proved.
Two lemmas
Lemma A For a fixed sufficient small ǫ > 0, and for any c 1 , c 2 > 0 with c 1 < c 2 , there exists a constant c = c(c 1 , c 2 , ǫ) such that for any q, p ∈ M, ν, τ > 0 with 0 < ν < τ , we have
Proof It is equivalent to prove
where const. means a constant, which does not depend on ν, τ, q, and p, and
Now we prove the above inequlity in three separate cases.
and thus
(ii) If ρ(q, p) ≥ 4ǫ and
, and ρ(q,z)<ǫ
where c 0 = (
Therefore the lemma is true in this case. (iii) Now we consider the case when ρ(q, p) < 4ǫ. Let
By using a reasonning in the proof of case (i),
And let o be a point on the geodesic joining p and q such that
Without of loss of generalities, we assume n = 2. By the last theorem in the appendix we know that for a sufficeinte small ǫ > 0,
Choose a geodesic coordinate system centering at o, the coordinates of a point is (ρ, θ), where θ ∈ S 1 . Then the volume measure dz satisfies dz ≤ const.|ρdρdθ|.
And then
Therefore we finish the proof of Lemma A. Lemma B Let ǫ be small enough. For any s 0 > 0, c > 0 there exists a constant h(s 0 , c) such that for anyc ≥ h(s 0 , c) and t, τ 1 , τ 2 > 0 with τ 1 t, τ 2 t < s 0 , and q, p ∈ M with ρ(q, p) < ǫ, we have
where ρ = ρ(q, p). Proof It is equivalent to prove exp − ρ
it follows that there exists a constant k, which does not depend on p and q, such that
Therefore if choose h(s 0 , c) ≥ (ks 0 + 4ks 2 0 )c, then we have
So lemma B is true.
Levi iteration
Definition 9 Suppose we are given H(τ, q, p, t). By the following procedure we construct K m (τ, q, p, t), m > 0, and K(τ, q, p, t).
The above procedure is called Levi iteration.
Of course, the first question for Levi iteration is wheather the series, which defines K(τ, q, p, t), converges. We will show it does if H(τ, q, p, t) is defined by Definition 6.
Lemma 10 Choose φ(q, p) properly such that the supports of H(τ, q, p, t) and ( ∂ ∂τ + 2 t )H(τ, q, p, t) are contained in {(τ, q, p, t)|ρ(q, p) < ǫ}. Then for sufficient small ǫ and fixed τ 0 , s 0 > 0 there exist c 0 , c 1 such that Lemma 7, Lemma 8 and the following inequalities hold.
Proof The lemma is trivial due to Lemma7, Lemma 8 and Lemma B. Lemma 11 Choose ǫ, τ 0 , s 0 as in Lemma 10 and let c 0 , c 1 be given in Lemma 10. Then forc 1 > Max{h(s 0 , 2c 1 ), 2c 1 , ǫ}, where h(s 0 , 2c 1 , ǫ) is given in Lemma B, the following inequalities hold
where m ≥ 0, and c = c(2c 1 ,c 1 ), which is given by Lemma A. Proof Let
then by Lemma 10
We are going to check the following equalities
by induction on m. Suppose the inequality is true for m, by using an inequality in Lemma 10 and a fact Support(K 0 (τ, q, p, t)) ⊂ {(τ, q, p, t)|ρ(q, p) < ǫ} we have
By Lemma B we havẽ
And by Lemma A we also have
Therefore,
The lemma is proved.
Lemma 12 There holds
Proof It is a trivial corollary of Lemma 11. Proposition 13 There holds
Proof K(τ, q, p, t) is well-defined due to Lemma 12. The right-hand side of the above equality is also well-defined by using Lemma 12 and Lemma A. By a necessary routine check the right-hand side is indeed a fundamental solution of ∂ ∂τ + 2 t . So the proposition is true.
Proof of Theorem 1
Due to
we have H(τ, p, p, t) = φ 0 (τ, t, p). Then by Proposition 13, Theorem 1 is equivalent to
By lemma 10, lemma 12, and lemma B, which is used in the same way as in proving Lemma 11, we can get
where the const. is a constant, which does not depend on τ, t, q, p, z. Let N ǫ be an ǫ-neighbourhood of the zero set of V, and let
Thus if z is not in N ǫ , then by (ii) we have
Similarly, for p ∈ N ǫ , we also have
Suppose 0 ∈ Zero(V ), choose a normal coordinate system centering at 0, and an orthonormal moving frame as in §3. Let the coordinates of p and z are (
and
, tB(z)) and Φ(τ, X−Z, tZB(0), tB(0)). Lemma 14 For fixed s > 0, there exist ǫ, η > 0 such that if ρ(p, z) ≤ ǫ,then
where the const. depends on s.
Proof Denote
It is trivial that there is a positive function α(·) with lim ǫ→0 α(ǫ) = 0, such that
it follows that
By using Proposition 5 we can choose η > 0 such that the following inequalities hold.
So from Θ sinh ≥ const. > 0 we get (i). And it is easy to see that
Choose ǫ small enough such that the term
in the above inequalities is negative, thus the lemma is true. Now let us continue to prove the theorem 1. By using Lemma 12 we have
where {near 0} means that both p and z are near to the point 0. Suming up the above discussions we get
Hopf theorem
Hopf Theorem Given a Riemannian manifold M of dim n, and a vector field V without degenerate zeros, there holds 
Thus the theorem 1 implies
M strG(τ, p, p, t)dp = (s − lim) M strφ 0 (τ, t, p)dp.
Let N ǫ be the ǫ-neighbourhood of Zero(V ) . It is easy to see that there exists an
3 dp s−lim −→ 0.
Nǫ strφ 0 (τ, t, p)dp.
Of course, Zero(V ) is a finite set {p 1 , · · · , p m }. For each zero point p α , in its ǫ−neighbourhood N ǫ (p α ), choose a normal coordinate system centering at p α , and orthonormal frames {E 1 , · · · , E n } as before. Denote the normal coordinates of q ∈ N ǫ (p α ) by (z 1 , · · · , z n ). Let
It is easy to see that
Let us consider everything when s goes to zero. First we have
Then let us consider the term str exp{s v ij (p α )E
where the sum runs over all permutations (
, and ǫ(j 1 , · · · , j n ) is equal to 1 or −1 if the permutation (j 1 , · · · , j n ) is even or odd, respectively. Therefore, by the Proposition 3' in [6] str(exp(s
From the above discussions we get
The theorem is proved.
Appendix
Let M be an oriented Riemannian manifold of dimension 2, P : S(M ) → M be the tangent sphere bundle of M . Three tangent vector fields X 1 , X 2 , X 3 on S(M ) were well known for geometers (see the definitions in [4] ). Let ξ t , η t be the integral flows on S(M ), which correspond to X 1 , X 3 respectively. A geodesic triangle can be described by a set of parameters {u, t, θ, l, γ, b, α}, where u ∈ S(M ), and {t, θ, l, γ, b, α} are arc lengths or angles, such that the set of parameters satisfies
For a geodesic triangle, we denote
, , where X(t) are 2 × 2 matrices, u ∈ S(M ), p(t) = P (ξ −t u). Theorem(SAS trigonometry formulas) For not too big t and l, we can solve the geodesic triangle, i.e. there exist three functions α = α(t, θ, l, u), γ = γ(t, θ, l, u), b = b(t, θ, l, u), such that F (t, θ, l, u) ≡ u, ∀(t, θ, l, u), where F (t, θ, l, u) = ξ t η π−α(t,θ,l,u) ξ b(t,θ,l,u) η π−γ(t,θ,l,u) ξ l η π−θ u. From the trivial facts
which turn out to be the desired (i) and (ii) due to concrete formulas of F * . For example,let us compute F * (
By using Lemma 7 in [4] we have 
