The formation of oscillons in a synchronously oscillating background is studied in the context of both damped and self-exciting oscillatory media. Using the forced complex Ginzburg-Landau equation we show that such states bifurcate from finite amplitude homogenous states near the 2:1 resonance boundary. In each case we identify a region in parameter space containing a finite multiplicity of coexisting stable oscillons with different structure. Stable time-periodic monotonic and nonmonotonic frontlike states are present in an overlapping region. Both types of structure are related to the presence of a Maxwell point between the zero and finite amplitude homogeneous states. DOI: 10.1103/PhysRevLett.97.254501 PACS numbers: 47.20.Ky, 46.40.Ff, 47.54.ÿr Time-dependent spatially localized structures called oscillons [1, 2] can be observed in a wide range of driven dissipative systems [2 -4]. States of this type usually form through a subharmonic instability of a periodically driven system; i.e., the resulting oscillons oscillate at close to half the forcing frequency . Two types of oscillons can be distinguished. The best understood are those that are embedded in a nonoscillating spatially homogeneous background [5] . More recently, however, localized oscillations have been found in which the homogeneous background also oscillates with frequency near =2. In such systems the localized structure therefore oscillates synchronously with the background [3] , and may be thought of as a ''hole'' in an oscillating background. In this Letter we refer to these states as reciprocal oscillons, and identify their origin and properties.
The formation of oscillons in a synchronously oscillating background is studied in the context of both damped and self-exciting oscillatory media. Using the forced complex Ginzburg-Landau equation we show that such states bifurcate from finite amplitude homogenous states near the 2:1 resonance boundary. In each case we identify a region in parameter space containing a finite multiplicity of coexisting stable oscillons with different structure. Stable time-periodic monotonic and nonmonotonic frontlike states are present in an overlapping region. Both types of structure are related to the presence of a Maxwell point between the zero and finite amplitude homogeneous states. DOI Time-dependent spatially localized structures called oscillons [1, 2] can be observed in a wide range of driven dissipative systems [2 -4] . States of this type usually form through a subharmonic instability of a periodically driven system; i.e., the resulting oscillons oscillate at close to half the forcing frequency . Two types of oscillons can be distinguished. The best understood are those that are embedded in a nonoscillating spatially homogeneous background [5] . More recently, however, localized oscillations have been found in which the homogeneous background also oscillates with frequency near =2. In such systems the localized structure therefore oscillates synchronously with the background [3] , and may be thought of as a ''hole'' in an oscillating background. In this Letter we refer to these states as reciprocal oscillons, and identify their origin and properties.
Experiments on granular media subjected to vertical vibration [6] and on the oscillatory BelousovZhabotinsky (BZ) chemical reaction [7] reveal that reciprocal oscillons are present in a narrow parameter range near the onset of labyrinthine patterns, which in turn form as finite amplitude patterns near the boundary of the 2:1 resonance tongue [6, 8] . These results suggest that the observable reciprocal oscillons also develop in the vicinity of the resonance boundary. In this Letter we show, through a bifurcation analysis of a model equation, that a large multiplicity of coexisting stable but distinct reciprocal oscillons is present in a specific region of parameter space, and show that the presence of these states is intimately related to the existence of multiple stable frontlike states with both monotonic and nonmonotonic profiles. This phenomenon is related to the presence of a Maxwell point between two spatially homogeneous states; such Maxwell points are present in both self-exciting and damped driven systems.
We begin with an oscillatory system with natural frequency close to =2 near a supercritical bifurcation to spatially uniform oscillations. In such systems a dynamical observable w takes the form w w 0 Ae it=2 c:c: ;
where w 0 represents the equilibrium state, A is a complex amplitude, and the ellipses denote higher order terms. The oscillation amplitude A obeys the forced complex Ginzburg-Landau (FCGL) equation [9] A t iA ÿ 1
where represents the distance from the onset of the instability, is the detuning from the unforced frequency, and , , and represent dispersion, nonlinear frequency correction, and the amplitude of the forcing, respectively. Here A is the complex conjugate of A and r 2 is the twodimensional Laplacian operator. In the absence of forcing ( 0) the system oscillates spontaneously when > 0; for < 0 uniform oscillations are damped. The uniform stationary solutions of Eq. (2) correspond to homogeneous subharmonic oscillations phase-locked to the forcing, and take the form A n R expi n where R p =% is real, and n 2 ÿ1 arcsin ÿ
The integer n indicates a state that is in phase with the forcing (n 0) or out of phase (n 1); both have identical stability properties. When > 0 the phase-locked states R R ÿ appear via a subcritical bifurcation from R 0 at 0 2 2 p and are unstable. These annihilate with stable R R states at a saddle-node bifurcation at b j ÿ j=%. Thus the region b < < 0 corresponds to coexistence between the two spatially homogeneous states R 0 and R R [9, 10] . 
These states can be followed numerically [12] away from b . Figure 2 shows the result when < 0, 0 < < in terms of the norm
where L is the spatial domain size. The state jAj R is also indicated. Inspection shows that (3) agrees well with the hole profiles computed numerically near the saddlenode line b [ Fig. 2(a) ]. Stability calculations show that the small amplitude reciprocal oscillons that emerge from b are unstable but gain stability at a saddle node [see point (b) in Fig. 2 ]. The reciprocal oscillons branch then oscillates with decreasing amplitude about M , forming an alternating sequence of stable and unstable states (see Fig. 2 ). We refer to the point M as a Maxwell point by analogy with the corresponding point familiar from variational systems [13] . At this unique point the A r states turn into a pair of stationary fronts connecting A 0 to A n and A n back to A 0. Since the states A 0, A n are spatially uniform, no broadening of the Maxwell point due to pinning effects takes place [13] ; consequently the A r branch ultimately collapses to the Maxwell point (see Fig. 2 ) as the holes deepen enough to interact with the A 0 state [see Fig. 2(d) ].
In addition, we find a second family of large-amplitude states to which we refer as nonmonotonic fronts. To follow the latter we initialized our continuation scheme using one half ( ÿ L=2 < x < 0) of the A r solution at M [see (d) in Fig. 2 ] and imposed odd symmetry at x 0. In contrast to the reciprocal oscillons A r , the frontlike states A f come in from large [ Fig. 2(h) ] as stable monotonic (Ising) fronts [10] . Thus we identify the reciprocal oscillons with homoclinic connections of a phase-locked state A n to itself, while the nonmonotonic fronts are identified with heteroclinic connections between A n , n 0, 1.
The Maxwell point M is also the termination point of a pair of branches of small amplitude ''standard'' oscillons. To locate these we look for small amplitude solutions that 
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254501-2 bifurcate from the uniform trivial state A 0. Equation (2), linearized about A 0, has solutions of the form A / expx. At c j ÿ j=, 1 2 p , a pair of pure imaginary eigenvalues ik 0 , k 0 p =, of double multiplicity is present, corresponding to a reversible Hopf bifurcation in space [14] . When > 0, < , and 2 ÿ 2 ÿ 21 ÿ < 0 (so that c > b ) weakly nonlinear analysis in the vicinity of c reveals the simultaneous presence of small amplitude spatially periodic solutions
and small amplitude spatially localized solutions given by
The latter correspond to the standard oscillons since they asymptote to jAj 0 as x ! 1. Figure 3 . Stability computations reveal that in the absence of additional interactions the standard oscillons of either parity are unstable in M < < c (Fig. 3) . Analysis of the self-exciting oscillatory case, > 0, reveals a similar bifurcation structure (Fig. 4) . The main difference resides in the stability of the trivial state A 0 which is now unstable to spatially uniform perturbations. As a result the stability properties of both the reciprocal oscillons and the fronts start to differ once these begin to interact with A 0 near M . This can lead to the formation of localized but nonresonant states and will be discussed elsewhere.
On an infinite domain the four families
Direct numerical integration of the two-dimensional FCGL Eq. (2) supports the results obtained from the above analysis in one dimension. Figure 1 shows the resulting stable axisymmetric reciprocal oscillons, while Fig. 5 shows the corresponding results for the frontlike solutions (right insets) and phase kinks [17] (left insets). All of these two-dimensional solutions exist within the region of stability of the one-dimensional reciprocal oscillons A r (shaded dark) and nonmonotonic fronts A f (shaded light), obtained by tracking the location of the saddle nodes at which these states lose stability in one dimension. In all cases we used a generic initial condition consisting of a small random perturbation around the trivial state A 0 embedded in a background of phase-locked states. Because of curvature effects the thresholds for these two-dimensional states need not coincide with the thresholds computed in one dimension. Nevertheless, the one-dimensional analysis appears to delimit the existence region of stable twodimensional localized states.
In this Letter we have discussed the mechanisms that lead to the presence of a large albeit finite multiplicity of 254501-3 stable large-amplitude (reciprocal) oscillons, fronts and phase kinks both in damped and self-exciting oscillatory systems. The theory shows that formation of both reciprocal oscillons and Ising fronts should be expected near the boundary of the 2:1 resonance tongue. Moreover, since labyrinthine patterns generally develop through a transverse instability of Ising fronts [6, 8] , it is natural to expect coexistence between reciprocal oscillons and labyrinthine patterns. Additional support for this suggestion is provided by the fact that the widths of the reciprocal oscillons and the fronts are comparable [see Figs. 2(a) and 2(h)], a conclusion that is consistent with experimental observations [7] . Although a direct link between the FCGL model and the experiments on driven granular or BZ systems remains to be established, we believe that the qualitative behavior described here is independent of the specific models used to describe these systems, provided a region of coexistence between the spatially uniform trivial and nontrivial states is present and contains a Maxwell point. Within gradient systems the presence of such a point is generally simple to establish, and its presence simplifies the relation between localized states in one and two dimensions [18] . In nonvariational systems such as the one studied here this simplification is absent and extensions of the theory to two spatial dimensions remain to be worked out. We expect, however, that the basic scenario described here will also apply to other systems exhibiting bistability such as reaction-diffusion systems. Figs. 1(a) and 1(b) . The upper panel corresponds to the damped oscillatory regime with dark shading indicating the region between outermost saddle-node bifurcations bounding stable reciprocal oscillons A r , and light shading indicating the corresponding stability region for the nonmonotonic fronts A f , as computed from one-dimensional theory. Since the former and the latter domains overlap (see Fig. 2 ), the dotted line between M and b marks the lower (leftmost) limit of the A r region. The lower panel shows the corresponding results for the self-exciting regime.
