Abstract. For a smooth manifold N denote by E m (N) the set of smooth isotopy classes of smooth embeddings N → R m . A description of the set E m (S p × S q ) was known only for p = 0, m ≥ q + 3 or for 2m ≥ 3p + 3q + 4 (in terms of homotopy groups of spheres and Stiefel manifolds). For m ≥ 2p + q + 3 we introduce an abelian group structure on E m (S p × S q ) and describe this group up to an extension problem: this group and
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are associated to the same group for some filtrations of length four. Here λ 00 : E → π q (S m−p−q−1 ) is the linking coefficient defined on the subset E ⊂ E m (S q ⊔ S p+q ) formed by isotopy classes of embeddings whose restriction to each component is unknotted.
This result and its proof have corollaries which, under stronger dimension restrictions, more explicitly describe E m (S p × S q ) in terms of homotopy groups of spheres and Stiefel manifolds. In the proof we use a recent exact sequence of M. Skopenkov. 1 Introduction and main results
Statement of the main result
We tacitly consider smooth manifolds, embeddings and isotopies.
2 For a manifold N let E m (N) be the set of isotopy classes of embeddings N → S m .
3 Analogously to Haefliger we define in §2.1 abelian group structures on E m (D p × S q ) and on E m (S p × S q ) for m ≥ 2p + q + 3. 4 We describe the group E m (S p × S q ) up to an extension problem. For some motivations see §1.3. The standard embedding i : D p+1 × S q → S m is defined in §2.1. By [·] we denote the isotopy class of an embedding into S m .
Definition of the 'embedded connected sum' or 'local knotting' map
Represent an element of E m (S p+q ) by an embedding g : S p+q → S m such that g(S p+q ) and i(S p × S q ) are contained in disjoint balls. Join the images of these embeddings by an arc whose interior misses the images. Let i #[g] be the isotopy class of the embedded connected sum of i | S p ×S q and g along this arc, cf. • E m 00 (S q ⊔S n ) ⊂ E m (S q ⊔S n ) the subset formed by the isotopy classes of embeddings whose restriction to each component is unknotted.
• 2 In this paper 'smooth' means 'C 1 -smooth' (just as in [Ha66] , [Sk11] because constructions of the group structures there only work in the C 1 -smooth category). I conjecture that for each C ∞ -manifold N the forgetful map from the set of C ∞ -isotopy classes of C ∞ -embeddings N → R m to E m (N ) is a 1-1 correspondence (just as in analogous result for diffeomorphisms). This map is surjective by [Mu74, Corollary 4.4] . A proof of the bijectivity is drafted by A. Zhubr; such a proof could be known in folklore.
3 For m ≥ n + 2 classifications of embeddings of n-manifolds into S m and into R m are the same [MAH, 5 This makes sense because, informally speaking, E m (S q ⊔ S n ) is the set of isotopy classes of links with numbered components. Or, formally, because the disjoint union has the first summand and the second summand. Note that there is another linking coefficient E m (S q ⊔ S n ) → π n (S m−q−1 ) which we do not use.
Theorems 1.1 and 1.2 are proved in §2.2 and §2.3, respectively. Those subsections are independent on each and other both use §1.1, §2.1; Lemmas of §2.1, §2.3 are proved in §3. Theorem 1.2 and its proof have corollaries which, under stronger dimension restrictions, more explicitly describe E m (S p × S q ) in terms of homotopy groups of spheres and Stiefel manifolds ( §1.2). The subgroups of Theorem 1.2 have natural descriptions (Remark 2.9.a).
For p = 0 or p ≥ q or 2m ≥ 3q + 3p + 4 Theorem 1.2 is known (and Conjecture 1.3 below is true).
6 Thus Theorem 1.2 is a new result for 1 ≤ p < q and 2m ≤ 3q + 3p + 3. 7 Analogous remarks hold for Corollaries 1.5 and 1.7 below.
The restriction m ≥ 2p + q + 3 is sharp in Theorems 1.1 and 1.2, cf. Remark 2.4.bcd.
Conjecture 1.3. For m ≥ 2p + q + 3 the sum
of the restriction map r, the map σ defined below and the map i #, is an isomorphism.
Definition of the map 
the subset formed by the isotopy classes of embeddings whose restriction to the first component is unknotted. Represent an element of E m 0 (S q ⊔ S p+q ) by an embedding
Join f (S p+q ) to i((1, 0, . . . , 0) × S q ) by an arc whose interior misses the images. Let σ[f ] be the isotopy class of the embedded connected sum of i | S p ×S q and f | S p+q along the arc. Unlike in the definition of i #, the images of these embeddings are not necessarily contained in disjoint cubes.
The map σ is well-defined for m ≥ p + q + 3 by [Sk11, Claim 3.1]. (More details are given in version 3 or higher. The main reason is that E m 0 (S q ⊔ S n ) is in 1-1 correspondence with the set of isotopy classes of embeddings whose restriction to the first component is standard, cf. 
2) using the ideas of [Sk06] .
Calculations and corollaries
Denote by
• Z (s) the group Z for s even and Z 2 for s odd.
• pr k the projection of a Cartesian product onto the k-th factor. For m ≥ n + 3 the group E m (S n ) can be calculated for some cases [Ha66, Mi72] . In particular, (S) E m (S n ) = 0 for 2m ≥ 3n + 4 and (S') E m (S n ) ∼ = Z (m−n−1) for 2m = 3n + 3. The group E m (D p+1 × S q ) could possibly be calculated using the following lemma.
Lemma 1.4. For m ≥ q + 3 the following sequence is exact:
Here ρ is the restriction map, ξ and τ are defined below. 
) by a smooth map y : S q → V m−q,p+1 . By the exponential law this map can be considered as a map y : R p+1 × S q → R m−q . The latter map can be normalized to give a map y :
Let τ (x) be the isotopy class of the composition
A p-framing in a vector bundle is a system of p ordered orthogonal normal unit vector fields on the zero section of the bundle. (
has a subgroup Z (m−q−1) whose quotient is π q (V m−q,p+1 ) for 2m = 3q+3. The group π q (V m−q,p+1 ) is calculated for many cases, see e.g. [Pa56] . The group K 
+ 2 (indeed, the opposite inequalities imply 4p + 3 < q < 4p + 3). Corollaries 1.5.b,c,d can be weakened to easier-to state properties involving adjoint groups.
See proof in §2.3. The hypothesis of Proposition 1.6 is fulfilled, in particular, for 2m = p + 3q + 3, m − q odd, q ≥ 3p + 3 ≥ 6, q ∼ = 3 mod 4; then
Theorem 1.2 gives the following rational analogue of Conjecture 1.3.
Proof. Recall that Theorem 1.2 and Corollaries 1.5.bcd are harder results for 2m < 3q + 2p + 4. The smallest m for which there are p, q such that 1 ≤ p ≤ q and 2p+q +3 ≤ m ≤ (3q +2p+3)/2 are m = 10, 11, 12. Then p = 1 and q = m − 5. Hence by Theorem 1.2, Corollaries 1.5, remark after Proposition 1.6 and [Pa56] , [Ha66] • |E
where |G| is a divisor of 8.
Some general remarks
This paper is on the classical Knotting Problem: for an n-manifold N and a number m, describe isotopy classes of embeddings N → R m . For recent surveys see [Sk08' ], [MAH] ; whenever possible we refer to these surveys not to original papers.
Many interesting examples of embeddings are embeddings S p × S q → R m , i.e. knotted tori. See references in [MAK] . A classification of knotted tori is a natural next step (after the Haefliger link theory [Ha66' ] and the classification of embeddings of highly-connected manifolds) towards classification of embeddings of arbitrary manifolds. Since the general Knotting Problem is very hard [MAH] , it is very interesting to solve it for the important particular case of knotted tori. Classification results for knotted tori gives some insight or even precise information concerning arbitrary manifolds (this is formalized in [Sk07] , [Sk10] ) and reveals new interesting relations to algebraic topology. 2 Proof of the main results modulo lemmas
Standardization and group structure
For each q ≤ m identify the space R q with the subspace of R m given by the equations
Assume that m > p + q. Define the standard embedding
± and im,p,q is the restriction of im+1,p+1,q but not of im+1,p,q+1. Denote by the same notation 'i' abbreviations 9 of i. Recall that a smooth embedding is 'orthogonal to the boundary'.
Cf. [Sk07, Remark after definition of the standard embedding in §2].
8 The image of T p,q under this embedding is the boundary of a certain neighborhood of
there is a standardized isotopy between them.
Let R : R m → R m be the symmetry with respect to the hyperplane given by equations x 1 = x 2 = 0, i.e., R(x 1 , x 2 , x 3 , . . . , x m ) := (−x 1 , −x 2 , x 3 , . . . , x m ). Let R j be the reflection of R m with respect to the hyperplane x j = 0, i.e., R j (x 1 , x 2 , . . . ,
is well-defined by the following construction. Take standardized embeddings f, g :
be the isotopy class of the embedding h f g defined by
The two formulas agree on
It is clear that for m ≥ 2p + q + 3 both i # and σ are homomorphisms [Sk11, Claim 3.2] and 
For m ≥ n + 3 and a connected oriented n-manifold N the 'embedded connected sum' or 'local knotting' action # :
There are no group structures '+ ′ on E m (T p,q ) such that f #g = f + i #g because the orbits of the action # consist of different number of elements
• for p + 1 = q = 2k and m = 2p + q + 2 = 6k [Sk08, Classification Theorem and Higherdimensional Classification Theorem].
•
§1], [MAW] is a homomorphism
• for p + 1 = q = 2k and m = 2p + q + 2 = 6k because W -preimages of distinct elements consist of different number of elements [Sk08, Classification Theorem and Higher-dimensional Classification Theorem].
• • is apparently false for p = 0.
+ this is simple, for X = S p see footnote 6), so the Standardization and Group Structure Lemmas 2.1.a and 2.2 hold obviously.
(h) There is an isotopy
which is not isotopic relative to S q+2 ×{0, 1} to the identical isotopy. E.g. define such an isotopy to be the identical isotopy of the standard embedding on 0 × D q−1 × I and obtained from it by twisting on D 1 × 0 × I. This is because the autodiffeomorphism from the proof of the Standardization Lemma 2.1.b is not necessarily isotopic to id(S m × I) relative to S m × {0, 1}. However, for m ≥ p + q + 3 the standardized isotopy given by the Standardization Lemma 2.1.b can be chosen isotopic to the given isotopy. This is proved analogously to the proof of the Standardization Lemma 2.1.b for X = S p in §3.1.
Proof of Theorem 1.1 modulo Lemmas 2.1, and 2.5
Definition of the 'embedded surgery of S p × * map' in advance. Define an embedding 
Proof of Theorem 1.2 and Proposition 1.6 modulo Lemmas
In this subsection we omit the sign • of the composition.
Lemma 2.6. The following sequence is exact:
′ is the composition of τ and the map µ ′′ : π q (S l ) → π q (V m−q,p+1 ) from the exact sequence of the 'forgetting the last vector' bundle
is the obstruction to the existence of a vector field on
• a (unique up to homotopy) unit normal to im f vector field s :
be the homotopy class of the map
Definition of embedding ζ y : S q ⊔ S n → S m and the Zeeman map
Denote by im,q : S q → S m the standard embedding. For a map y : S q → S m−n−1 representing x ∈ π q (S m−n−1 ) let
Clearly, λζ = id π q (S m−n−1 ). Note that ζ m,q,q = τ m,0,q (see definition of τ in §1.2). Let us define the following diagram (whose commutativity would be clear by definitions).
Here λ ′ and ζ are defined above, i is the inclusion, σ is defined in §1.1, ν is the restrictioninduced map, the map ν is well-defined by ν pr(f ) := ν(f ), whereas j #[g] is the embedded connected sum of the 'standard embedding' j : S q ⊔ S p+q → S m and embedding g : S p+q → S m whose images are contained in disjoint cubes (we take as j any embedding whose components are contained in disjoint balls and are isotopic to the inclusions).
Lemma 2.7. The νσ(iζλ ′ ) and the bottom line sequences of the above diagram are exact.
Proof. The exactness of the upper line is the main theoretical result [Sk11, Theorem 1.6] of [Sk11] . The map i ⊕ j # is an isomorphism [Ha66' ]. Hence by Theorem 1.1 and i # = σ j # both second-line groups have E m (S p+q )-summands mapped one to the other under σ. Taking quotients by this summands we obtain the exactness of the bottom line.
The following version of 5-lemma is simple and possibly known.
Lemma 2.8. Consider the following diagram (of finitely generated abelian groups) whose triangles are commutative (the arrow r is only required for the proof of the 'moreover' part):
Suppose that t 0 is injective, l 1 t 1 = id B 1 and both the a 1 b 1 c 1 a 0 -and a 
Here the λ ′ µ ′ ν ′ -sequence is defined in Lemma 2.6 and the bottom line is the bottom line exact sequence of Lemma 2.7. Since λζ = id, by Lemma 2.8 E Proof of Proposition 1.6. The result follows by applying the 'moreover' part of Lemma 2.8 to the diagram from the proof of Theorem 1.2 (including map pr r). 
is disjoint from some tighter such tubular neighborhood, whose intersection with S m × k is V ∩ S m × k for each k = 0, 1. Hence by the Uniqueness of Tubular Neighborhood Theorem we can make an isotopy of S m × I relative to S m × {0, 1} and assume that g(D
So we can make an isotopy of S m and assume that g = i on S p × D q − . Since m > 2p + q + 1, by general position we may assume that im g ∩ ∆ = ∂∆. Then im g intersects a tight tubular neighborhood of ∆ in S m by i-image of a tight tubular neighborhood An embedding F :
2, the Stiefel manifold V m−p−q,q is (q + 1)-connected. Hence every two maps S 1 × S p → V m−p−q,q are homotopic. Therefore every two embeddings 
Proof of the Group Structure Lemma 2.2
Let us prove that the sum is well-defined, i.e. that for standardized embeddings f, g : X × S q → S m the isotopy class of h f,g depends only on [f ] and [g] . For this we define parametric connected sum of isotopies (which would not be necessarily well-defined). Take isotopic standardized embeddings f, f ′ and g, g ′ . Since m ≥ 2p + q + 3, by the Standardization Lemma 2.1.b there are standardized isotopies F, G : X × S q × I → S m × I between f and f ′ , g and g ′ . Define an isotopy
Then H is an isotopy between h f g and h f ′ g ′ . Clearly, i : X × S q → S m represents the zero element. Denote by R t be the rotation of R s whose restriction to the plane R 2 × 0 is the rotation through the angle +πt and which leaves the orthogonal complement fixed.
Let us prove the commutativity. Each embedding f : 
, a) and
by H(x, γ(y)) := γ(f (x, y)).
Since RR 1 = R 2 , the map H is well-defined. Using γ(a 0 , a) = (
− |a| 2 , a) for a 0 = 0, one can check that H is a smooth embedding (in particular, orthogonal to the boundary). Hence embedding h f f is isotopic to i by the following Lemma 3.1.
is isotopic to i if and only if it extends to an embedding
The 'only if' part is proved by 'capping' an isotopy X × S q × I → S m × I to i, i.e. by taking its union with i :
The 'only if' part does not require the dimension assumption.) Let us prove the 'if' part. Analogously to the Standardization Lemma 2.1.a for m + 1 ≥ 2p + (q + 1) + 2 any embedding f :
Then the abbreviation g : X × S q × I → S m × I of g is a concordance from f | X×S q to i. Since m ≥ p + q + 3 and concordant embeddings are isotopic in codimension at least 3 [Hu70] , f and i are isotopic.
Remark 3.2 (on the PL category). The PL analogue of the Standardization and Group Structure Lemmas 2.1 and 2.2 for X = S p hold by [Sk07] . The PL analogue of Lemma 3.1 holds with the same proof. The PL analogue of Lemma 3.1 for m = 2p + q + 1 is false: for p ≥ q + 1 take a non-trivial embedding T p,q → S 2p+q+1 and extend it to an embedding
analogously to [Sk06, §4, proof of the Extension Lemma 2.6.a].
Proof of Lemma 2.5
For each u identify
where A is a copy of A.
For simplicity we write i instead of im,p,q. Analogously to (or by) the Standardization Lemma 2.1.a each element in E m (T p,q ) has a representative f such that 
Hence we can interpret σ[u] as surgery of i(S p × (0, 1, 0 q−2 )) × 0.
First completion of the proof. (This argument appeared in a discussion with by A. Zhubr.) The surgery replaces
The image of a representative of σ[u] is obtained by smoothing from
This (p + q)-sphere is a connected sum of (p + q)-spheres
The image of a representative of
Second completion of the proof. Denote
has a representative v ′ satisfying the same three properties. Since
Hence by the following Lemma 3.3 the above-described abbreviations X ′ → ∂D Proof. Since X is (q − 2)-connected, m ≥ p + q + 3 and 2(p + q) − m + 1 ≤ q − 2, by the Zeeman Unknotting Theorem Modulo the Boundary the embeddings are PL isotopic relative to ∂X. The obstructions to smoothing this PL isotopy modulo the boundary assume values in H i (X, ∂; E m−p−q+i (S i )) ∼ = H p+q−i (X; E m−p−q+i (S i )) [Ha67, Bo71] . This is zero • for i ≥ p + 2 because X is (q − 2)-connected and • for i ≤ p + 1 because 2(m − p − q + i) ≥ 3i + 4 ⇐ 2m ≥ 2p + 2q + p + 5 ⇐ m ≥ 2p + q + 3. Thus the embeddings are smoothly isotopic relative to ∂X.
Proof of Lemma 2.6
In the remaining subsections we omit the sign • of the composition.
Consider the following diagram. .
Here
• the µ ′′ ν ′′ λ ′′ sequence is the exact sequence of the 'forgetting the last vector' bundle S l → V m−q,p+1 → V m−q,p ;
• the exact τ ρξ-and τ 1 ρ 1 ξ 1 -sequences are defined in §1. Let λ ′′ (x) be the homotopy class of g.) The commutativity of other squares and triangles is obvious. Clearly, λ ′ ν ′ = 0. So the exactness of the λ ′ µ ′ ν ′ sequence follows by the Snake Lemma, cf. [Ha66, proof of (6.5)].
Proof of Lemma 2.8
Proof of Lemma 2.8 except the 'moreover' part. Since l 1 t 1 = id B 1 , the map t 1 is injective and B ′ 1 = im t 1 ⊕ ker l 1 (the mutually inverse isomorphisms are given by x → (t 1 l 1 x, x − t 1 l 1 x) and
