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Abstract
In this paper we consider the Cauchy problem for 2D viscous shallow water
system in Hs(R2), s > 1. We first prove the local well-posedness of this problem
by using the Littlewood-Paley theory, the Bony decomposition, and the theories
of transport equations and transport diffusion equations. Then, we get the
global existence of the system with small initial data in Hs(R2), s > 1. Our
obtained result improves the recent result in [12].
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1 Introduction
We consider the following Cauchy problem for the following 2D viscous shallow
water equations 

h(ut + (u · ∇)u)− ν∇ · (h∇u) + h∇h = 0,
ht + div(hu) = 0,
u|t=0 = u0, h|t=0 = h0,
(1.1)
where h(x, t) is the height of fluid surface, u(x, t) = (u1(x, t), u2(x, t)) is the horizontal
velocity field, x = (x1, x2) ∈ R
2, and 0 < ν < 1 is the viscous coefficient. For the
initial data h0(x), we suppose that it is a small perturbation of some positive constant
h¯0. In the paper, we mainly study the Cauchy problem (1.1) in Sobolev spacesH
s(R2),
s > 1. For the sake of convenience, we let the notation Bsp,r stand for B
s
p,r(R
2) in the
2
following text, and also let the notations Lp and Hs stand for Lp(R2) and Hs(R2),
respectively.
Recently, Bresch et al. [3, 4] have systematically introduced the viscous shallow
water equations. Bui in [5] proved the local existence and uniqueness of classical
solutions to the Cauchy-Dirichlet problem for the shallow water equations with initial
data in C2+α by using Lagrangian coordinates and Ho¨lder space estimates. Kloeden
in [8] and Sundbye in [10] independently showed the global existence and uniqueness
of classical solutions to the Cauchy-Dirichlet problem using Sobolev space estimates
by following the energy method of Matsumura and Nishida [9]. Sundbye in [11] proved
the existence and uniqueness of classical solutions to the Cauchy problem using the
method of [9]. Wang and Xu in in [12], obtained local solutions for any initial data
and global solutions for small initial data h0 − h¯0, u0 ∈ H
s, s > 2. Haspot got global
existence in time for small initial data h0, h0 − h¯0 ∈ B˙
0
2,1 ∩ B˙
1
2,1 and u0 ∈ B˙
0
2,1 as a
special case in [7], and Chen, Miao and Zhang in [6] to prove the local existence in
time for general initial data and the global existence in time for small initial data
where h0− h¯0 ∈ B˙
0
2,1 ∩ B˙
1
2,1 and u0 ∈ B˙
0
2,1 with additional conditions that h ≥ h0 and
h0 is a strictly positive constant.
In the paper, we mainly use the Littlewood-Paley theory, the Bony decomposition
and the Besov space theories for transport equations and transport-diffusion equations
to obtain the local existence and uniqueness of solutions for any initial data inHs, s >
1. And thus we can get the global existence of the system (1.1) with the small enough
initial data in Hs, s > 1. The main result of this paper is as follows.
Theorem 1.1. Let u0, h0 − h¯0 ∈ H
s, s > 1, ‖h0 − h¯0‖Hs << h¯0. Then there exists
a positive time T , a unique solution (u, h) of the Cauchy problem (1.1) such that
u, h− h¯0 ∈ L
∞([0, T ];Hs), u ∈ L2([0, T ];Hs+1).
Moreover, there exists a constant η, such that if ‖u0‖Hs + ‖h0‖Hs ≤ η, then the time
3
T can be infinity.
2 Preliminaries
First of all, we transform the system (1.1). For a sake of convenience, we take h¯0 = 1.
Substituting h by 1 + h in (1.1), we have

ut + (u · ∇)u− ν∆u− ν∇(ln(1 + h))∇u+∇h = 0,
ht + div u+ div(hu) = 0,
u|t=0 = u0, h|t=0 = h0,
(2.1)
x ∈ R2, t ∈ [0,∞).
here h0 ∈ H
s, ‖h0‖Hs ≤
1
8C0
, and C0 will be determined below.
Next we introduce the well-known Littlewood-Paley decomposition briefly.
Proposition 2.1. [2] Littlewood-Paley decomposition:
Let B = {ξ ∈ R2, |ξ| ≤ 4
3
} be a ball, and let C = {ξ ∈ R2, 3
4
≤ |ξ| ≤ 8
3
} be
an annulus. There exist two radial functions χ and ϕ valued in the interval [0, 1],
belonging respectively to D(B) and D(C), such that
∀ ξ ∈ R2, χ(ξ) + Σj≥0ϕ(2
−jξ) = 1,(2.2)
∀ ξ ∈ R2\{0}, Σj∈Zϕ(2
−jξ) = 1,(2.3)
|j − j′| ≥ 2 ⇒ Suppϕ(2j·) ∩ Suppϕ(2j
′
·) = ∅,(2.4)
j ≥ 2 ⇒ Suppχ ∩ Suppϕ(2j·) = ∅,(2.5)
the set C˜
def
= B(0, 2/3) + C is an annulus, and we have
|j − j′| ≥ 5 ⇒ 2jC˜ ∩ 2j
′
C = ∅.(2.6)
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Further, we have
∀ ξ ∈ R2,
1
2
≤ χ2(ξ) + Σj≥0ϕ
2(2−jξ) ≤ 1,(2.7)
∀ ξ ∈ R2\{0},
1
2
≤ Σj∈Zϕ
2(2−jξ) ≤ 1.(2.8)
Now we can define the nonhomogeneous dyadic blocks ∆j and the nonhomoge-
neous low-frequency cut-off operator Sj as follows:
∆ju = 0, if j ≤ −2, ∆−1u = χ(D)u =
∫
R2
h˜(y)u(x− y)dy,
∆ju = ϕ(2
−jD)u = 2jd
∫
R2
h(2jy)u(x− y)dy if j ≥ 0,
and
Sju =
∑
j′≤j−1
∆j′u,
where h = F−1ϕ and h˜ = F−1χ.
Next we define the Besov spaces:
Definition 2.2. [2] Let s ∈ R and (p, r) ∈ [1,∞]2. The nonhomogeneous Besov space
Bsp,r consists of all tempered distribution u such that:(∑
j≥−1
(2js‖∆ju‖Lp)
)
ℓr
<∞,
and naturally the Besov norm is defined as follows
‖u‖Bsp,r =
(∑
j≥−1
(2js‖∆ju‖Lp)
)
ℓr
.
Particularly, when p, r = 2, the Besov space is coincident with the Sobolev space, i.e:
Bs2,2 = H
s.
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Definition 2.3. [2] The Bony decomposition: The nonhomogeneous paraproduct of
v by u is defined by
Tuv =
∑
j
Sj−1u∆jv.
The nonhomogeneous remainder of u by v is defined by
R(u, v) =
∑
|k−j|≤1
∆ku∆jv.
The operators T and R are bilinear, and we have the following Bony decomposition
uv = Tvu+ Tuv +R(u, v).
Lemma 2.4. [2] Bernstein-Type inequalities:
Let C be an annulus and B a ball. A constant C exists such that for any nonnegative
integer k, any couple (p, q) in [1,∞]2 with q ≥ p ≥ 1, and any function u of Lp, we
have
Supp uˆ ⊂ λB ⇒ sup
|α|=k
‖∂αu‖Lq ≤ C
k+1λk+d(
1
p
− 1
q
)‖u‖Lp,
Supp uˆ ⊂ λC ⇒ C−k−1λk‖u‖Lp ≤ sup
|α|=k
‖∂αu‖Lq ≤ C
k+1λk‖u‖Lp.
Then we give some properties of the Besov spaces which will be used in this paper.
Lemma 2.5. [2] Let 1 ≤ p1 ≤ p2 ≤ ∞ and 1 ≤ r1 ≤ r2 ≤ ∞. Then for any s ∈ R,
the space Bsp1,r1 is continuously embedded in B
s−d( 1
p1
− 1
p2
)
p2,r2 . Obviously, we also have that
the space Bs2p,r is continuously embedded in B
s1
p,r and B
s2
p,∞ is continuously embedded in
Bs1p,1 if s1 < s2.
Lemma 2.6. [2] If s1 and s2 are real numbers such that s1 < s2, θ ∈ (0, 1), and
p, r ∈ [1,∞], then we have
‖u‖
B
θs1+(1−θ)s2
p,r
≤ ‖u‖θ
B
s1
p,r
‖u‖1−θ
B
s2
p,r
.
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Lemma 2.7. [2] If u ∈ Bsp,r, then ∇u ∈ B
s−1
p,r , and we have
‖∇u‖Bs−1p,r ≤ C‖u‖Bsp,r .
Lemma 2.8. [2] The set Bsp,r is a Banach space. and satisfies the Fatou property,
namely, if (un)n∈N is a bounded sequence of B
s
p,r. Then an element u of B
s
p,r and a
subsequence uψ(n) exist such that:
lim
n→∞
uψ(n) = u in S
′, ‖u‖Bsp,r ≤ C limn→∞
inf‖uψ(n)‖Bsp,r .
Lemma 2.9. [2] If s > d
p
or s = d
p
, r = 1, then the Bsp,r space is continuously
embedded in L∞, i.e
‖u‖L∞ ≤ Cs,p‖u‖Bsp,r .
Lemma 2.10. [2] Let f be a smooth function, f(0) = 0, s > 0, (p, r) ∈ [1,∞]2. If
u ∈ Bsp,r ∩ L
∞, then so does f ◦ u, and we have
‖f ◦ u‖Bsp,r ≤ C (s, f
′, ‖u‖L∞) ‖u‖Bsp,r .
Lemma 2.11. [2] A constant C exists which satisfies the following inequalities for
any couple of real numbers (s, t) with t negative and any (p, r1, r2) in [1,∞]
3:
‖T‖L(L∞×Bsp,r ;Bsp,r) ≤ C
|s|+1,
‖T‖L(Bt
∞,r1
×Bsp,r2 ;B
s+t
p,r )
≤
C |s+t|+1
−t
with
1
r
def
= min{1,
1
r1
+
1
r2
}.
Lemma 2.12. [2] A constant C exists which satisfies the following inequalities. Let
(s1, s2) be in R
2 and (p1, p2, r1, r2) be in [1,∞]
4. Assume that
1
p
def
=
1
p1
+
1
p2
≤ 1 and
1
r
def
=
1
r1
+
1
r2
≤ 1.
If s1 + s2 > 0, then we have, for any (u, v) in B
s1
p1,r1
× Bs2p2,r2,
‖R(u, v)‖
B
s1+s2
p,r
≤
C |s1+s2|+1
s1 + s2
‖u‖Bs1p1,r1‖v‖B
s2
p2,r2
.
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If r = 1 and s1 + s2 = 0, then we have, for any (u, v) in B
s1
p1,r1
× Bs2p2,r2,
‖R(u, v)‖B0p,∞ ≤ C
|s1+s2|+1‖u‖Bs1p1,r1
‖v‖Bs2p2,r2
.
Lemma 2.13. [2] For any s > 0 and (p, r) ∈ [1,∞]2, the space Bsp,r ∩ L
∞ is an
algebra, and a constant exists such that:
‖uv‖Bsp,r ≤
Cs+1
s
(
‖u‖L∞‖v‖Bsp,r + ‖v‖L∞‖u‖Bsp,r
)
.
Moreover, if s > d
p
or s = d
p
, r = 1, we have
‖uv‖Bsp,r ≤
Cs+1
s
‖u‖Bsp,r‖v‖Bsp,r .
For the transport equations
 ∂tf + v · ∇f = g,f|t=0 = f0,(2.9)
we have
Lemma 2.14. [2] Let 1 ≤ p ≤ p1 ≤ ∞, 1 ≤ r ≤ ∞. Assume that
s ≥ −dmin
(
1
p1
,
1
p′
)
or s ≥ −1− dmin
(
1
p1
,
1
p′
)
if div v = 0(2.10)
with strict inequality if r <∞.
There exists a constant C, depending only on d, p, p1, r and s, such that for all
solutions f ∈ L∞([0, T ];Bsp,r) of (2.9), initial data f0 in B
s
p,r, and g in L
1([0, T ];Bsp,r),
we have, for a.e. t ∈ [0, T ],
‖f‖L˜∞t (Bsp,r) ≤
(
‖f0‖Bsp,r +
∫ t
0
exp(−CVp1(t
′))‖g(t′)‖Bsp,rdt
′
)
exp(CVp1(t))
with, if the inequality is strict in (2.10),
V ′p1(t) =


‖∇v(t)‖Bs−1p1,r
, if s > 1 + d
p1
or s = 1 + d
p1
, r = 1,
‖∇v(t)‖
B
d
p1
p1,∞
∩L∞
, if s < 1 + d
p1
,
(2.11)
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and if the equality holds in (2.10) and r =∞,
V ′p1 = ‖∇v(t)‖
B
d
p1
p1,1
.
If f = v, then for all s > 0 (s > −1, if div u = 0), the estimate holds with
V ′p1(t) = ‖∇u‖L∞,
where ‖u‖L˜ρ
T
(Bsp,r)
is defined in Lemma 2.15.
For the transport diffusion equations
 ∂tf + v · ∇f − ν∆f = g,f|t=0 = f0,(2.12)
we have the following lemma.
Lemma 2.15. [2] Let 1 ≤ p1 ≤ p ≤ ∞, 1 ≤ r ≤ ∞, s ∈ R satisfy (2.10), and let
Vp1 be defined as in Lemma 2.8.
There exists a constant C which depends only on d, r, s and s− 1− d
p1
and is such
that for any smooth solution of (11) and 1 ≤ ρ1 ≤ ρ ≤ ∞, we have
ν
1
ρ‖f‖
L˜
ρ
T
(B
s+2ρ
p,r )
≤ CeC(1+νT )
1
ρ Vp1 (T )
(
(1 + νT )
1
ρ‖f0‖Bsp,r
+(1 + νT )
1+ 1
ρ
− 1
ρ1 ν
1
ρ1
−1
‖g‖
L˜
ρ1
T
(B
s−2+ 2ρ1
p,r )
)
.
For the space L˜ρT (B
s
p,r), we have the following properties:
Lemma 2.16. [2] For all T > 0, s ∈ R, and 1 ≤ r, ρ ≤ ∞, we set
‖u‖L˜ρ
T
(Bsp,r)
def
= ‖2js‖∆ju‖Lρ
T
(Lp)‖lr(Z).
We can then define the space L˜ρT (B
s
p,r) as the set of tempered distributions u over
(0, T )× Rd such that ‖u‖L˜ρ
T
(Bsp,r)
≤ ∞. By the Minkowski inequality, we have
‖u‖L˜ρ
T
(Bsp,r)
≤ ‖u‖Lρ
T
(Bsp,r)
if r ≥ ρ,
9
‖u‖Lρ
T
(Bsp,r)
≤ ‖u‖L˜ρ
T
(Bsp,r)
if r ≤ ρ.
The general principle is that all the properties of continuity for the product, composi-
tion, remainder, and paraproduct remain true in those spaces.
Moreover when s > 0, 1 ≤ p ≤ ∞, 1 ≤ ρ, ρ1, ρ2, ρ3, ρ4 ≤ ∞, and
1
ρ
=
1
ρ1
+
1
ρ2
=
1
ρ3
+
1
ρ4
,
we have
‖uv‖L˜ρ
T
(Bsp,r)
≤ C
(
‖u‖L˜ρ1
T
(L∞)‖v‖L˜ρ2
T
(Bsp,r)
+ ‖v‖L˜ρ3
T
(L∞)‖u‖L˜ρ4
T
(Bsp,r)
)
.
Remark 2.17. For the sake of convenience, for the fixed s, p, r, we let C0(≥ 1) be
the maximal constant of Lemmas 2.5-2.16.
3 The local existence
First of all, for the sake of convenience, we only consider the case of s < 2, the case
of s > 2 was proved by Wang and Xu in [12], the case of s = 2 is similar to s < 2 but
more easier. In order to study the local existence of solution, we define the function
set (u, h) ∈ χ([0, T ], s, E1, E2), if
u ∈ L˜∞([0, T ];Hs) ∩ L˜2([0, T ];Hs+1) ∩ L˜
4
3−s ([0, T ];H
s+3
2 ),
h ∈ L˜∞([0, T ];Hs),
and
‖u‖L˜∞([0,T ];Hs) ≤ E1, ‖u‖L˜2([0,T ];Hs+1) ≤ E1, ‖u‖L˜
4
3−s ([0,T ];H
s+3
2 )
≤ E1,
‖h‖L˜∞([0,T ];Hs) ≤ E2,
where
E1 = 8ν
−1C0‖u0‖Hs, E2 = 4‖h0‖Hs .
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Next, we will prove Theorem 1.1 by the method of successive approximations. Let
us define the sequence (un, hn) by the following linear system:

(u1, h1) = S2(u0, h0),
∂tun+1 + (un · ∇)un+1 − ν∆un =
ν
1+hn
∇hn∇un +∇hn,
∂thn+1 + (un · ∇)hn+1 = −div un − h div un,
(un+1, hn+1)|t=0 = Sn+2(u0, h0).
(3.1)
Since Sq are smooth operators, the initial date Sn+2(u0, h0) are smooth functions.
If (un, hn) ∈ χ([0, T ], s, E1, E2) are smooth, then we have that for any t ∈ [0, T ],
‖hn‖L∞ ≤ C0‖hn‖Hs ≤ C0E2 = 4C0‖h0‖Hs ≤
4C0
8C0
=
1
2
.
Thus ν
1+hn
∇hn∇un+∇hn and −div un−h div un are also smooth functions. Note that
the first equation in (3.1) is a transport diffusion equation for un+1, and the second
equation is a transport equation for hn+1. Then the local existence of the smooth
function for the Cauchy problem (3.1) is obvious.
We split the proof of Theorem 1.1 into two steps: Estimation for big norms and
Convergence for small norms.
3.1. Estimation for big norm
In this subsection, we want to prove the following proposition.
Proposition 3.1. Suppose that (u0, h0) ∈ H
s × Hs, s ∈ (1, 2) and ‖h0‖Bsp,r ≤
1
8C0
, then there exists a positive time T , such that for any n ∈ N , (un, hn) ∈
χ([0, T1], s, E1, E2).
Proof: Let T ∈ (0, 1] satisfy firstly
e2C
2
0E1T ≤ 2, (1 + νT ) ≤ 2, T ≤
9
64
.
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Then we prove the proposition by induction. Firstly letting (u1, h1) = S2(u0, h0),
thus we have
‖u1‖L˜∞
T
(Hs) ≤ ‖u0‖Hs ≤ E1, ‖h1‖L˜∞
T
(Hs) ≤ ‖h0‖Hs ≤ E2.
By Proposition 2.1, we also have
‖u1‖L2
T
(Hs+1) ≤ T
1
2‖S2u0‖L∞(Hs+1) ≤
32
3
T
1
2‖S2u0‖Hs ≤ E1.
We suppose now that
‖un‖L˜∞
T
(Hs) ≤ E1, ‖u1‖L2T (Hs+1) ≤ E1, ‖hn‖L˜∞T (Hs) ≤ E2.
Then for un+1, in the view of Lemma 2.15, taking a positive real number ρ such
that 2
ρ
< s− 1, then for all t ≤ T , we have
‖un+1‖L˜∞t (Hs) ≤ C0e
C0
∫ t
0
‖∇un(t′)‖H1∩L∞dt
′
(
‖Sn+2u0‖Hs + (1 + νT )
1− 1
ρν
1
ρ
−1×
‖ν∇(ln(1 + hn))∇un −∇hn‖
L˜
ρ
T
(H
s−2+ 2ρ )
)
≤ 2C0
(
E1
4C0
+ 2ν
1
ρ
−1‖∇hn‖
L˜
ρ
t (H
s−2+ 2ρ )
+ 2ν
1
ρ‖∇(ln(1 + hn))∇un‖
L˜
ρ
t (H
s−2+ 2ρ )
)
≤ E1
2
+ CT
1
ρ‖hn‖L˜∞
T
(Hs) + C‖∇(ln(1 + hn))∇un‖L˜ρt (H
s−2+ 2ρ )
.
(3.2)
Now, we estimate ‖∇(ln(1 + hn))∇un‖
L˜
ρ
t (H
s−2+ 2ρ )
. By Lemmas 2.11 and 2.12, we get
‖∇(ln(1 + hn))∇un‖
L˜
ρ
t (H
s−2+ 2ρ )
≤ ‖T∇(ln(1+hn))∇un + T∇un∇(ln(1 + hn)) +R
(
∇(ln(1 + hn)),∇un
)
‖
L
ρ
t (H
s−2+ 2ρ+ε)
≤ CT
1
ρ
(
‖∇(ln(1 + hn))‖L∞
T
(Bs−2∞,∞)
‖∇un‖
L∞
T
(H
2
ρ+ε)
+ ‖∇un‖L∞
T
(Bs−2∞,∞)
‖∇(ln(1 + hn))‖
L∞
T
(H
2
ρ+ε)
)
+CT
1
ρ‖R
(
∇(ln(1 + hn)),∇un
)
‖
L∞
T
(B
s−1+ 2ρ+ε
1,2 )
≤ CT
1
ρ‖un‖L∞
T
(Hs)‖hn‖L∞
T
(Hs) + CT
1
ρ‖∇(ln(1 + hn))‖L∞
T
(Hs−1)‖∇un‖
L∞
T
(H
2
ρ+ε)
≤ CT
1
ρ‖un‖L∞
T
(Hs)‖hn‖L∞
T
(Hs),
(3.3)
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where ε is a small enough positive real number, and it does’t affect the direction of
the inequality:
if 1 +
2
ρ
< s, then 1 +
2
ρ
+ ε < s.
Thus combining with (3.2), we get
‖un+1‖L˜∞t (Hs) ≤
E1
2
+ CT
1
ρ‖hn‖L˜∞
T
(Hs) + CT
1
ρ‖un‖L∞
T
(Hs)‖hn‖L∞
T
(Hs)
≤ E1
2
+ CT
1
ρE2 + CT
1
ρE1E2.
(3.4)
Remark 3.2. In the calculation of (3.3), if s = 2, we can estimate
‖T∇(ln(1+hn))∇un‖
L
ρ
t (H
s−2+ 2ρ+ε)
as follows:
‖T∇(ln(1+hn))∇un‖
L
ρ
t (H
s−2+ 2ρ+ε)
≤ CT
1
ρ‖∇(ln(1 + hn))‖L∞
T
(Bs−2−ε∞,∞ )
‖∇un‖
L∞
T
(H
2
ρ+2ε)
≤ CT
1
ρ‖hn‖L∞
T
(Hs)‖un‖L∞
T
(Hs).
(3.5)
Using the same method, we deal with the similar case below as well.
For hn+1, from Lemmas 2.14, we obtain
‖hn+1‖L˜∞t (Hs) ≤ e
C0
∫ t
0 ‖∇un‖H1∩L∞dt
′
(
‖Sn+2h0‖Hs + ‖div un‖L˜1
T
(Hs) + ‖hn div un‖L˜1
T
(Hs)
)
≤ 2‖h0‖Hs + C‖un‖L˜1
T
(Hs+1) + C‖hn‖L∞T (Hs)‖div un‖L1T (Hs)
≤ E2
2
+ (C + C‖hn‖L∞
T
(Hs))T
1
2‖un‖L2
T
(Hs+1)
≤ E2
2
+ CT
1
2 (1 + E2)E1.
(3.6)
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Then by Lemma 2.15 again, we have
‖un+1‖L2t (Hs+1) ≤ ν
− 1
2C0e
C0(1+νT )
1
2
∫ T
0 ‖∇un‖H1∩L∞dt
(
(1 + νT )
1
2‖Sn+1u0‖Hs+
(1 + νT )ν−
1
2‖ν∇(ln(1 + hn))∇un −∇hn‖L2
T
(Hs−1)
)
≤ 2C0ν
− 1
2
(
2‖u0‖Hs + 2ν
− 1
2C0‖hn‖L2
T
(Hs) + 2ν
− 1
2‖∇(ln(1 + hn))∇un‖L2
T
(Hs−1)
)
≤ 4C0ν
− 1
2‖u0‖Hs + CT
1
2‖hn‖L∞
T
(Hs) + C‖∇(ln(1 + hn))∇un‖L2
T
(Hs−1).
(3.7)
By Lemmas 2.11-2.12, we have
‖∇(ln(1 + hn))∇un‖L2
T
(Hs−1) ≤ C‖∇(ln(1 + hn))‖L∞
T
(Bs−2∞,∞)
‖∇un‖L2
T
(H1)+
C‖∇un‖L2
T
(L∞)‖∇(ln(1 + hn))‖L∞T (Hs−1) + C‖∇(ln(1 + hn))‖L∞T (B
s−2
∞,∞)
‖∇un‖L2
T
(H1)
≤ C‖hn‖L∞
T
(Hs)‖un‖
L2
T
(H
s+3
2 )
≤ CT
s−1
4 ‖hn‖L∞
T
(Hs)‖un‖
L
4
3−s
T
(H
s+3
2 )
.
(3.8)
By Lemma 2.6, and taking θ = s−1
2
, we have
‖un‖
L
4
3−s
T
(H
s+3
2 )
≤ ‖un‖
s−1
2
L∞
T
(Hs)‖un‖
3−s
2
L2
T
(Hs+1)
≤ E1.(3.9)
Combining (3.7), (3.8) and (3.9), we can obtain that
‖un+1‖L2t (Hs+1) ≤ 4C0ν
− 1
2‖u0‖Hs + CT
1
2‖hn‖L∞
T
(Hs)
+CT
s−1
4 ‖hn‖L∞
T
(Hs)‖un‖
s+1
2
L∞
T
(Hs)‖un‖
3−s
2
L2
T
(Hs+1)
≤ E1
2
+ CT
1
2E2 + CT
s−1
4 E2E1,
(3.10)
where C in (3.2)-(3.10) only depends on C0, ν. Thus we only take a suitable T , such
that 

CT
1
ρE2 ≤
E1
4
, CT
1
ρE2 ≤
1
4
,
CT
1
2 (1 + E2)E1 ≤
E2
2
,
CT
1
2E2 ≤
E1
4
, CT
s−1
4 E2 ≤
1
4
.
(3.11)
This completes the proof of Proposition 3.1.
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3.2. Convergence of small norm
Proposition 3.3. Suppose that (u0, h0) ∈ H
s × Hs, s ∈ (1, 2) , ‖h0‖Bsp,r ≤
1
8C0
,
then there exists a positive time T1(≤ T ), such that (un, hn) is a Cauchy sequence in
χ([0, T1], s− 1, E1, E2).
Proof: From the equations in (3.1), we have


∂t(un+1 − un) + (un · ∇)(un+1 − un)− ν∆(un+1 − un) =
∑5
j=1 Fj
∂t(hn+1 − hn) + (un · ∇)(hn+1 − hn) =
∑4
j=1 Jj ,
(un+1 − un, hn+1 − hn)|t=0 = ∆n+1(u0, h0),
(3.12)
where
∑5
j=1 Fj = (un − un−1) · ∇un +∇(hn − hn−1) +
ν
1+hn
∇hn∇(un − un−1)
+ ν
1+hn
∇un−1∇(hn − hn−1) + ν(
1
1+hn
− 1
1+hn−1
)∇hn−1∇un−1,
∑4
j=1 Jj = (un − un−1) · ∇hn + div (un − un−1) + hn div (un − un−1)
+(hn − hn−1) div un−1.
(3.13)
Then we estimate the Sobolev norms of un+1 − un and hn+1 − hn. For any t ≤
T1 ≤ T , by Lemma 2.15, we have
‖un+1 − un‖L˜∞t (Hs−1) ≤ C0e
∫ t
0 ‖∇un‖H1∩L∞dt
′
×(
‖Sn+2u0 − Sn+1u0‖Hs−1 +
∑5
j=1(
1+νt
ν
)
1− 1
ρj ‖Fj‖
L˜
ρj
t (H
s−3+ 2ρj )
)
≤ 2C0
(
‖∆n+1u0‖Hs−1 + 2ν
−1
∑5
j=1 ‖Fj‖
L˜
ρj
t (H
s−3+ 2ρj )
)
.
(3.14)
Taking ρ1 = 2, by Lemmas 2.11-2.12, we have
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‖F1‖L˜2t (Hs−2) = ‖(un − un−1) · ∇un‖L˜2t (Hs−2)
≤ C‖Tun−un−1∇un + T∇un(un − un−1) +R(∇un, un − un−1)‖L˜2t (Hs−2)
≤ C‖un − un−1‖L2t (Bs−2∞,∞)‖∇un‖L
∞
t (H
0) + ‖∇un‖L∞t (B−1∞,∞)‖un − un−1‖L2t (Hs−1)
+C‖∇un‖L∞t (H0)‖un − un−1‖L2t (Hs−1)
≤ CT
1
2
1 ‖un‖L∞T (Hs)‖un − un−1‖L∞t (Hs−1)
≤ CT
1
2
1 E1‖un − un−1‖L∞t (Hs−1).
(3.15)
Taking ρ2 = 2 as well, we have
‖F2‖L˜2t (Hs−2) = ‖∇(hn − hn−1)‖L˜2t (Hs−2) ≤ CT
1
2
1 ‖hn − hn−1‖L˜∞t (Hs−1).
(3.16)
Taking ρ3 =
2
s
, by Lemmas 2.11-2.12, we get
‖F3‖
L˜
2
s
t (H
s−3+s)
= ‖ν∇(ln(1 + hn))∇(un − un−1)‖
L
2
s
t (H
2s−3)
≤ C‖T∇(ln(1+hn))∇(un − un−1)‖
L
2
s
t (H
2s−3)
+ C‖T∇un−un−1∇(ln(1 + hn))‖
L
2
s
t (H
2s−3)
+C‖R(∇(ln(1 + hn)),∇(un − un−1))‖
L
2
s
t (H
2s−3)
≤ C‖∇(ln(1 + hn))‖L∞t (Bs−2∞,∞)‖∇(un − un−1)‖L
2
s
t (H
s−1)
+C‖∇(un − un−1)‖
L
2
s
t (B
s−2
∞,∞)
‖∇(ln(1 + hn))‖L∞t (Hs−1)
+C‖∇(un − un−1)‖
L
2
s
t (H
s−1)
‖∇(ln(1 + hn))‖L∞t (Hs−1)
≤ C‖ ln(1 + hn)‖L∞t (Hs)‖un − un−1‖L
2
s
t (H
s)
≤ CT
s−1
2
1 ‖hn‖L∞t (Hs)‖un − un−1‖L2t (Hs)
≤ CT
s−1
2
1 E2‖un − un−1‖L2t (Hs).
(3.17)
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Then we deal with F4 by the similar method. Taking ρ4 = 2, we have
‖F4‖L2t (Hs−2) = ‖ν
∇(hn−hn−1)
1+hn
∇un−1‖L2t (Hs−2)
≤ C‖∇un−1∇(hn − hn−1)‖L2t (Hs−2) + C‖
hn
1+hn
∇un−1∇(hn − hn−1)‖L2t (Hs−2)
= F41 + F42.
(3.18)
By Lemmas 2.11-2.12, we have
F41 ≤ C‖∇(hn − hn−1)‖L∞t (Bs−3∞,∞)‖∇un−1‖L2T (H1) + ‖∇un−1‖L2t (L∞)‖∇(hn − hn−1)‖L
∞
t (H
s−2)
+C‖∇un−1‖L2t (H1)‖∇(hn − hn−1)‖L∞t (Hs−2)
≤ C‖∇un‖L2t (L∞∩H1)‖hn − hn−1‖L∞t (Hs−1)
≤ C‖un − un−1‖
L2t (H
s+3
2 )
‖hn − hn−1‖L∞t (Hs−1)
≤ CT
s−1
4
1 ‖un−1‖
L
4
3−s
t (H
s+3
2 )
‖hn − hn−1‖L∞t (Hs−1)
≤ CT
s−1
4
1 E1‖hn − hn−1‖L∞t (Hs−1).
(3.19)
Similarly as F41, using Lemmas 2.11-2.12 again, we have
F42 ≤ C‖
hn
1+hn
∇un−1‖L2t (L∞∩H1)‖hn − hn−1‖L∞t (Hs−1)
≤ C‖ hn
1+hn
∇un−1‖
L2t (H
s+1
2 )
‖hn − hn−1‖L∞t (Hs−1)
≤ C‖ hn
1+hn
‖L∞t (Hs)‖∇un−1‖L2t (H
s+1
2 )
‖hn − hn−1‖L∞t (Hs−1)
≤ CT
s−1
4
1 ‖hn‖L∞t (Hs)‖un−1‖
L
4
3−s
t (H
s+3
2 )
‖hn − hn−1‖L∞t (Hs−1)
≤ CT
s−1
4
1 E1E2‖hn − hn−1‖L∞t (Hs−1).
(3.20)
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For F5, taking ρ5 = 2, then we have
‖F5‖L2t (Hs−2) = ‖ν(
1
1+hn
− 1
1+hn−1
)∇hn−1∇un−1‖L2t (Hs−2)
= ν‖(hn−1 − hn)
1
1+hn
∇(ln(1 + hn−1))∇un−1‖L2t (Hs−2)
≤ C‖(hn−1 − hn)∇(ln(1 + hn−1))∇un−1‖L2t (Hs−2)
+‖(hn−1 − hn)
hn
1+hn
∇(ln(1 + hn−1))∇un−1‖L2t (Hs−2)
= F51 + F52.
(3.21)
By Lemmas 2.11-2.12, we have
F51 ≤ C‖T∇(ln(1+hn−1))∇un−1(hn − hn−1)‖L2t (Hs−2)
+C‖Thn−hn−1(∇(ln(1 + hn−1))∇un−1)‖L2t (Hs−2)
+C‖R(∇(ln(1 + hn−1))∇un−1, (hn − hn−1))‖L2t (Hs−2)
≤ C‖∇(ln(1 + hn−1))∇un−1‖L2t (B−1∞,∞)‖hn − hn−1‖L
∞
t (H
s−1)
+C‖hn − hn−1‖L∞t (Bs−2∞,∞)‖∇(ln(1 + hn−1))∇un−1‖L2t (H0)
+‖∇(ln(1 + hn−1))∇un−1‖L2t (H0)‖hn − hn−1‖L∞t (Hs−1)
≤ C‖∇(ln(1 + hn−1))∇un−1‖L2t (H0)‖hn − hn−1‖L∞t (Hs−1).
(3.22)
By Lemmas 2.11-2.12 again, we have
‖∇(ln(1 + hn−1))∇un−1‖L2t (H0)
≤ C‖∇(ln(1 + hn−1))‖L∞t (Bs−2∞,∞)‖∇un−1‖L2t (H2−s)
+C‖∇un−1‖L2t (B1−s∞,∞)‖∇(ln(1 + hn−1))‖L
∞
t (H
s−1)
+C‖∇(ln(1 + hn−1))‖L∞t (Hs−1)‖∇un−1‖L2t (H2−s)
≤ C‖hn−1‖L∞t (Hs)‖un−1‖L2t (H3−s)
≤ CT
s−1
4
1 ‖hn−1‖L∞t (Hs)‖un−1‖
L
4
3−s
t (H
s+3
2 )
.
(3.23)
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Combining (3.22) and (3.23), we have
F51 ≤ CT
s−1
4
1 ‖hn−1‖L∞t (Hs)‖un−1‖
L
4
3−s
t (H
s+3
2 )
‖hn − hn−1‖L∞t (Hs−1)
≤ CT
s−1
4
1 E1E2‖hn − hn−1‖L∞t (Hs−1).
(3.24)
Similarly, we have
F52 ≤ C‖
hn
1+hn
∇(ln(1 + hn−1))∇un−1‖L2t (H0)‖hn − hn−1‖L∞t (Hs−1)
≤ C‖ hn
1+hn
‖L∞t (Hs)‖∇(ln(1 + hn−1))∇un−1‖L2t (H0)‖hn − hn−1‖L∞t (Hs−1)
≤ CT
s−1
4
1 ‖hn−1‖
2
L∞t (H
s)‖un−1‖
L
4
3−s
t (H
s+3
2 )
‖hn − hn−1‖L∞t (Hs−1)
≤ CT
s−1
4
1 E1E
2
2‖hn − hn−1‖L∞t (Hs−1).
(3.25)
Thus, we have
‖un+1 − un‖L˜∞t (Hs−1) ≤ 2C0‖∆n+1u0‖Hs−1 + CT
1
2E1‖un − un−1‖L∞t (Hs−1)
+CT
1
2
1 ‖hn − hn−1‖L˜∞t (Hs−1) + CT
s−1
2
1 E2‖un − un−1‖L2t (Hs)
+CT
s−1
4
1 E1‖hn − hn−1‖L∞t (Hs−1) + CT
s−1
4
1 E1E2‖hn − hn−1‖L∞t (Hs−1)
+CT
s−1
4
1 E1E2‖hn − hn−1‖L∞t (Hs−1) + CT
s−1
4 E1E
2
2‖hn − hn−1‖L∞t (Hs−1)
≤ 2C0‖∆n+1u0‖Hs−1 + CT
s−1
4
1 E1‖un − un−1‖L∞t (Hs−1) + CT
s−1
4
1 E2‖un − un−1‖L2t (Hs)
+CT
s−1
4
1 (1 + E1 + E1E2 + E1E
2
2)‖hn − hn−1‖L∞t (Hs−1).
(3.26)
For hn+1 − hn, we have
‖hn+1 − hn‖L˜∞t (Hs−1) ≤ e
C0
∫ t
0 ‖∇un‖H1∩L∞ ×
(
‖∆n+1h0‖Hs−1 + ‖
∑4
j=1Gj‖L˜1t (Hs−1)
)
≤ 2
(
‖∆n+1h0‖Hs−1 + T
1
2
1 ‖
∑4
j=1 Jj‖L˜2t (Hs−1)
)
.
(3.27)
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From Lemma 2.12, we have
‖J1‖L˜2t (Hs−1) = ‖(un − un−1) · ∇hn‖L˜2t (Hs−1)
≤ C‖un − un−1‖L2t (L∞)‖∇hn‖L∞t (Hs−1) + C‖∇hn‖L∞t (Bs−2∞,∞)‖un − un−1‖L2t (H1)
+C‖∇hn‖L∞t (Hs−1)‖un − un−1‖L2t (H1)
≤ C‖hn‖L∞t (Hs)‖un − un−1‖L2t (Hs)
≤ CE2‖un − un−1‖L2t (Hs).
(3.28)
Clearly, we have
‖J2‖L˜2t (Hs−1) = ‖div(un − un−1)‖L2t (Hs−1) ≤ C‖un − un−1‖L2t (Hs).
(3.29)
By Lemma 2.12, we obtain
‖J3‖L˜2t (Hs−1) = ‖hn div (un − un−1)‖L˜2t (Hs−1)
≤ C‖hn‖L∞t (L∞)‖div (un − un−1)‖L˜2t (Hs−1) + C‖div (un − un−1)‖L˜2t (Bs−2∞,∞)‖hn‖L
∞
t (H
1)
+C‖hn‖L∞t (H1)‖div (un − un−1)‖L˜2t (Hs−1)
≤ C‖hn‖L∞t (Hs)‖un − un−1‖L˜2t (Hs)
≤ CE2‖un − un−1‖L˜2t (Hs).
(3.30)
Similarly to J3, by Lemma 2.12, we have
‖J4‖L˜2t (Hs−1) = ‖(hn − hn−1) div un−1‖L˜2t (Hs−1)
≤ C‖hn − hn−1‖L∞t (Bs−2∞,∞)‖div un−1‖L2t (H1) + ‖div un−1‖L2t (L∞)‖hn − hn−1‖L
∞
t (H
s−1)
+C‖div un−1‖L2t (H1)‖hn − hn−1‖L∞t (Hs−1)
≤ C‖un−1‖L2t (Hs+1)‖hn − hn−1‖L∞t (Hs−1)
≤ CE1‖hn − hn−1‖L∞t (Hs−1).
(3.31)
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Thus we have
‖hn+1 − hn‖L˜∞t (Hs−1) ≤ 2
(
‖∆n+1h0‖Hs−1 + T
1
2
1 ‖
∑4
j=1Gj‖L˜2t (Hs−1)
)
≤ 2‖∆n+1h0‖Hs−1 + CT
1
2
1 (1 + E2)‖un − un−1‖L2t (Hs) + CT
1
2
1 E1‖hn − hn−1‖L∞t (Hs−1).
(3.32)
Similarly as ‖un+1 − un‖L˜∞t (Hs−1), for all ρj ≤ 2, we have
‖un+1 − un‖L2t (Hs) ≤ ν
− 1
2C0e
C0
∫ t
0
‖un‖Hs+1dt′
(
(1 + νt)
1
2‖∆n+1u0‖Hs−1
+
∑5
j=1(1 + νt)
1+ 1
2
− 1
ρj ν
1
ρj
−1
‖Fj‖
L˜
ρj
t (H
s−3+ 2ρj )
)
≤ 4ν−1C0‖∆n+1u0‖Hs−1 + 4ν
−1
∑5
j=1 ‖Fj‖
L˜
ρj
t (H
s−3+ 2ρj )
≤ 4ν−1C0‖∆n+1u0‖Hs−1 + CT
s−1
4
1 E1‖un − un−1‖L∞t (Hs−1) + CT
s−1
4
1 E2‖un − un−1‖L2t (Hs)
+CT
s−1
4
1 (1 + E1 + E1E2 + E1E
2
2)‖hn − hn−1‖L∞t (Hs−1).
(3.33)
We also have
‖∆n+1u0‖Hs−1 ≤ 2
−(n+1)‖∆n+1u0‖Hs ≤ 2
−(n+1)‖u0‖Hs ≤ 2
−(n+1)E1,
‖∆n+1h0‖Hs−1 ≤ 2
−(n+1)‖∆n+1h0‖Hs ≤ 2
−(n+1)‖h0‖Hs ≤ 2
−(n+1)E2.
(3.34)
We will complete this proof by induction. By Proposition 3.1, we have
‖u2 − u1‖L˜∞
T1
(Hs−1) ≤ ‖u1‖L˜∞
T1
(Hs−1) + ‖u2‖L˜∞
T1
(Hs−1)
≤ ‖u1‖L˜∞
T1
(Hs) + ‖u2‖L˜∞
T1
(Hs)
≤ 2E1.
Similarly, we have
‖u2 − u1‖L˜2
T1
(Hs) ≤ 2E1,
‖h2 − h1‖L˜∞
T1
(Hs−1) ≤ 2E2.
21
We assume that
‖un − un−1‖L˜∞
T1
(Hs−1) ≤ 8× 2
−nE1,
‖un − un−1‖L˜2
T1
(Hs) ≤ 8× 2
−nE1,
‖hn − hn−1‖L˜∞
T1
(Hs−1) ≤ 8× 2
−nE2.
Thus take a suitable T1 satisfying

8CT
s−1
4
1 E1 ≤ 1, 8CT
s−1
4
1 E2 ≤ 1,
8CT
s−1
4
1 (1 + E1 + E1E2 + E1E
2
2)E2E
−1
1 ≤ 1,
8CT
1
2
1 E1 ≤ 1, 8CT
1
2
1 E1(1 + E2)E
−1
2 ≤ 1.
(3.35)
Where C in subsection 3.2 only depends on C0, ν as well. Thus using (3.26), (3.32),
(3.33), we can obtain that
‖un+1 − un‖L˜∞
T1
(Hs−1) ≤ 8× 2
−(n+1)E1,
‖un+1 − un‖L˜2
T1
(Hs) ≤ 8× 2
−(n+1)E1,
‖hn+1 − hn‖L˜∞
T1
(Hs−1) ≤ 8× 2
−(n+1)E2.
This completes the proof of Proposition 3.3.
3.3. Existence and uniqueness of local solutions
In this subsection, we investigate the uniqueness of the local solution to the
system (2.1). By Proposition 3.3, the approximative sequence (un, hn) of the prob-
lem (3.1) is a Cauchy sequence in χ([0, T1], s − 1, E1, E2) with s ∈ (1, 2). So the
limit (u,h) is a solution of the Cauchy problem (2.1). From Proposition 3.1, we
obtain that this sequence is bounded in χ([0, T ], s, E1, E2), so it’s also the Cauchy
sequence in χ([0, T1], s
′, E1, E2) for all s
′ < s by interpolation, and the limit is in
χ([0, T1], s, E1, E2). Thus we have proved local existence result in Theorem 1.1.
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For the uniqueness result in Theorem 1.1, let (u, h) and (v, g) satisfy the problem
(2.1) with the initial data (u0, h0), (v0, h0) ∈ H
s ×Hs respectively. Then we have


∂t(u− v) + u · ∇(u− v)− ν∆(u − v) = G1(u, h)−G1(v, g),
∂t(h− g) + u · ∇(h− g) = (u− v)∇g +G2(u, h)−G2(v, g),
(u− v)|t=0 = 0, (h− g)|t=0 = 0.
(3.36)
Using Lemmas 2.14-2.15, similarly as the proof of Proposition 3.3, for all t ≤ T1, we
can get,
‖u− v‖L˜∞(Hs) + ‖u− v‖L˜2(Hs+1) + ‖h− g‖L˜∞(Hs)
≤ CeCt(‖u0 − v0‖Hs + ‖h0 − g0‖Hs)
+Ctα1‖u− v‖L˜∞(Hs) + Ct
α2‖u− v‖L˜2(Hs+1) + Ct
α3‖h− g‖L˜∞(Hs),
(3.37)
where α1, α2, α3 ∈ (0, 1), and C only depends on C0, ν, E1, E2. Taking a suitable
T2 ≤ T1 gives the uniqueness of Theorem 1.1 in [0, T2], and thus we get the uniqueness
in [0, T1].
4 Global existence
In [12], Wang and Xu got the global existence of the Cauchy problem (1.1) for small
initial data in Hs ×Hs with s > 2, since they showed only the existence of the local
solutions in Hs × Hs with s > 2. And They also pointed out that (see Remark of
Theorem 4.2 in [12]): if one could establish the local solutions in Hs×Hs with s > 1,
one can also obtain the global solution with initial data in Hs×Hs with s > 1. Since
the proof of global existence is the same as that of the s > 2 case [12], here we omit
it.
Remark 4.1 Note Wang and Xu in [12] established the local well-posedness of the
system (1.1) for any initial data and got the global solutions to the system (1.1) for
23
small initial data in Sobolev spaces Hs, s > 2. Our obtained result in Theorem 1.1
shows that Wang and Xu’s conjecture in [12] holds true.
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