Choice of a distance metric is a key for the success in many machine learning and data processing tasks. The distance between two data samples traditionally depends on the values of their attributes (coordinates) in a data space. Some metrics also take into account the distribution of samples within the space (e.g. local densities) aiming to improve potential classification or clustering performance. In this paper, we suggest the Social Distance metric that can be used on top of any traditional metric. For a pair of samples x and y, it averages the two numbers: the place (rank), which sample y holds in the list of ordered nearest neighbors of x; and vice versa, the rank of x in the list of the nearest neighbors of y. Average is a contraharmonic Lehmer mean, which penalizes the difference between the numbers by giving values greater than the Arithmetic mean for the unequal arguments. We consider normalized average as a distance function and we prove it to be a metric. We present several modifications of such metric and show that their properties are useful for a variety of classification and clustering tasks in data spaces or graphs in a Geographic Information Systems context and beyond.
Introduction
In our daily life, we are used to understanding that the same things (also abstractions) work differently in different locations. This is not simply because of changes in their geospatial coordinates, but also because the neighborhoods of these things (configuration of other things around) may differ in different locations. Because of that we, when comparing any two things (finding the difference, dissimilarity or distance between), are taking into account also the difference among their neighborhoods. Such quite natural way of behavior can be abstracted and adapted also to the way we measure distance between data samples when mining spatial data. Presence of other data points within the neighborhood of any data point adds a 'social flavor' to the task of measuring distance, and we may assume intuitively that the closer some neighbor is to our target point, the more influence it makes to the 'social' distances between the target point and all other more distant neighbors. Of course, we are used to the social nature of a human being, and now we know that physical and social closeness of the humans are correlated (Yin and Shaw 2015) ; that social clustering and ethnic segregation depend on geolocations (Hong and O'Sullivan 2012) ; that social-networks-supported connectivity of humans depends on physical distances (Adris, 2016) ; and that movement (changing place) correlates with the human behavior and social interaction patterns among other contextual factors (Dodge et al. 2016 ). Now we want to view also the 'world of spatial data' using some abstractions that can be interpreted as a kind of sociality.
In a variety of intelligent data processing tasks and particularly in spatial analytics, the distance between two data points is considered as a dissimilarity measure (or distance function). Distance between two objects also indicates how far apart these objects are. A distance function is referred as a metric if it behaves according to a specific set of rules. Usually when measuring distance between two data points, a distance function manipulates with the values of the attributes (measurements, feature vectors, location or coordinates in some possibly heterogeneous n-dimensional space) of both points. Many of known metrics work well for numerical attributes (e.g. the popular Euclidean distance) but do not appropriately handle nominal ones. Good review on various distance functions is provided in Wilson and Martinez (1997) with specific focus on heterogeneous distance functions capable to handle a variety of data types used in description of each data instance.
In clustering (unsupervised or semi-supervised learning), the role of a chosen distance function is evidently a dramatic one as the resulting clusters will fully depend on the choice. However, it is also known that the distance function often affects the classification accuracy in supervised learning. Hu et al. (2016) show this for the k-NN classifier applied to the medical domain datasets including the categorical, numerical and mixed types of data. The difficulty of a classification problem (related to the geometrical complexity of the class boundaries) is an additional challenge for the distance function as shown in Ho and Basu (2002) . Often distance functions perform differently in various subspaces of the data space and for better accuracy they have to be selected dynamically and specifically for each subspace (Terziyan 2001) .
We believe that distance depends not only on the locations of two points, but it also strongly depends on their neighborhoods. Consider a simple analogy. A couple of persons, e.g. Robinson Crusoe and Man-Friday, appeared 1 mile away from each other on an uninhabited island, actually are much closer there than if they are located a mile away, e.g. in the New-York downtown with millions of others around.
A density of samples in a data space has been already taken into account by various metrics used for different machine learning tasks: unsupervised learning (Soleimani et al. 2015) ; supervised learning (Plant et al. 2006 or Aggarwal 2007 ; semi-supervised learning (Azizyan et al. 2013) ; reinforcement learning (Rojanaarpa and Kataeva 2016) ; deep learning (Nicolau and McDermott 2016) ; matchmaking for queries and ontologies (Naumenko et al. 2006) . The common assumption is that the two data samples x and y from the regions with different density of neighboring data samples must be considered more distant than in the case when both regions have the same density; and therefore some penalty is applied to a spatial distance between them.
In this study, we want to modify this density-related philosophy as follows: first, we use any of the popular metrics just to know the relative closeness of all the data samples in the data space; then we compute the (social) rank m xjy of sample y for sample x (i.e. sample y is the m xjy th nearest neighbor of x), and also we compute the rank m yjx of sample x for sample y (i.e. sample x is the m yjx th nearest neighbor of y); after that, we can define the metric, which is capable to compute the so-called Social Distance between x and y by averaging the values m xjy and m yjx . Therefore, in physics terms, we replace the concept of density with the concept of mass, and this allows us to compute the distance (as a kind of 'social gap') directly as an average of two masses (m xjy and m yjx ). It is interesting that this metric also includes some implicit penalty for the density difference, but we achieve this by the choice of suitable averaging function. The expectation is that the specific properties of this new metric will be useful for a variety of tasks including classification and clustering, especially in the context of Geographic Information Systems (GIS) and beyond.
The remaining text of the paper will be organized as follows: in Section 2, we argue the choice and briefly describe the aggregation function needed for the purpose of the new distance metric; in Section 3, we introduce the Social Distance metric in a specific and a more generic form, prove some important properties of it and give examples; in Section 4, we suggest some possible important interpretations and modifications of the Social Distance metrics and discuss how these can be used in a GIS context; and we conclude in Section 5.
2.
The 'family' of means 2.1. The 'motivation story'
Consider the following real story. Let somebody ('she') to have an account in LinkedIn, which is a social network for professionals (www.linkedin.com). Assume that she has 119 persons already in her network of contacts. Assume also that someone ('he') invites her to join his network (which has at that moment 479 persons). If she decides to accept the invitation, the guy will be the 120th in her contact list, and she will stay as far as the 480th in his list. This means that the guy will (in average) pay to her as a contact person just 1/480 (≈0.2%) of his 'attention' while she supposed to provide as much as 1/120 (≈0.83%), i.e. four times more. Looks unfair, doesn't it? A simple measure to somehow estimate the 'social gap' between the two actors would be an Arithmetic mean of 120 and 480, which is 300. Let us slightly modify the case. The two persons are willing to join in a social network and each has the same amount (300) of contacts already. The Arithmetic mean will also compute 300 as the social gap estimation. Yes, this new pair of potential partners is also far enough from each other, however, the 300 vs. 300 is the 'fair deal' at least. Therefore, it would be reasonable to assume that, in the first case (120 vs. 480), the gap must be higher than in the second one (300 vs. 300), and that the Arithmetic mean is not a good judge to measure that. Therefore, we need some smart average measure M x i ; x j À Á (aka aggregation or mean function) between two positive real numbers: x i and x j that gives the estimation according to the following requirements: (a) min 
i.e. the difference between the M-mean and the Arithmetic mean grows as the difference between the numbers (being averaged) grows.
One good option would be the following formula, which fits the needed requirements:H
If, for example, we compute our case (300 vs. 300) above, we will get 300 (the same as with the Arithmetic mean):H 300; 300 ð Þ¼300. If, however, we compute our less fair (120 vs. 480) case, we will get a much bigger number ('social gap' estimation):H 120; 480 ð Þ¼408. Starting with this 'motivation story', which resulted in formula (1), let us further explore some interesting opportunities.
The Contraharmonic vs. Harmonic means
It is known that the Harmonic mean for two variables H x i ; x j À Á has an opposite effect in comparison with the one in formula (1), as a Harmonic mean cannot be more than an Arithmetic mean.
The meanH (1) is known as a Contraharmonic (aka 'dissonance') mean (see, e.g. Pahikkala 2010) for being opposed to the Harmonic mean (H). Also, it is interesting to notice that the Harmonic and Contraharmonic means for the same pair of variables are symmetrically located on the opposite sides of the Arithmetic mean (A):
Earlier, we have seen thatH 120; 480 ð Þ¼408; now we compute: H 120; 480 ð Þ¼192 and see that A 408; 192 ð Þ¼300 ¼ A 120; 480 ð Þ .
Choosing suitable aggregation function
To enable more generic 'contraharmonic' effect of the aggregation, let us consider two popular 'families' of averaging functions, both of which have the 'power' parameter to distinguish among the 'family members': the Hölder and the Lehmer means, see, e.g. Stolarsky (1996) or Liu (2000) . Hölder mean M p family (also known as Power mean) is as follows:
where x 1 ; x 2 ; . . . ; x n are positive real numbers to be aggregated and parameter p is a real number (positive, negative or 0). It is easy to see that p ¼ 1 indicates the Arithmetic mean and all the means where p > 1 produce a 'contraharmonic' effect (i.e. greater than the Arithmetic mean). For example, M 2 (known as Root Mean Square or RMS), applied to our 'social gap story' case, would be as follows: M 2 120; 480 ð Þ%350. Lehmer mean L k family is as follows:
where x 1 ; x 2 ; . . . ; x n are positive real numbers to be aggregated, and parameter k is a real number (positive, negative or 0). We can immediately see that our function from formula (1) is just a special case of the Lehmer mean (3) with k ¼ 1 andn ¼ 2. It can be also seen that k ¼ 0 gives the Arithmetic mean and all the means where k > 0 produce a 'contraharmonic' effect. See how some of the popular means (including Pythagorean ones) are connected with the Hölder and Lehmer means and how they are related to each other:
Both Hölder (2) and Lehmer (3) are monotonic (increasing/not decreasing) functions (Beliakov and Špirková 2016) , and they include other popular means as special cases:
We, however, prefer to choose the Lehmer mean (3), in general, and one of its 'children', i.e. the Contraharmonic mean (1), in particular, for the purpose of this paper at least because these are computationally less expensive than the Hölder means (2).
There are some known important properties (see, e.g. Bullen 2013) of the Lehmer mean family:
. . . ; x n ð Þ f g ; (j) "k; L k x 1 ; . . . ; x n ð ÞþL k y 1 ; . . . ; y n ð Þ!L k x 1 þ y 1 ; . . . ; x n þ y n ð Þ f g .
For the 'social gap story', we can get the following outcomes from the 'contraharmonic effect' by applying different parameter for the Lehmer means family (see also the corresponding plot in Figure 1 , which shows the behavior and the symmetry of the Lehmer mean):
L 0:5 120; 480 ð Þ¼360; L 1 120; 480 ð Þ¼408; L eÀ1 120; 480 ð Þ%450; L 2 120; 480 ð Þ%459; L 3 120; 480 ð Þ%474;. . .; L 9 120; 480 ð Þ%479:99; . . .; L 1 120; 480 ð Þ¼480.
Social Distance metric
3.1. From mutual social ranking to Social Distance in geospatial databases
Let us try to transfer the 'social' philosophy above to the spatial data. Assume that each data point (instance, sample) in any data space is capable of ordering ('ranking') every neighboring point based on distance (according to some chosen metric) to it. Consider a rank to be 0 (for oneself) or a positive integer for other points (1for the closest one, 2for the second closest one, etc.). Obviously, these ranks are not symmetric. If some data point x observes another data point y as being the eighth closest one (as it is shown in Figure 2 for the two-dimensional (2D) Euclidean space), then, from the 'point of view' of y, the data point x is not necessarily the eighth closest one (in Figure 2 , it is actually the fifth closest one). One can see from Figure 2 that the rank m xjy , which x gives to y, is equal to the amount of points (other than x) inside the circle with the center x and the radius R ¼ d x; y ð Þ, where d x; y ð Þ, in our example, is the Euclidean distance between x and y. The corresponding set of points is named as X y . Similarly, the rank m yjx , which y gives to x, is equal to the amount of points from the set Y x inside the circle (excluding point y) with the center y and the same radius. The same logic is easily applicable also to a multidimensional space where we will be talking about the radius of a multidimensional hypersphere instead of a circle, like in the 2D example.
Consider one nice real-life interpretation of a mutual social ranking, called 'Social Traveler'. Someone (e.g. x in Figure 2 ) wants to congratulate her coworkers with the anniversary of their organization. She has created the ordered list of all the staff members starting from the most important one (personally for her) and continuing up to the least important one. Then, she is visiting one-by-one each office of these people strictly following the order and bringing some presents to each one. In this case, the value m xjy can be interpreted as the total number of visits, which x has to make to finally give the present to y. In Figure 2 , y will be the eighth one to visit. Therefore, from the point of view of x, the 'distance' between her and y is somehow correlated with the m xjy ¼ 8. If to apply the same story to y, following the example in Figure 2 , x will be the fifth one to visit for y, i.e. from the point of view of y, the 'distance' between her and x is somehow correlated with the m yjx ¼ 5. We see clear asymmetry or some bias. To get an unbiased evaluation of the 'distance' between the two female coworkers x and y, we need to 'marry' somehow the values m xjy ¼ 8 and m yjx ¼ 5. Later in the text, we will suggest the use of some instance of the Lehmer means family (3) for that purpose as it takes into account, not only the values to be averaged but also the difference between them. We will need this kind of interpretation also later for other cases.
There is one issue, however. How to compute the rank m xjy in the case when we have several data points, other than y, on the border of the circle X y ? To do this properly, we use the following restriction. We always keep the total sum of ranks for any n nearest neighbors of a point x as a constant equal to the sum: P n i¼1 i independently of the mutual interrelation of these points. Therefore, even if some subset of these n points will have a 'tie' (equally distant from x), then all the points from this subset will get the same rank from point x in such a way that overall sum will be unaltered. We define the 'rule of tie' as follows: if r points (including point y) pretend to be the k þ 1 ð Þth nearest neighbor of point x, then the rank for each of them is equal to:
An example of asymmetry of mutual 'social ranking' (the point y for the point x is the eighth closest one while the point x for the point y is the fifth closest one).
This case and the rule are illustrated in Figure 3 . Here the target is to assign the rank m xjy . In Figure 3 , the set X y contains k þ r data points, from which r data points (including point y) are in tie (exactly 'on the border') in addition to k points, which are strictly insight. The task is to assign the same rank for these r points so that the sum of all the ranks within X y will be P kþr i¼1 i. Following the 'rule of tie', we assign to the points in tie the same rank equal to: k þ rþ1 2 . Let us check the total sum after that:
Now in Figure 3 , it can be seen that point z, which is the next nearest neighbor of point x outside the area X y , will naturally get the rank m xjz ¼ k þ r þ 1.
Actually, the ties may not be a seldom phenomenon in databases, especially if, e.g. a Jaccard distance is used as d x; y ð Þ. Let us consider a generic case. For any chosen couple of data points x and y, within a metric space containing a nonempty set S of data points, where some metric d is applied (i.e. d x; y ð Þ is a distance between x and y), we can define the two sets of data points with the two subsets for each of them as follows: 
Now, following the logic above and the rule of tie, the rank m xjy , which x gives to y (also the opposite one m yjx ), can be defined as follows:
On top of every possible metric d, we can define the 'Social' metric D d with the corresponding Social Distance D d x; y ð Þ between the two points x and y as follows:
where L 1 is a Contraharmonic mean (1), i.e. a 'child' of the Lehmer means family (3).
In Figure 4 , it is possible to see the set of examples computing the Social Distance between the same pair of points within six different neighborhoods in 2D Euclidean space.
As the function (5) combines a sigmoid-like function: f x ð Þ ¼ x 1þx , and the Lehmer function (3), which all known to be monotonic (increasing) ones, (5) is also naturally a monotonic (increasing) function. We can also notice that any m xjy (4) is not a continuous function as it involves manipulations with the numbers of neighbors, e.g. it is equal to 0 when x ¼ y but for xÞy it behaves as a monotonic increasing rational function with the range starting from m xjy ¼ 1 (for the case when both x and y are mutually the nearest neighbors) and finishing at N À 1, where N is the total amount of data instances (points) or potential neighbors in the data space. The latter happens if x and y are mutually observing each other as the most distant N À 1 ð Þth neighbor.
Function (5) has a minimum within its domain when one of its variables is a constant. For example, if we assume that the value m xjy in Equation (5) is a constant equal to a, i.e.
x has always remained as the ath nearest neighbor for y, then we will get:
One can check that
gives the minimum value for Social Distance function (5) with a fixed parameter. If a ¼ 5 (i.e. fixed m yjx ¼ 5), then we have minimum in m xjy % 2:071, which is between m xjy ¼ 2 (being the second nearest neighbor) and m xjy ¼ 3 (being the third nearest neighbor). You can see that
which means: when someone y observes the neighbor x to be strictly the fifth nearest one, then y will be closer to x, if y is being observed by x to be the second closest one rather than being the first one, the third one or any other one. This important phenomenon is due to the ('contraharmonic') specifics of Lehmer's L 1 function, which cannot be achieved with the simple Arithmetic mean. This case and related to it paradox are illustrated in Figure 5 . We have data points placed so that d x; z ð Þ>d z; y ð Þ, according to the original (e.g. Euclidean) metric. However, the use of the Social Distance gives an opposite result D d x; z ð Þ<D d z; y ð Þ as it is computed above. Imagine that the point x is a member of data cluster A, and the point y is a member of another data cluster B, as it is shown in Figure 5 . The question is as follows: which of these two clusters (A or B) the point z must join? We can see that, following the Euclidean distance context, point z is more likely belongs to cluster B, but following the logic of the Social Distance, it is more likely the member of cluster A.
Just out of curiosity, what would be a Social Distance for every couple of data points (samples), if all the samples in the space are equally distant from each other? Imagine that we have a n-dimensional data space (n > 0). It is known that into such a space, in a regular case, one can place no more than n þ 1 samples equally distant from each other. We have a unique and global 'tie' in this case for all the samples, i.e. from each data sample viewpoint all the others form a 'tie' of n samples. This means that for every couple x and y we have m xjy ¼ m yjx ¼ nþ1 2 ¼ L 1 m xjy ; m yjx À Á , according to the rule of 'tie', and, therefore, the Social Distance for all equally distant samples in the n-dimensional data space would be as follows:
. Therefore, we have D d x; y ð Þ ¼ 0:5 for 1D space (two equally distant samples); D d x; y ð Þ ¼ 0:6 for 2D space (three equally distant samples or an equilateral triangle); D d x; y ð Þ ¼ 0:66 . . . for 3D space (four equally distant samples or a regular tetrahedron); . . .; D d x; y ð Þ ! 1 when n ! 1.
Generalized Social Distance function and some of its properties
We can easily generalize the Social Distance function (5) to a family of Social Distance functions D d k x; y ð Þ as follows:
where L k is an instance of the Lehmer mean family (3) for two variables m xjy and m yjx defined by the parameter k, i.e.: L k m xjy ; m yjx À Á ¼ m xjy kþ1 þm yjx kþ1 m xjy k þm yjx k . Therefore, previously defined (5) D d x; y ð Þ is an instance of the family with the parameter k ¼ 1:
We have seen already that for k > 0 this function has a contraharmonic effect (makes more distant the pairs, which mutual observations are different from their simple average), and the larger k is, the stronger such effect will be, which results in the (useful) paradoxes like the one in Figure 5 . If k ¼ 0, the function performs as the Arithmetic mean of the mutual observations and it will be neutral to their difference. If k<0, the function will have a harmonic effect (will make closer the pairs, which mutual observations are different from their simple average). Choice of proper k for each particular case will be driven by the application and the specifics of the dataset.
All the functions from D d k x; y ð Þ are monotonic (increasing) as they are based on monotonic Lehmer functions (3). However, if to consider one of its variables as a constant a, the functions from Equation (6) may have a local minimum within its domain, the same way as we have seen in a previous subsection for D d 1 x; y ð Þ. One can see that:
@L k m xjy ;a ð Þ @m xjy ¼ 0 can be developed to the following equation:
If choosing k ¼ 0 (i.e. the Arithmetic mean), then this equation has no positive roots, which means that the distance function will monotonously increase, even with the fixed parameter a. The case with k ¼ 1 and a ¼ 5 has been considered before and resulted to the only root: m xjy % 2:07. If to choose (a) k ¼ 2 and a ¼ 5, we will get the equation: There are no legal roots within the interval À 1<k<0, e.g. neither for k ¼ À0:5 (Geometric mean) nor for k ¼ À1 (Harmonic mean) with any legal a; however, if to continue further from k< À 1, we will have an opposite (harmonic) effect with local maximum (if available) at the root. For example, k ¼ À2 and a ¼ 5, result to one legal root: m xjy % 12:071 for the local maximum.
By the way, one may notice that the contraharmonic effect of the Lehmer mean for two variables m xjy Þm yjx is symmetric to the harmonic effect with respect to the Arithmetic mean, i. 
Social Distance is a metric
To state that the Generalized Social Distance function (6) Proof for the identity of indiscernibles:
Proof for the symmetry:
Proof for the triangle inequality:
The worst-case scenario (the challenge for the triangle inequality) is shown in Figure 6 . Assuming k ! À1 and placing the data points x; y; z like it is shown in the figure, we guarantee that D d k x; y ð ÞþD d k y; z ð Þ would get the minimal possible value and D d k x; z ð Þ would get the maximal possible one. For the case in Figure 6 , we have
that the triangle inequality holds even for the worst-case scenario.
Applications of the Social Distance metric in a GIS context
GIS are traditionally capable to capture, analyze and manage spatial or geographic data. GIScience studies corresponding to data structures and computational techniques are needed for designing GIS. Location (or spatial) intelligence is the data mining and knowledge discovery process aiming at capturing meaningful patterns hidden within geospatial data relationships. Geographic data itself are known to be implicitly or explicitly associated with a location on the Earth represented by three coordinates (longitude, latitude and elevation). It contains points of various types (cities, parks, waterways, roads, gas stations, etc.). More generic spatial data is not necessarily constrained to a geographic location. However, such data still use location on the Earth as a subset of its attributes. Moreover, the (geo)spatial analysis (Fotheringham and Rogerson 2013) values location as a key variable for computing spatial relationships, such as, e.g. distance between spatial units. The major principles of the Social Distance metric can be interpreted in a way suitable for a variety of possible GIS applications. In this section, we will try to provide some of them. Let us first notice some specifics of the (Generalized) Social Distance metric. Traditionally, when we are talking about and computing some distance between any point x and point y in a n-dimensional space, actually, we are using the coordinates x 1 ; x 2 ; . . . ; x n and y 1 ; y 2 ; . . . ; y n of these points as the inputs for the distance function for immediate computation. We do not need to care much if locations of these points are 'inhabited' with some data samples or not. In case of Social Distance, we also use the coordinates to compute some distance function d x; y ð Þ, which will be used as a subsidiary to approach the Social Distance. Our objective is not to answer the question: 'what is the distance between the points x and y?', but it is as follows: 'what would be the distance between the two data samples if to place them into the points x and y?' We use computed d x; y ð Þ only for creating the border of the neighborhoods both for x and for y to be able to count the amount (aka 'mass') of 'neighbors' (known data samples) within these neighborhoods. After that, we average these amounts using Lehmer mean and, finally, we compute the Social Distance according to Equation (6). We may see that the context of the neighborhood has more value for the final distance than the actual coordinates of the points. If to assume that we have such an input settings that (for each available data sample located in x and for any pair of other data samples located respectively in y and z) we know whether d x; y ð Þ>d x; z ð Þ or d x; y ð Þ<d x; z ð Þ or d x; y ð Þ ¼ d x; z ð Þ, then, for computing Social Distances, we do not need the coordinates of the data samples at all!
k-NN classification with the Social Distance
Classification is one of the popular supervised learning tasks, where classifying new instances (unlabeled data samples) is based on learning from a training set of instances (manually labeled data samples with the correct classes). The spatial objects can be automatically classified on the basis of their attributes. Spatial classification is the process of finding a model (e.g. set of rules) to determine the class of a spatial object. The spatial classification methods extend the general-purpose classification methods to consider not only attributes of the object to be classified but also the attributes of neighboring objects and their spatial relations (Perumal et al. 2015) . One of the simplest classification algorithms is k-nearest neighbor (k-NN), where k is a user-defined constant. The nearest neighbor is one of the most frequently used queries in GIS (Chen and Lu 2008) , when a user requests the nearest object of a specific class by providing a specific location. However, similar queries can be also used to classify an unknown object based on the types of its nearest neighboring objects. The k-NN algorithm (Cover and Hart 1967) does not require any specific learning phase and the role of a classifier plays the training set of data itself. In the classification phase, a query (i.e. an unlabeled test point) is classified by assigning to it the class label, which is the most frequent one among the k training samples, nearest to the query. The procedure often ranks (weights) the nearest neighbors based on their distance to the query giving more power to the closest neighbors. Such approach depends a lot on the choice of a distance metric. It is known that the classification accuracy can be significantly improved if the distance function is learned with a special algorithm like, e.g. Large Margin Nearest Neighbor (Weinberger and Saul 2009) , which trains the Mahalanobis distance metric from labeled examples. Such metric can be viewed as a global linear transformation of the input space that precedes k-NN classification using Euclidean distances. The metric is trained with the goal that the k-nearest neighbors always belong to the same class, while examples from different classes are separated by a larger margin. This may lead to the effect when the neighbor, which is the closest one to the target point in Euclidean metric, may not be the closest one in the Mahalanobis metric. Actually, the Social Distance metric may have a similar effect to the k-NN classification.
As one can see in Figure 7 , the nearest neighbors to the target point, in the original metric d and in the Social Distance metric D d p , have different class labels. This means that the Social Distance metric takes into account the distribution of samples within the space, which is not the case in traditional k-NN classification. The same specifics can be used also for the unsupervised learning tasks (e.g. clustering) as we have shown before in Figure 5 . The parameter p in D d p can be used as an additional controlling parameter that can be learned to enable the best classification accuracy. Also, depending on the classification problem, one may count the neighbors (m xjy ) only of a particular color (label).
Social Distance on the graphs
A graph is one of the most common representations of geographic and spatial data in GIS because nodes and edges of a graph can provide a natural interpretation to a variety of corresponding types of geographic or spatial data (e.g. cities and roads between them; houses and streets; airports and airways; headquarters and B2B logistics; people, groups and sociograms, etc.). Suitable tools have been developed already (Bastian et al. 2009 ) to manage geographic data in the form of graphs. For example, the Metro Extracts (mapzen.com/data/metro-extracts/) can represent the chunks of the OpenStreetMap (www.openstreetmap.org) data, clipped to a rectangular region surrounding a particular city or region of interest using a variety of graph representation formats.
We can easily reformulate the settings of the data spaces, in which we have defined the Social Distance metric, in the terminology of the graphs. A simple (undirected and unweighted) graph has nodes (aka 'data samples' using our previous terminology) and edges or links between nodes (indicators of the nearest neighborhood between 'data samples' in terms we used before). Traditional distance measure, which is naturally used Figure 7 . The 1-NN classification example where the sample '?' has the nearest neighbour x from the 'BLACK' class in the metric d; however, if to apply Social D 1 d Metric, then the nearest for '?' neighbor will be 'WHITE' sample y.
for the simple graphs, is the shortest path between the pair of nodes (see, e.g. a Geodesic Distance in Bouttier et al. 2003) . For the graph in Figure 8 , the distance between nodes x and y will be d x; y ð Þ ¼ 2. Therefore, we have all the needed interpretations to apply the Social Distance metric to the graphs without any specific modifications. Consider a couple of nodes x and y on the graph in Figure 8 . This graph actually is a chunk of the Madrid Railways network downloaded in Graph Exchange XML Format, see Bastian et al. (2009) , from ignacioarnaldo.github.io/OpenStreetMap2Graph. The problem of finding Social Distance between these two nodes (actually railway stations) includes a kind of bidirectional exploration of the graph, i.e. both ways: forward breadth-first search starting at x and finishing at y and backward breadth-first search starting at y and ending at x. We see that the forward search results in the value for m xjy , which is the estimated amount of nodes to be explored in the pathway from x to y; and, similarly, the value for m yjx provides the amount of nodes to be explored in a pathway from y to x. It is easy to see that the 'ties' are quite natural for the graphs, e.g. in Figure 8 , we have the tie of five nodes 1; 2; 7; 9; y f gfor X ¼ y and the tie of three nodes 6; 13;
computing the values for m xjy and m yjx , we have to use the rule of tie as it has been described above. Finally, one may see in Figure 8 , how the Social Distance D d 1 between nodes x and y is computed and that it takes into account both the forward and backward chaining bidirectional search efforts, giving more bias towards the worstcase scenario when aggregating them (contraharmonic effect of the L 1 function).
One may notice that the Social Distance in general and within the graphs in particular is an aggregate measure, which takes into account not only how far the two entities are located from each other, but also how difficult would be for them to 'find each other' in a (possibly complex) context of other neighboring entities. The Social Distance metric naturally inherits the advantages (as well as some potential drawbacks) of the bidirectional search (Pohl 1971) , which is used for distance computing. To get distance D d 1 between nodes x and y, we need searches in two directions at the same time: one forward from x and the other backward from y. This is done by expanding the search tree with branching factor b (the number of children at each node) and the distance d (the shortest path between x and y). The process stops when searches for both directions meet in the middle. The time as well as the space complexity of the bidirectional search is known to be O b d=2 À Á . Such computing requires time, memory and an efficient algorithm for getting the intersection of the two search trees at each of its iterations. In the datasets with the high density (branching factor b is big), the task of computing D d 1 for a pair of distant entities (the path d is long) may require essential computational resources.
'Social Traveler' variation of the Social Distance metric
The example in Figure 8 used a naive assumption that all the connected nodes of the graph are equally distant from each other. This makes sense in a social network context, like the sociograms, or a goal-search context; however, for the infrastructures (like the railways) traditional in the GIS context, we may need to vary these distances according to their relative values. Remember the story of a 'Social Traveler' from Section 3.1? There we assume that the effort of the 'present-making-traveler' depends only on the amount of visits to be done, and therefore the Social Distance between her and some particular person was computed based on the mutually different amount of the 'in-between visits'. Like, e.g. 'you are number 3 in my ordered list of visits and I am number 5 in yours'; therefore, manipulations with numbers 3 and 5 give us the Social Distance between us. If we also know and use the information about, how exactly far 'from me' is each visited 'before you' person is located, and vice versa, then the value of the Social Distance would be much more informative. Therefore, we also suggest a variation of the Social Distance metric D d k x; y ð Þ, which we called 'Social Traveler Distance'D d k x; y ð Þ and define it as follows:
One may notice that, within such a metric (7), we are using the same schema as in Equation (6). The only difference is that each M xjy is a weighted version of m xjy , where the weights for each entity (data sample) are actually distances in metric d. Therefore, the m xjy indicates the amount of data samples within the hypersphere centered in x with the radius equal to d x; y ð Þ (with special respect to the ties), while the M xjy indicates the total sum of the distances (in metric d) between x and all the data samples within the mentioned hypersphere. Consider the example in Figure 9 , where the three data samples x, y and z are located as an Egyptian (3, 4, 5) ð Þ ¼ 402, which is not changing the inequalities between the values, then we will still have the same value for the Social Distance D d 1 x; y ð Þ ¼ 0:625. This phenomenon makes sense in many cases; however, if we want to distinguish these two scenarios and use not only inequalities but also actual distances, we may compute the Social Traveler Distance according to Equation (7) as shown in the Figure 9 . Then, for the first (3, 4, 5) scenario, we have, e.g.D d 1 x; y ð Þ % 0:855, while for the second scenario (3, 400, 402) the result would be different:D d 1 x; y ð Þ % 0:9975. As we saw in Section 4.2, the Social Distance metric can be applied to measure distances between nodes in a simple unweighted graph. However, we can handle also weighted graphs (more frequent ones in GIS context) for the same purpose, if we use for that the Social Traveler Distance. A weight or the value for an edge between nodes x Figure 9 . The example shows the similarities and the differences in computing the Social Distance and Social Traveler Distance between the three data samples. and y of a graph can be interpreted in the GIS context in many ways depending on the task. It can be: 'distance' between x and y; 'walking time' between x and y; 'driving time' between x and y; 'price to approach' y from x; 'amount of calories estimated while walking' between x and y; 'amount of gas estimated while driving' between x and y; etc. Important is that the weight of an edge between any pair of nodes x and y of a graph is considered as d x; y ð Þ so that the computing schema from Equation (7) can be applied as such.
4.4. 'Density-Based' and 'Social Path' variations of the Social Distance metric Spatial clustering, according to Wang and Hamilton (2009) , is the process of grouping similar objects based on their distance, connectivity or relative density in space. They argue that applying spatial clustering methods as a part of GIS requires a smart compromise between the distance functions, data models, nonspatial attributes and performance. Such clustering is driven by geographic information and requires appropriate treatment of space and spatial relationships combined with the observed attributes of locations and events (Grubesic et al. 2014) .
Due to the limitations of the clustering methods, which simply use Euclidean metric as a measure of distance, another family of clustering algorithms has been developed, which are density-based. For example, Soleimani et al. (2015) introduced a new distance measure called Density-Penalized Distance (DPD), which adds a penalty term to the Euclidean distance based on the difference between the densities around the two data points. The intuition behind the idea is similar to the one we have when introducing the Social Distance, i.e. if the densities around two points differ from each other, they less likely belong to the same cluster. Their experiments show that the performance of DPD is significantly better or at least comparable to the classical distance measures. They used, however, quite a naive, linear penalty schema, which looks as follows:
where ρ x and ρ y are the densities around points x and y. As one can see, the parameter λ controls the density penalty effect of the DPD d λ x; y ð Þ, which reminds us the way how the parameter k controls the similar contraharmonic effect of our Social Distance function D d k x; y ð Þ. It looks strange, however, that the DPD schema gives the same punishment (equal to λ) to the distance, when, e.g. ρ x ¼ 2, ρ y ¼ 1 and to the distance, when ρ x ¼ 1001, ρ y ¼ 1000. Intuitively, the punishment for the second case should be softer. Our Social Distance schema provides the needed non-linearity for the punishment. The major difference between the schemata can be seen when comparing λ Á ρ x À ρ y punishment according to DPD and the contraharmonic effect, which can be measured by the difference between the Lehmer mean and the Arithmetic mean:
where we see that the parameter similar to λ in DPD schema is not a constant. Now the case ρ x ¼ 2, ρ y ¼ 1 for k ¼ 1 gives us λ ¼ 0; 1 6 ð Þ, while the case ρ x ¼ 1001, ρ y ¼ 1000 with the same k ¼ 1 gives us much smaller punishment λ % 2:5 Á 10 À4 , which is reasonable.
If we want to use densities in the formula (6) of Social Distance within, e.g. 3D space, we can assume that ρ x ¼ m xjy 4 3 ÁπÁ d x;y ð Þ ð Þ 3 (i.e. 'density' equals to 'mass' divided to 'volume') and, therefore, we will have:
and:
One can notice that we approach densities in our Social Distance computing differently than, e.g. the family of techniques around the classical DBSCAN clustering algorithm (Ester et al. 1996) . Instead of exploring the local ε-neighborhood of some point x for a sufficient density, we take couples x,y and synchronously explore two same-volume d x; y ð Þ-neighborhoods of both. We get m xjy and m yjx as the number of data points within these neighborhoods. The difference of these numbers ('masses') within the same volume implicitly gives us a needed difference of densities. Social Distance function further manipulates with these two numbers and actually gets distance between x and y, which already includes density-penalty due to the properties of the Lehmer mean.
Another concern would be to adapt the Social Distance computing to handle problems like the one shown in Figure 10 .
In Figure 10 , the points x and y are much more distant than the points x and z in Euclidean metric, however, intuitively, it would be much more useful to have them the other way around, as the points x and y are from the same cluster unlike the point z. Social Distance can be helpful also here. For that purpose, we are going to integrate the Social Distance and Social Traveler Distance metrics with the Minimax Distance metric (see, e.g. Fischer et al. 2004 or Wang et al. 2010 .
For any couple of data points x and y, within a metric space, which contains, in addition to x and y, the set S (possibly empty) of other data points, and for any ordered subsetS i : s 1 ; s 2 ; . . . ; s k i f g of S, we can define the path between x and y as follows: PS i x; y ð Þ ¼ x;S i ; y n o .
We define the price C d PS i x; y ð Þ h i for the path PS i x; y ð Þ within the metric d (acting as a 'price-list') as the value of the longest ('most expensive' in d) component ('hop') of the path, as follows: Finally, we define the Path DistanceD d x; y ð Þ between x and y in metric d as the price for a 'cheapest' path between x and y among all the available ones in metric d: If to consider space S as a set of vertices of a fully connected graph, then the concept of the Path Distance above will be equivalent to the Minimax Distance as of Fischer et al. (2004) or Wang et al. (2010) .
Finally, by applying the Social Distance metric (or its Social Traveler variation) instead of the Euclidean metric, we will get the Social Path metric D ! This couple of metrics naturally combines both effects useful for potential clustering: 'minimax path' and 'density penalty'.
Conclusions
In this paper, we suggested a family of metrics to compute the ('social') distances between geospatial objects, humans, artificial entities or abstractions (e.g. data samples from geospatial databases) as the measure of 'social asymmetry' of their 'view to each Figure 10 . The example shows the case of two potential clusters (black and grey points). We see that x is closer to z than to x if Euclidean distance is used; however, the Social Path distance will make x closer to y than to z, which is more natural in clustering context. other' from their personal neighborhoods. The abstract schema: 'You are my closest friend, and I am only the 9 th in your list of friends!' is a typical example of the asymmetry, which builds a gap (distance) between the couples. Our metric can be applied on top of any other metric d, where the latter is needed just for ordering the samples on the basis of their mutual closeness. Therefore, we do not need too much concern on the actual coordinates of the sample in d, which is a very useful feature for a potential clustering of data in a GIS context, especially when enabling mobility of some objects. If any two samples are distant from each other, as far as, e.g. 1 cm, and two other ones, e.g. 100 km, but the samples in both cases are mutually the closest neighbors in d, then Social Distance will be the same for both couples. Another useful (contraharmonic) effect makes it possible to penalize distance between two samples for the social asymmetry. In the example (first vs. ninth) above, we are not simply using the average (equal to 5) for the distance, but we compute the Lehmer (e.g. L 1 ) mean of 1 and 9, which value is more than 8. This effect is also useful for classification and clustering as it makes samples from the same-density regions closer to each other in comparison with the samples from the regions of different density.
We have shown that the use of such metric with its contraharmonic effect on top of the Euclidean Distance, Geodesic Distance in the graphs, DPD and Minimax (Path) Distance provides additional possibilities for classification and clustering. As this study mostly concerns theoretical grounds for the new metric, the experimental research would be needed and we foresee obtaining concrete numbers to measure the performance of this metric in a variety of databases and processing tasks.
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