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KLASIFIKASI CITRA KANKER KULIT MENGGUNAKAN
CONVOLUTIONAL NEURAL NETWORK MODEL GOOGLENET
Kanker kulit memiliki sepertiga bagian dari keselurahan kasus kanker dan
diperkirakan akan terus bertambah. Keganasan kanker kulit, dapat diatasi dengan
deteksi dini pada area kulit yang mencurigakan dengan pemeriksaan visual.
Deteksi dini yang dilakukan secara manual sangat mengandalkan ketrampilan
pengamat dan memungkinkan untuk terjadi kesalahan, sehingga diperlukan
perhitungan komputasi untuk mempermudah dan menimalisir kesalahan oleh
pengamat. Deteksi dini kanker kulit menggunakan perhitungan komputasi
dilakukan dengan mengklasifikasi data citra area kulit yang mencurigakan. Pada
penelitian ini, proses pembelajaran fitur dan klasifikasi data citra dilakukan dengan
mengaplikasikan salah satu bagian deep learning yaitu GoogleNet yang
merupakan arsitektur dari algoritma Convolutional Neural Network (CNN) yang
diperkenalkan oleh Google pada tahun 2014 dan menempati peringkat pertama
dalam kompetisi ILSVRC 2014 sebagai arsitektur dengan kinerja terbaik. Sistem
klasifikasi yang dibuat menghasilkan nilai akurasi, sensitivitas, dan spesifitas
masing-masing, 100%, 100%, dan 100% dengan pembagian data 90%, 0.4 dropout
layer, 8 batchsize. Hasil evaluasi sistem menunjukkan bahwa pengaplikasian
arsitektur GoogleNet pada algoritma CNN merupakan cara yang efektif untuk
mendeteksi kanker kulit berdasarkan hasil klasifikasi data citra pada area kulit
yang mencurigakan.
Kata kunci: CNN, GoogleNet, Kanker, Kanker Kulit, Deep Learning
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CLASSIFICATION OF SKIN CANCER IMAGE USING
CONVOLUTIONAL NEURAL NETWORK MODEL GOOGLENET
Skin cancer accounts for one-third of all cancer cases and is expected to
continue to grow. Skin cancer malignancy, can be resolved by early detection of
suspicious skin areas with visual examination. Manual early detection relies
heavily on the skills of observers and allows errors to occur, so computational
calculations are required to simplify and minimize errors by observers. Early
detection of skin cancer using computational calculations is performed by
classifying suspicious skin area image data. In this study, the process of learning
features and classification of image data was carried out by applying one part of
deep learning, namely GoogleNet, which is the architecture of the Convolutional
Neural Network (CNN) algorithm introduced by Google in 2014 and was ranked
first in the ILSVRC competition with the best performance. . The classification
system created produces the accuracy, sensitivity, and specificity values of 100%,
100% and 100%, respectively, with 90% data sharing, 0.4 dropout layer, 8 batch
sizes. The results of the system evaluation show that the application of the
GoogleNet architecture to the CNN algorithm is an effective way to detect skin
cancer based on 014 as an architecture resulting from the classification of image
data on suspicious skin areas.
Keywords: CNN, GoogleNet, Cancer, Skin Cancer, Deep Learning
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1.1. Latar Belakang Masalah
Allah SWT menciptakan makhluk di bumi ini terutama umat manusia akan diuji
dengan berbagai macam ujian. Allah SWT memberikan ujian agar melatih
kesabaran umat manusai akan ujian tersebut, sebagaimana tertulis dalam ayat
Al-Quran Surat Al-Baqarah ayat 155 yang berbunyi:
Artinya: Dan sungguh akan Kami berikan cobaan kepadamu, dengan sedikit
ketakutan, kelaparan, kekurangan harta, jiwa dan buah-buahan. Dan berikanlah
berita gembira kepada orang-orang yang sabar.
Maksud dari ayat tersebut adalah Allah SWT akan menguji umat manusia
dengan rasa takut, kekurangan makanan, kemiskinan, dan kematian akibat
peperangan ataupun penyakit. Salah satu jenis ujian dari Allah SWT berupa
penyakit yang mematikan adalah kanker. Kanker dikenal sebagai penyakit dengan
tingkat kematian tertinggi di negara maju dan tertinggi kedua di negara
berkembang (Asyhar et al., 2020). Pada tahun 2018, terdapat sekitar 18.1 juta
kasus kanker baru dengan kematian akibat kanker mencapai 9.6 juta jiwa.
Persentase jumlah kematian akibat kanker telah mengungguli jumlah kematian
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yang disebabkan oleh stroke dan jantung koroner. Kanker dapat menyerang
organ-organ tubuh manusia, seperti paru-paru, payudara, otak, kulit, dan lain-lain
(Bray et al., 2018). Salah satu jenis kanker yang umum adalah kanker kulit.
Kanker kulit diderita sekitar 108.420 pasien dan menjadi penyebab kematian
11.480 jiwa di tahun 2020 (Siegel et al., 2020).
Penderita kanker kulit mengalami pertumbuhan sel yang tidak normal pada kulit
(Dorj et al., 2018). Pertumbuhan sel yang tidak normal umumnya terjadi pada
bagian kulit yang sering terpapar sinar matahari, namun juga dapat terjadi pada
kulit bagian tubuh manapun. Kanker kulit menyerang bagian kulit lapisan terluar
Squamous Cells Carcinoma (SCC), lapisan kedua Basal Cell Carcinoma (BCC),
dan melanocytes cells pada lapisan ketiga atau lapisan terdalam. Squamous cells
dan basal cells biasa disebut dengan non-melanoma, sedangkan melanocytes cells
disebut dengan kanker melanoma (Ansari and Sarode, 2017). Melanoma berawal
dari transformasi keganasan melanocytes cells. Melanocytes cells yang terletak di
bagian terdalam epidermis bertanggung jawab dalam pembentukan pigmen
melamin kulit, sehingga kanker kulit jenis melanoma menyerang sel-sel pigmen
pada kulit (Naves et al., 2017). Kerusakan jaringan kulit akibat sel kanker dapat
dicegah dengan melakukan deteksi kanker kulit pada tahap awal agar mendapat
perawatan yang tepat (Dorj et al., 2018).
Deteksi dini pada area kulit yang mencurigakan dengan membedakan lesi pada
area kulit menjadi dua kelas yaitu benign dan malignant. Benign merupakan tumor
jinak yang tidak dapat menyebar ke jaringan lain dan dapat diangkat atau
dihilangkan dengan kemungkinan muncul kembali yang sangat minim. Sedangkan
malignant merupakan kanker yang terdiri dari SCC, BCC, dan melanoma.
 
































Identifikasi lesi pada area kulit sebagai benign atau malignant dilakukan oleh
dokter kulit secara manual (Esteva et al., 2017). Deteksi dini yang dilakukan
secara manual sangat mengandalkan ketrampilan pengamat, sehingga
memungkinkan untuk terjadi human error (Farooq et al., 2016).
Human error dalam mengidentifikasi kanker kulit dapat diminimalisir dengan
memanfaatkan sistem Computer Aided Diagnosis (CAD) (Layode et al., 2019).
Sistem CAD diawali dengan pre-processing data citra (Thohir et al., 2020).
Pre-processing data merupakan bagian penting pada setiap proses machine
learning. Pre-processing dilakukan dengan tujuan mengoptimalkan data untuk
model pembelajaran (Tabik et al., 2017). Tahap awal dalam pre-processing data
citra dermoscopic yaitu dengan mengimplementasikan dull razor algorithm untuk
menghilangkan piksel-piksel rambut pada area kulit yang diamati (Shafiq et al.,
2018). Hal ini dilakukan dengan tujuan meningkatkan hasil akurasi pada proses
klasifikasi. Proses klasifikasi data citra untuk mendeteksi adanya kanker telah
dilakukan beberapa peneliti sebelumnya.
Penelitian yang dilakukan oleh Varun Sharma, penentuan benign atau malignant
lesi kulit menggunakan metode klasifikasi Support Vector Machine (SVM)
berdasarkan fitur-fitur warna, aturan ABCD (axis length, border irregulerity, color,
dan depth), dan fitur geometris. Hasil evaluasi yang diperoleh dari penelitian
tersebut menghasilkan nilai akurasi berkisar antara 90% hingga 97% (Sharma
et al., 2020). Metode klasifikasi yang dilakukan oleh Varun Sharma dalam
mendeteksi kanker kulit merupakan bentuk pengaplikasian dari metode artificial
intelligence. Salah satu bagian dari artificial intelligence yaitu deep learning.
Deep learning memungkinkan proses ekstraksi fitur dan proses klasifikasi data
 
































citra terjadi pada satu arsitektur yang sama (Lecun et al., 2015). Penggunaan
metode deep learning dalam proses klasifikasi data citra kanker kulit dilakukan
oleh Adria Romer Lopez dengan menggunakan metode VGGNet yang
mengklasifikasi citra lesi kulit menjadi dua kelas yaitu benign dan malignant.
Hasil akurasi terbaik yang didapat pada model evaluasi training dataset mencapai
95.95% sedangkan pada model evaluasi testing dataset mencapai 81.33% (Lopez
et al., 2017). Metode-metode pada deep learning yang umum digunakan antara
lain Deep Belief Network (DBN), Reccurent Neural Network (RNN), dan
Convolutional Neural Network (CNN) (Elleuch et al., 2017).
CNN merupakan salah satu metode deep learning yang mempelajari fitur dari
suatu data dengan menggunakan feature learning. CNN telah diterapkan dalam
berbagai aplikasi komputasi seperti pengenalan pola, deteksi objek, klasifikasi data
citra, dan lain sebagainya. CNN umumnya digunakan dalam identifikasi dan
klasifikasi data citra (Garg and Verma, 2020). CNN memiliki beberapa arsitektur
yang berbeda, seperti LeNet, AlexNet, ResNet, GoogleNet, dan lain-lain (Shanthi
and Sabeenian, 2019). GoogleNet merupakan arsitektur dari metode CNN yang
dikenalkan pada tahun 2014 dan memenangkan kompetisi ImageNet Large-Scale
Visual Recognition Challenge 2014 (ILSVRC14) untuk klasifikasi data citra
(Nagpal and Dubey, 2019). Arsitektur GoogleNet telah digunakan dalam
penelitian sebelumnya. Penelitian yang dilakukan oleh R Anand menggunakan
arsitektur GoogleNet pada algoritma CNN untuk mendeteksi wajah. Tingkat
akurasi yang dihasilkan dari sistem pengenalan wajah lebih baik dari teknik
Machine Learning (ML) konvensional yaitu sebesar 91,43% (Anand et al., 2020).
Penelitian lain dilakukan oleh Yanfen Li dalam klasifikasi hama yang
membandingkan arsitektur GoogleNet dengan arsitektur CNN yang lain, seperti
 
































VGG-19, ResNet50, VGG-16, ResNet152. Dari penelitian tersebut, sistem
klasifikasi terbaik dihasilkan oleh arsitektur GoogleNet dengan tingkat akurasi
mencapai 94.26% (Li et al., 2020).
Metode deep learning telah terbukti memiliki kinerja yang baik dalam
perhitungan komputasi, namun metode ini sangat bergantung pada ketersediaan
data dalam jumlah besar (big data) untuk mengurangi overfitting (Alqumboz and
Abu-naser, 2019). Beberapa domain aplikasi tidak memiliki akses data besar,
seperti analisis citra medis. Solusi untuk mengatasi masalah tersebut dapat
dilakukan dengan melakukan augmentasi data. Augmentasi data menambahkan
data baru yang mewakili satu set poin data yang lebih komprehensif dan dapat
menimalisisr overfitting pada model (Shorten and Khoshgoftaar, 2019).
Augmentasi data citra kanker kulit dapat dilakukan dengan melakukan
transformasi geometri seperti rotasi, horizontal flip, dan vertical flip (Pham et al.,
2018).
Berdasarkan penelitian-penelitian sebelumnya, arsitektur GoogleNet pada
algoritma CNN memiliki kinerja yang baik dalam proses klasifikasi, sehingga
penelitian ini memanfaatkan arsitektur CNN GoogleNet untuk mendeteksi kanker
kulit berdasarkan data citra pada area kulit yang mencurigakan. Deteksi kanker
kulit dengan arsitektur GoogleNet juga memanfaatkan algoritma dull razor
fillterring dan augmentasi pada pre-processing data. Penelitian ini diharapkan
dapat membangun sistem klasifikasi citra kanker kulit menggunakan metode CNN
jenis GoogleNet.
 

































Berdasarkan permasalahan yang telah diuraikan pada latar belakang,
perumusan masalah penelitian ini sebagai berikut:
1. Bagaimana proses klasifikasi kanker kulit menggunakan dull razor filterring
dan Convolutional Neural Network (CNN) GoogleNet berdasarkan klasifikasi
data citra?
2. Bagaimana model optimal klasifikasi kanker kulit menggunakan
Convolutional Neural Network (CNN) GoogleNet berdasarkan uji coba
pembagian data, dropout, dan minibatchsize?
1.3. Tujuan Penelitian
Berdasarakan perumusan masalah diatas, penelitian ini dibuat dengan tujuan
sebagai berikut:
1. Dapat menklasifikasi kanker kulit menggunakan dull razor filterring dan
Convolutional Neural Network (CNN) GoogleNet berdasarkan klasifikasi
data citra dengan tingkat akurasi yang tinggi.
2. Dapat mengetahui model optimal klasifikasi kanker kulit menggunakan
Convolutional Neural Network (CNN) GoogleNet berdasarkan uji coba
pembagian data, dropout, dan batchsize.
1.4. Manfaat Penelitian
Penelitian ini diharapkan bermanfaat bagi berbagai lapisan masyarakat,
seperti yang tertulis sebagai berikut:
 

































Penelitian ini diharapkan menjadi referensi bagi penulis-penulis berikutnya
dalam klasifikasi menggunakan salah satu arsitektur dari algoritma




Menambah wawasan baru bagi penulis dalam menerapakan algoritma
GoogleNet untuk klasifikasi kanker kulit.
b. Bagi Ahli Medis
Membantu ahli medis dalam mendiagnosis kanker kulit dengan lebih
mudah dan hasil akurasi yang maksimal.
c. Bagi Masyarakat Umum
Mengedukasi masyarakat umum tentang bahaya kanker kulit serta
membantu ahli medis mendiagnosis kanker kulit, sehingga pasien yang
terdiagnosis dapat ditangani secara cepat dan tepat.
1.5. Batasan Masalah
Luasnya ruang lingkup permasalahan, maka pada penelitian ini diberikan
batasan-batasan masalah sebagai berikut:
1. Metode pembelajaran yang digunakan untuk mendeteksi adanya kanker kulit
dengan proses klasifikasi data citra menggunakan arsitektur GoogleNet pada
algoritma CNN.
2. Data citra yang digunakan pada penelitian ini merupakan data citra kanker
 
































kulit dan data citra tumor jinak.
3. Kategori yang ditentukan pada proses klasifikasi ini yaitu indikasi kanker
kulit dan tumor jinak.
1.6. Sistematika Penulisan
BAB I PENDAHULUAN
Berisi latar belakang masalah, perumusan masalah, tujuan penelitian, manfaat
penelitian, metodologi penelitian, dan sistematika penulisan.
BAB II TINJAUAN PUSTAKA
Berisi tentang kajian terhadap teori-teori yang digunakan untuk memahami
permasalahan yang ada pada penelitian ini. Teori-teori tersebut meliputi
kanker, kanker kulit, dull razor filtering, Convolutional Neural Network
(CNN), GoogleNet, confussion matrix, dan integrasi kanker kulit dalam
islam.
BAB III METODE PENELITIAN
Berisi jenis penelitian, pengumpulan data, dan kerangka penelitian.
BAB IV HASIL DAN PEMBAHASAN
Berisi tentang penjabaran hasil yang didapat dalam penelitian ini dan analisis
data untuk menarik kesimpulan sesusai dengan tujuan penelitian.
BAB V PENUTUP
Berisi tentang kesimpulan dari hasil penelitian dan saran.
 


































Kanker merupakan penyakit yang akibat oleh pertumbuhan sel-sel tidak normal
yang berkembang secara konstan dan menyebar ke jaringan-jaringan terdekat
bahkan keseluruh tubuh. Sel kanker membentuk jaringan massa kanker yang
disebut tumor. Tumor tersebut menyerang dan menghancurkan jaringan-jaringan
normal disekitarnya (Geetha and Selvi, 2015). Tumor terbagi menjadi dua jenis,
yaitu benign (jinak) dan malignant (ganas). Benign tidak bersifat kanker dan tidak
dapat menyebar ke bagian tubuh lainnya. Berbeda dengan benign, malignant
bersifat kanker dan dapat bermetastasis atau menyebar ke jaringan tubuh yang lain
(Rashid, 2017). Ilustrasi perbandingan benign dan malignant ditunjukkan pada
Gambar 2.1.
Gambar 2.1 Ilustrasi perbandingan benign dan malignant
(Sumber: Pathology and Laboratory Medical, 2016)
Sel kanker memiliki lebih dari 100 jenis, dimana penamaan jenis kanker
biasanya sesuai dengan organ tubuh tempat sel kanker tersebut berkembang,
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seperti kanker paru-paru, kanker otak, dan kanker kulit. Jenis kanker juga dapat
dinamai sesuai dengan jenis sel yang membentuknya, sebagai contoh sel epitel
atau sel skuamosa (Geetha and Selvi, 2015). Pertumbuhan sel kanker dapat terjadi
karena berbagai faktor, seperti gaya hidup, konsumsi rokok maupun alkohol, diet,
aktivitas fisik, perubahan lingkungan, dan paparan radiasi sinar matahari (Irigaray
et al., 2007). Pertumbuhan sel kanker dapat dideteksi dengan berbagai cara, seperti
tes darah (Hamouda et al., 2020), biopsy, endoscopy (Veitch et al., 2015), Magnetic
Resonance Image (MRI), dan Computed Tomography (CT) (Chen et al., 2020).
2.2. Kanker Kulit
Kulit merupakan organ terbesar dalam tubuh manusia yang mencapai 15% dari
keseluruhan total berat badan pada orang dewasa. Kulit memiliki peran penting
dalam tubuh antara lain berfungsi sebagai pelindung tubuh dari radiasi sinar
ultraviolet (UV), melindungi dari serangan fisik maupun kimia dari luar tubuh,
mencegah tubuh mengalami kekurangan air, dan sebagai tempat untuk menyimpan
cadangan lemak (Kolarsick et al., 2011).
Kulit terdiri dari beberapa lapisan seperti pada Gambar 2.2. Lapisan terluar kulit
disebut dengan lapisan epidermis. Lapisan epidermis merupakan lapisan yang
menjadi pelindung tubuh dari benda asing. Setelah itu terdapat lapisan dermis
yang terletak diantara lapisan epidermis dan lapisan hipodermis. Lapisan dermis
merupakan tempat melekatnya pembuluh darah, kelenjar keringat, lemak, dan
folikel rambut (Al-Amin et al., 2015). Lapisan pada kulit terdiri dari tiga sel
utama, yaitu sel squamous, sel basal, dan sel melanosit (Ansari and Sarode, 2017).
 
































Gambar 2.2 Struktur lapisan kulit
(Sumber: Gordon, 2013)
Salah satu penyakit kulit yang mematikan adalah kanker kulit. Kanker kulit
terjadi karena adanya pertumbuhan sel yang tidak normal pada kulit (Al-Amin
et al., 2015). Sekitar 50% hingga 90% dari keseluruhan kanker kulit disebabkan
oleh paparan radiasi ultraviolet (Kumar et al., 2015) Berdasarkan asal selnya
kanker kulit dikelompokkan menjadi dua kategori, yaitu Non Melanoma Skin
Cancer (NMSC) dan Melanoma Skin Cancer (MSC).
Kanker kulit non-melanoma terdiri dari dua jenis yaitu Bassal Cell Carcinoma
(BCC) dan Squaomous Cell Carcinoma (SCC) (D’Orazio et al., 2013). Masing-
masing tipe kanker kulit dijelaskan sebagai berikut:
1. Squaomous Cell Carcinoma (SCC)
Squaomous Cell Carcinoma (SCC) merupakan neoplasma ganas keratinosit
 
































yang menyerang lapisan dermis. SCC mencakup sekitar 16% kasus dari
keseluruhan kasus kanker kulit (Gordon, 2013). Paparan sinar radiasi
ultraviolet menjadi peran utama penyebab SCC. Faktor-faktor tambahan
yang dapat mempengaruhi timbulnya SCC pada manusia antara lain terdapat
infeksi Human Papillomavirus (HPV) tipe 16, 18, 31 dan kelainan kulit
genetik seperti albino, xeroderma pigmentosum, dan lain-lain. SCC ditandai
dengan adanya poliferasi sel skuamosa invasif yang dapat bermetastatis.
Tingkat keganasan SCC dipengaruhi ukuran tumor, kedalaman lesi, dan
sistem kekebalan tubuh pasien (Didona et al., 2018). Sampel SCC
ditunjukkan pada Gambar 2.3.
Gambar 2.3 Squaomous Cell Carcinoma (SCC)
(Sumber: Marks, 2020)
2. Bassal Cell Carcinoma (BCC)
Bassal Cell Carcinoma (BCC) merupakan neoplasma ganas yang berasal
dari sel basal. Sekitar 80% dari keseluruhan kasus NMSC. BCC umumnya
muncul tanpa tanda-tanda lesi sebelumnya dan biasanya terdapat pada
daerah yang sering terpapar sinar matahari, seperti kepala dan leher (Gordon,
2013). BCC dicirikan dengan sel yang menyerupai sel basal epidermis dan
merupakan NMSC yang paling jinak. Meskipun dikatakan jenis NMSC
 
































yang paling jinak BCC dapat menyebar ke jaringan disekitarnya dan dapat
merusak jaringan (Didona et al., 2018). BCC ditunjukkan pada Gambar 2.4.
Gambar 2.4 Bassal Cell Carcinoma (BCC)
(Sumber: Marks, 2020)
3. Melanoma
Melanoma ganas berasal dari sel melanosit epidermal dan dapat berkembang
di jaringan manapun yang memiliki sel melanosit. Melanoma dapat
diinduksi melalui berbagai mekanisme, seperti tekanan pada sistem
kekebalan kulit, induksi sel melanosit, produksi radikal bebas, dan
kerusakan DNA melanosit. Dari keseluruhan kasus kanker kulit,
diperkirakan melanoma hanya terjadi pada 4% kasus. Namun kanker kulit
tipe melanoma menyumbang sekitar 65% kematian dari keseluruhan kasus
kanker kulit (Gordon, 2013). Melanoma merupakan jenis kanker kulit paling
berbahaya dari jenis kanker kulit lainnya seperti BCC dan SCC. Melanoma
merusak sel-sel pigmen pada kulit (Saba et al., 2019). Melanoma
diakibatkan oleh beberapa faktor seperti warna kulit, kecenderungan kulit
berbintik-bintik, riwayat keluarga, dan paparan sinar UV di lingkungan
sekitar (Jensen et al., 2010). Melanoma ditunjukkan pada Gambar 2.5
 



































Citra digital merupakan representasi visual dari suatu objek atau benda. Proses
menangkap atau capture suatu objek yang merepresentasikan citra digital disebut
dengan akuisisi citra (Tarigan et al., 2016). Secara matematis citra didefinisikan
sebagai fungsi dua dimensi f(x, y) dimaana x dan y adalah koordinat spasial
(bidang) dan amplitudo f pada titik x, y merupakan nilai intensitas atau nilai
derajat keabuan dari suatu citra. Citra dikatakan sebuah citra digital apabila nilai
x, y dan nilai intensitas f terbatas dalam besaran diskrit. Citra digital terdiri dari
sejumlah elemen yang terbatas dan pada masing-masing titik x, y memiliki nilai
tertentu. Istilah paling umum untuk menyatakan elemen-elemen dalam citra yaitu
piksel (Gonzales and Woods, 2018). Citra digital M × N piksel dapat
direpresentasikan dengan matriks baris M dan kolom N (Ma, 2020). Matriks yang
merepresentasikan citra digital ditunjukkan pada Persamaan 2.1
 


































f(1, 1) f(1, 2) f(1, 3) · · · f(1, N)
f(2, 1) f(2, 2) f(2, 3) · · · f(2, N)
...
...
... . . .
...
f(M, 1) f(M, 2) f(M, 3) · · · f(M,N)

(2.1)
Citra menjadi data utama yang digunakan dalam implementasi pengelolahan
citra digital (Padmavathi and Thangadurai, 2016). Pengelolahan citra digital
merupakan teknologi yang digunakan untuk penggalian informasi dalam suatu
citra dan pemprosesan citra melalui berbagai algoritma matematika. Pengelolahan
citra digital telah banyak digunakan dalam berbagai bidang seperti teknik, ilmu
komputer, biology science, medical science, dan lain-lain (Meng et al., 2018).
Terdapat beberapa jenis citra yang umum digunakan dalam pengelolahan citra
digital. Berikut jenis-jenis citra digital yang dibedakan berdasarkan tingkat
warnanya:
2.3.1. Citra RGB
Citra RGB direpresesntasikan oleh tiga lapisan komponen warna yaitu red
(R), green (G), dan blue (B) (Padmavathi and Thangadurai, 2016). Secara
matematis citra RGB didefinisikan dengan persamaan fm,n = (rm,n, gm,n, bm,n),
dimana masing-masing lapisan warna memilki nilai piksel dengan rentang antara 0
hingga 255 (Kumar and Verma, 2010;Grigoryan and Agaian, 2018). Contoh citra
RGB dan nilai-nilai piksel pada lapisannya ditunjukkan pada Gambar 2.6.
 
































Gambar 2.6 Contoh citra RGB dan nilai-nilai pikselnya
2.3.2. Citra Grayscale
Citra grayscale adalah citra monokrom atau citra yang hanya memiliki satu
warna. Citra grayscale hanya memiliki nilai yang menunjukkan informasi
kecerahan dan tidak memiliki informasi warna. Nilai piksel yang dimiliki citra
grayscale berada pada rentang 0 hingga 255, masing-masing nilai memiliki tingkat
kecerahan atau level keabuan yang berbeda (Padmavathi and Thangadurai, 2016).
Contoh citra grayscale ditunjukkan pada Gambar 2.7.
2.3.3. Citra Biner
Citra biner merupakan jenis citra paling sederhana, karena hanya terdiri dari
dua piksel yaitu 0 dan 1. Nilai piksel 0 pada citra biner merepresentasikan warna
hitam sedangkan nilai piksel putih merepresentasikan warna putih (Padmavathi and
Thangadurai, 2016). Contoh citra biner ditunjukkan pada Gambar 2.8.
 
































Gambar 2.7 Contoh citra grayscale dan nilai-nilai pikselnya
Gambar 2.8 Contoh citra biner dan nilai-nilai pikselnya
2.4. Dull Razor Filtering
Beberapa citra dermoscopic memiliki piksel rambut yang dapat memengaruhi
kinerja klasifikasi data citra, sehingga perlu dilakukan proses untuk
menghilangkan piksel rambut. Dull razor filtering merupakan algoritma yang
digunakan untuk menghilangkan piksel rambut pada data citra dermoscopic (Attia
et al., 2019). Algoritma dull razor filtering mengidentifikasi lokasi rambut gelap
dengan menggunakan generalizes graysacle morphological closing operation.
Graysacle morphological closing operation menghaluskan piksel rambut hitam
yang memiliki nilai intensitas rendah (Lee et al., 1997).
 
































Algoritma dull razor filtering dalam menghilangkan piksel rambut pada data
citra terdiri dari tiga langkah yaitu, mendeteksi piksel rambut, mengganti piksel
rambut dengan piksel yang bukan rambut disekitarnya, dan menghaluskan hasil
akhir. Dalam skema tersebut, deteksi piksel rambut dilakukan berdasarkan tingkat
keabuan data citra dan melihat ukuran piksel rambut. Piksel yang terdeteksi
sebagai rambut selanjutnya akan diganti dengan piksel yang bukan rambut
disekitarnya. Langkah terakhir menghilangkan piksel rambut yaitu dengan
menghaluskan data citra untuk meningkatkan keserasian pada piksel rambut yang
diganti (Kiani and Sharafat, 2011). Hasil dari proses dull razor filtering
ditunjukkan pada Gambar 2.9
Gambar 2.9 Gambar asli dan hasil akhir dari proses dull razor filtering
(Sumber: Maglogiannis and Delibasis, 2015)
Berikut merupakan langkah-langkah algoritma dull razor filtering dalam
menghilangkan piksel rambut pada citra RGB (Srividya and Arulmozhi, 2019):
1. Membaca data citra,
2. Memisahkan lapisan R, G, dan B pada data citra,
3. Mendeteksi piksel rambut dilakukan berdasarkan tingkat keabu-abuan data
citra dan melihat ukuran piksel rambut pada masing-masing lapisan warna.
 
































Deteksi piksel rambut dilakukan dengan bottom-hat filtering yang merupakan
selisih antara citra hasil operasi mofologi closing dan citra asli,
4. Mengganti piksel yang terdeteksi sebagai rambut dengan menggunakan
algoritma Region of Interest (ROI),
5. Menggabungkan ketiga lapisan sehingga menghasilkan data citra berwarna
dengan piksel rambut yang telah dihilangkan.
2.5. Augmentasi Data
Augmentasi data merupakan salah satu cara yang digunakan untuk mengurangi
overfitting pada sistem klasifikasi dengan memperbanyak variansi data citra.
Metode augmentasi data memperbanyak variansi data citra dengan cara
memodifikasi data citra asli. Modifikasi dapat dilakukan dengan berbagai cara
seperti transformasi geometrik, modifikasi warna, filter kernel dan lain sebagainya.
Sehingga untuk setiap input-an data citra menghasilkan citra duplikat yang digeser,
diputar, diperbesar, dan lain-lain (Perez and Wang, 2017). Metode modifikasi
augmentasi dengan modifikasi warna merubah nilai-nilai piksel dalam data citra
untuk meningkatkan kecerahan, kontras, dan lain sebagainya. Metode modifikasi
warna yang paling umum digunakan yaitu metode histogram equalization,
enhancing contrast or brightness, white balancing, sharpening, dan blurring.
Sedangkan metode augmentasi dengan transformasi geometrik merubah posisi
piksel pada citra. Metode yang umum digunakan dalam augmentasi data dengan
transformasi geometrik yaitu rotasi dan refleksi (Mikołajczyk and Grochowski,
2018). Penerapan rotasi dan refleksi data citra dijelaskan sebagai berikut:
1. Rotasi
Rotasi dalam augmentasi data citra yaitu dengan melakukan perputaran posisi
 
































nilai-nilai piksel pada data citra awal sebesar θ◦ terhadap sudut dan titik pusat
rotasi. Perubahan posisi piksel awal data citra ke posisi yang baru dengan










Berdasarkan aturan perkalian matriks, dari Persamaan 2.2 didapat Persamaan
2.3 sebagai berikut:
x′ = xcosθ◦ − ysinθ◦
y′ = xsinθ◦ + ycosθ◦
(2.3)
Dimana x′ dan y′ merupakan koordinat posisi piksel yang telah diperbarui.
Sedangkan x dan y merupakan koordinat posisi piksel awal. Ilustrasi rotasi
ditunjukkan pada Gambar 2.10
Gambar 2.10 (a) Ilustrasi transformasi geometri rotasi, (b) Citra asli, (c) Citra setelah di
rotasi 90◦
 

































Refleksi atau pencerminan dalam augmentasi data citra yaitu dengan
melakukan pencerminan posisi nilai-nilai piksel pada data citra awal
terhadap sumbu x atau sumbu y. Perubahan posisi piksel awal data citra ke
posisi yang baru dengan refleksi terhadap sumbu x dan sumbu y



















Dimana x′ dan y′ merupakan koordinat posisi piksel yang telah diperbarui.
Sedangkan x dan y merupakan koordinat posisi piksel awal. Ilustrasi refleksi
ditunjukkan pada Gambar 2.11
Gambar 2.11 Ilustrasi transformasi geometri refleksi
 
































2.6. Convolutional Neural Network (CNN)
Convolutional Neural Network (CNN) termasuk algoritma deep learning karena
kedalaman jaringannya yang tinggi. Algoritma CNN merupakan hasil dari
pengembangan Multilayer Perceptron (MLP) yang memungkinkan untuk
melakukan pengolahan data dua dimensi sehingga algoritma CNN dapat
digunakan dalam pengelolahan data citra atau suara (Susilo et al., 2017).
Algoritma CNN telah digunakan dalam berbagai macam perhitungan komputasi
seperti segmentasi, deteksi, pengenalan pola, dan klasifikasi data citra (Ker et al.,
2017).
Beberapa dekade terakhir, algoritma CNN banyak diaplikasikan dalam analisis
citra medis. Arsitektur yang dirancang pada algoritma CNN mampu mempelajari
pola-pola rumit dalam citra medis yang terlihat mirip satu sama lain (Anwar et al.,
2018). CNN terdiri dari input layer, output layer, dan beberapa hidden layer.
Hidden layer dalam CNN umumnya terdiri dari convolution layer, fungsi aktivasi,
Rectified Linear Unit (ReLU), local response normalization layer, pooling layer,
dropout layer dan fully connected layer (Alqumboz and Abu-Naser, 2020). Layer
tersebut digunakan untuk mempelajari fitur dari data citra dengan membaca dan
mengolah nilai-nilai pikselnya. Fully connected layers merupakan layer terakhir
yang memberi nilai probabilitas pada masing-masing kelas (Ker et al., 2017). Data
akan diklasifikasikan kedalam kelas dengan probabilitas tertinggi. Klasifikasi
menggunakan algoritma CNN GoogleNet dipengaruhi oleh beberapa faktor, salah
satunya yaitu batchsize. Batchsize merupakan hyperparameter yang menentukan
jumlah sampel data yang akan di training dengan perulangan sebanyak epoch pada
masing-masing sampel. Ilustrasi layer pada algoritma CNN ditunjukkan pada
 

































Gambar 2.12 Layers pada algoritma CNN
(Sumber: Matworks)
2.6.1. Convolution layer
Convolution layer merupakan layer paling penting dari CNN (Wang et al.,
2018b). Konvolusi merupakan sebuah matriks yang diterapkan pada citra dengan
operasi matematika (Ludwig, 2013). Convolution layer ini diterapakan beberapa
operasi konvolusi pada data citra secara berurutan guna mempelajari fitur tepi,
warna, dan bentuk dari citra input (Kalash et al., 2018). Operasi konvolusi
diterapkan pada dua matriks, yaitu matriks yang berisi piksel citra input dan
matriks kernel atau filter (Ker et al., 2017). Dalam CNN filter merupakan matriks
berisi nilai random antara -1 sampai 1 yang digunakan untuk mempelajari
fitur-fitur pada citra pada area-area kecil sesuai ukuran filternya. Ukuran filter
bergantung pada jenis-jenis arsitekturnya. Filter bergeser sebanyak stride pada
nilai-nilai piksel citra input. Output dari convolution layer merupakan hasil operasi
dot product antara citra input. Output yang didapat pada proses di convolution
layer berupa tumpukan feature map dari semua lapisan filter (Elsharif et al., 2019).
Operasi konvolusi dengan stride 1 di ilustrasikan pada Gambar 2.13
 
































Gambar 2.13 Operasi konvolusi
Berdasarkan operasi dot product pada Gambar 2.13, maka perhitungan pada
convolution layer dengan inputan data citra RGB diilustrasikan pada Gambar 2.14
Gambar 2.14 Operasi konvolusi citra RGB
Hasil dari convolution layer akan membentuk feature map dengan ukuran
dimensi seperti pada Persamaan 2.6
h =
i− k + 2p
s
+ 1 (2.6)
Dimana h adalah ukuran dimensi feature map , k adalah ukuran dimensi
filter, p ukuran dimensi padding, dan s adalah banyaknya stride. Padding
merupakan parameter bernilai 0 yang ditambahkan di setiap sisi pada citra input.
Hal ini bertujuan untuk meningkatkan kinerja layer dalam mempelajari fitur pada
 

































2.6.2. Rectified Linear Unit (ReLU)
Rectified Linear Unit (ReLU) merupakan fungsi aktivasi yang paling umum
digunakan dalam algoritma CNN (Munir et al., 2019). ReLU merubah nilai input
neuron feature map yang dihasilkan dari convolution layer berada pada range 0
hingga infinity (Wang et al., 2018a). Misalkan x merupakan nilai input neuron,
operasi fungsi aktivasi ReLU didefinisikan pada Persamaan 2.7.
F (x) = max(0, x) (2.7)
Sederhananya fungsi aktivasi menetapkan nilai 0 sebagai pengganti nilai negatif
pada feature map dan nilai input neuron feature map tetap jika bernilai lebih dari
atau sama dengan 0 (Cokun et al., 2017).
2.6.3. Local response normalization layer
Normalisasi berperan penting dalam algoritma CNN untuk mengatasi nilai
yang tidak dibatasi pada fungsi aktivasi ReLU (Krizhevsky et al., 2012).
Normalisasi dilakukan dengan menggunakan local response normalization layer
untuk memproses feature map guna meningkatkan kemampuan generalisasi (Chu
et al., 2018). Ilustrasi perhitungan local response normalization layer dengan
parameter (k, α, β, n) sama dengan (0, 1, 1, 2) ditunjukkan pada Gambar 2.15
Local response normalization layer juga dikenal dengan nama cross
channel normalization. Layer ini mengubah setiap elemen dengan nilai
normalisasi berdasarkan elemen dari fitur-fitur terdekat dari feature map yang
sama maupun feature map yang berbeda (Feng et al., 2017). Local response
 
































Gambar 2.15 Ilustrasi perhitungan local response normalization layer
(Sumber: Anwar, 2019)












Dimana p menunjukkan output dari filter ke-p, a(i, j) dan x(i, j)
merupakan nilai piksel sebelum dan sesudah dinormalisasi pada posisi (i, j), N
merupakan jumlah total layer. k, α, β, n merupakan hyperparameters dengan k
adalah konstanta yang digunakan untuk menghindari pembagian nol, α sebagai
konstanta normalisasi, β sebagi konstanta kontras, dan n digunakan untuk
menentukan panjang piksel berdekatan yang perlu dipertimbangkan saat
normalisasi.
 

































Pooling layer memodifikasi feature map berdasarkan nilai piksel terdekat
menggunakan operasi statistik (Wang et al., 2018a). Pooling layer mempercepat
proses perhitungan komputasi dengan cara mengurangi volume pada setiap
tumpukan feature map tanpa menghilangkan informasi-informasi penting (Cokun
et al., 2017). Pooling layer memiliki beberapa jenis seperti max pooling layer dan
average pooling layer. Max pooling layer merupakan jenis pooling layer yang
paling umum digunakan (Kudva et al., 2018). Ilustrasi jenis-jenis pooling layer
ditunjukkan pada Gambar 2.16.
Berdasarkan Gambar 2.16 dengan stride sama dengan dua, max pooling
layer mengambil nilai piksel tertinggi pada bagian terpilih feature map, average
pooling layer menghitung rata-rata dari semua nilai piksel pada bagian terpilih
feature map.
Gambar 2.16 Jenis-jenis pooling layer
2.6.5. Dropout layer
Algoritma CNN memiliki hidden layer yang sangat kompleks dan sering
kali menyebabkan overfitting. Salah satu teknik mengatasi overfitting yaitu dengan
menggunakan dropout layer. Dropout layer merupakan teknik sederhana yang
 
































dapat mempengaruhi kinerja algoritma CNN dalam proses testing model
(Srivastava et al., 2014).
Gambar 2.17 (a) Contoh neural network tanpa dropout dan (b) Contoh neural network
menggunakan dropout
Ide utama dari dropout layer adalah menghilangkan beberapa neuron
secara acak dengan probabilitas sebesar p pada setiap iterasi proses training model
dan p dapat ditentukan dengan uji coba. Setelah diterapkan dropout layer jaringan
akan lebih tipis dari sebelumnya yang mengurangi overfitting pada model dan
menpercepat proses training (Wang et al., 2020). Sebagai contoh dropout layer
ditunjukkan pada Gambar 2.17.
2.6.6. Fully connected layer
Fully connected layer melakukan klasifikasi pada output yang dihasilkan
dari convolution layer dan pooling layer. Setiap jaringan pada fully connected layer
saling terhubung dengan jaringan pada lapisan sebelumnya (Kalash et al., 2018).
Fully connected layer dianggap sebagai layer penyatuan akhir yang mengklasifikasi
fitur kedalam kelas-kelas berdasarkan set data pelatihan. Penentuan kelas data citra
dilihat dari kombinasi fitur yang paling kuat (Cokun et al., 2017). Fully connected
layers didefinisikan pada Persamaan 2.9
 




































Dimana x merupakan input pada fully connected layer yang merupakan
hasil dari pembelajaran fitur, w merupakan bobot jaringan berukuran ixj dengan i
menunjukkan jumlah fitur dan j menunjukkan jumlah target kelas, b merupakan
bias, dan y merupakan output dari fully connected layer (Liu et al., 2018). Fully
connected layer biasanya diikuti oleh softmax layer yang digunakan sebagai fungsi
aktivasi. Fungsi aktivasi softmax mengubah vektor skor nilai ril kedalam bentuk
yang sama namun dalam rentang nilai 0 hingga 1 yang berjumlah 1 (Cokun et al.,







, i = 1, 2, ,m (2.10)
Dimana SoftMax(ai) merupakan nilai probabilitas ai dan m merupakan
jumlah kelas. Nilai softmax berada pada range 0 sampai 1. Data akan
diklasifikasikan kedalam kelas dengan nilai softmax yang mendekati satu atau
paling tinggi (Bora et al., 2016; Tabik et al., 2017).
2.7. GoogleNet
GoogleNet merupakan arsitektur yang diperkenalkan oleh Google pada tahun
2014 dan menempati peringkat pertama dalam kompetisi ImageNet Large Scale
Visual Recognition Challenge (ILSVRC) 2014 sebagai arsitektur dengan kinerja
terbaik. Nilai error yang didapatkan GoogleNet dalam klasifikasi data citra
mencapai 6.7% (Seo and Shin, 2019). Model pembelajaran arsitektur GoogleNet
 
































dapat mencapai akurasi tinggi dengan memperdalam layer untuk meningkatkan
kinerja jaringan saraf (Kim et al., 2019). GoogleNet memiliki 144 layer dengan
ukuran citra pada layer input 224× 224× 3 (Zhang et al., 2020b).
Keunggulan GoogleNet terletak pada inception modules yang tidak dimiliki
CNN pada umumnya. Inception modules terdiri dari beberapa convolution kecil
yang bertujuan untuk mereduksi jumlah parameter tanpa mengurangi kinerja
jaringan (Jasitha et al., 2019). Output pada layer sebelumnya diolah pada
convolution layer 11 sebanyak 4 layer, convolution layer 3 × 3 sebanyak 1 layer,
convolution layer 5 × 5 sebanyak 1 layer, dan pooling 3 × 3 yang ditambahkan
bersamaan dengan susunan seperti pada Gambar 2.18 (Zmudzinski, 2018).
Gambar 2.18 Inception modules
2.8. Confusion Matrix
Confusion matrix adalah alat evaluasi visual yang digunakan dalam sistem
klasifikasi (Xu et al., 2020). Confusion matrix ini berguna untuk mengukur
seberapa baik model klasifikasi yang telah dibuat (Deng et al., 2016). Confusion
 
































matrix berukuran n × n, dimana n merupakan jumlah kelas yang berbeda (Visa
et al., 2011). Confusion matrix menentukan akurasi yang didapat dari nilai
beberapa parameter, seperti True Positif (TP), False Positif (FP), True Negatif
(TN), dan False Negatif (FN) (Foeady et al., 2019). Tabel confusion matrix
ditunjukkan pada Tabel 2.1.




Malignant True Positif (TP) False Negatif (FN)
Benign False Positif (FP) True Negatif (TN)
1. True Positif (TP) merupakan jumlah pasien malignant yang terklasifikasi
benar sebagai malignant oleh sistem klasifikasi.
2. False Positif (FP) merupakan jumlah pasien benign yang terklasifikasi salah
sebagai malignant oleh sistem klasifikasi.
3. False Negative (FN) merupakan jumlah pasien malignant yang terklasifikasi
salah sebagai benign oleh sistem klasifikasi.
4. True Negatif (TP) merupakan jumlah pasien malignant yang terklasifikasi
benar sebagai malignant oleh sistem klasifikasi.
Berdasarkan nilai-nilai True Positif (TP), False Positif (FP), True Negatif (TN),
dan False Negatif (FN), evaluasi klasifikasi dianalisis dari beberapa indikator
seperti akurasi, sensitivitas, dan spesifisitas (Ruuska et al., 2018). Akurasi
merupakan rasio antara jumlah terprediksi benar dari semua data (Chicco and
Jurman, 2020). Sensitivitas merupakan nilai yang menunjukkan banyak data yang
 
































terklasifikasi benar sebagai kelas malignant, sedangkan spesifisitas merupakan
nilai yang menunjukkan banyak data yang terklasifikasi benar sebagai kelas benign














2.9. Penyakit dalam Islam
2.9.1. Allah Menciptakan Penyakit untuk Manusia
Manusia hidup di dunia selalu dihadapkan dengan dua kondisi yang
berlawanan seperti, hidup dan mati, suka dan duka. Allah SWT menciptakan
kondisi-kondisi tersebut berdasarkan berbagai kejadian yang menimpa umat
manusia sebagai bentuk ujian. Ujian yang diturunkan menjadi tolak ukur tingkat
keimanan manusia kepada Allah SWT (Mu’allim, 2016). Hal ini tertulis pada
Al-Qur’an surat Al-Mulk ayat 2 yang berbunyi:
Artinya: ” Yang menjadikan mati dan hidup, supaya Dia menguji kamu,
siapa di antara kamu yang lebih baik amalnya. Dan Dia Maha Perkasa lagi Maha
 

































Allah menurunkan ujian kepada hamba-Nya dengan dua bentuk yaitu ujian
berupa kesenangan atau ni’mat dan ujian berupa kesengsaraan atau niqmat.
Penyakit merupakan salah satu bentuk ujian berupa kesengsaraan dari Allah SWT
yang tidak dapat dihindari oleh siapapun (Kaltsum, 2018). Penyakit memiliki jenis
yang bermacam-macam seperti penyakit menular, penyakit tidak menular, penyakit
keturunan, penyakit musiman, dan lain-lain. Dalam islam, penyakit yang
diturunkan Allah SWT kepada hamba-Nya dapat menjadi pengampunan atau
pengguguran dosa, seperti yang tertulis pada sabda Rasulullah SAW ”Tidaklah
seorang muslim tertimpa suatu penyakit dan sejenisnya, melainkan Allah akan
mengugurkan bersamanya dosa-dosanya seperti pohon yang mengugurkan
daun-daunnya”. (HR. Bukhari no. 5660 dan Muslim no. 2571) (Estria and Trihadi,
2019). Allah SWT telah menjamin bahwa setiap penyakit yang diturunkan-Nya
memiliki penawar (Rahman et al., 2019). Sebagaimana yang tertulis pada hadist
shahih riwayat Imam Bukhari, Rasulullah Shallallahu’Allahi wa Sallam bersabda:
Artinya: ”Tidaklah Allah menurunkan penyakit kecuali Dia juga
menurunkan penawarnya.” (HR Bukhari).
Hal ini diperkuat dengan surat Asy-Syu’ara’ ayat 80 yang berbunyi:
Artinya: ”Dan apabila aku sakit, Dialah yang menyembuhkan aku.”
 
































2.9.2. Kewajiban Orang Sakit
Allah SWT telah menjajikan kesembuhan dari penyakit yang diturunkan-
Nya, namun Allah SWT tidak akan merubah nasib seseorang jika seseorang itu
tidak berusaha atau berikhtiar merubah nasibnya sendiri. Hal tersebut telah tertulis
pada Al-Qur’an surat Ar-Ra’d ayat 11 yang berbunyi:
Artinya: ”Bagi manusia ada malaikat-malaikat yang selalu mengikutinya
bergiliran, di muka dan di belakangnya, mereka menjaganya atas perintah Allah.
Sesungguhnya Allah tidak merubah keadaan sesuatu kaum sehingga mereka
merubah keadaan yang ada pada diri mereka sendiri. Dan apabila Allah
menghendaki keburukan terhadap sesuatu kaum, maka tak ada yang dapat
menolaknya; dan sekali-kali tak ada pelindung bagi mereka selain Dia.”
Berdasarkan surat Ar-Ra’d ayat 11, kesembuhan yang dijanjikan oleh Allah
SWT dapat terjadi apabila seseorang terebut berikhtiar untuk kesembuhannya
sendiri. Salah satu bentuk ikhtiar yang dapat dilakukan untuk kesembuhan
penyakit kanker kulit adalah deteksi dini kemunculan kanker kulit. Dengan
mengetahui sejak dini kemunculan kanker kulit, penanganan pasien dapat
dilakukan dengan lebih cepat dan tepat sehingga dapat meningkatkan peluang
kesembuhan penderita kanker kulit. Selain berikhtiar demi sembuh akan penyakit,
 
































salah satu anjuran Al-Qur’an dalam menghadapi penyakit yaitu bersabar. Anjuran
bersabar dalam menghadapi penyakit sesuai dengan hadits riwayat Imam Muslim
berbunyi:
Artinya: ”Sungguh mengagumkan perkara seorang mukmin, sesungguhnya
seluruhnya seluruh urusannya adalah baik dan hal itu tidak dimiliki kecuali
seorang yang beriman: jika ia mendapatkan kebaikan ia bersyukur, maka itu baik
baginya. Dan jika ia mendapatkan musibah ia bersabar dan itu pun baik baginya.”
(HR. Muslim).
2.9.3. Balasan Bagi Orang yang Sabar
Allah SWT memberikan ujian kepada hamba-Nya dalam berbagai bentuk
seperti bencana alam, kematian, kesengsaraan, dan sakit yang dapat. Kemampuan
kesabaran manusia dalam menghadapi ujian yang diberikan Allah SWT dapat
meningkatkan keimanan manusia. Sebagai umat muslim yang beriman
sehendaknya selalu bersabar dan berkhusnudzon kepada Allah SWT dalam
menghadapi ujian, karena sesungguhnya Allah SWT selalu bersama orang-orang
yang sabar sebagaimana tertulis pada surat Al-Qur’an ayat 153.
Artinya: ”Hai orang-orang yang beriman, jadikanlah sabar dan shalat
 
































sebagai penolongmu, sesungguhnya Allah beserta orang-orang yang sabar.”
Bersabar dan berkhusnudzon dapat dilakukan dengan mengikhlaskan
apapun yang terjadi dan memahami bahwa yang diciptakan oleh Allah SWT akan
kembali kepada-Nya. Allah SWT menganjurkan untuk mengucapkan inalillahi wa
inna ilaihi raji’un sebagaimana yang tertulis pada Surat Al-Baqarah ayat 156 yang
berbunyi:
Artinya: ”(yaitu) orang-orang yang apabila ditimpa musibah, mereka
mengucapkan: ’Inna lillaahi wa innaa ilaihi raaji’uun’.”
 


































Penelitian deteksi dini kanker kulit menggunakan Convolutional Neural
Network (CNN) jenis GoogleNet berdasarkan klasifikasi data citra. Penelitian ini
termasuk jenis penelitian kuantitatif karena didasarkan pada data yang digunakan.
Pada penelitian ini menggunakan data numerik yang berisi nilai-nilai piksel dari
data citra. Hasil dari penelitian ini adalah sistem klasifikasi citra kanker kulit
menggunakan alggoritma CNN jenis GoogleNet yang diharapkan dapat membantu
ahli medis dalam mendiagnosis kanker kulit secara cepat dan tepat.
3.2. Pengumpulan Data
Penelitian ini menggunakan data citra kanker kulit sebagai data input. Data
tersebut diperoleh dari International Skin Imaging Collaboration Archive sebanyak
204 data yang terbagi menjadi dua kelas yaitu benign (non-kanker) dan malignant
(kanker) dengan jumlah masing-masing 102 data pada setiap kelas. Data tersebut
diaugmentasi menjadi 1020 data pada masing-masing kelas yang selanjutnya
diklasifikasi untuk mendeteksi adanya kanker kulit secara otomatis dengan cepat
dan tepat. Sampel data citra benign (non-kanker) dan malignant (kanker)
ditunjukkan pada Gambar 3.1.
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Gambar 3.1 Sampel data citra malignant dan benign
3.3. Kerangka Penelitian
Secara umum diagram alir pada Gambar 3.2, merupakan proses yang
dilakukan untuk deteksi dini kanker kulit otomatis menggunakan CNN GoogleNet
berdasarkan klasifikasi data citra dijelaskan sebagai berikut:
Gambar 3.2 Diagram alir penelitian
 
































1. Input data merupakan data citra kanker kulit diperoleh dari International Skin
Imaging Collaboration Archive. Data berisi data citra benign (non-kanker)
dan malignant (kanker).
2. Pre-processing
Pre-processing merupakan langkah awal pengelolahan data yang dilakukan
dengan tujuan mendapatkan data yang optimal. Langkah-langkah
pre-processing data citra dilakukan sesuai dengan diagram alir pada Gambar
3.3
Gambar 3.3 Diagram alir pre-processing data citra
Langkah-langkah pre-processing data dijelaskan sebagai berikut:
a. Melakukan croping area lesi kulit pada data citra dari ukuran citra 400×
 
































600 menjadi citra dengan ukuran 400 × 400. Proses croping dilakukan
secara manual. Selanjutnya citra di resize berukuran 224×224×3 sesuai
ketentuan pada arsitektur GoogleNet secara otomatis.
b. Mengidentifikasi piksel rambut yang menutupi area kulit pada data citra.
c. Mengganti piksel rambut dengan piksel terdekat untuk menghilangkan
rambut pada data citra.
d. Augmentasi data dilakukan dengan rotasi dan refleksi data citra. Data
citra dirotasi sebesar 15◦, 30◦, 45◦, 60◦, 75◦, 90◦ dan 105◦. Data citra
direfleksikan terhadap sumbu x dan y.
3. Pembelajaran fitur dan klasifikasi CNN GoogleNet
Proses pembelajaran fitur dan klasifikasi dilakukan dalam satu arsitektur.
Arsitektur yang digunakan pada penelitian ini adalah CNN GoogleNet,
dimana dalam arsitektur GoogleNet terdiri dari beberapa layer. Layer-layer
tersebut antara lain convolution layer, ReLU layer, pooling layer, dan fully
connected layer. Fitur-fitur data citra dipelajari dengan convolution layer,
ReLU layer, dan pooling layer. Hasil dari proses pembelajaran fitur data
citra diklasifikasi pada fully connected layer dengan penentuan kelas
berdasarkan probabilitas kelas tertinggi pada softmax layer. Proses
pembelajaran sistem klasifikasi menghasilkan model optimum yang
selanjutnya diuji pada proses testing. Pada penelitian ini dilakukan uji coba
pembagian data, inisialisasi probabilitas dropout layer, dan batchsize untuk
mendapatkan nilai optimal. Uji coba dilakukan dengan menggunakan data
training 60%, 70%, 80%, dan 90%. Percobaan inisialisasi probabilitas
dropout yaitu 0.4, 0.5, 0.6, dan 0.7 dengan nilai batchsize 8, 16, 32, dan 64.
Masing-masing percobaan dilakukan menggunakan data yang telah di
 
































augmentasi dan data tanpa di augmentasi. Model optimum yang dihasilkan
di evaluasi menggunakan beberapa indikator seperti akurasi, sensitivitas, dan
spesifisitas. Arsitektur GoogleNet ditunjukkan pada Gambar 3.4.
Gambar 3.4 Arsitektur GoogleNet
 


































Sebagaimana yang telah dipaparkan pada bab 3, deteksi kanker kulit secara
automatis berdasarkan klasifikasi data citra dilakukan dengan
mengimplementasikan arsitektur GoogleNet pada algoritma CNN. Data yang
digunakan pada penelitian ini merupakan data citra kanker kulit diperoleh dari
International Skin Imaging Collaboration Archive. Data citra kanker kulit
sebanyak 204 data yang terbagi menjadi dua kelas yaitu benign (non-kanker) dan
malignant (kanker) dengan jumlah masing-masing 102 data pada setiap kelas.
Sampel data citra benign (non-kanker) dan malignant (kanker) ditunjukkan pada
Gambar 4.1 dan Gambar 4.1
Gambar 4.1 (a) dan (b) Sampel data citra benign (non-kanker)
42
 
































Gambar 4.2 (a) dan (b) Sampel data citra benign (non-kanker)
Inputan data citra kanker kulit yang pada penelitian ini merupakan tipe data
citra RGB dengan ukuran 400x600 dimana satu data citra memiliki tiga lapisan
warna yaitu merah (R), hijau (G), dan biru (B). Data citra masing-masing lapisan
ditunjukkan pada Gambar 4.3
Gambar 4.3 Lapisan citra RGB
Masing-masing lapisan memiliki nilai piksel dengan derajat keabuan pada
range 0 sampai 225. Nilai piksel lapisan R, G, dan B ditunjukkan pada Gambar 4.4,
Gambar 4.5, Gambar 4.6
Gambar 4.4 Nilai piksel pada lapisan Red
 
































Gambar 4.5 Nilai piksel pada lapisan Green
Gambar 4.6 Nilai piksel pada lapisan Blue
Data citra kanker kulit berukuran 400× 600× 3 di crop dengan ukuran ordo
yang sama yaitu 400× 400× 3. Ukuran data citra yang diperlukan dalam arsitektur
GoogleNet ditentukan dengan 224× 224× 3. Sehingga data citra kanker kulit pada
dataset yang berukuran 400 × 400 × 3 di resize menjadi data citra dengan ukuran
224× 224× 3. Perubahan data citra awal hingga data citra baru yang telah di resize
ditunjukkan pada Gambar 4.7.
Gambar 4.7 Proses croping dan resize data citra
 
































4.2. Dull Razor Filtering
Data citra kanker kulit tidak hanya menampilkan area kulit yang dicurigai
sebagai kanker, namun terkadang juga memiliki citra rambut yang dapat
mempengaruhi kinerja sistem klasifikasi. Hal tersebut dapat diatasi dengan
menghilangkan piksel rambut pada data citra kanker kulit. Piksel rambut pada data
citra kanker kulit dapat dihilangkan dengan mengaplikasikan algoritma dull razor
filtering. Sebagai contoh pengaplikasian algoritma dull razor filtering pada sampel
ukuran 10 × 10 yang diambil dari bagian citra kanker kulit yang ditunjukkan pada
Gambar 4.8
Gambar 4.8 Sample data citra dermoscopic
Sampel tersebut menghasilkan 3 matriks berukuran 10×10 yang terdiri dari
lapisan R, G, dan B dan berisi nilai piksel dengan derajat keabuan pada range 0
sampai 225. Nilai piksel dari masing-masing lapisan data sampel ditunjukkan pada
Gambar 4.9, Gambar 4.10, dan Gambar 4.10
 
































Gambar 4.9 Lapisan R pada data sampel
Gambar 4.10 Lapisan G pada data sampel
Gambar 4.11 Lapisan B pada data sampel
 
































Berdasarkan langkah-langkah yang telah dipaparkan di bab 2, langkah
pertama adalah mengidentifikasi piksel rambut pada masing-masing lapisan.
Untuk mendeteksi piksel rambut pada masing-masing lapisan warna menggunakan
bottom hat filtering. Berdasarkan hasil bottom hat filtering dibentuk matriks biner
dengan nilai piksel hasil yang berbeda dengan nilai sekitarnya diisi dengan angka
1, sedangkan yang lain berisi angka 0, seperti pada Gambar 4.12, Gambar 4.13,
dan Gambar 4.14
Gambar 4.12 Identifikasi piksel rambut lapisan R
Gambar 4.13 Identifikasi piksel rambut lapisan G
 
































Gambar 4.14 Identifikasi piksel rambut lapisan B
Nilai 1 pada matriks biner menunjukkan posisi piksel yang teridentifikasi
sebagai piksel rambut. Setelah diketahui posisi piksel yang teridentifikasi piksel
rambut, selanjutnya mengganti piksel rambut dengan algoritma ROI dimana
matriks biner pada proses sebelumnya digunakan sebagai mask. Nilai piksel hasil
akhir masing-masing lapisan warna dari pengaplikasian algoritma dull razor
filtering ditunjukan pada Gambar 4.15, Gambar 4.16, dan Gambar 4.17
Gambar 4.15 Matriks hasil akhir lapisan R
 
































Gambar 4.16 Matriks hasil akhir lapisan G
Gambar 4.17 Matriks hasil akhir lapisan B
Ketiga lapisan hasil akhir tersebut selanjutnya digabungkan sehingga
menjadi citra seperti pada Gambar 4.18
 
































Gambar 4.18 Hasil akhir dari proses dull razor filtering
4.3. Augmentasi Data
Metode augmentasi data memperbanyak variansi data citra dengan
memodifikasi data citra asli. Pada penelitian ini metode augmentasi yang
digunakan yaitu rotasi dan refleksi. Rotasi dan refleksi data citra memodifikasi
data citra asli dengan merubah posisi nilai piksel menggunakan Persamaan 2.3
sampai Persamaan 2.5. Data citra asli dirotasi sebesar 15◦, 30◦, 45◦, 60◦, 75◦, 90◦
dan 105◦, dan direfleksi terhadap sumbu x dan sumbu y. Sebagai contoh rotasi dan
refleksi data citra dilakukan pada lapisan Blue (B) Gambar 4.18 dengan nilai piksel
seperti pada Gambar 4.17.
4.3.1. Rotasi
Perputaran posisi nilai-nilai piksel pada data citra awal sebesar 90◦
terhadap sudut dan titik pusat rotasi. Rotasi dilakukan dengan menggunakan
Persamaan 2.2 dengan contoh perhitungan sebagai berikut:
 
























































































































Nilai negatif pada hasil perhitungan merepresentasikan posisi sebaliknya
dari posisi awal. Apabila hasil perhitungan (x, y) sama dengan
(−1, 1), (−2, 1), (−3, 1),maka posisi baru dari nilai piksel adalah
(n, 1), (n− 1, 1), (n− 2, 1), dimana n merupakan ukuran matriks, sehingga posisi
baru dari (−1, 1), (−2, 1), (−3, 1), , (−8, 1), (−9, 1), (−10, 1) adalah
(10, 1), (9, 1), (8, 1), , (3, 1), (2, 1), (1, 1). Rotasi 90◦ pada lapisan Blue (B)
Gambar 4.18 dengan nilai piksel seperti pada Gambar 4.17 diilustrasikan pada
Gambar 4.19
 
































Gambar 4.19 Ilustrasi rotasi 90◦
4.3.2. Refleksi
Refleksi atau pencerminan dalam augmentasi data citra yaitu dengan
melakukan pencerminan posisi nilai-nilai piksel pada data citra awal terhadap
sumbu x atau sumbu y. Berikut merupakan contoh perhitungan refleksi terhadapap


























































































































Sama halnya dengan rotasi, nilai negatif pada hasil perhitungan
merepresentasikan posisi sebaliknya dari posisi awal. Refleksi terhadap sumbu y
pada lapisan Blue (B) Gambar 4.18 dengan nilai piksel seperti pada Gambar 4.17
diilustrasikan pada Gambar 4.20
Gambar 4.20 Ilustrasi refleksi terhadap sumbu y
Proses augmentasi menghasilkan 1836 varian citra baru. Data citra yang
awalnya hanya 204 data menjadi 2040 data citra. Contoh augmentasi data citra
dengan memodifikasi data citra asli dengan data citra asli dirotasi sebesar
15◦, 30◦, 45◦, 60◦, 75◦, 90◦ dan 105◦, dan direfleksi terhadap sumbu x dan sumbu y
ditunjukkan pada Gambar 4.21
Gambar 4.21 Contoh hasil augmentasi data
 
































4.4. Feature Learning dan Klasifikasi
Citra hasil pre-processing selanjutnya dipelajari fitur-fiturnya dengan
menggunakan arsitektur GoogleNet. Pada pembelajaran fitur seluruh data citra
akan melewati layer-layer yang terdapat dalam arsitektur GoogleNet dengan Data
citra input berupa citra RGB dengan ukuran 224 × 224. Layer-layer dalam
arsitektur GoogleNet antara lain
4.4.1. Convolution layer
Arsitektur GoogleNet memiliki convolution layer sebagaimana yang
terletak seperti Gambar 3.4. Convolution layer mempelajari fitur suatu citra
dengan operasi konvolusi dan filter. Filter yang digunakan berukuran 7× 7 dengan
stride(s) sama dengan 2, dan zeropadding(p) sebanyak 3 pada tiap sisi citra.
Stride, padding, ukuran dan banyaknya filter ditentukan secara default berdasarkan
jenis arsitektur. Filter terdiri dari tiga lapisan untuk masing-masing lapisan citra
RGB dengan nilai random antara -1 hingga 1 (Zhang et al., 2020a). Sebagai contoh
perhitungan convolution layer menggunakan data input berupa citra kanker kulit
dengan ukuran 224 × 224 × 3. Ilustrasi sampel operasi konvolusi antara citra
inputan dan filter ditunjukkan pada Gambar 4.22
Gambar 4.22 Sampel perhitungan convolution layer
Operasi konvolusi antara citra dan filter pada Gambar 4.22 akan
 
































menghasilkan feature map dengan dimensi yang dihitung dengan perhitungan
seperti pada Persamaan 2.6
h =
i− k + 2p
s
+ 1 =
224− 7 + 2(3)
2
+ 1 = 112
Berdasarkan perhitungan diatas ukuran feature map yang dihasilkan dari
convolution layer dengan ukuran citra 224 × 224, filter berukuran 7 × 7 dengan
stride(s) sama dengan 2, dan zeropadding(p) sebanyak 3 adalah 112. Contoh
perhitungan operasi konvolusi pada masing-masing lapisan diilustrasikan pada
Gambar 4.23, Gambar 4.24, dan Gambar 4.25
Gambar 4.23 Sampel perhitungan convolution layer lapisan R
Gambar 4.24 Sampel perhitungan convolution layer lapisan G
 
































Gambar 4.25 Sampel perhitungan convolution layer lapisan B
Hasil perhitungan pada masing-masing lapisan akan dijumlahkan untuk
menghasilkan feature map. Hasil operasi konvolusi pertama pada lapisan R
dijumlahkan dengan hasil operasi konvolusi pada lapisan G dan B, sehingga
menghasilkan nilai feature map pada posisi (1, 1). Contoh perhitungan feature
map pada convolution layer sebagai berikut:
H1,1 = Ir(1, 1)× Fr(1, 1) + Ir(1, 2)× Fr(1, 2) + Ir(1, 3)× Fr(1, 3) + . . .+ Ir(7, 7)
× Fr(7, 7)) + (Ig(1, 1)× Fg(1, 1) + Ig(1, 2)× Fg(1, 2) + Ig(1, 3)× Fg(1, 3)+
· · ·+ Ig(7, 7)× Fg(7, 7)) + (Ib(1, 1)× Fb(1, 1) + Ib(1, 2)× Fb(1, 2) + Ib(1, 3)
× Fb(1, 3) + · · ·+ Ib(7, 7)× Fb(7, 7))
= ((0× 0.229) + (0× 0.1553) + (0× (−0.0366)) + . . .+ (243× (−0.1103)))
+ ((0× (−0.2536)) + (0× (−0.148)) + (0× (−0.0368)) + . . .+ (146




































H1,2 = Ir(1, 4)× Fr(1, 1) + Ir(1, 5)× Fr(1, 2) + Ir(1, 6)× Fr(1, 3) + . . .+ Ir(7, 10)
× Fr(7, 7)) + (Ig(1, 4)× Fg(1, 1) + Ig(1, 5)× Fg(1, 2) + Ig(1, 6)× Fg(1, 3)
+ · · ·+ Ig(7, 10)× Fg(7, 7)) + (Ib(1, 4)× Fb(1, 1) + Ib(1, 5)× Fb(1, 2) + Ib(1, 6)
× Fb(1, 3) + · · ·+ Ib(7, 10)× Fb(7, 7))
= ((0× 0.229) + (0× 0.1553) + (0× (−0.0366)) + . . .+ (247× (−0.1103)))
+ ((0× (−0.2536)) + (0× (−0.148)) + (0× (−0.0368)) + . . .+ (143
× (−0.3033))) + ((0× 0.0882) + (0× 0.0374) + (0× 0.0491) + . . .+ (154
× 0.4041))
= 48.7910
Feature map yang dihasilkan dari perhitungan diatas ditunjukkan pada
matriks berukuran 112× 112 berikut:
H(:,:,1) =

48.8 38.7 39.2 41.4 32.4 · · · 30.55
46.9 −1.4 −14.8 −24.4 −33.7 · · · −29.26
20.3 −38.2 −46.0 −54.2 −57.1 · · · −57.90
10.5 −57.8 −60.2 −65.3 −71.9 · · · −71.45
−2.1 −66.7 −65.7 −70.6 −79.6 · · · −73.86
−3.2 −58.2 −58.5 −66.3 −73.6 · · · −66.15
6.1 −48.2 −52.5 −59.7 −65.5 · · · −62.54





... . . .
...
12.02 −36.00 −39.04 −48.02 −48.21 · · · −45.14

Perhitungan tersebut berulang sesuai dengan jumlah tumpukan feature
map. Visualisasi tampilan feature map yang dihasilkan dari convolution layer
 
































ditunjukkan pada Gambar 4.26
Gambar 4.26 Visualisasi feature map pada convolution layer
4.4.2. Rectified Linear Unit (ReLU)
Feature map yang dihasilkan dari proses convolution layer selanjutnya
diaktivasi dengan menggunakan fungsi aktivasi ReLU untuk menghilangkan nilai
negatif pada feature map. Nilai negatif dalam feature map digantikan oleh nilai 0
sebagaimana tertulis pada Persamaan 2.7. Nilai negatif pada feature map dapat
menyebabkan kecenderungan nilai gradien neuron mendekati 0 untuk nilai input
yang tinggi sehingga terjadi hilangnya kemiringan gradien dan model tidak dapat
mempelajari polanya. Sebagai contoh, feature map yang dihasilkan olrh
convolution layer diaktifasi ReLU dengan hasil seperti yang ditunjukkan pada
matriks berukuran 112× 112 berikut:
 


































48.8 38.7 39.2 41.4 32.4 · · · 30.55
46.9 0 0 0 0 · · · 0
20.26 0 0 0 0 · · · 0
10.54 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0
6.1 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0





... . . .
...
12.02 0 0 0 0 · · · 0

Aktivasi ReLU berulang sesuai dengan jumlah tumpukan feature map.
Visualisasi feature map Gambar 4.26 setelah melalui ReLU layer ditunjukkan pada
Gambar 4.27
Gambar 4.27 Visualisasi feature map pada ReLU
 

































Arsitektur GoogleNet memiliki pooling layer yang digunakan untuk
mempercepat proses perhitungan komputasi dengan cara mengurangi volume pada
setiap tumpukan feature map tanpa menghilangkan informasi-informasi penting.
Jenis pooling yang digunakan setelah ReLU layer adalah max pooling.
Penggunaan max pooling dilakukan untuk mendapatkan fitur-fitur paling dominan
pada feature map. Ilustrasi perhitungan max pooling ditunjukkan pada Gambar
4.28
Gambar 4.28 Ilustrasi perhitungan max pooling
Contoh perhitungan max pooling feature map pada Tabel 4.27 dengan
ukuran filter 3× 3 dan stride 2, dimana Y merupakan output dari pooling layer
Y1,1 = max(48.79, 38.66, 39.18, 46.88, 0, 0, 20.26, 0, 0) = 48.79
Y1,2 = max(39.18, 41.44, 32.40, 0, 0, 0, 0, 0, 0) = 41.44
Y1,3 = max(32.40, 26.80, 29.10, 0, 0, 0, 0, 0, 0) = 32.40
Dari contoh perhitungan diatas didapatkan hasil berukuran 56 × 56 seperti pada
matriks berikut:
 


































48.79 41.44 32.40 29.10 24.36 · · · 30.55
20.26 0 0 0 0 · · · 0
6.14 0 0 0 0 · · · 0
6.14 0 0 0 0 · · · 0





... . . .
...
12.02 0 0 0 0 · · · 0

Perhitungan pooling layer berulang sesuai dengan jumlah tumpukan
feature map. Visualisasi feature map Gambar 4.27 setelah melalui max pooling
layer ditunjukkan pada Gambar 4.29
Gambar 4.29 Visualisasi feature map pada max pooling
4.4.4. Local Response Normalization
Local response normalization digunakan untuk membatasi nilai pada
feature map sehingga meningkatkan kemampuan generalisasi. Pada Local
response normalization terdapat beberapa hyperparameter antara lain (k, α, β, n).
 
































Inisialisasi hyperparameters (k, α, β, n) sama dengan (1, 0.0001, 0.75, 5).
Perhitungan Local response normalization pada hasil dari max pooling dengan
sampel tumpukan feature map berukuran 56× 56 sebagai berikut:
Y(:,:,1) =

48.79 41.44 32.40 29.10 24.36 · · · 30.55
20.26 0 0 0 0 · · · 0
6.14 0 0 0 0 · · · 0
6.14 0 0 0 0 · · · 0





... . . .
...




19.53 19.53 8.03 11.18 13.63 · · · 39.46
24.55 24.55 26.87 25.93 35.92 · · · 30.32
24.55 24.55 26.87 25.93 35.92 · · · 22.94
7.19 9.14 9.14 8.92 21.18 · · · 32.56





... . . .
...





0 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0





... . . .
...
0 0 0 0 0 · · · 0

 



































































Perhitungan berlanjut hingga seluruh elemen dalam setiap feature map
ternormalisasi. Hasil dari Local response normalization ditunjukkan pada matriks
berukuran 56× 56 berikut:
 


































43.37 39.34 31.87 28.67 24.03 · · · 29.46
18.78 0 0 0 0 · · · 0
5.73 0 0 0 0 · · · 0
5.61 0 0 0 0 · · · 0





... . . .
...




17.08 18.19 7.74 10.06 11.73 · · · 18.04
22.73 23.17 26.03 20.84 28.67 · · · 15.05
22.89 23.39 26.22 20.87 28.71 · · · 11.90
6.50 8.91 8.88 8.33 19.68 · · · 21.15





... . . .
...





0 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0





... . . .
...
0 0 0 0 0 · · · 0

Visualisasi feature map Gambar 4.29 setelah melalui local response
normalization ditunjukkan pada Gambar 4.30
 
































Gambar 4.30 Visualisasi feature map pada local response normalization
4.4.5. Inception Nodule
Arsitektur GoogleNet memiliki 9 inception nodule yang pada
masing-masing inception nodule berisi convolution layer, ReLU, max pooling.
Layer sebelum inception nodule adalah max pooling yang dibagi menjadi empat
jalur dimana tiga jalur pertama merupakan convolution layer dengan
masing-masing ukuran filter 3 × 3, 1 × 1, dan 5 × 5 untuk mempelajari fitur citra
dengan ukuran spasial yang berbeda. Proses pembelajaran fitur pada dua jalur
tengah dilakukan dengan convolution layer 1 × 1 untuk mengurangi kompleksitas
model. Jalur keempat menggunakan max pooling layer 3 × 3 yang diikuti
convolution layer 1 × 1. Ukuran padding pada keempat jalur tersbut disesuaikan
agar keluarannya memiliki ukuran yang sama. Hasil dari keempat jalur tersebut
akan disusun menjadi beberapa tumpukan pada depth concatenation layer.
Visualisasi feature map sebelum dan sesudah melalui inception nodule ditunjukkan
pada Gambar 4.31 dan Gambar .
 
































Gambar 4.31 Feature map pada max pooling layer sebelum inception nodule
Gambar 4.32 Feature map pada inception nodule
 

































Drop out layer menentukan hasil yang akan diteruskan pada proses
selanjutnya. Penentuan dilakukan berdasarkan nilai random antara 0 hingga 1, jika
nilai random kurang dari nilai probabilitas yang ditentukan maka node tersebut
tidak digunakan pada proses selanjutnya, sehingga terjadi pengurangan atau
penipisan jaringan. Hal tersebut dapat mengurangi overfitting karena semakin tebal
jaringannya maka akan semakin besar kemungkinan suatu model terlalu cocok
pada dataset tertentu. Node yang tidak digunakan akan diganti dengan nilai 0 atau
tidak diperhitungkan. Ilustrasi perhitungan dropout layer dengan nilai probabilitas
yang ditentukan sama dengan 0.5 ditunjukkan pada Gambar 4.33
Gambar 4.33 Ilustrasi perhitungan dropout layer
4.4.7. Fully Connected Layer
Fully connected layer digunakan untuk menentukan fitur kelas yang paling
dominan dari suatu citra. Input dari fully connected layer yaitu hasil dari layer
sebelumnya yang berukuran 1 × 1024. Dalam perhitungan fully connected layer
terdapat bobot (W ) dan bias (b) dengan ukuran masing-masing 2 × 1024 dan 2 ×
 
































1. Pada fully connected layer menggunakan metode multilayer perceptron yaitu
backpropagation untuk pembaruan bobot dan bias. Bobot (W ) dan bias (b) dalam
fully connected layer ditunjukkan sebagai berikut:
x =
[


















Perhitungan fully connected layer dilakukan dengan Persamaan 2.9 dengan
contoh perhitungan sebegai berikut:




= 0.0013 + ((0.008 ∗ 2.331) + (0.037 ∗ 0.718) + (0.080 ∗ 0.181) + (0.035 ∗ 0)
+ · · ·+ (0.025 ∗ 0))
= 0.0013 + 5.7456
= 5.7469
 




































= −0.0013 + ((−0.082 ∗ 2.331) + (−0.069 ∗ 0.718) + (−0.057 ∗ 0.181) + (0.052 ∗ 0)
+ · · ·+ (0.028 ∗ 0))






Fully connected layer biasanya diikuti oleh softmax layer yang digunakan
sebagai fungsi aktivasi. Fungsi aktivasi softmax mengubah vektor skor nilai ril
kedalam bentuk yang sama namun dalam rentang nilai 0 hingga 1 yang berjumlah

























































Baris pertama pada softmax merepresentasikan probabilitas seseorang
terdiagnosis kanker kulit berdasarkan citra kulit area yang mencurigakan. Baris
kedua merepresentasikan probabilitas kulit area yang mencurigakan tidak
terdeteksi sebagai kanker kulit.
4.5. Pengujian Model dan Evaluasi Sistem
Proses klasifikasi citra kanker kulit menggunakan algoritma CNN
GoogleNet dipengaruhi oleh beberapa hal antara lain pembagian data training dan
testing, dropout, dan batchsize. Pada penelitian ini dilakukan uji coba pembagian
data, dropout, dan batchsize untuk mendapatkan model klasifikasi yang terbaik.
Pembagian data yang di uji coba yaitu data training sebanyak 60%, 70%, 80%, dan
90%. Pada dropout layer dilakukan uji coba nilai probabilitas dengan inisialisasi
probabilitas sama dengan 0.4, 0.5, 0.6, dan 0.7. Batchsize yang diujikan bernilai 8,
16, 32, dan 64. Model terbaik dipilih berdasarkan evaluasi sistem menggunakan
confusion matrix dengan nilai akurasi, sensitifitas, dan spesifisitas.
Sistem klasifikasi menggunakan algoritma CNN GoogleNet dengan jumlah
data yang sama dibandingkan dengan algoritma machine learning konvensional
seperti Support Vector Machine. Klasifikasi menggunakan Support Vector
Machine dalam data citra memerlukan algoritma untuk mengekstraksi fitur pada
citra. Salah satu algoritma untuk mengekstraksi fitur pada citra adalah Histogram
of Oriented Gradients (HOG), dimana citra diekstraksi berdasarkan nilai gradien
piksel arah menurut orientasi arah.
 
































4.5.1. Pembagian Data 60%
Uji coba dengan pembagian data 60% ditunjukkan pada Tabel 4.1.






8 99.1 99 99.3 232 min
21 sec
16 98.9 98.8 99 205 min
54 sec
0.4 32 98.53 98.5 98.5 198 min
21 sec
64 96.94 97.8 96.1 200 min
44 sec
8 98.65 98 99.3 232 min
10 sec
16 98.53 98.3 98.8 207 min
11 sec
0.5 32 98.28 98.3 98.3 197 min
12 sec
60 64 97.79 97.5 98 181 min
13 sec
8 99.02 99 99.3 232 min
56 sec
16 98.65 98.8 98.5 208 min
49 sec
0.6 32 97.92 98.5 97.3 196 min
17 sec
64 97.55 97.8 97.3 187 min
3 sec
8 99.26 99 99.5 235 min
24 sec
16 98.53 98.5 98.5 206 min
9 sec
0.7 32 98.41 98.5 98.3 192 min
32 sec
64 97.92 98.5 97.3 188 min
45 sec
 
































Berdasarkan Tabel 4.1 dapat diketahui akurasi terbaik dari pembagian data
training 60% yaitu 99.26% dengan inisialisasi nilai probabilitas pada dropout layer
sama dengan 0.7 dan nilai batchsize sama dengan 8. Setiap percobaan batchsize
menunjukkan rata-rata nilai akurasi semakin turun ketika nilai batchsize semakin
besar. Pada klasifikasi citra medis, kinerja sistem klasifikasi juga dievaluasi dengan
sensitivitas dan spesifisitas. Sensitivitas dan spesifisitas pada percobaan dengan
hasil akurasi terbaik masing-masing sebesar 99.5% dan 99%. Nilai sensitifitas
yang tinggi menunjukkan bahwa model yang dihasilkan dapat mengenali citra
malignant dengan baik. Sedangkan nilai spesifisitas yang tinggi menunjukkan
bahwa model yang dihasilkan dapat mengenali citra benign dengan baik. Proses
training membutuhkan waktu selama 235 min 24 sec dengan tampilan training
progress seperti pada Gambar 4.34.
Gambar 4.34 Training progress hasil terbaik pembagian data 60%
Peningkatan nilai akurasi pada Gambar 4.34 ditunjukkan oleh grafik
berwarna biru pada bagian atas yang berbanding terbalik dengan nilai eror
ditunjukkan oleh grafik merah pada bagian bawah. Gambar 4.34 menunjukkan
pada iterasi pertama nilai akurasi berada pada kisaran 60% yang terus meningkat
 
































hingga pada iterasi terakhir mencapai nilai akurasi sebesar 99.26%. Dari proses
training tersebut menghasilkan confusion matrix pada Gambar 4.35.
Gambar 4.35 Confusion matrix hasil terbaik pembagian data 60%
Berdasarkan Gambar 4.35 tiap baris pada tabel merepresentasikan kelas
hasil prediksi (Output Class), sedangkan kolom mempresentasikan kelas
sebenarnya (Target Class). Kotak pada diagonal matriks menunjukkan data yang
terklasifikasi dengan benar, sebaliknya kotak selain pada diagonal menunujukkan
data yeng terklasifikasi di kelas yang salah. Pada confusion matrix didapat True
Positif (TP), False Positif (FP), True Negatif (TN), dan False Negatif (FN). TP
merupakan jumlah citra malignant yang terprediksi benar, FP merupakan jumlah
citra malignant yang terprediksi sebagai benign, TN merupakan jumlah citra
benign yang terprediksi benar, dan FN merupakan jumlah citra benign yang
 
































terprediksi sebagai malignant. Sehingga TP, FP, TN, dan FN masing-masing
bernilai 404, 4, 406, 2. Perhitungan akurasi, sensitivitas, dan spesifisitas dilakukan
dengan menggunakan Persamaan 2.11, 2.12, dan 2.13. Hasil evaluasi sistem
klasifikasi menggunakan data tanpa augmentasi ditunjukkan pada Tabel 4.2












8 89.02 90.02 87.8 24 min 6
sec
16 89.02 92.7 85.4 20 min 2
sec
32 89.02 90.02 87.8 17 min
38 sec
64 87.8 80.6 90.3 13 min
29 sec
0.5
8 90.24 95.1 85.4 23 min
50 sec
16 86.59 85.4 87.8 21 min 7
sec
32 89.02 90.2 87.8 18 min
30 sec
64 75 70 80 16 min
20 sec
0.6
8 87.5 100 75 27 min
39 sec
16 87.8 90.2 85.4 21 min
33 sec
32 85.48 90.3 80.6 20 min
59 sec
64 80.6 83.87 87.1 19 min
12 sec
0.7
8 89.02 97.6 80.5 24 min
22 sec
16 89.02 92.7 85.4 20 min
58 sec
32 87.8 90.2 85.4 18 min 3
sec
64 86.59 90.02 82.9 15 min 3
sec
 
































Berdasarkan Tabel 4.2 dapat diketahui akurasi terbaik dari pembagian data
training 60% yaitu 87.5% dengan inisialisasi nilai probabilitas pada dropout layer
sama dengan 0.6 dan nilai batchsize sama dengan 8. Pada klasifikasi citra medis,
kinerja sistem klasifikasi juga dievaluasi dengan sensitivitas dan spesifisitas.
Sensitivitas dan spesifisitas pada percobaan dengan hasil akurasi terbaik
masing-masing sebesar 100% dan 75%. Nilai sensitifitas yang tinggi menunjukkan
bahwa model yang dihasilkan dapat mengenali citra malignant dengan baik.
Sedangkan nilai spesifisitas yang tinggi menunjukkan bahwa model yang
dihasilkan dapat mengenali citra benign dengan baik. Proses training
membutuhkan waktu selama 235 min 24 sec dengan hasil confusion matrix seperti
pada Gambar 4.36
Gambar 4.36 Confusion matrix hasil terbaik pembagian data 60% tanpa augmentasi
 
































Hasil pembagian data 60% dengan menggunakan algoritma HOG-SVM
ditunjukkan pada Tabel 4.3.
Tabel 4.3 Hasil evaluasi percobaan perbandingan data 60% menggunakan HOG-SVM
Pembagian Data Akurasi (%) Spesifisitas (%) Sensitivitas (%) Waktu training
60% 84.8 88.7 80.9 3 min 16 sec
Berdasarkan Tabel 4.1 dan Tabel 4.3 menunjukkan bahwa kinerja algoritma
CNN GoogleNet lebih baik dibandingkan algoritma HOG-SVM dari segi akurasi.
Confusion matrix dari hasil percobaan ditunjukkan pada Gambar 4.37.
Gambar 4.37 Confusion matrix hasil terbaik pembagian data 60% menggunakan HOG-SVM
Berdasarkan hasil evaluasi kinerja sistem klasifikasi pada masing-masing
percobaan diketahui bahwa klasifikasi dengan menggunakan augmentasi data dan
 
































metode CNN GoogleNet memiliki rata-rata tingkat akurasi yang lebih tinggi.
Tingkat akurasi sangat bekorelasi dengan durasi proses training. Pada percobaan
dengan augmentasi data menggunakan metode CNN GoogleNet memiliki
perbedaan akurasi dan durasi training yang signifikan dibandingkan menggunakan
metpde HOG-SVM. Klasifikasi kanker kulit berdasarkan data yang telah di
augmentasi menggunakan metode CNN GoogleNet membutuhkan waktu training
lebih dari 2 jam, sedangkan pada metode HOG-SVM hanya membutuhkan waktu 3
menit. Hasil akurasi pada sistem klasifikasi menggunakan metode CNN
GoogleNet berkisar antara 96 hingga 99%, sedangkan pada metode HOG-SVM
hanya memperoleh tingkat akurasi sebesar 84.8%. Perbandingan akurasi
klasifikasi data augmentasi dan tanpa augmentasi menggunakan metode CNN
GoogleNet dengan metode HOG-SVM menunjukkan metode CNN GoogleNet
lebih unggul dari segi akurasi. Percobaan pada Tabel 4.1 dan 4.2 menunjukkan
augmentasi data berpengaruh dalam pembangunan sistem kalsifikasi. Sistem
klasifikasi pada data yang telah di augmentasi memiliki kinerja yang lebih baik
dibandingkan data tanpa augmentasi. Hal ini dikarenakan pada percoban dengan
augmentasi data sistem akan mempelajari varians data yang lebih banyak sehingga
dapat mengenali lesi kanker kulit pada berbagai posisi.
4.5.2. Pembagian Data 70%
Uji coba dengan pembagian data 70% ditunjukkan pada Tabel 4.4.
 










































8 98.20 98 96.4 251 min
11 sec
16 98.69 99 98.4 223 min
4 sec
0.4 32 97.9 98 97.7 200 min
34 sec
64 97.39 97.7 97.1 214 min
15 sec
8 97.71 98 97.4 250 min
49 sec
16 98.04 98 98 220 min
52 sec
0.5 32 97.71 98.7 96.7 213 min
30 sec
70 64 98.04 100 96.1 232 min
28 sec
8 97.71 98 97.4 254 min
39 sec
16 98.20 98.7 97.7 221 min
50 sec
0.6 32 96.9 97.7 96.1 203 min
31 sec
64 97.55 97.1 98 210 min
7 sec
8 98.20 98.4 98 251 min
10 sec
16 98.20 96.7 97.7 221 min
50 sec
0.7 32 98.69 99 96.4 236 min
6 sec
64 97.88 97.7 98 234 min
17 sec
Berdasarkan Tabel 4.4 dapat diketahui akurasi terbaik dari pembagian data
training 70% yaitu 98.69% dengan inisialisasi nilai probabilitas pada dropout layer
sama dengan 0.4 dan nilai batchsize sama dengan 16. Setiap percobaan batchsize
menunjukkan rata-rata nilai akurasi semakin turun ketika nilai batchsize semakin
 
































besar. Pada klasifikasi citra medis, kinerja sistem klasifikasi juga dievaluasi dengan
sensitivitas dan spesifisitas. Sensitivitas dan spesifisitas pada percobaan dengan
hasil akurasi terbaik masing-masing sebesar 98.4% dan 99%. Nilai sensitifitas
yang tinggi menunjukkan bahwa model yang dihasilkan dapat mengenali citra
malignant dengan baik. Sedangkan nilai spesifisitas yang tinggi menunjukkan
bahwa model yang dihasilkan dapat mengenali citra benign dengan baik. Proses
training membutuhkan waktu selama 223 min 4 sec dengan tampilan training
progress seperti pada Gambar 4.38.
Gambar 4.38 Training progress hasil terbaik pembagian data 70%
Peningkatan nilai akurasi pada Gambar 4.38 ditunjukkan oleh grafik
berwarna biru pada bagian atas yang berbanding terbalik dengan nilai eror
ditunjukkan oleh grafik merah pada bagian bawah. Gambar 4.38 menunjukkan
pada iterasi pertama nilai akurasi 60% yang terus meningkat hingga pada iterasi
terakhir mencapai nilai akurasi sebesar 98.69%. Dari proses training tersebut
menghasilkan confusion matrix pada Gambar 4.39.
 
































Gambar 4.39 Confusion matrix hasil terbaik pembagian data 70%
Berdasarkan Gambar 4.39 tiap baris pada tabel merepresentasikan kelas
hasil prediksi (Output Class), sedangkan kolom mempresentasikan kelas
sebenarnya (Target Class). Kotak pada diagonal matriks menunjukkan data yang
terklasifikasi dengan benar, sebaliknya kotak selain pada diagonal menunujukkan
data yeng terklasifikasi di kelas yang salah. Pada confusion matrix didapat True
Positif (TP), False Positif (FP), True Negatif (TN), dan False Negatif (FN). TP
merupakan jumlah citra malignant yang terprediksi benar, FP merupakan jumlah
citra malignant yang terprediksi sebagai benign, TN merupakan jumlah citra
benign yang terprediksi benar, dan FN merupakan jumlah citra benign yang
terprediksi sebagai malignant. Sehingga TP, FP, TN, dan FN masing-masing
bernilai 303, 3, 301, 5. Perhitungan akurasi, sensitivitas, dan spesifisitas dilakukan
 
































dengan menggunakan Persamaan 2.11, 2.12, dan 2.13. Hasil evaluasi sistem
klasifikasi menggunakan data tanpa augmentasi ditunjukkan pada Tabel 4.5












8 90.32 90.3 90.3 24 min
20 sec
16 88.17 87.1 90.3 21 min 2
sec
32 85.48 83.9 87.1 20 min 1
sec
64 83.87 80.6 87.1 18 min
13 sec
0.5
8 88.71 87.1 90.3 24 min
56 sec
16 88.71 90.3 87.1 21 min
10 sec
32 83.87 77.4 90.3 20 min 2
sec
64 85.48 80.6 90.3 19 min
59 sec
0.6
8 88.71 87.1 90.3 24 min 3
sec
16 87.1 87.1 87.1 21 min
32 sec
32 85.48 80.6 90.3 20 min
23 sec
64 88.71 90.3 87.1 19 min
53 sec
0.7
8 91.94 93.5 90.3 25 min
30 sec
16 87.1 87.1 87.1 21 min
47 sec
32 87.1 87.1 87.1 20 min
48 sec
64 83.87 80.6 87.1 20 min
42 sec
 
































Berdasarkan Tabel 4.5 dapat diketahui akurasi terbaik dari pembagian data
training 70% yaitu 91.94% dengan inisialisasi nilai probabilitas pada dropout layer
sama dengan 0.7 dan nilai batchsize sama dengan 8. Pada klasifikasi citra medis,
kinerja sistem klasifikasi juga dievaluasi dengan sensitivitas dan spesifisitas.
Sensitivitas dan spesifisitas pada percobaan dengan hasil akurasi terbaik
masing-masing sebesar 93.5% dan 90.3%. Nilai sensitifitas yang tinggi
menunjukkan bahwa model yang dihasilkan dapat mengenali citra malignant
dengan baik. Sedangkan nilai spesifisitas yang tinggi menunjukkan bahwa model
yang dihasilkan dapat mengenali citra benign dengan baik. Proses training
membutuhkan waktu selama 235 min 24 sec dengan hasil confusion matrix seperti
pada Gambar 4.40
Gambar 4.40 Confusion matrix hasil terbaik pembagian data 70% tanpa augmentasi
 
































Hasil pembagian data 70% dengan menggunakan algoritma HOG-SVM
ditunjukkan pada Tabel 4.6.
Tabel 4.6 Hasil evaluasi percobaan perbandingan data 70% menggunakan HOG-SVM
Pembagian Data Akurasi (%) Spesifisitas (%) Sensitivitas (%) Waktu training
70% 84.8 87.9 78.8 5 min 49 sec
Berdasarkan Tabel 4.4 dan Tabel 4.6 menunjukkan bahwa kinerja algoritma
CNN GoogleNet lebih baik dibandingkan algoritma HOG-SVM dari segi akurasi.
Confusion matrix dari hasil percobaan ditunjukkan pada Gambar 4.41.
Gambar 4.41 Confusion matrix hasil terbaik pembagian data 70% menggunakan HOG-SVM
Berdasarkan hasil evaluasi kinerja sistem klasifikasi pada masing-masing
percobaan diketahui bahwa klasifikasi dengan menggunakan augmentasi data dan
 
































metode CNN GoogleNet memiliki rata-rata tingkat akurasi yang lebih tinggi.
Tingkat akurasi sangat bekorelasi dengan durasi proses training. Pada percobaan
dengan augmentasi data menggunakan metode CNN GoogleNet memiliki
perbedaan akurasi dan durasi training yang signifikan dibandingkan menggunakan
metpde HOG-SVM. Klasifikasi kanker kulit berdasarkan data yang telah di
augmentasi menggunakan metode CNN GoogleNet membutuhkan waktu training
lebih dari 2 jam, sedangkan pada metode HOG-SVM hanya membutuhkan waktu 5
menit. Hasil akurasi pada sistem klasifikasi menggunakan metode CNN
GoogleNet berkisar antara 97 hingga 98%, sedangkan pada metode HOG-SVM
hanya memperoleh tingkat akurasi sebesar 84.8%. Perbandingan akurasi
klasifikasi data augmentasi dan tanpa augmentasi menggunakan metode CNN
GoogleNet dengan metode HOG-SVM menunjukkan metode CNN GoogleNet
lebih unggul dari segi akurasi. Percobaan pada Tabel 4.4 dan 4.5 menunjukkan
augmentasi data berpengaruh dalam pembangunan sistem kalsifikasi. Sistem
klasifikasi pada data yang telah di augmentasi memiliki kinerja yang lebih baik
dibandingkan data tanpa augmentasi. Hal ini dikarenakan pada percoban dengan
augmentasi data sistem akan mempelajari varians data yang lebih banyak sehingga
dapat mengenali lesi kanker kulit pada berbagai posisi.
4.5.3. Pembagian Data 80%
Uji coba dengan pembagian data 80% ditunjukkan pada Tabel 4.7.
 












































8 98.28 97.5 99 298 min
16 98.28 98 98.5 273 min
33 sec
32 98.0 98.5 97.5 225 min
29 sec
64 97.06 96.1 98 222 min
25 sec
0.5
8 99.26 98.5 100 298 min
40 sec
16 98.53 97.1 100 276 min
13 sec
32 97.71 98.7 96.7 213 min
30 sec
64 98.04 98 98 227 min
57 sec
0.6
8 99.02 99.5 98.5 264 min
59 sec
16 99.26 99.5 99 238 min
40 seca
32 98.53 99 98 226 min
16 sec
64 98.53 99 98 222 min
38 sec
0.7
8 98.28 97.1 99.5 303 min
53 sec
16 98.77 99 98.5 253 min
15 sec
32 98.77 98.5 99 236 min
8 sec
64 97.79 99 96.6 229 min
34 sec
 
































Berdasarkan Tabel 4.7 dapat diketahui akurasi terbaik dari pembagian data
training 80% yaitu 99.26% dengan inisialisasi nilai probabilitas pada dropout layer
sama dengan 0.5 dan nilai batchsize sama dengan 8. Setiap percobaan batchsize
menunjukkan rata-rata nilai akurasi semakin turun ketika nilai batchsize semakin
besar. Pada klasifikasi citra medis, kinerja sistem klasifikasi juga dievaluasi dengan
sensitivitas dan spesifisitas. Sensitivitas dan spesifisitas pada percobaan dengan
hasil akurasi terbaik masing-masing sebesar 100% dan 98.5%. Nilai sensitifitas
yang tinggi menunjukkan bahwa model yang dihasilkan dapat mengenali citra
malignant dengan baik. Sedangkan nilai spesifisitas yang tinggi menunjukkan
bahwa model yang dihasilkan dapat mengenali citra benign dengan baik. Proses
training membutuhkan waktu selama 298 min 40 sec dengan tampilan training
progress seperti pada Gambar 4.42.
Gambar 4.42 Training progress hasil terbaik pembagian data 80%
Peningkatan nilai akurasi pada Gambar 4.42 ditunjukkan oleh grafik
berwarna biru pada bagian atas yang berbanding terbalik dengan nilai eror
ditunjukkan oleh grafik merah pada bagian bawah. Gambar 4.42 menunjukkan
pada iterasi pertama nilai akurasi kisaran 60% yang terus meningkat hingga pada
 
































iterasi terakhir mencapai nilai akurasi sebesar 99.26%. Dari proses training
tersebut menghasilkan confusion matrix pada Gambar 4.43.
Gambar 4.43 Confusion matrix hasil terbaik pembagian data 80%
Berdasarkan Gambar 4.43 tiap baris pada tabel merepresentasikan kelas
hasil prediksi (Output Class), sedangkan kolom mempresentasikan kelas
sebenarnya (Target Class). Kotak pada diagonal matriks menunjukkan data yang
terklasifikasi dengan benar, sebaliknya kotak selain pada diagonal menunujukkan
data yeng terklasifikasi di kelas yang salah. Pada confusion matrix didapat True
Positif (TP), False Positif (FP), True Negatif (TN), dan False Negatif (FN). TP
merupakan jumlah citra malignant yang terprediksi benar, FP merupakan jumlah
citra malignant yang terprediksi sebagai benign, TN merupakan jumlah citra
benign yang terprediksi benar, dan FN merupakan jumlah citra benign yang
 
































terprediksi sebagai malignant. Sehingga TP, FP, TN, dan FN masing-masing
bernilai 201, 3, 204, 0. Perhitungan akurasi, sensitivitas, dan spesifisitas dilakukan
dengan menggunakan Persamaan 2.11, 2.12, dan 2.13. Hasil evaluasi sistem
klasifikasi menggunakan data tanpa augmentasi ditunjukkan pada Tabel 4.8












8 87.5 100 75 27 min
39 sec
16 85 90 80 23 min
19 sec
32 92.5 95 90 23 min
13 sec
64 92.5 100 85 19 min
19 sec
0.5
8 90 95 85 27 min
53 sec
16 82.5 80 85 24 min
31 sec
32 82.5 85 80 23 min 9
sec
64 85 85 85 19 min 3
sec
0.6
8 82.9 92.7 73.2 29 min
21 sec
16 90 90 90 25 min
24 sec
32 85 85 85 23 min
11 sec
64 90 90 90 19 min 0
sec
0.7
8 95 95 95 26 min
10 sec
16 82.5 75 90 23 min
56 sec
32 90 90 90 22 min
33 sec
64 87.5 90 85 19 min 7
sec
 
































Berdasarkan Tabel 4.8 dapat diketahui akurasi terbaik dari pembagian data
training 80% yaitu 95% dengan inisialisasi nilai probabilitas pada dropout layer
sama dengan 0.7 dan nilai batchsize sama dengan 8. Pada klasifikasi citra medis,
kinerja sistem klasifikasi juga dievaluasi dengan sensitivitas dan spesifisitas.
Sensitivitas dan spesifisitas pada percobaan dengan hasil akurasi terbaik
masing-masing sebesar 95% dan 95%. Nilai sensitifitas yang tinggi menunjukkan
bahwa model yang dihasilkan dapat mengenali citra malignant dengan baik.
Sedangkan nilai spesifisitas yang tinggi menunjukkan bahwa model yang
dihasilkan dapat mengenali citra benign dengan baik. Proses training
membutuhkan waktu selama 26 min 10 sec dengan hasil confusion matrix seperti
pada Gambar 4.44
Gambar 4.44 Confusion matrix hasil terbaik pembagian data 80% tanpa augmentasi
 
































Hasil pembagian data 80% dengan menggunakan algoritma HOG-SVM
ditunjukkan pada Tabel 4.9.
Tabel 4.9 Hasil evaluasi percobaan perbandingan data 80% menggunakan HOG-SVM
Pembagian Data Akurasi (%) Spesifisitas (%) Sensitivitas (%) Waktu training
80% 80.9 87.3 74.5 5 min 58 sec
Berdasarkan Tabel 4.7 dan Tabel 4.6 menunjukkan bahwa kinerja algoritma
CNN GoogleNet lebih baik dibandingkan algoritma HOG-SVM dari segi akurasi.
Confusion matrix dari hasil percobaan ditunjukkan pada Gambar 4.45.
Gambar 4.45 Confusion matrix hasil terbaik pembagian data 80% menggunakan HOG-SVM
Berdasarkan hasil evaluasi kinerja sistem klasifikasi pada masing-masing
percobaan diketahui bahwa klasifikasi dengan menggunakan augmentasi data dan
 
































metode CNN GoogleNet memiliki rata-rata tingkat akurasi yang lebih tinggi.
Tingkat akurasi sangat bekorelasi dengan durasi proses training. Pada percobaan
dengan augmentasi data menggunakan metode CNN GoogleNet memiliki
perbedaan akurasi dan durasi training yang signifikan dibandingkan menggunakan
metpde HOG-SVM. Klasifikasi kanker kulit berdasarkan data yang telah di
augmentasi menggunakan metode CNN GoogleNet membutuhkan waktu training
lebih dari 2 jam, sedangkan pada metode HOG-SVM hanya membutuhkan waktu 5
menit. Hasil akurasi pada sistem klasifikasi menggunakan metode CNN
GoogleNet berkisar antara 97 hingga 99%, sedangkan pada metode HOG-SVM
hanya memperoleh tingkat akurasi sebesar 80.9%. Perbandingan akurasi
klasifikasi data augmentasi dan tanpa augmentasi menggunakan metode CNN
GoogleNet dengan metode HOG-SVM menunjukkan metode CNN GoogleNet
lebih unggul dari segi akurasi. Percobaan pada Tabel 4.7 dan 4.8 menunjukkan
augmentasi data berpengaruh dalam pembangunan sistem kalsifikasi. Sistem
klasifikasi pada data yang telah di augmentasi memiliki kinerja yang lebih baik
dibandingkan data tanpa augmentasi. Hal ini dikarenakan pada percoban dengan
augmentasi data sistem akan mempelajari varians data yang lebih banyak sehingga
dapat mengenali lesi kanker kulit pada berbagai posisi.
4.5.4. Pembagian Data 90%
Uji coba dengan pembagian data 90% ditunjukkan pada Tabel 4.10.
 
































Tabel 4.10 Hasil evaluasi percobaan perbandingan data 90%
Pembagian
data
Dropout Batchsize Akurasi Sensitivitas Spesifisitas Waktu
90
0.4
8 100 100 100 298 min
30 sec
16 99.26 99.5 99 268 min
3 sec
32 99.51 100 99 251 min
23 sec
64 99.51 99 100 253 min
12 sec
0.5
8 99.02 98 100 324 min
1 sec
16 99.02 99 99 263 min
21 sec
32 97.06 98 96.1 a 234 min
49 sec
64 98.53 97.1 98 210 min
7 sec
0.6
8 100 100 100 299 min
15 sec
16 99.51 100 99 263 min
50 sec
32 99.51 100 99 233 min
24 sec
64 98.53 97.1 100 216 min
24 sec
0.7
8 99.51 99 100 319 min
7 sec
16 99.02 100 98 287 min
37 sec
32 99.02 100 98 265 min
42 sec
64 97.06 97.1 97.1 255 min
38 sec
Berdasarkan Tabel 4.10 dapat diketahui akurasi terbaik dari pembagian data
training 90% yaitu 100% dengan inisialisasi nilai probabilitas pada dropout layer
sama dengan 0.4 dan nilai batchsize sama dengan 8. Setiap percobaan batchsize
menunjukkan rata-rata nilai akurasi semakin turun ketika nilai batchsize semakin
 
































besar. Pada klasifikasi citra medis, kinerja sistem klasifikasi juga dievaluasi dengan
sensitivitas dan spesifisitas. Sensitivitas dan spesifisitas pada percobaan dengan
hasil akurasi terbaik masing-masing sebesar 100% dan 100%. Nilai sensitifitas
yang tinggi menunjukkan bahwa model yang dihasilkan dapat mengenali citra
malignant dengan baik. Sedangkan nilai spesifisitas yang tinggi menunjukkan
bahwa model yang dihasilkan dapat mengenali citra benign dengan baik. Proses
training membutuhkan waktu selama 298 min 30 sec dengan tampilan training
progress seperti pada Gambar 4.46.
Gambar 4.46 Training progress hasil terbaik pembagian data 90%
Peningkatan nilai akurasi pada Gambar 4.46 ditunjukkan oleh grafik
berwarna biru pada bagian atas yang berbanding terbalik dengan nilai eror
ditunjukkan oleh grafik merah pada bagian bawah. Gambar 4.46 menunjukkan
pada iterasi pertama nilai akurasi kisaran 40% yang terus meningkat hingga pada
iterasi terakhir mencapai nilai akurasi sebesar 100%. Dari proses training tersebut
menghasilkan confusion matrix pada Gambar 4.47.
 
































Gambar 4.47 Confusion matrix hasil terbaik pembagian data 90%
Berdasarkan Gambar 4.47 tiap baris pada tabel merepresentasikan kelas
hasil prediksi (Output Class), sedangkan kolom mempresentasikan kelas
sebenarnya (Target Class). Kotak pada diagonal matriks menunjukkan data yang
terklasifikasi dengan benar, sebaliknya kotak selain pada diagonal menunujukkan
data yeng terklasifikasi di kelas yang salah. Pada confusion matrix didapat True
Positif (TP), False Positif (FP), True Negatif (TN), dan False Negatif (FN). TP
merupakan jumlah citra malignant yang terprediksi benar, FP merupakan jumlah
citra malignant yang terprediksi sebagai benign, TN merupakan jumlah citra
benign yang terprediksi benar, dan FN merupakan jumlah citra benign yang
terprediksi sebagai malignant. Sehingga TP, FP, TN, dan FN masing-masing
bernilai 102, 0, 102, 0. Perhitungan akurasi, sensitivitas, dan spesifisitas dilakukan
 
































dengan menggunakan Persamaan 2.11, 2.12, dan 2.13. Hasil evaluasi sistem
klasifikasi menggunakan data tanpa augmentasi ditunjukkan pada Tabel 4.5












8 80 80 80 30 min
43 sec
16 80 80 80 25 min
30 sec
32 70 60 80 22 min
22 sec
64 75 80 70 18 min 6
sec
0.5
8 85 80 90 29 min
16 80 80 80 25 min 6
sec
32 75 80 70 21 min
43 sec
64 75 70 80 19 min
14 sec
0.6
8 80 80 80 28 min
47 sec
16 75 70 80 24 min
56 sec
32 75 70 80 21 min
30 sec
64 75 70 80 17 min
24 sec
0.7
8 75 70 80 29 min
13 sec
16 75 70 80 25 min
44 sec
32 75 80 70 22 min 4
sec
64 80 80 80 18 min
20 sec
 
































Berdasarkan Tabel 4.5 dapat diketahui akurasi terbaik dari pembagian data
training 90% yaitu 85% dengan inisialisasi nilai probabilitas pada dropout layer
sama dengan 0.5 dan nilai batchsize sama dengan 8. Pada klasifikasi citra medis,
kinerja sistem klasifikasi juga dievaluasi dengan sensitivitas dan spesifisitas.
Sensitivitas dan spesifisitas pada percobaan dengan hasil akurasi terbaik
masing-masing sebesar 80% dan 90%. Nilai sensitifitas yang tinggi menunjukkan
bahwa model yang dihasilkan dapat mengenali citra malignant dengan baik.
Sedangkan nilai spesifisitas yang tinggi menunjukkan bahwa model yang
dihasilkan dapat mengenali citra benign dengan baik. Proses training
membutuhkan waktu selama 29 min dengan hasil confusion matrix seperti pada
Gambar 4.48
Gambar 4.48 Confusion matrix hasil terbaik pembagian data 90% tanpa augmentasi
 
































Hasil pembagian data 90% dengan menggunakan algoritma HOG-SVM
ditunjukkan pada Tabel 4.12.
Tabel 4.12 Hasil evaluasi percobaan perbandingan data 80% menggunakan HOG-SVM
Pembagian Data Akurasi (%) Spesifisitas (%) Sensitivitas (%) Waktu training
90% 78.4 80.4 76.5 6 min 2 sec
Berdasarkan Tabel 4.10 dan Tabel 4.12 menunjukkan bahwa kinerja
algoritma CNN GoogleNet lebih baik dibandingkan algoritma HOG-SVM dari
segi akurasi. Confusion matrix dari hasil percobaan ditunjukkan pada Gambar
4.49.
Gambar 4.49 Confusion matrix hasil terbaik pembagian data 90% menggunakan HOG-SVM
Berdasarkan hasil evaluasi kinerja sistem klasifikasi pada masing-masing
percobaan diketahui bahwa klasifikasi dengan menggunakan augmentasi data dan
 
































metode CNN GoogleNet memiliki rata-rata tingkat akurasi yang lebih tinggi.
Tingkat akurasi sangat bekorelasi dengan durasi proses training. Pada percobaan
dengan augmentasi data menggunakan metode CNN GoogleNet memiliki
perbedaan akurasi dan durasi training yang signifikan dibandingkan menggunakan
metpde HOG-SVM. Klasifikasi kanker kulit berdasarkan data yang telah di
augmentasi menggunakan metode CNN GoogleNet membutuhkan waktu training
lebih dari 2 jam, sedangkan pada metode HOG-SVM hanya membutuhkan waktu 6
menit. Hasil akurasi pada sistem klasifikasi menggunakan metode CNN
GoogleNet berkisar antara 97 hingga 100%, sedangkan pada metode HOG-SVM
hanya memperoleh tingkat akurasi sebesar 78.4%. Perbandingan akurasi
klasifikasi data augmentasi dan tanpa augmentasi menggunakan metode CNN
GoogleNet dengan metode HOG-SVM menunjukkan metode CNN GoogleNet
lebih unggul dari segi akurasi. Percobaan pada Tabel 4.10 dan 4.11 menunjukkan
augmentasi data berpengaruh dalam pembangunan sistem kalsifikasi. Sistem
klasifikasi pada data yang telah di augmentasi memiliki kinerja yang lebih baik
dibandingkan data tanpa augmentasi. Hal ini dikarenakan pada percoban dengan
augmentasi data sistem akan mempelajari varians data yang lebih banyak sehingga
dapat mengenali lesi kanker kulit pada berbagai posisi.
4.6. Diskusi Hasil Penelitian
Perbandingan hasil evaluasi penelitian klasifikasi kanker kulit ini dengan
penelitian terdahulu ditunjukkan pada Tabel 4.13
 
































Tabel 4.13 Perbandingan hasil evaluasi sistem dengan peneliti terdahulu
Akurasi (%) Sensitivitas (%) Spesifisitas (%)
Penelitian ini 100 100 100
(Yunizar et al., 2020) 76.9 76.9 76.9
(Farooq et al., 2016) 95.9 98.7 85.0
(Eltayef et al., 2017) 86.7 73.3 80.0
(Lopez et al., 2017) 95.9 96.2 95.6
Penelitian oleh (Yunizar et al., 2020) dilakukan dengan menggunakan
metode Gray Level Co-occurrence Matrix (GLCM) dan HSV sebagai ekstraksi
fitur. Pada penelitian ini citra lesi kanker kulit di segmentasi terlebih dahulu
dengan menggunakan metode otsu tresholding. Segmentasi dilakukan dengan
operasi morfologi opening, closing, clear border, region filling, dan area filter.
Fitur citra yang digunakan antara lain energy, homogenity, correlation, contrast,
Hue, Saturation, dan Value. Hasil ekstraksi fitur diklasifikasi dengan menggunakan
metode Support Vector Machine (SVM). Proses klasifikasi dilakukan dengan uji
coba fungsi kernel SVM dan menunjukkan kernel terbaik pada penelitian ini
adalah RBF dengan tingkat akurasi, sensitivitas, dan spesifisitas mencapai 76.9%.
Penelitian oleh (Farooq et al., 2016) melalui proses segmentasi dengan
beberapa algoritma antara lain watershed algorithm, active contour, dan merged
segmentation results. Citra yang telah di pre-processing selanjutnya di ekstrasi
fitur menggunakan metode GLCM dengan fitur-fitur mean, correlation,
homogeneity, contrast, energy, dissimilarity, kurtois, variance, skewness, dan
entropy. Fitur-fitur tersebut di klasifikasi dengan menggunakan metod SVM dan
Artificial Neural Network (ANN). Metode ANN di implementasikan sebagai
metode klasifikasi tingkat dua untuk menyempurnakan hasil klasifikasi metode
SVM dengan memeriksa kegagalan klasifikasi oleh metode SVM. Tingkat akurasi
 
































yang dihasilkan mencapai 95.9%
Deteksi kanker kulit yang dilakukan (Eltayef et al., 2017) diawali dengan
menghilangkan noise pada citra lesi kanker kulit dan di segmentasi. Segmentasi
dilakukandengan menerapkan metode PSO dan MRF. Selanjutnya fitur-fitur citra
diekstraksi pada tingkat sub-wilayah (cluster) dengan menggunakan K-Means
clustering. Fitur-fitur tersebut diklasifikasikan dengan menggunakan metode ANN
dan fungsi aktivasi RBF. Tingkat akurasi yang dihasilkan mencapai 86.7%.
Penelitian oleh (Lopez et al., 2017) mengklasifikasi citra kanker kulit
menggunakan metode deep learning VGGNet. Parameter-parameter yang
digunakan yaitu pada inisialisasi probabilitas dropout 0.5 dan jumlah batchsize
sama dengan 16. Klasifikasi dilakukan berdasarkan data citra yang telah di
augmentasi dengan rescaling, rotasi, transformasi, dilasi, dan refleksi. Tingkat
akurasi terbaik yang didapatkan yaitu sebesar 95.9% dengan jumlah epoch
sebanyak 20.
Berdasarkan perbandingan hasil evaluasi klasifikasi menggunakan beberapa
metode, dapat disimpulkan metode deep learning memiliki kinerja yang lebih baik
dibanding metode machine learninh konvensional seperti SVM dan ANN. Proses
klasifikasi machine learning konvensional bergantung pada hasil ekstraksi fitur
citra. Hasil ekstraksi fitur dikatakan baik apabila fitur tersebut merepresentasikan
citra pada tiap kelasnya. Sedangkan pada algoritma deep learning seperti CNN
mempelajari fitur-fitur citra berdasarkan area-area citra dengan menggunakan
filter, sehingga dapat mengklasifikasi citra lebih baik. Penelitian yang dilakukan
oleh (Li et al., 2020) menunjukkan bahwa metode CNN GoogleNet memiliki
kinerja yang lebih baik dibanding arsitektur CNN yang lain seperti VGGNet,
sehingga pada penelitian ini dapat memperoleh hasil terbaik sebesar 100%.
 

































Berkembangnya zaman mendorong umat manusia untuk mempelajari ilmu
sains dan teknologi yang dapat dimanfaatkan dalam berbagai aspek kehidupan.
Dalam islam, belajar merupakan suatu kewajiban bagi setiap umat manusia.
Anjuran belajar bagi setiap umat manusia telah tertulis dalam ayat Al-Qur’an QS.
Al-’Alaq ayat 1− 5 yang berbunyi:
Artinya: ”Bacalah dengan (menyebut) nama Tuhanmu Yang menciptakan,
Dia telah menciptakan manusia dari segumpal darah. Bacalah, dan Tuhanmulah
Yang Maha Pemurah, Yang mengajar (manusia) dengan perantaraan kalam. Dia
mengajarkan kepada manusia apa yang tidak diketahuinya.”
Ayat diatas menganjurkan umat manusia untuk mempelajari banyak hal
dengan membaca. Bacaan yang dimaksud dalam ayat tersebut merupakan bacaan
dengan berbagai objek, salah satunya sains dan teknologi. Belajar juga menjadi
salah satu ikhtiar manusia untuk mencapai tujuan yang diinginkan. Seperti halnya
manusia, sebuah sistem klasifikasi juga melakukan pembelajaran pada proses
training dan pembelajaran fitur dari sebuah citra, sebagaimana tertulis dalam
Al-Qur’an surat Ar-Ra’d ayat 11 yang berbunyi:
Artinya: ”Bagi manusia ada malaikat-malaikat yang selalu mengikutinya
bergiliran, di muka dan di belakangnya, mereka menjaganya atas perintah Allah.
 
































Sesungguhnya Allah tidak merubah keadaan sesuatu kaum sehingga mereka
merubah keadaan yang ada pada diri mereka sendiri. Dan apabila Allah
menghendaki keburukan terhadap sesuatu kaum, maka tak ada yang dapat
menolaknya; dan sekali-kali tak ada pelindung bagi mereka selain Dia.”
Pada ayat tersebut diartikan bahwa hasil yang diperoleh sangat berkorelasi
dengan ikhtiar yang dilakukannya. Semakin banyak ikhtiar yang dilakukan maka
akan diperoleh hasil yang optimal, sebagaimana sistem yang mempelajari banyak
data maka hasil yang didapatkan akan optimal. Sebaik-baiknya proses berikhtiar
juga diiringi dengan berdoa kepada Allah SWT agar dimudahkan jalannya dalam
mencapai tujuan, sebagaimana tertulis pada surat Al-Mukmin ayat 60 yang
berbunyi:
Artinya: Dan Tuhanmu berfirman: ”Berdoalah kepada-Ku, niscaya akan
Kuperkenankan bagimu. Sesungguhnya orang-orang yang menyombongkan diri
dari menyembah-Ku akan masuk neraka Jahannam dalam keadaan hina dina”.
 
































Dalam mencapai hasil yang maksimal dari proses pembelajaran sistem
klasifikasi, membutuhkan waktu yang cukup lama. Hal ini di merepresentasikan
bahwa untuk memperoleh hasil yang maksimal dari segala ikhtiar manusia juga
membutuhkan kesabaran seperti yang tertulis pada Al-Qur’an pada ayat 153.
Artinya: ”Hai orang-orang yang beriman, jadikanlah sabar dan shalat
sebagai penolongmu, sesungguhnya Allah beserta orang-orang yang sabar.”
 


































Berdasarkan hasil pengelolahan data dengan memperhatikan tujuan
penelitian maka didapat kesimpulan penelitian sebagai berikut:
1. Deteksi dini kanker kulit secara automatis menggunakan CNN GoogleNet
bedasarkan klasifikasi data citra dilakukan dengan beberapa tahap. Tahap
pertama yaitu dengan melakukan pre-processing data yang terdiri dari
croping, resize, dan dull razor filtering. Hasil yang didapat dari penerapan
dull razor filtering di augmentasi untuk menambah variansi data citra.
Augmentasi data memperbanyak data citra yang semula hanya 204 citra
menjadi 2040 citra. Metode yang digunakan untuk membangun sistem
klasifikasi merupakan metode Convolutional Neural Network (CNN).
Algoritma CNN memiliki beberapa lapisan yang digunakan untuk
pembelajaran fitur dan klasifikasi sesuai dengan arsitektur GoogleNet.
Proses ini dipengaruhi oleh persentase pembagian data training dan
batchsize.
2. Model terbaik dari penerapan algoritma CNN GoogleNet untuk mendeteksi
dini adanya kanker kulit berdasarkan klasifikasi data citra dengan melakukan
uji coba persentase pembagian data training dan data testing sebesar 90% dan





































Pada penelitian ini memiliki beberapa kekurangan yang dapat diperbaiki.
Hal-hal yang dapat dilakukan untuk penelitian mendatang antara lain:
1. Mengumpulkan lebih banyak sumber data sehingga pola kanker kulit yang
dipelajari oleh sistem semakin beragam. Selain itu variansi data citra
diharapkan juga lebih beragam dengan menerapkan beberapa metode
augmentasi data.
2. Proses klasifikasi menggunakan algoritma CNN GoogleNet membutuhkan
waktu yang cukup lama, diharapkan pada penelitian selanjutnya dapat
menggabungkan algoritma lain untuk klasifikasi berdasarkan fitur-fitur yang
dipelajari dari arsitektur GoogleNet.
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