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Abstract 
This paper deals with the application of speed variable pumps in industrial hydraulic 
systems. The benefit of the natural feedback of the load torque is investigated for the 
issue of condition monitoring as the development of losses can be taken as evidence of 
faults. A new approach is proposed to improve the fault detection capabilities by tracking 
the changes via machine learning techniques. The presented algorithm is an art of 
adaptive modeling of the torque balance over a range of steady operation in fault free 
behavior. The aim thereby is to form a numeric reference with acceptable accuracy of 
the unit used in particular, taking into consideration the manufacturing tolerances and 
other operation conditions differences. The learned model gives baseline for 
identification of major possible abnormalities and offers a fundament for fault isolation by 
continuously estimating and analyzing the deviations.  
KEYWORDS: Condition Monitoring; Pump losses; Speed variable drives; Machine 
learning algorithms; Neural Networks;  
1. Introduction 
The utilization of servo AC electric motors to drive hydraulic pumps for control tasks by 
varying the speed, has proven advances for better energy efficiency in comparison to 
valve controlled schemes. Besides energy efficiency, reliability is a much more important 
criteria /5/. The motivation of this work is the demand of more profitability and efficiency 
without increasing the costs or the complexity of the drives. 
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Fig. (1) Overview of the drive unit 
The condition monitoring strategies in the recent research are divided, in general, into 
two main categories: 
1. Model based techniques 
2. Signal processing based techniques 
The idea of the first category is based on generating analytical redundancy by using a 
mathematical description of the drives as a system component and estimate the 
deviations between calculated and real outputs as residual signals. Some studies  
followed the way of mathematically estimating system parameters as a derivation from 
the known input and output signals  /2/. The residual signal in this case is the deviation 
in the estimated parameter. An accurate model of the system or the working fluid is 
mostly unknown. A description of the healthy operation by estimating the efficiency of 
the drive and monitoring the changes in it as evidence of faults, seems more applicable, 
if a suitable model about the losses of the drive is available. The authors in /12/ had 
established an overview about physical, analytical and numeric modelling of the pump 
losses and concluded that physical methods are almost impossible to establish, due to 
the complex physical effects inside the hydrostatic pump and the effects of the 
manufacturing tolerances. Numeric methods can be generally applied /12/, the 
POLYMOD fitting method was found to be the most accurate, but it’s a pure numeric 
description of curves and doesn’t consider all effects, for ex. temperature changes of the 
fluid. Furthermore, the numeric methods demand high number of measurements. Due to 
those requirements, the method is hard to apply for each single manufactured unit. 
The second category’s principle is to study the relationships between specific features 
of the measured signals to mechanical or hydraulic faults. This strategy offers more 
robustness in the application area but it was mostly combined with the use of extra 
sensors and additional analysis hardware. Another drawback is the lack of aspects of 
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automation and adaptability. We propose the technique of machine learning as it implies 
online adaption and requires no prior information about the hydraulic system. 
The paper is organized as follows. Chapter 2 illustrates a mathematical model of the unit, 
Chapter 3 shows the related feasibility analysis, Chapter 4 outlines the monitoring 
framework and Chapter 5 depicts a test of the proposed approach.     
2. Mathematical Description 
The case studied in this research is an internal gear pump  (IGP) of fixed displacement ௚ߴ  
/1/. Due to the effect of the compensation elements, the volumetric losses at given oil 
temperature are assumed to be constant, and negligibly small. The input pressure is 
maintained at atmospheric (Ͳܾܽݎ). Typical faults in the operation arise because of oil 
conditions that leads to excessive friction and causes mechanical wear. 
The permanent magnet synchronous motor (PMSM) used to drive the pump is controlled 
by the field oriented control method. The ݍ-current component ݅௤ is directly proportional 
to the output air gap torque ܯ௘௟. 
ܯ௘௟ ൌ ݇௠݅௤           (1) 
By assuming symmetrical motor construction and sine wave input stator alternating 
current, the dynamics of the PMSM could be represented as a first order system /9/, if 
no field weakening is applied  
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The iron power losses explained in /3/  forms an opposite torque proportional to speed  
ܯ௙௘ ൌ ݇௙௘߱           (3) 
And the mechanical friction torque: 
ܯ௙௥ ൌ ݇௙௥߱  ,   ȁ߱ȁ ب Ͳ        (4)  
Thus, the output motor torque is then  
ܯ௠ ൌ ܯ௘௟ െ ܯ௙௘ െ ܯ௙௥          (5) 
The mechanical coupling between the pump and the motor is assumed to be rigid, 
therefore the rotor angle and the IGP pinion position are considered to be identical. The 
mathematical model of pump in steady state operation is explained in /6/ : 
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The volumetric losses,  ܳ௅ ൌ ܥఓ
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The effective flowrate, ܳ௧ ൌ ߱ ௚ߴ െ ܳ௅       (7) 
Sum of moment losses,  ܯ௦ ൌ ݇ఘߩ߱ଶ ൅ ݇ఓ
ఓ
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ܯ௣௠௣ ൌ ܯ௢ ൅ܯ௦         (10) 
ܯ௣௠௣is the total torque needed to drive the pump. Clearly, ܯ௦ is dependent on speed, 
pressure and the working fluid, whose viscosity has a large influence on the values of 
both volumetric and mechanical efficiency. The effect of manufacturing tolerances is 
apparent in ݄,Eq.(8).   
The linearized model of the hydraulic operation considering all losses as control loop 
disturbances: 
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And the observation: 
 ܻ ൌ ܥ തܺ ൅ ܦ ഥܷ  , ܥ ൌ ቂͳ ͲͲ ͳቃǡ ܦ ൌ
ሾͲ Ͳ Ͳሿ      (13) 
In the formulation above, ഥܷ contains nonlinear terms and it’s instantaneously dependent 
on the states vector തܺ .  
3. Feasibility Analysis 
To make a fundamental analysis without   a quantitative localization of the each physical 
quantity, the pressure controlled system was simulated as depicted in Fig. (2). The aim 
of this simulation is to evaluate the dynamics of the motor output torque in compensating 
the disturbances due to mechanical defects, or pressure pulsations. The closed loop 
model parameters are listed in table (1). 
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 Fig. (2) Ideal pressure control loop in s-domain  
ࡼࢇ࢘ࢇ࢓ࢇ࢚ࢋ࢘  ࢂࢇ࢒࢛ࢋ  ࢁ࢔࢏࢚  ࡼࢇ࢘ࢇ࢓ࢇ࢚ࢋ࢘  ࢂࢇ࢒࢛ࢋ  ࢁ࢔࢏࢚ 
ࡷ࢖࢖ ͷǤʹ͵ ݎܽ݀Ȁܾܽݎ ή ݏ  ࡾࢗ ͲǤ͵Ͷ ܱ݄݉ 
ࡷ࢏࢖ 34.9 ݎܽ݀Ȁܾܽݎ  ࡸࢗ ͷǤʹ ݉ܪ 
ࡷ࢖࢔ ͳͲ ܰ݉ ή ݏȀݎܽ݀  ࡶ ͹ܧ െ ͵ ݇݃݉; 
ࡷ࢏࢔ 667 ܰ݉Ȁݎܽ݀  ࢆࢠ ͳʹ - 
ࡷ࢓ ͳǤ͸͹͸ ܰ݉Ȁܣ  ࣖࢍ ʹͲ ܿ݉Ϳ 
ࢂ࢙࢙࢟ ʹ ݀݉Ϳ  ࡱ ͳ͸ܧ͵ ܾܽݎ 
Table (1) Model parameters 
The frequency response of the transfer Function ࡹࢋ࢒ ࡹࢊൗ   is depicted in Fig. (3). Under 
linearized conditions and neglecting the volumetric losses. 
 
Fig. (3) Disturbance transfer function 
The development of the torque losses due to changes in the fluid properties results in 
changes in the magnitude of the torque. For other dynamic disturbances due to for ex. 
pressure pulsations or mechanical defects, the bandwidth in Fig. (3), ܨ௕̱͵ͲͲܪݖ. shows 
limited dynamic observability. Thereby, for the IGP under study, the torque pulsations 
due to the pressure wave could be used as a possible fault evidence. The detection 
capability limit is up to speed߱௠௔௫ 
߱௠௔௫ ൌ
଺଴ൈி್
௓೥
ൌ ͳͷͲͲͳȀ݉݅݊        (14) 
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4. Condition Monitoring of the Drive 
The field of computational intelligence had introduced many methodologies of applying 
Neural Network (NN) as nonlinear black box model. NN can operate simultaneously on 
qualitative and quantitative data and can be readily applicable to multivariable systems 
and they have the ability to make intelligent decisions in cases of noisy or corrupted data 
/2/. On the other hand, NN will not overcome the disadvantage of having no insight to 
the physics just as any type of numeric modeling. The proposed approach uses NN to 
build a description of the fault free operation through “Learning phase”. The output is 
taken as reference for comparisons to recognize deviations as abnormalities in the 
“Detection phase” during operation. The algorithm estimates the thresholds of normal 
deviations and is able to adapt the learned reference during operation while memorizing 
what already learned. An overview of the framework is depicted in Fig. (4).  
 
Fig. (4) The monitoring framework 
This approach makes use of the fact that most of the target systems such as injection 
moulding, pressure casting and blow moulding machines operate repeatedly for millions 
of cycles. A self-learning model would enable auto supervision and minimize the need of 
expert operators. 
4.1. Introduction 
Kohonen Neural Networks (KNN) has many advantages for the aim of condition 
monitoring. The unsupervised way of learning, online adaptability and the excellent 
capability to map highly nonlinear data in multidimensional space make it a proper choice 
for our purpose. The basic idea is to map the available information about operation states 
to finite nodes (neurons) and track the changes through the process. 
From the mathematical point of view, KNN is an art of projection from a set of given data 
items א Թ௡ onto a regular, usually two-dimensional grid /7/. A model ݉௜ is associated 
with each grid node as depicted in Fig. (5). Those models are computed by the KNN 
algorithm. A data item will be mapped into the node whose model is most similar to it, 
i.e. has the smallest Euclidean distance from the data item in some metric /8/. 
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 Fig. (5) The array of nodes in a 2D grid  
Consider input vector ݔሺݐሻ of ݊ variables: 
ݔሺݐሻ ൌ ሾߝଵሺݐሻǡ ߝଶሺݐሻǡ ߝଷሺݐሻǡ ǥ ߝ௡ሺݐሻሿ       (15) 
And let ݉௜ be the model that belongs to the node ݅of a map of size ݇ and it’s arbitrary 
initialized as: 
݉௜ሺݐሻ ൌ ሾݓଵǡ௜ሺݐሻǡ ݓଶǡ௜ሺݐሻǡ ݓଷǡ௜ሺݐሻǡ ǥݓ௡ǡ௜ሺݐሻሿ      (16) 
The structure of ݉௜is kept constant for all nodes whereas the parameters for each node 
are to be adapted. The training of the KNN performs an iterative adaption in the form: 
݉௜ሺݐ ൅ ͳሻ ൌ ݉௜ሺݐሻ ൅ ߙሺݐሻ݄௖௜ሺݐሻሾݔሺݐሻ െ ݉௜ሺݐሻሿ      (17) 
As ߙሺݐሻ is a correction factor and the subscript ܿ indicates the node that has the minimal 
Euclidean distance ܦ௖ to the input vector ݔሺݐሻ. 
ܦ௜ ൌ ԡݔሺݐሻ െ ݉௜ሺݐሻԡǡ ݂݋ݎ݅ǣ ͳ ՜ ݇  
ܦ௖ ൌ  ሺܦ௜ሻ          (18) 
The node ݉௖ is called the winning neuron, whose model will be updated to be closer to 
the input vector. Other map nodes in the neighborhood of ݉௖ would be updated by a 
function ݄௖௜ሺݐሻ as a kind of smoothing kernel /8/. A typical use of the neighborhood 
function is the Gaussian. The training is performed unsupervised in a sequential or batch 
way. After training is complete, the map is used to estimate the winning node, named 
then as the best match unit (BMU), whose response alone will define the map’s reaction. 
The BMU is thus the output of the cost function that minimizes the quantization error Qe   
imtxQe  )(          (19) 
The author in /13/ had basically investigated the usage of KNN (also known as Self 
Organizing Maps) for condition monitoring by classification and parameter estimation, 
and in /4/, two maps structure was designed to assess the prediction of maintenance 
requirements of valves. 
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4.2. Learning and Detection 
As stated in chapter 3, the torque losses can be considered as a health indicator at each 
operational state. The resulting built KNN map is in fact a quantized description of the 
behavior with no extrapolation or interpolation capability. The algorithm of the classical 
KNN algorithm does not give any further information about the nature/ properties of the 
fault  /7/. We aim to extend this algorithm by injecting two matrices ܴǡ ܵ to enable fault 
localization. 
The learning phase is divided into 2 stages as depicted in Fig. (6). The first stage is 
identical to the usual KNN, where the nodes are clustered to model all similar input 
vectors and build the optimal code book matrix ܥܤas outlined in Eq.(15-19).The second 
learning stage builds recursively a matrix ܴ which registers the nearest input in the 
Euclidean space that each node optimally models, ݔכሺݐሻ. The matrix ܴ assess the 
localization of symptoms and the last vector ݊ ൅ ͳ assigns the normalized fault free 
deviation in each element of ሺݐሻ . A further matrix ܵ is constructed to track the sequence 
of the matching nodes at each state during the process. 
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Fig. (6) Learning phase (example) 
Fig. (6) shows the learning for a 5-states process.  A map 13x7 is used in stage 1 to 
learn possible operation points and in stage 2, the black dots depict the BMUs for target 
process. The color scheme is considered as similarity indicator between the nodes. 
Vector ܵ is depicted graphically on the right side. 
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In the detection phase, the matched nodes for each steady state are determined using 
the cost function of minimizing ܳ݁. Thereafter, the activated nodes and the order of 
activation are compared to vector ܵ in order to detect the abnormalities in the process. 
The symptoms are recognized by comparing the deviation of each element ݅  in ݔሺݐሻ to  
ȟߝ௜ . Faults can be related to symptoms by diagnostics algorithm such as fuzzy inference 
system. Various symptoms of rotary machines are introduced in /14/. This is a focus for 
future work and is mentioned here to get an overview of the method.  
4.3. Input Variables Space 
For the case of study, the input vector ݔሺݐሻ contains statistical properties of the discharge 
pressure, motor speed, torque and in addition, the spectrum of torque signal in low band 
< 300 Hz. That’s to limit the analysis to the readily available signals and dynamic 
capability of the control loop.  
It should be here notified that vibration measurement is mainly suitable for detecting 
mechanical failures and especially in the case of bearings faults but in recent years, it 
has been attempted to use in fluid power systems but with weak success /11/. In addition, 
the frequency analysis of vibration or audio emissions demands the installation of extra 
sensors and suitable acquisition system which again would be not economic.  
4.4. Benefits and Drawbacks 
The proposed approach constructs a low dimensioned space of normality about the 
healthy operation and has many advantages, among these: 
x Semi unsupervised way of learning 
x Scalability for any number of available variables, as the length of ݔሺݐሻis not set 
as constant  
x Fusion of human expert knowledge in the fault isolation 
x Online adaption capability  
x Able to map new processes without losing the experience about the states 
learned 
x Automatically set the threshold of variables fluctuations statistically 
On the other side, the healthy operation must be clearly defined by human operators in 
order to activate the learning. A typical choice is the first operation hours of the machine. 
Any faults in this phase would be unfortunately learned as healthy. Further major 
drawbacks: 
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x Need of new initialization in case of component replacements or after changing 
the control parameters 
x Suitable only for bounded stable control loops 
x High number of arithmetic operations 
x No interpolation or extrapolation capabilities  
5. Fundamental Test 
Using the simulation model described in chapter 2 and 3, a test scenario is done by 
increasing݇ఘonly, Eq. (8). A constant load flowrate ܳ௧ ൌ ͲǤͳ݀݉ଷȀݏ is assumed. Thereby 
the drive reaches the same pressure at the same speed but by exhibiting more torque. 
In practical sense, this depicts friction increase in bearing.  
     
Fig. (7) Test process 
The steady state operation is defined as : ݀݌௖௠ௗ ݀ݐൗ ൌ
݀݌௔௖௧
݀ݐൗ ൌ
݀߱
݀ݐൗ ൌ Ͳ. The 
observations vector is limited to ݔሺݐሻ ൌ ሾ݌ǡ ߱ǡܯ௘௟ሿ. The model map is a 6x6 grid using 
the toolbox available in /10/. We set ܳ݁ ൌ ͲǤͲͳ and the test cycle comprises 2 steady 
states, Fig. (7). The BMUs found are the nodes 9 and 22. Therefore, the matrix ܴ 
contains only 3 nonzero columns. The results are depicted in Fig. (8). 
    
Fig. (8) Steady state at various kp 
Note that, because of the absence of noise and other practical uncertainties, ο߱ǡ ο݌  are 
estimated ൌ Ͳ in the simulation. By the abnormality detection of the non-learned case 
(݇ఘ ൌ ͲǤͲ͵
ே௠
௕௔௥
ሻ, the matching nodes remain the same at the presence of fault but with 
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an increment in ܳ݁. The symptom is localized as the normalized deviation = 0.108 is 
greater than the learned, 0.023, which indicates the change in the bearing friction. 
6. Summary and outlook 
The application of recent condition monitoring methods, involves many difficulties, either 
because of the lack of a reference about the healthy behavior of the drive or because of 
unavailability of accurate information about the system components. Due to economic 
drawback, the utilization of extensive sensors is not possible. This paper mainly contains 
two topics. The first one is a feasibility analysis of using motor torque measurements as 
possible evidence of faults, besides pressure and speed signals. For that aim, it has 
been found that the torque dynamics can be beneficial especially at low speeds. In the 
second topic, the paper proposes a new condition monitoring approach based on 
machine learning technology. The approach benefits from the fact that the target process 
would be repeated frequently for many times in typical industrial applications. A new 
algorithm is proposed to learn the normal variations in the torque demands of the 
hydraulic drive during the first operation in the target machine and track the losses for 
each state thereafter. The approach is based on Kohonen neural networks and it 
comprises an extension for identifying the fault symptoms quantitatively. To ensure the 
effectiveness and demonstrate the idea, a simple test case with simulation software 
shows positive results for the cases of increase in the bearing friction.  
Future works are to be done on real units as the algorithm can be implemented for a 
microcontroller. The case studied was focused on internal gear pumps driven by a servo 
synchronous motor. In fact, the technique is a general concept and can be used for other 
pump types and for tracking other losses and it can be scaled to cover any available 
evidences of faults. The diagnostics part is left for future work to relate the symptoms to 
mechanical or hydraulic faults.  
7. Nomenclature 
ݔ Observation  vector   
ܳ݁ Quantization error  
ݑ௤ǡ ݅௤ Input motor voltages and actual current  in ݍ coordinate 
respectively 
 
ܮ௤ǡ ܴ௤ Stator inductance and resistance in ݍ coordinate 
respectively 
 
ܬ Total rotary inertia  
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߱ǡ ߠ Rotor rotational speed and position   
ܯ௘௟, ܯ௠ Air gap generated and output mechanical torque 
respectively 
 
ܯ௙௥ǡܯ௙௘ Torque losses in the motor due to friction and iron losses 
respectively 
 
݇௠ Motor torque constant  
݇௙௘ Iron losses, torque factor  
݇௙௥ Motor mechanical friction factor  
݌ Discharge pressure  
ܳ௧ǡ ܳ௅ Total and leakage flowrates respectively  
௚ߴ Pump displaced volume per revolution  
ܥఓǡ ܥఘ Empirical factors to estimate the volumetric losses  
ܯ௢ǡܯ௦ Pressure and losses torque in the pump respectively  
ܯ௣௠௣ Total torque needed to drive the pump  
ߤǡ ߛ Fluid dynamic and kinematic viscosity  
ߩ Fluid absolute density  
݇௟଴ǡ ݇௟ଵǡ ݇ఘǡ ݇ఓǡ ݇௣ǡ ߚ Empirical parameters to calculate the torque losses in the 
pump 
 
݄ Clearance between mechanical components  
௦ܸ௬௦ Hydraulic circuit volume  
ܧ Fluid Bulk modulus  
ܭ݅௣ǡܭ݌௣ Configuration parameters of the pressure loop controller  
ܭ݅௡ǡ ܭ݌௡ Configuration parameters of the speed loop controller  
ܭ݅ூǡ ܭ݌ூ Configuration parameters of the current loop controller  
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