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Re´sume´ – Le test statistique de proprie´te´ communes entre les matrices de covariance tient une place tre`s importante en traitement du signal.
Dans cet article, nous proposons un nouveau test statistique dans le contexte de matrices de covariance structure´es. Plus pre´cise´ment, nous
conside´rons un signal de rang faible corrompu par un bruit blanc gaussien additif. Notre objectif est de tester l’e´galite´ du sous-espace signal,
c’est a` dire les composantes principales communes a` un ensemble de matrices de covariance. Dans un premier temps, une statistique de de´cision
est de´rive´e en utilisant le rapport de vraisemblance ge´ne´ralise´e. Le maximum de vraisemblance n’ayant pas d’expression analytique dans ce cas,
nous proposons un algorithme d’estimation ite´ratif de type majoration-minimisation. Enfin, nous e´tudions les proprie´te´s du de´tecteur propose´ a`
l’aide de simulations nume´riques.
Abstract – Testing common properties between covariance matrices is a relevant problem in a plethora of signal processing applications. In
this paper, we derive a new statistical test in the context of structured covariance matrices. Specifically, we consider low rank signal component
plus white Gaussian noise structure. Our aim is to test the equality of the principal subspace, i.e., subspace spanned by the principal eigenvectors
of a group of covariance matrices. A decision statistic is derived using the generalized likelihood ratio test. As the formulation of the proposed
test implies a non-trivial optimization problem, we derive an appropriate majorization-minimization algorithm. Finally, numerical simulations
illustrate the properties of the newly proposed detector compared to the state of the art.
1 Introduction
Tester des proprie´te´s communes entre des matrices de cova-
riance (MC) est un proble`me classique en traitement statistique
du signal [6, 3, 7]. Il est, par exemple, motive´ par des applica-
tions radar comme la de´tection de changement sur des images
SAR (synthetic aperture radar) [2]. Dans ce contexte, l’intro-
duction d’information sur la structure des MC s’ave`re utile
pour l’e´tude de certains phe´nome`nes physiques spe´cifiques
[10, 1].
Nous conside´rons dans ce papier le traitement des MC
mode´lise´es par la somme d’une composante de rang faible (ou`
se trouve l’information ge´ne´re´e par des signaux d’inte´reˆt) plus
une matrice d’identite´ (repre´sentant la contribution de bruit
blanc additif). Cette structure particulie`re des MC a e´te´ ex-
ploite´e dans le contexte de de´tection radar [4, 9]. Dans cet
article, nous souhaitons de´velopper un test de de´tection qui
soit uniquement sensible a` une variation du sous-espace signal.
Ainsi, ce test d’hypothe`se permet de de´tecter des anomalies
dans le sous-espace signal due a` la pre´sence des donne´es aber-
rantes (outliers). Nous proposons une statistique de de´cision
en utilisant le test du rapport de vraisemblance ge´ne´ralise´e
(TRVG) pour le mode`le de covariances structure´es. Comme le
proble`me d’optimisation introduit par ce TRVG n’a pas une so-
lution analytique, nous de´rivons un algorithme ite´ratif de type
majoration-minimisation (MM) [8] afin de pouvoir l’e´valuer.
Enfin, des simulations nume´riques illustrent les performances
et les proprie´te´s de la me´thode de de´tection propose´e.
La notation suivante est adopte´e :H+M repre´sente l’ensemble
des matrices hermitiennes semi-de´finies positives de dimension
M × M , UMR =
{
U ∈ CM×R|UHU = IR
}
est l’ensemble
de matrices semi-unitaire de dimension M × R, GR est l’en-
semble de projecteurs de rang R. L’ope´rateur RR{.}, de´fini
formellement en (6), extrait le sous-espace engendre´ par les R
vecteurs propres dominants d’une matrice donne´e, l’ope´rateur
DVS
= de´finie la de´composition en valeurs singulie`res d’une ma-
trice donne´e et exptr{.} est un ope´rateur qui de´signe exponen-
tiel trace d’une matrice donne´e.
2 Mode`le des observations
Nous conside´rons le jeu de donne´es total partitionne´ en I+1
sous ensembles inde´pendants. Pour chaque sous-ensemble, i ∈
[[0, I]], nous disposons de plusieurs observations i.i.d., note´es
{zik}k∈[[1,K]] et chacune de taille M . De manie`re tre`s ge´ne´rale,
ces donne´es sont mode´lise´es par :
zik = s
i
k + n
i
k (1)
• Le signal d’inte´reˆt sik ∼ CN (0,ΣiR), sa MC est de rangR
M et note´e ΣiR = ViRiV
H
i ou` Vi ∈ UMR repre´sente une
base orthonormale engendre´e par le sous-espace signal et Ri ∈
CR×R est la MC correspondante dans cet espace.
• nik ∼ CN (0, σ2I) de´signe un bruit blanc additif gaussien.
• sik et nik sont deux vecteurs ale´atoires inde´pendants.
En conse´quence, la distribution des observations est :
zik ∼ CN (0,Σi) avec Σi = ViRiVHi + σ2I (2)
On notera L({zik}|θ) =
∏I
i=0
exptr{−SiΣ−1i (θ)}
|Σi(θ)|K , la vraisem-
blance des donne´es {zik}, ou` Si est la matrice de covariance
empirique et θ le parame`tre d’inte´reˆt de´finissant {Σi}.
Dans cet article, nous souhaitons tester si l’ensemble sous
test, donne´ par i = 0, partage certaines proprie´te´s communes
avec les ensembles secondaires. Plus particulie`rement, nous
proposons un nouveau de´tecteur base´ sur le test d’e´galite´ de
sous-espace signal.
3 E´tat de l’art
Dans ce qui suit, nous pre´sentons deux TRVG de´rive´s a` par-
tir des tests de similarite´ des MC. Le premier permet de tester
l’e´galite´ des MC, tandis que le second propose un de´tecteur
base´ sur un test statistique de proportionnalite´ des MC.
3.1 Test d’e´galite´
Le proble`me ge´ne´ral du test d’e´galite´ des MC [6] dans le
cas gaussien (2) est analyse´, par exemple, dans [2]. Il peut se
formaliser a` l’aide d’un test d’hypothe`se binaires :{
H0 : Σ0 = Σ, Σi = Σ ∀i ∈ [[1, I]]
H1 : Σ0 6= Σ, Σi = Σ ∀i ∈ [[1, I]]
(3)
Le TRVG correspondant a` ce test est donne´ dans [2]. On notera
que dans le contexte des MC a` structure rang faible (2), le test
correspondant a e´te´ propose´ dans [1].
3.2 Test de proportionnalite´
En conside´rant des observations gaussiennes (2), le test de
proportionnalite´ des MC [3] est e´tudie´ dans [10]. Ce proble`me
est exprime´ sous la forme d’un test d’hypothe`se :{
H0 : Σ0 = β0Σ, Σi = βiΣ ∀i ∈ [[1, I]]
H1 : Σ0 6= β0Σ, Σi = βiΣ ∀i ∈ [[1, I]]
(4)
Le TRVG correspondant a` (4) est e´tudie´ dans [10]. Un test de
proportionnalite´ sur la partie rang faible des MC structure´es
comme en (2) a e´te´ propose´ dans [1].
4 Le de´tecteur propose´
4.1 Test d’e´galite´ de sous-espace principal
Les de´tecteurs susmentionne´s sont base´s sur un test d’e´galite´
ou de proportionnalite´ de MC. Ici, nous nous concentrons sur
la proprie´te´ d’e´galite´ de sous-espace principal. Nous visons a`
construire un test uniquement sensible au changement du sous-
espace signal des MC structure´es comme en (2). Formellement,
nous allons tester l’hypothe`se suivante :

H0 :
∣∣RR{Σi} = RR{Σ}, ∀i ∈ [[0, I]]
H1 :
∣∣∣∣∣RR{Σi} = RR{Σ}, ∀i ∈ [[1, I]]RR{Σ0} 6= RR{Σ} (5)
avecRR{} l’ope´rateur de´fini par :
RR : H+M −→ GR
Σ
DVS
= [VR|V⊥R ]D[VR|V⊥R ]H 7−→ VRVHR
(6)
Remarque : Ce test permet d’e´tudier un me´canisme physique
spe´cifique. Par exemple, les puissances et les corre´lations des
sources peuvent fluctuer tout en engendrant le meˆme sous-
espace signal. Cela conduit a` la fois aux relations :
Σ0 6= Σi et Σ0 6∝ Σi, ∀i (7)
et
RR{Σ0} = RR{Σi}, ∀i (8)
Notons que (7) est conside´re´e comme H1 pour les tests stan-
dards (3) et (4) tandis que la relation (8) donne H0 pour le test
(5). Ainsi, le de´tecteur propose´ sera insensible aux variations
de corre´lations inter-sources et aux fluctuations de leurs puis-
sances. Cette proprie´te´ peut s’ave´rer utile pour diminuer le taux
de fausses alarmes dans des applications spe´cifiques [10].
4.2 De´rivation du test
En reprenant (5) avec la structure en (2), le test d’hypothe`se
peut eˆtre reformule´ en :
H0 :
∣∣∣Σi = VH0RiH0 (VH0 )H + σ2I, ∀i ∈ [[0, I]]
H1 :
∣∣∣∣∣Σi = V
?
H1R
i
H1 (V
?
H1 )
H + σ2I, ∀i ∈ [[1, I]]
Σ0 = V
0
H1R
0
H1 (V
0
H1 )
H + σ2I
(9)
ou` VH0(VH0)
H , V?H1(V
?
H1)
H et V0H1(V
0
H1)
H repre´sentent
les sous-espaces engendre´s respectivement par les donne´es se-
condaires sous H0, sous H1 et par l’ensemble sous-test sous
H1. Les quantite´s RiH0 , RiH1 et R0H1 de´signent les MC dans
les sous-espaces engendre´s respectivement par les donne´es se-
condaires sous H0, sous H1 et par l’ensemble sous-test sous
H1. Le TRVG pour le test conside´re´ est donne´ par :
maxθsubH1
L
(
{zik}|H1,θsubH1
)
maxθsubH0
L({zik}|H0,θsubH0 )
H1
≷
H0
δsubglr (10)
ou` on notera L
(
{zik}|H1,θsubH1
)
et L
(
{zik}|H0,θsubH0
)
les vrai-
semblances des donne´es {zik} sous respectivement H1
et H0. Les parame`tres θsubH0 et θsubH1 de´signent θsubH0 ={{
RiH0
}
i∈[[0,I]]
,VH0
}
et θsubH1 =
{{
RiH1
}
i∈[[0,I]]
,V?H1 ,V
0
H1
}
.
Afin d’e´valuer ce TRVG, nous utilisons l’algorithme MM par
blocs [8]. Cet algorithme effectue une mise a` jour des pa-
rame`tres en minimisant la fonction de substitution (majoration)
de l’objective. L’inte´reˆt de l’approche MM permet d’obtenir
des mises a` jour sous forme analytique. Il n’y a ge´ne´ralement
pas de garantie sur la convergence vers le minimum global.
Ne´anmoins, la convergence de la fonction objectif est preuve´e
dans certaines conditions [5]. Nous proposons ci-dessous de
de´velopper les estimateurs de maximum de vraisemblance
(EMV) des parame`tres θsubH0 et θ
sub
H1 .
4.3 EMV de θsubH0 sousH0
SousH0, le proble`me d’optimisation est donne´ par :
max
θsubH0
L({zik}|H0,θsubH0 )
tel que RiH0 < 0, ∀i ∈ [[0, I]] et VHH0VH0 = I
(11)
Ce proble`me est e´quivalent a` minimiser la log-vraisemblance :
min
θsubH0
∑I
i=0
[
K ln(|Σi|) + Tr
{
SiΣ
−1
i
}]
tel que RiH0 < 0 et V
H
H0VH0 = I
(12)
Pour re´soudre ce proble`me, nous de´rivons un algorithme
ite´ratif qui permet d’avoir des mises a` jour des variables
{RiH0} et VH0 . Cet algorithme est de´crit dans Algorithme 1.
4.3.1 Mise a` jour de {RiH0}
En fixant VH0 , l’objectif de (12) en fonction de R
i
H0 est
exprime´e sous la forme suivante :
Li(RiH0 ) = K ln
∣∣∣(RiH0 + σ2I)∣∣∣Tr{S˜i(RiH0 + σ2I)−1} (13)
avec S˜i = VHH0SiVH0 . Le minimum de (13) par rapport a`
RiH0 est donne´ par :
R
i(t+1)
H0 = QRD˜RQ
H
R (14)
ou` [D˜R]r,r = max([DR]r,r − σ2, 0), ∀r ∈ [[1, R]] et S˜i/K
DVS
=
QRDRQ
H
R .
4.3.2 Mise a` jour de VH0
En fixant {RiH0}, le proble`me d’optimisation (12) par rap-
port a` VH0 est formule´ comme suit :
min
VH0
∑I
i=0 Tr{(VH0 )HSiVH0Wi}
tel que VH0V
H
H0 = I
(15)
En utilisant l’algorithme MM, la fonction objectif peut
eˆtre majore´e au point V(t)H0 par la fonction de substi-
tution g(VH0 |V(t)H0 ) =
∑I
i=1 2Re
[
Tr{(VH0 )HSi(VH0 )(t)Wi}
]
[9]. Ce proble`me posse`de une solution explicite, de´finissant
l’ite´ration :
V
(t+1)
H0 = UleftU
H
right, (16)
ou` Uleft et UHright sont de´termine´es a` partir de la
thin singular value decomposition (TSVD) de la matrice∑I
i=0
(
SiV
(t)
H0Wi
)
TSVD
= UleftDU
H
right.
4.4 EMV de θsubH1 sousH1
Sous H1, le proble`me d’optimisation de vraisemblance par
rapport a` θsubH1 est donne´ par :
max
θsubH1
L({zik}|H1,θsubH1 )
tel que RiH0 < 0, (V
0
H1 )
HV0H1 = I et (V
?
H1 )
HV?H1 = I
(17)
Nous de´rivons un algorithme ite´ratif qui nous permet d’avoir
des mises a` jour des variables
{
RiH1
}
i∈[[0,I]], V
?
H1 et V
0
H1 ,
de´crit dans Algorithme 2.
Algorithme 1 L’EMV de θsubH0 , sousH0 base´ sur MM par blocs
1: Entre´es : {Si} pour i ∈ [[0, I]], K, R et σ2.
2: re´pe´ter
3: t← t+ 1
4: Mise a` jour Ri(t)H0 , ∀i ∈ [[0, I]] avec (14)
5: Mise a` jour V(t)H0 avec (16)
6: jusqu’a` convergence.
7: Sortie : θˆsubH0 =
{{
RˆiH0
}
i∈[[0,I]]
, VˆH0
}
Algorithme 2 L’EMV de θsubH1 , sousH1 base´ sur MM par blocs
1: Entre´e : {Si} pour i ∈ [[0, I]], K, R et σ2.
2: Rappel Algorithme 1 sur {Si}, la sortie est {RˆiH1} et Vˆ?H1
3: Mise a` jour Rˆ0H1 et Vˆ
0
H1 avec (19)
4: Sortie : θˆsubH1 =
{
{RˆiH1}i∈[[0,I]], Vˆ?H1 , Vˆ0H1
}
4.4.1 Mise a` jour de {{RiH1}i∈[[1,I]], V?H1} sousH1
Le proble`me conside´re´ est identique a` celui dans (12) en ex-
cluant l’ensemble sous-test. Ainsi, nous pouvons directement
appliquer Algorithme 1.
4.4.2 Mise a` jour de {R0H1 , V0H1} sousH1
Le proble`me d’optimisation est exprime´ comme suit :
min
R0H1 , V
0
H1
K ln(|Σi|) + Tr
{
SiΣ
−1
i
}
tel que R0H1 < 0 et (V
0
H1 )
HV0H1 = I
(18)
La solution de ce proble`me est :[
Rˆ0H1
]
r,r
= max([DR]r,r − σ2, 0), ∀r ∈ [[1, R]] et Vˆ0H1 = UR (19)
ou` S0/K DVS= URDRUHR .
5 Simulations nume´riques
L’objectif de cette section est d’illustrer les performances
du de´tecteur propose´ note´ tsub par rapport aux de´tecteurs sui-
vants : i) tE correspond au TRVG pour le test d’e´galite´ [2]. ii)
tLRE de´signe le TRVG pour le test d’e´galite´ dans le contexte de
la MC a` structure rang faible [1]. iii) tP indique le TRVG pour
le test de proportionnalite´ [10]. iv) tLRP est le TRVG permettant
de tester la proportionnalite´ de la MC du signal rang faible [1].
Nous conside´rons la parame´trisation suivante M = 20, R = 5,
K = 25, I = 3, zik ∼ CN (0,Σi) et Σi = τiViΛVHi + σ2I
ou` Vi ∈ UMR , τi ∈ R+, Λ est une matrice diagonale, les va-
leurs propres [Λ]r,r = α(R + 1 − r) et le rapport signal a`
bruit RSB = Tr{Λ}/Rσ2 avec σ2 = 1. Comme crite`re de
performance, nous conside´rons la courbe COR qui repre´sente
la probabilite´ de de´tection (PD) par rapport a` la probabilite´ de
fausse alarme (PFA) pour les sce´narios suivants :
• Sce´nario 1 : Sous H0 et H1, τi = 1 et Vi = V, ∀i ∈ [[1, I]]
ou` V ∈ UMR est construite a` partir de la base canonique.
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FIGURE 1 – COR pour les Sce´nario 1 a` 3 (de gauche a` droite) ou` RSB = 0dB (haut) et RSB = 5dB (bas).
La MC de l’ensemble sous-test, sous H1, est donne´e par :
Σ0 = V0ΛV
H
0 + σ
2I ou` V0 ∈ UMR tel que V0 6= V, c’est
a` dire RR{Σ0} 6= RR{Σi}, ∀i. Ce sce´nario correspond a` un
changement strict de la MC ou` toutes les donne´es secondaires
sont homoge`nes.
• Sce´nario 2 : Sous H0 et H1, τi ∼ Γ(ν, 1/ν), (ν = 1),
Vi = V, ∀i ∈ [[1, I]] ou` V est de´finie comme Sce´nario
1. Sous H1, l’anomalie dans Σ0 est ge´ne´re´e en changeant le
sous-espace signal, c’est a` dire RR{Σ0} 6= RR{Σi}, ∀i. Ce
sce´nario prend en compte les fluctuations de puissance du si-
gnal par rapport aux ensembles i.
• Sce´nario 3 : Sous H0 et H1, τi ∼ Γ(ν, 1/ν), (ν = 1)
et Vi = VQi, ∀i ∈ [[1, I]] ou` V est ge´ne´re´e comme les
autres sce´narios et {Qi} est un ensemble de matrices de ro-
tation de dimension R × R. Sous H1, l’anomalie dans Σ0
est engendre´e par un changement de son sous-espace princi-
pal ou`RR{Σ0} 6= RR{Σi}, ∀i. Le Sce´nario 3 vise a` tester le
phe´nome`ne de´crit dans Section 4.1.
La figure 1 pre´sente les COR des diffe´rents de´tecteurs dans
diffe´rents sce´narios et RSB :
• La premie`re colonne (a` gauche) montre les courbes COR des
de´tecteurs dans le Sce´nario 1 pour respectivement RSB=0dB
(haut) et RSB=5dB (bas). Le de´tecteur propose´ tsub montre
de meilleurs performances que tP et tE puisqu’il introduit de
l’information sur la structure de MC. Cependant, les de´tecteurs
tLRP et t
LR
E pre´sentent des performances inte´ressantes par rap-
port a` tous les autres. Ce re´sultat e´tait pre´visible, car ces deux
de´tecteurs sont spe´cifiquement adapte´s a` ce sce´nario (tLRE cor-
respond au TRVG pour ce cas).
• La deuxie`me colonne (centrale) pre´sente les courbes
COR des de´tecteurs dans le Sce´nario 2 pour respectivement
RSB=0dB (haut) et RSB=5dB (bas). Le de´tecteur tLRP corres-
pond au TRVG le plus approprie´, il est donc plus performant
que les autres. Il est a` noter que nous nous inte´ressons principa-
lement a` la performance des de´tecteurs a` faible PFA (infe´rieure
a` 0,1). Dans cette plage, tsub offre e´galement des performances
inte´ressantes car il est aussi conc¸u pour eˆtre insensible aux fluc-
tuations de puissance du signal sousH0.
• La troisie`me colonne (a` droite) montre les courbes COR
des de´tecteurs dans Sce´nario 3 pour respectivement RSB=0dB
(haut) et RSB=5dB (bas). Pour le sce´nario conside´re´, sousH0,
la relation (7) est vraie bien que (6) soit aussi satisfaite. Le test
tsub e´tant conc¸u pour eˆtre insensible a` ce type d’he´te´roge´ne´ite´,
il permet donc de re´duire la PFA et d’atteindre les meilleures
performances.
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