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ABSTRAK
Apotek Bunda merupakan salah satu apotek yang berada di Kota Dumai yang berdiri pada tahun
2017. Apotek ini menjual berbagai macam obat dan juga berbagai produk kecantikan, jamu dan
alat-alat kesehatan. Apotek ini melayani sekitar 1.800 transaksi/bulan. Keseluruhan jumlah item
yang ada pada saat ini yaitu 2.150 item. Banyaknya jumlah obat yang ada pada Apotek Bunda
mengakibatkan pihak Apotek sedikit kesulitan dalam mengatur tata letak. Apotek Bunda dalam
menentukan penempatan tata letak obat hanya berdasarkan abjad atau kategori setiap item obat.
Untuk mengatasi permasalahan tersebut, maka tugas akhir ini akan mencari obat yang sering
dibeli bersamaan oleh konsumen melalui data transaksi penjualan dengan menggunakan algoritma
FP-Growth. Barang yang dibeli secara bersamaan tersebut akan diletakkan secara berdekatan.
Tetapi sebelum data diproses menggunakan algoritma FP-Growth, diperlukan penghilangan data
noise menggunakan algoritma DBSCAN agar rules yang dihasilkan lebih berkualitas. Dari 12.129
data transaksi pada bulan Januari sampai bulan Desember 2018, disimpulkan bahwa item obat adem
sari dan lasegar sering dibeli bersamaan dengan obat cooling dengan support 1,87% dan confidence
86%. Rules yang diperoleh dapat dijadikan acuan untuk penentuan tata letak pada Apotek Bunda.
Kata Kunci: Apotek, DBSCAN, FP-Growth, Tata Letak
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ABSTRACT
Apotek Bunda is one of the pharmacies located in Dumai City which was established in the year
2017. This pharmacy sells a wide range of medicines and also a variety of beauty products, herbs
and health tools. The pharmacy serves about 1,800 transactions/month. The total number of items
present at this time is 2,150 items. The number of drugs in the Apotek Bunda resulted in the phar-
macy a little difficulty in arranging the layout. Apotek Bunda in determining the placement of the
drug layout only alphabetically or in the category of each drug item. To overcome these problems,
the final task will be to find a drug that is often purchased concurrently by consumers through the
sales transaction data using the FP-Growth algorithm. The goods purchased simultaneously will be
placed adjacent. But before the data is processed using the FP-Growth algorithm, it is necessary to
dissipation noise data using the DBSCAN algorithm so that the resulting rules are more qualified.
From 12,129 transaction data in January to December 2018, it was concluded that the items of
cool and lasegar medicines are often purchased along with the drug cooling with support 1,87%
and confidence 86%. The Rules obtained can be used as reference for layout determination at the
Apotek Bunda.
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Apotek tergolong wadah dalam melaksanakan pekerjaan kefarmasian.
Menurut (PPRI, 2009) No. 51 Tahun 2009 tentang Pekerjaan Kefarmasian Pasal
1, apotek dikategorikan sebagai sarana yang berbentuk layanan kesehatan beru-
pa sarana pelayanan kefarmasian sebagai wadah dilakukannya praktek kefarmasian
oleh apoteker. Pelayanan kefarmasian merupakan bentuk dari pertanggung jawaban
pihak farmasi kepada masyarakat dengan menyediakan farmasi dan memberikan
persediaan farmasi dan alat kesehatan sesuai kebutuhan untuk mencapai suatu hasil
yang dapat meningkatkan mutu kehidupan masyarakat (Menkes, 2014). Saat ini
masyarakat dapat menemukan apotek di beberapa tempat. Salah satunya adalah
Apotek Bunda.
Apotek Bunda merupakan salah satu apotek yang berada di Kota Dumai
yang berdiri pada tahun 2017. Apotek ini menjual berbagai macam obat baik itu
obat racikan atau obat bebas. Apotek ini juga menerima pesanan obat menggunakan
resep yang dibutuhkan oleh beberapa pihak. Selain itu, apotek ini juga menjual
berbagai produk kecantikan, jamu dan alat-alat kesehatan. Apotek ini melayani
sekitar 1.800 transaksi/bulan. Keseluruhan jumlah item yang ada pada saat ini yaitu
2.150 item, yang meliputi obat-obatan yang terdiri dari obat modern dan jamu, alat
kesehatan dan produk kecantikan.
Proses bisnis Apotek Bunda diawali dengan konsumen yang datang mem-
beli obat, baik itu obat yang menggunakan resep dokter atau obat yang dijual se-
cara bebas. Kemudian pramuniaga melayani konsumen yang ingin membeli obat
bebas atau pramuniaga menyampaikan ke apoteker jika ada konsumen yang ingin
membeli obat berdasarkan resep. Kemudian konsumen melakukan pembayaran ke
pramuniaga. Setelah melakukan transaksi dengan konsumen, pramuniaga mencatat
obat yang dibeli oleh konsumen ke buku transaksi penjualan obat.
Berdasarkan hasil wawancara dengan asisten Apoteker yang dapat dilihat
pada Lampiran A, diketahui bahwa banyaknya jumlah obat yang ada pada Apotek
Bunda mengakibatkan pihak Apotek sedikit kesulitan dalam mengatur tata letak. Pi-
hak apotek juga menyebutkan bahwa seringkali mengambil obat yang salah dikare-
nakan obat yang disusun memiliki warna yang sama. Apotek Bunda dalam menen-
tukan penempatan tata letak obat hanya berdasarkan abjad atau kategori setiap item
obat, dapat dilihat pada Lampiran C. Tata letak yang ada tidak berdasarkan pola be-
lanja konsumen sehingga membuat pihak apotek kesulitan dalam mencari obat yang
dibutuhkan. Letak obat yang dibutuhkan konsumen juga kebanyakan berjauhan dari
satu obat ke obat lainnya. Hal ini memakan waktu dikarenakan letak obat berada di-
rak berbeda. Sebenarnya tata letak yang baik adalah tata letak yang memperhatikan
pola belanja konsumen karna akan memberikan kontribusi terhadap peningkatan
produktivitas perusahaan (Arifianti, 2017). Dengan melakukan penataan tata letak
obat yang sesuai dengan pola pembelian konsumen dapat meningkatkan pelayanan
yang diberikan oleh pihak Apotek Bunda terhadap konsumen.
Untuk mengatasi permasalahan tersebut, maka tugas akhir ini akan mencari
obat yang sering dibeli bersamaan oleh konsumen melalui data transaksi penjualan.
Dengan adanya pola pembelian konsumen dapat memudahkan pihak apotek dalam
menentukan strategi tata letak obat. Misalnya obat dapyrin diletakkan berdekatan
dengan obat ibuprofen. Peletakan obat ini didasari oleh pola belanja konsumen
melalui data transaksi penjualan obat.
Pada tugas akhir ini menggunakan algoritma FP-Growth untuk mencari obat
yang dibeli oleh konsumen secara bersamaan pada transaksi penjualan. FP-Growth
membangun struktur data (FP-Tree) untuk mengekstrak database transaksi (Han,
Kamber, dan Pei, 2012). Pemilihan algoritma FP-Growth mengacu pada penelitian
sebelumnya yang dilakukan oleh (Widiastuti dan Sofi, 2014). Mereka melakukan
perbandingan antara dua algoritma yaitu Apriori dan FP-Growth untuk mengukur
lamanya waktu yang dibutuhkan dalam pemrosesan 2.500 data transaksi. Hasilnya
algoritma FP-Growth hanya memerlukan waktu 1 jam 20 menit sedangkan Apri-
ori memerlukan waktu 3 jam 12 menit dengan minimum support 40%. Selain itu
Algoritma FP-Growth telah berhasil digunakan untuk menentukan pola, seperti:
(1) rekomendasi produk (Kurniawan, Gata, dan Wiyana, 2018); (Abdullah, 2018);
(Triyanto, 2014); (2) pola hubungan kecelakaan lalu lintas (Fitria, Nengsih, dan
Qudsi, 2017); (3) analisis pola pembelian konsumen (Maulana dan Fajrin, 2018);
(4) pencarian frequent item set (Prahartiwi, 2017); (5) tata letak (Sumangkut, Lu-
menta, dan Tulenan, 2016); (Fajrin dan Handoko, 2015); (Sonata, Lumbangaol,
Hutasuhut, dan Ginting, 2019).
Algoritma FP-Growth merupakan pengembangan dari algoritma apriori
yang hanya memerlukan dua kali proses pembacaan data yang dilakukan untuk
menentukan frequent item set dan tidak memerlukan generate candidate seperti ap-
riori. FP-Growth menggunakam konsep FP-Tree yang membuat pemrosesan jadi
lebih cepat karna frequent itemset langsung dihasilkan dari tree (Ardani dan Fitrina,
2016). FP-Growth melakukan pembacaan dari sekumpulan data transaksi melalui
pemetaan dalam sekali waktu transaksi ke bagian FP-Tree (Wang, Lee, dan Pang,
2010). Sedangkan data yang dihasilkan Apriori menjadi tidak efisien dikarenakan
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banyaknya kombinasi yang dihasilkan (Erwin, 2009).
Dalam data mining kualitas data sangat penting untuk menghasilkan suatu
informasi. Salah satu cara yang dapat digunakan untuk meningkatkan kualitas data
yaitu dengan melakukan penghilangan noise. Noise adalah data yang berisi nilai-
nilai yang salah atau anomali, yang biasanya disebut juga outlier (Setiyorini dan
Wahono, 2015). Untuk meningkatkan hasil FP-Growth, maka dilakukan penghilan-
gan noise menggunakan DBSCAN. DBSCAN sebenarnya adalah algortima clus-
tering tetapi dapat digunakan untuk identifikasi noise. Algoritma ini dipilih kare-
na dapat menangani data berskala besar, mengenali noise, dan dapat mengidenti-
fikasi cluster dengan bentuk dan ukuran berbeda (Furqon dan Muflikhah, 2016).
DBSCAN menentukan cluster dari bentuk data yang tidak beraturan dan menan-
gani noise secara efektif (Devi, Putra, dan Sukarsa, 2015). Algoritma DBSCAN
telah berhasil digunakan untuk menentukan permasalahan, seperti: (1) analisis
dan implementasi community detection pada Twitter (Ningsih, Atastina, dan Her-
diani, 2018); (2) proses pengambilan keputusan (Devi dkk., 2015); (3) pengelom-
pokkan kabupaten/kota (Safitri, Wuryandari, dan Rahmawati, 2017); (4) analisis
pola penyebaran penyakit (Silitonga, 2016); (5) segmentasi ikan (W. A. Saputra,
Chandranegara, dan Arifin, 2018);
Berdasarkan penjelasan diatas, maka tugas akhir ini mengangkat judul yaitu
“Penerapan Algoritma DBSCAN dan FP-Growth untuk Tata Letak Obat di Apotek
Bunda ”.
1.2 Perumusan Masalah
Dari permasalahan yang didapatkan maka dapat diambil rumusan masalah
bagaimana menerapkan algoritma DBSCAN dan FP-Growth untuk tata letak obat
di Apotek Bunda.
1.3 Batasan Masalah
Agar cakupan tidak terlalu luas, maka diperlukan batasan masalah. Adapun
batasan masalah pada penelitian ini adalah:
1. Objek yang menjadi tempat penelitian yaitu Apotek Bunda di Jalan Bangun
Sari, Tanjung Palas, Dumai Timur, Kota Dumai, Riau.
2. Data yang digunakan dalam penelitian ini adalah data transaksi penjualan
obat bulan Januari - Desember tahun 2018 di Apotek Bunda.
3. Algoritma yang digunakan untuk menghapus noise adalah Density-Based
Spatial Clustering of Applications with Noise (DBSCAN) dan algoritma
Association rule mining yang digunakan adalah algoritma Frequent Pattern
Growth (FP-Growth).
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4. Alat bantu yang digunakan untuk menghapus noise dan model asosiasi FP-
Growth adalah Weka 3.8.
1.4 Tujuan
Adapun tujuan yang ingin dicapai dari tugas akhir ini adalah:
1. Memperoleh informasi mengenai obat yang sering dibeli secara bersamaan
pada data transaksi pertahun.
2. Memperoleh informasi mengenai obat yang sering dibeli secara bersamaan
pada data transaksi perbulan.
1.5 Manfaat
Manfaat tugas akhir ini adalah:
1. Menghasilkan rekomendasi tata letak untuk pihak Apotek Bunda
2. Memberikan informasi kepada pihak apotek obat apa saja yang sering dibeli
oleh konsumen
1.6 Sistematika Penulisan
Sistematika penulisan laporan tugas akhir ini disusun untuk memberikan
gambaran umum tentang penelitian yang dilakukan. Sistematika penulisan tugas
akhir ini terdiri dari beberapa bab, yaitu:
BAB 1. PENDAHULUAN
BAB 1 pada tugas akhir ini berisi tentang: (1) latar belakang masalah; (2)
rumusan masalah; (3) batasan masalah; (4) tujuan; (5) manfaat; dan (6) sistematika
penulisan.
BAB 2. LANDASAN TEORI
BAB 2 pada tugas akhir ini berisi tentang uraian mengenai teori-teori pe-
nunjang yang berhubungan dengan tugas akhir ini yang berasal dari jurnal maupun
buku yang digunakan sebagai landasan teori dalam pembuatan laporan tugas akhir
ini, seperti: (1) data mining; (2) association rules mining; (3) Struktur FP-Tree; (4)
Algoritma FP-Growth; dan lainnya.
BAB 3. METODOLOGI PENELITIAN
BAB 3 pada tugas akhir ini berisi tentang metodologi atau alur penelitian
yang digunakan dalam penyusunan tugas akhir yang terdiri dari: (1) pengumpulan
data; (2) praproses data; (3) penghilangan noise; (4) pencarian aturan asosiasi; (5)
hasil dan pembahasan.
BAB 4. HASIL DAN PEMBAHASAN
BAB 4 pada tugas akhir ini berisi tentang: (1) pengumpulan data; (2) pra-




BAB 5 pada tugas akhir ini berisi tentang: (1) kesimpulan dari laporan tugas
akhir yang dibuat; (2) saran-saran penulis kepada pembaca, agar penelitian ini dapat





Data Mining yaitu prosedur yang digunakan guna menelusuri suatu kuanti-
tas dari kumpulan data berupa pengetahuan yang selama ini tidak diketahui secara
manual (Pramudiono, 2006). Data Mining tergolong kegiatan untuk menganalisis
data yang luas dengan target menemukan suatu struktur yang tidak ditemukan se-
belumnya (Pramudiono, 2006). Data mining dikenal sebagai disiplin ilmu yang
bertujuan untuk menggali dan menemukan suatu pengetahuan berupa informasi da-
ri sebuah informasi. Kegiatan itulah yang menjadi poin utama dalam ilmu data
mining.







Berry dan Browne (2006) memilah keenam peranan tersebut menjadi dua
bagian, yaitu:
1. Fungsi minor atau fungsi tambahan yaitu deskripsi, estimasi, dan prediksi.
2. Fungsi mayor atau fungsi utama yaitu klasifikasi, pengelompokan, dan a-
sosiasi.
Data mining dikenal tahun 1990 saat pemanfaatan data sangat penting dalam
berbagai bidang pekerjaan (Gorunescu, 2011). Deryl Pregibon menyatakan data
mining merupakan campuran statistik, kecerdasan buatan, dan riset basis data yang
terus meningkat (Gorunescu, 2011).
Istilah lain data mining yaitu KDD atau knowledge-discovery in database.
Tujuan KDD yaitu memanfaatkan data untuk diolah menjadi suatu informasi yang
berguna yang diilustrasikan pada Gambar 3.1.
Gambar 2.1. Akar ilmu data mining
Data mining memiliki empat akar keilmuan, yaitu:
1. Statistik
Bidang dengan akar tertua,data mining tidak akan ada tanpa adanya bidang
ini. Statistik klasik mengolah data dengan meringkas atau exploratory data
analysis. EDA digunakan sebagai identifikasi pengidentifikasi hubungan
sistematis antar variabel atau fitur ketika informasi alami yang dibawa tidak
cukup.
2. Kecerdasan buatan atau artifical intelligence
Teori yang dibangun berdasarkan teknik heuristik sehingga berkontribusi
dalam pengolahan informasi bedasarkan logika manusia. Salah satu cabang
AI yaitu machine learning.
3. Pengenalan Pola
Ciri khas dalam data mining yaitu mencari pola. Baik itu pola asosiasi
ataupun sekuensial. Pencarian pola dilakukan dengan memgolah data da-
ri basis data.
4. Sistem Basis Data
Akar ilmu ini menyediakan informasi dari sejumlah data dengan menggu-
nakan metode-metode tertentu.
2.1.1 Proses Data Mining
Data mining dibagi menjadi beberapa tahapan seperti pada Gambar 2.2 yang
bersifat interaktif.
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Gambar 2.2. Tahap-tahap data mining (Han dkk., 2006)
Tahap-tahap data mining ada 7 (Han dkk., 2006) yaitu:
1. Pembersihan data
Suatu proses yang dimanfaatkan untuk menghapuskan data yang tidak rel-
evan dan tidak konsisten. Tidak semua data memiliki nilai yang sempurna
seperti data tidak valid ataupun kesalahan penulisan. Atribut yang ada juga
kadang tidak relevan. Data tersebut lebih baik dibuang untuk menghasilkan
hasil yang baik. Pembersihan data akan mempengaruhi kinerja data mining
karna kompleksitas dan jumlah data yang berkurang.
2. Integrasi data
Proses penyatuan data dari beberapa database menjadi satu. Integrasi di-
lakukan pada objek yang unik seperti atribut jenis produk, nama, nomor
pelanggan, dan sebagainya. Integrasi perlu dilakukan secara cermat agar
hasil yang didapat tidak menyimpang. Misalnya jika integrasi data di-
dasarkan pada jenis produk. Produk yang digabungkan jika dari kelompok
yang berbeda akan menghasilkan hubungan antar produk yang sebenarnya
tidak ada.
3. Seleksi Data
Tidak semua data digunakan dalam pemrosesan data. Data yang diambil
harus sesuai dengan studi kasus. Sebagai contoh, persoalan yang mengob-
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servasi pola pembelian konsumen dalam market basket analysis, tidak mesti
memasukkan nama pelanggan, cukup dengan id pelanggan saja.
4. Transformasi data
Data diubah ke dalam format yang sesuai dalam proses data mining. Be-
berapa metode memerlukan bentuk khusus yaitu data kategorikal atau nu-
merik.
5. Proses mining
Prosedur utama untuk mendapatkan suatu wawasan yang terselubung yang
memiliki informasi yang berharga dari suatu data.
6. Evaluasi pola
Hasil yang akan diperoleh berupa pola model prediksi untuk mengukur a-
pakah suatu dugaan sudah tercapai. Jika dugaan tidak tercapai atau tidak
sesuai, alternatif yang dapat digunakan dengan mencoba metode lain yang
lebih sesuai dengan dugaan.
7. Presentasi pengetahuan (knowledge presentation)
Penyajian informasi berdasarkan teknik yang dipakai agar pengguna menda-
patkan wawasan. Penyajian hasil data mining dalam bentuk wawasan yang
dapat dipahami semua orang adalah tahapan yang diperlukan dalam data
mining. Visualisasi juga sangat penting dalam penyajian data mining. (Han
dkk., 2006).
2.1.2 Pengelompokan Teknik Data Mining
Data mining dikategorikan berdasarkan misi yang dilakukan, yaitu:
1. Classification: teknik yang memanipulasi data yang telah diklasifikasi de-
ngan menggunakan hasilnya untuk memberikan sejumlah aturan. Teknik
yang populer misalnya Decision Tree berupa model yang memprediksikan
kasus dengan menggambarkan struktur pohon atau hirarki.
2. Association: dengan mengenali perilaku berdasarkan kejadian khusus atau
suatu proses dimana hubungan asosiasi muncul disetiap kejadian. Seperti
market basket analysis yang merupakan metode asosiasi dengan menganal-
isa kemungkinan konsumen membeli beberapa item secara bersamaan.
3. Clustering: dengan menganalisis pengelompokan berbeda terhadap data.
Clustering membagi item menjadi beberapa kelompok berdasarkan yang
ditemukan tools data mining.
4. Prediksi: mirip dengan klasifikasi dan estimasi, tetapi nilai dari prediksi
akan ada di masa mendatang. Teknik dalam estimasi dan klasifikasi dapat
digunakan untuk prediksi jika dalam kasus yang tepat.
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5. Estimasi: memiliki variabel target numerik dibanding kategorikal. Meng-
gunakan record yang lengkap dengan menyediakan nilai variabel target dan
predictor.
6. Deskripsi: sangat membantu menjelaskan pola dan tren yang terjadi. Hasil
data mining harus transparan karena hasilnya dapat mendeskripsikan pola
dengan jelas.
2.2 Association Rules Mining
Association rule digunakan untuk mencari aturan asosiasi berdasarkan min-
imum support dan minimum confidence. Diawali dengan mencari frequent item
set yaitu kombinasi item yang sering muncul dan harus memenuhi minsup. Syarat
tersebut digunakan untuk interesting association rules berdasarkan batasan yang di-
tentukan yaitu minimun support dan minimum confidence (Fatihatul, Setiawan, dan
Rosadi, 2011).
Tahap analisis asosiasi yang menarik perhatian peneliti untuk menghasilkan
algoritma yang efisien dengan menganalisa pola frekuensi tinggi (Kusrini & Luthfi,
2009). Tahapan yang dilakukan dengan mencari kombinasi item berdasar mini-
mum support (Abdullah, 2018). Nilai support sebuah item diperoleh dengan Per-
samaan 2.1 dan nilai support dari 2 item diperoleh dari Persamaan 2.2.
Support (A) =
∑ transaksi mengandung (A)
∑ transaksi
(2.1)
Support (A∩B) = ∑ transaksi mengandung (A) dan (B)
∑ transaksi
(2.2)
Setelah semua pola frekuensi tinggi, lalu cari aturan assosiatif yang
memenuhi syarat minimum untuk confidence dengan menghitung confidence aturan
assosiatif A→ B. Nilai confidence dari aturan A→ B diperoleh dari Persamaan 2.3.
Con f idence P(A|B) = ∑ transaksi mengandung (A) dan (B)
∑ transaksi (A)
(2.3)
Untuk mengetahui kekuatan aturan asosiai dapat diukur dengan lift ratio.
Lift ratio bertujuan mencari nilai untuk mengukur seberapa besar pentingnya pola
yang terbentuk. Nilai lift ratio diperoleh dari Persamaan 2.4.
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Li f t ratio =
Support (A∩B)
Support (A)
x Support (B) (2.4)
2.3 Struktur FP-Tree
FP-tree menggambarkan struktur penyimpanan data dengan memetakan se-
tiap data ke lintasan tertentu. FP-tree dibentuk dari sebuah akar yaitu null, cabang
dengan item tertentu, dan tabel frequent header. Kelebihan FP-tree yaitu hanya
memerlukan dua kali scanning data transaksi (Setiawan dan Anugrah, 2019). Sim-
pul FP-tree mengandung tiga field (Ghozali, Sugiharto, dkk., 2017), yaitu:
1. Item-name: memberi informasi terkait item yang ditampilkan simpul.
2. Count: menyatakan jumlah transaksi yang melewati simpul.
3. Node-Link: penghubung simpul berdasar item yang sama atau null jika
kosong.
2.4 Algoritma Frequent Pattern Growth (FP-Growth)
FP-Growth sangat efektif untuk mencari pola data yang sering muncul se-
cara bersamaan dengan data berjumlah besar. FP-Growth tergolong dalam algorit-
ma Association Rules yang sering digunakan dan merupakan pengembangan dari
algoritma apriori. Kombinasi yang banyak yang dihasilkan apriori membuat data
menjadi kurang efisien (Erwin, 2009).
FP-growth menggunakan konsep FP-tree dalam pencarian frequent item set,
tidak seperti apriori yang menggunakan generate candidate yang membuat FP-
growth menjadi lebih cepat. Frequent item set dapat ditentukan berdasarkan FP-
tree. Pembuatan FP-tree dengan melakukan scanning data dari tabel transaksi
(Erwin, 2009).
Setelah FP-tree, dilakukan tiga tahapan utama (Han, Pei, dan Kamber, 2011)
yaitu pembangkitan conditional pattern base, pembangkitan conditional FP-tree,
dan frequent item set. Tahapan ini dilakukan dengan melihat FP-tree yang diba-
ngun sebelumnya.
1. Tahap Pembangkitan Conditional Pattern Base
Subdata yang berisi lintasan awal dan pola akhiran. Pembangkitan condi-
tional pattern base didapat berdasarkan FP-Tree yang dibangun sebelum-
nya.
2. Tahap Pembangkitan Conditional FP-Tree
Tahap ini menjumlahkan support count disetiap item yang ada pada con-
ditional pattern base dan item yang memiliki jumlah support count lebih
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besar atau sama dengan minimum support count akan dibangkitkan FP-tree
nya.
3. Tahap Pencarian Frequent Itemset
Jika Conditional FP-Tree merupakan lintasan tunggal, maka didapat fre-
quent item set dengan melakukan kombinasi item untuk setiap conditional
FP-Tree. Jika bukan lintasan tunggal, perlu dilakukan pembangkitan FP-
growth secara rekursif yaitu proses memanggil dirinya sendiri.
2.5 DBSCAN
Density Based Spatial Clustering Algorithm with Noise (DBSCAN) tergo-
long algoritma pengelompkan berdasarkan density atau kepadatan data. Dalam DB-
SCAN tidak perlu menentukan cluster sendiri karna diammapu menentukan sendiri
jumlah cluster yang dihasilkan. DBSCAN memerlukan dua parameter sebagai pa-
tokan pengelompokan (Devi dkk., 2015), yaitu:
1. MinPts: minimum banyak item dalam cluster
2. Eps: dasar pembentukan neighborhood berupa nilai jarak antar item dari
suatu titik item.
Kepadatan data merupakan jumlah data yang berada dalam radius MinPt-
s berupa jumlah data minimum dalam radius ε. Konsep kepadatan memiliki tiga
status (Prasetyo, 2012), yaitu:
1. inti: jumlah tetangga dan dirinya sendiri berada dalam radius ε ≥MinPts.
2. batas: jumlah tetangga dan dirinya sendiri dalam radius ε kurang dari MinPt-
s, tetapi tetangga menjadi inti karena kehadirannya.
3. noise: jumlah tetangga dan dirinya sendiri dalam radius ε kurang dari
MinPts dan tidak ada tetangga yang menjadi inti karna kehadirannya.
Pada Gambar 2.3 menggambarkan status pada DBSCAN dengan MinPts=5
dan ε=1.
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Gambar 2.3. Contoh hasil DBSCAN
Tahapan DBSCAN yaitu menghitung jarak titik pusat ke titik yang lain
menggunakan jarak Euclidean lalu dinyatakan seperti Persamaan 2.5.
Jarak =
√
(x− xp)2 +(y− yp)2 (2.5)
Keterangan:
x: Koordinat sumbu x titik tujuan
y: Koordinat sumbu y titik tujuan
xp: Koordinat pusat sumbu x
yp: Koordinat pusat sumbu y
Setelah terbentuk kelompok dilanjutkan dengan menghitung silhouette yang
hasilnya bervariasi antara -1 hingga 1. Pengertian nilai dalam silhouette jika 1 maka
berada dalam kelompok yang tepat. Jika 0 maka berada diantara dua kelompok
sehingga tidak jelas masuk kelompok A atau B. Jika -1 maka struktur kelompok
overlapping dan lebih tepat dimasukkan kekelompok lain. Jika lebih besar dari 0
dan mendekati 1 maka kelompok yang dihasilkan sudah optimal.
Keuntungan DBSCAN (Mumtaz dan Duraiswamy, 2010), yaitu:
1. Tidak perlu menentukan jumlah cluster sendiri
2. Menemukan data noise
3. Hanya memerlukan dua parameter sebagai acuan utama prosesnya
4. Dapat memperolah kelompok berbentuk sembarang dan kelompok yang
tidak terhubung dicluster yang berbeda.
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2.6 Obat
Obat merupakan campuran zat yang digunakan untuk pemulihan atau seba-
gai penyelidik sistem fisiologi dan patologi dalam diagnosis, pencegahan, penyem-
buhan, pemulihan, peningkatan, kesehatan dan kontrasepsi (Departemen Kesehatan,
2006). Obat tergolong zat yang dapat mencegah penyakit, menjaga kesehatan,
dan menyembuhkan penyakit (Rahayuda, 2016). Obat dapat ditemukan di apotek,
layanan obat, dan rumah sakit (Lestari dan Medan, 2012).
Telah banyak jenis obat yang beredar di pasaran yang dibagi menjadi obat
modern dan tradisional (Permenkes, 2016) yang akan dijabarkan sebagai berikut:
1. Obat Modern
Obat modern memiliki empat jenis, yaitu:
(a) Obat bebas
Merupakan obat yang dijual tanpa resep dokter dan bebas dijual di-
pasaran. Tanda khusus obat bebas yaitu lingkaran hijau dengan garis
tepi berwarna hitam seperti Gambar 2.4.
Gambar 2.4. Logo obat bebas
(b) Obat Bebas Terbatas
Tergolong ke dalam obat keras namun masih bisa diperjual belikan
bebas tanpa resep dokter yang disertai tanda peringatan. Tanda khusus
obat ini yaitu lingkaran biru dengan garis tepi berwarna hitam seperti
Gambar 2.5.
Gambar 2.5. Logo obat terbatas
(c) Obat Keras dan Psikotropika
Obat keras yaitu obat yang dibeli dengan resep dokter. Sedangkan Psi-
kotropika yaitu obat keras baik alamiah ataupun sintetis bukan narkotik
yang berkhasiat psikoaktif yaitu memberikan pengaruh selektif dis-
usunan saraf pusat sehingga menyebabkan perubahan perilaku dan
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mental. Tanda khusus ditandai dengan huruf K dalam lingkaran nerah
dikelilingi garis tepi berwarna hitam seperti pada Gambar 2.6.
Gambar 2.6. Logo obat keras dan psikotropika
(d) Obat Narkotika
Berasal dari tanaman atau bukan baik sintetis atau semi sintetis yang
berdampak akan penurunan atau perubahan kesadaran, hilang rasa,
mengurangi atau menghilangkan nyeri, dan menimbulkan ketergan-
tungan. Tanda khusus dapat dilihat pada Gambar 2.7
Gambar 2.7. Logo obat narkotika
2. Obat Tradisional
Obat tradisional digolongkan menjadi tiga jenis (BPOM, 2004), yaitu:
(a) Jamu
Ramuan dari bahan alami berdasarkan warisan turun temurun. Pihak
BPOM mengeluarkan standar untuk produksi obat tradisional yang
dikenal cara pembuatan obat tradisional yang baik. Logo jamu dapat
dilihat pada Gambar 2.8.
Gambar 2.8. Logo jamu
(b) Obat Herbal Terstandar
Berbahan alami dan telah teruji secara klinis. Tanda khusus obat ini
dapat dilihat pada Gambar 2.9.
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Gambar 2.9. Logo obat herbal terstandar
(c) Fitofarmaka
Obat tradisional yang setara dengan obat modern karna sudah teruji
secara klinis dan ilmiah. Tanda khusus fitofarmaka dapat dilihat pada
Gambar 2.10.
Gambar 2.10. Logo fitofarmaka
2.7 Apotek
Apotek tergolong dalam tempat penyaluran obat dan tempat pelaksanaan
aktivitas perbekalan farmasi yang dikelola oleh apoteker. Apoteker biasanya di-
gunakan sebagai pengabdian profesi apoteker sesuai standar dan etika kefarmasian
yang menjual berbagai obat, alat kesehatan dan kosmetik.
Apotek memiliki fungsi dan tugas (Menkes, 1980) sebagai berikut:
1. Sarana farmasi seperti meracik, pencampuran, perubahan bentuk, dan peny-
erahan bahan atau obat.
2. Abdi profesi apoteker setelah sumpah jabatan.
3. Sarana penyaluran perbekalan farmasi.
4. Pelayanan informasi obat
Pengelolaan apotek menurut (Madas, 2014) berupa:
1. Pembuatan, pengolahan, peracikan, pengubahan bentuk, pencampuran,
penyimpanan, dan penyerahan obat atau bahan obat.
2. Pengadaan, penyimpanan, penyaluran, dan penyerahan perbekalan farmasi
lainnya.
3. Pelayanan informasi mengenai perbekalan farmasi, meliputi:
(a) Pelayanan informasi tentang obat dan perbekalan farmasi.
(b) Pengamatan dan pelaporan informasi mengenai khasiat, keamanan, ba-
haya atau mutu suatu obat dan perbekalan farmasi lainnya.
(c) Pelayanan informasi yang didasarkan kepentingan masyarakat.
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2.8 Tata Letak
Tata letak sangat penting untuk efisiensi strategi peningkatan marketing a-
gar tujuan penjualan tercapai. Tata letak yang baik akan mencapai target dari segi
waktu, tenaga dan biaya. Pengaturan tata letak juga diperlukan karena dapat menen-
tukan daya saing perusahaan seperti kapasitas, proses, fleksibilitas, biaya, kualitas
lingkungan kerja, kontak dengan pelanggan, dan citra perusahaan (Liana, 2017).
Penentuan tata letak berupa bahan-bahan, segala perlengkapan, dan fasili-
tas yang ada. Tujuan tata letak yaitu mempermudah perusahaan mencapai segala
kebutuhan secara efektif, efisien, ekonomis, dan produktif (Arifianti, 2017).
2.9 Penelitian Terdahulu
Penelitian yang terkait dalam penelitian ini tentang rekomendasi produk pa-
da pemasaran barang berupa kosmetik yang dilakukan oleh (Kurniawan dkk., 2018).
Data yang digunakan berupa data transaksi penjualan kosmetik tahun 2017 yang
berjumlah 939 data. Minsup yang digunakan yaitu 95% dan mincof sebesar 50%,
60%, 70%, 80%, dan 90%. Penelitian ini menghasilkan rules tertinggi pada pem-
belian masker beras putih maka membeli facial foam putih langsat.
Kemudian penelitian oleh Fitria dkk. (2017) mengenai pola kecelakaan lalu
lintas menggunakaan data tahun 2013-2015. Dengan menggunakan minsup 40%
dan mincof 60% ditemukan pola kecelakaan tertinggi berupa faktor jenis luka yaitu
luka ringan, jenis jalan berupa jalan arteri, waktu berupa padat kendaraan, dan jenis
kelamin berupa wanita dengan lift ratio 1.20%. Skala likert menyatakan 88.09%
sistem ini memudahkan pengguna untuk mengetahui pola kecelakaan yang sering
terjadi.
Penelitian yang dilakukan Maulana dan Fajrin (2018) tentang pola pembe-
lian costumer menggunakan data transaksi penjualan spare part berjumlah 150 data.
Dengan menggunakan minimum support 40% dan minimum confidence 60% meng-
hasilkan 12 rules dimana spare part yang paling laku adalah screw valve adjusting,
oil seal, battery assy, axle, gasket cylinder, dan cable clutch.
Kemudian penelitian tentang promosi produk dengan menggunakan 1.361
data transaksi sebuah supermarket dengan 304 atribut. Dengan menggunakan min-
sup 40% dan mincof 80% menghasilkan tiga rules yang dapat digunakan sebagai
acuan untuk rekomendasi promosi produk kekonsumen (Triyanto, 2014).
Penelitian yang dilakukan oleh Abdullah (2018) tentang rekomendasi pro-
duk dengan menggunakan minsup 30% dan mincof 60%. Penggunaan micof 60%
menghasilkan 4 rules yang jika dipersempit akan menghasilkan dua pasang item
yaitu kopi, gula dan teh, susu dengan nilai support 30% dan confidence 70%. Rules
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ini dapat digunakan sebagai rekomendasi produk ke pelanggan berdasarkan pola
pembelian.
Penelitian mengenai analisa pola belanja untuk tata letak oleh Sumangkut
dkk. (2016) menggunakan data swalayan dalam 1 bulan berjumlah 4.234 data. Rules
yang didapat berupa jika membeli air mineral maka membeli tissue, silverqueen,
selamat wafer, kripik dan briko wafer dengan nilai confidence 94% yang memiliki
arti tingkat kepastian konsumen membeli air mineral bersama tissue bernilai 94%.
Penelitian oleh Prahartiwi (2017) tentang keranjang belanja pada suatu su-
permarket menghasilkan rules yaitu itemset beer wine, spirits-frozen foods, dan s-
nack foods dengan menggunakan minimum support 10% dan minimum confidence
70%. Nilai support yang ditampilkan sebesar 15.6% dan nilai confidence 83.8%.
Sedangkan lift ratio yang didapat sebesar 2.477.
Kemudian penelitian tentang tata letak yang menggunakan data transaksi
peminjaman buku sejumlah 659 data dilengkapi atribut berjumlah 182. Minsup
yang digunakan yaitu 10% dan mincof sebesar 50% menghasilkan enam rules yaitu
jika meminjam buku pesantren masa depan, maka meminjam buku filsafat pen-
didikan islam dengan support 21.05% dan confidence 50%, jika meminjam buku
metodologi penelitian agama islam, maka meminjam buku filsafat pendidikan islam
dengan nilai support 21.05% dan confidence 50%, jika meminjam buku pesantren
masa depan, maka meminjam buku kuliah aqidah islam dengan support 21.05% dan
confidence 66.66%, jika meminjam buku pengembangan kurikulum, maka memin-
jam buku metodologi pendidikan agama islam dengan nilai support 21.05% dan
confidence 50%, dan jika meminjam buku metodologi pendidikan agama islam,
maka akan meminjam buku pengembangan kurikulum dengan nilai support 21.05%
dan confidence 50% (Fajrin dan Handoko, 2015).
Penelitian oleh Sonata dkk. (2019) tentang tata letak obat yang menggu-
nakan data transaksi obat menggunakan minsup 1% dan mincof 20%. Hasil akhir
rules ini memudahkan pihak apotek untuk mencari informasi baru berupa pola obat
berdasarkan pola pembelian konsumen sehingga memudahkan pihak Rumah Sakit
untuk penentuan tata letak obat.
Penelitian menggunakan DBSCAN tentang analisis dan implementasi com-
munity detection menggunakan data yang ada di twitter yang berjumlah 10 data
dengan atribut jumlah pengguna, follows, mentions, dan replies to. Rules menyata-
kan data terbaik yaitu data ke-10 dengan 4 cluster bernilai modularity 0.61492 dari
nilai ε 0.3 dan minPts 4. Hal ini didasarkan atas kepadatan relasi dan bobot simi-
larity yang tinggi. Untuk menghasilkan cluster terbaik diperlukan penentuan nilai
nilai ε dan minPts yang tepat (Ningsih dkk., 2018).
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Penelitian oleh Devi dkk. (2015) tentang proses pengambilan keputusan
yang menggunakan minpts = 2 dan ε = 4.000.000 menampilkan 4 cluster dengan
nilai silhouette index sebesar 0,900861. Silhouette yang dihasilkan lebih besar dari
0 lalu mendekati 1 yang artinya jumlah cluster sudah optimal.
Kemudian Safitri dkk. (2017) melakukan penelitian tentang pengelompo-
kan padi sawah dan padi ladang dengan menggunakan data produksi di 35 kabu-
paten/kota Jawa Tengah. Nilai minimal pointsyaitu 2 dan ε 0.9. Ditemukan 2 data
outlier yaitu Kabupaten Wonogiri dan Kabupaten Cilacap. Kemudian menghasilkan
cluster dengan kelompok 1 merupakan kelompok dengan hasil produksi padi sawah
terendah dibandingkan dengan kelompok yang lain. Kelompok 2 yaitu kelompok
dengan hasil produksi padi ladang tertinggi dibandingkan dengan kelompok yang
lain, kelompok 2 terdiri dari Kabupaten Kebumen dan Kabupaten Blora. Kelompok
3 terdiri dari Kabupaten Sragen, Kabupaten Grobogan, Kabupaten Pati, Kabupa-
ten Demak, dan Kabupaten Brebes, adalah kelompok dengan produksi padi sawah
tertinggi dibandingkan dengan kelompok yang lain.
Penelitian tentang analisis pola penyebaran penyakit pada RSUP Haji Adam
Malik yang menggunakan data primer dan sekunder dari bulan januari sampai de-
sember. Data primer berupa data pasien dari rekam medik, sedangkan data sekunder
berupa dokumentasi resmi Peraturan Menteri Kesehatan Republik Indonesia Nomor
69 Tahun 2013 tentang Standar Tarif Pelayanan Kesehatan Pada Fasilitas Kese-
hatan. Parameter yang digunakan ε 2.0 dan MinPts sebesar 2 yang menghasilkan
4 cluster berupa data penyakit pasien dengan karakteristik berdekatan. Hasil akhir
diharapkan dapat menjadi acuan bagi program penyuluhan kesehatan dan antisipasi
prioritas layanan untuk pasien terutama pengguna BPJS (Silitonga, 2016).
Selanjutnya penelitian oleh W. A. Saputra dkk. (2018) tentang segmentasi
citra ikan tuna. Parameter yang digunakan yaitu jumlah titik puncak pada histogram
dengan akurasi 97.63%. Nilai minimum ε berupa hue, ε color pada saturasi dan
minpts pada grayscale. Rules akhir menyatakan 30 citra yang digunakan memili-





Pada tugas akhir ini, penulis melakukan beberapa prosedur penelitian agar
hasil yang didapatkan sesuai dengan tujuan. Penelitian inipun memerlukan bebera-
pa langkah seperti adanya pengumpulan data, pemrosesan data, melakukan penghi-
langan data noise, dilanjutkan dengan pencarian aturan asosiasi lalu hasil. Dimana
langkah penelitian dapat dilihat pada Gambar 3.1.
Gambar 3.1. Tahapan-tahapan tugas akhir
3.1 Pengumpulan Data
Tahap pertama yang dilakukan selama melakukan penelitian yaitu
melakukan pengumpulan data dengan tujuan memperoleh data dan informasi. Di-
mana objek dalam penelitian adalah Apotek Bunda yang terletak di Jalan Bangun
Sari, Tanjung Palas, Dumai Timur, Kota Dumai. Data yang akan dijadikan bahan
penelitian yaitu data transaksi selama 1 tahun dari bulan januari sampai bulan de-
sember 2018 dengan menggunakan data sekunder. Data sekunder berupa data yang
ada pada buku transaksi penjualan yang nantinya harus dimigrasi ke lembar kerja
Ms.Excel agar mempermudaah proses pendataan.
3.2 Praproses Data
Tahapan yang ada dalam praproses data ini terdiri dari tiga aktifitas yaitu
seleksi data, pembersihan data, dan transformasi data. Langkah praproses data se-
bagai berikut:
3.2.1 Seleksi Data
Tahap yang dilakukan yaitu proses pemilihan atribut karena tidak semua
atribut digunakan dalam tugas akhir ini. Tugas akhir ini membatasi penggunaan
atribut, sehingga atribut yang digunakan yaitu nomor transaksi, tanggal transaksi
dan item yang dibeli.
3.2.2 Pembersihan Data
Setelah data dilakukan seleksi, data perlu dibersihkan untuk menghapuskan
data yang tidak penting dan tidak stabil. Pembersihan data dilakukan dengan
menghilangkan atau membuang data yang tidak lengkap yaitu dengan menghapus
data item tunggal dalam sekali transaksi dan data dengan kesalahan pengetikan.
3.2.3 Transformasi Data
Setelah pembersihan data, tahap selanjutnya yaitu melakukan transformasi
data agar data dapat diproses. Transformasi data melakukan perubahan data menja-
di biner yaitu data dengan nilai 0 dan 1 ke dalam sebuah tabel. Nilai 0 menyatakan
tidak adanya transaksi dan nilai 1 menyatakan adanya transaksi.
3.3 Penghilangan Noise
Tahapan ini melakukan penghilangan noise dengan cara membuang atau
mengeliminasi data yang memiliki nilai berbeda terhadap data lainnya. Metode
yang digunakan untuk menghilangkan noise pada data adalah DBSCAN. Dengan
digunakannya metode DBSCAN, maka dapat menghapuskan data outlier yang a-
da. Nilai ε yang digunakan yaitu 2, sedangkan nilai minPts yaitu 5. Tools yang
digunakan untuk mengolah data adalah Weka 3.8.
3.4 Pencarian Aturan Asosiasi
Setelah dilakukan penghilangan noise, maka dilanjutkan dengan pencarian
aturan asosiasi menggunakan FP-Growth dengan tools weka 3.8. Pencarian aturan
asosiasi ini digunakan untuk mencari hubungan antar item dalam satu dataset se-
hingga menghasilkan rule yang dapat digunakan untuk menentukan strategi tata
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letak obat. Hasil aturan ini diukur dari dua parameter yaitu support dan confi-
dence. Nilai support sebesar 1%, sedangkan confidence sebesar 70%. Algoritma
FP-Growth memiliki tiga tahapan utama, yaitu:
1. Tahap pembangkitan conditional patttern base
2. Tahap pembangkitan conditional FP-Tree
3. Tahap pencarian frequent itemset
3.5 Hasil dan Pembahasan
Hasil dan pembahasan merupakan tahap akhir yang ada dalam penelitian ini
yang berisi penjelasan mengenai penelitian berupa informasi dari proses mining.
Informasi digambarkan dalam pola asosiasi berupa hubungan antar item dalam satu
dataset yang menjelaskan tentang pola pembelian konsumen dalam sekali transaksi.






Berdasarkan rules aturan asosiasi yang telah didapat menggunakan algorit-
ma DBSCAN dan FP-Growth pada tugas akhir ini, maka dapat disimpulkan:
1. Berdasarkan rules asosiasi pada semua data transaksi, yaitu data pada Bu-
lan Januari sampai Bulan Desember 2018 yang berjumlah 12.129 yaitu da-
ta setelah melalui tahap penghilangan data noise dapat disimpulkan bahwa
item obat adem sari dan lasegar sering dibeli bersamaan dengan obat cool-
ing, baik itu pada semua data maupun perbulan.
2. Rules analisa yang didapat pada setiap bulan menghasilkan jumlah yang
berbeda-beda. Rules terbanyak terdapat pada Bulan Oktober yang meng-
hasilkan 20 rules. Sedangkan rules terendah pada Bulan April yang meng-
hasilkan 3 rules.
3. Berdasarkan rules yang ada, dapat menjadi rekomendasi bagi pihak apotek
untuk melakukan tata letak berdasarkan pola pembelian konsumen.
5.2 Saran
Saran dari penelitian ini adalah:
1. Pada penelitian selanjutnya, penulis merekomendasikan penggunaan data
dua tahun atau lebih untuk melihat lebih detail perbedaan rules yang dida-
pat. Sehingga dapat dilakukan perbandingan hasil rules disetiap tahunnya
yang memudahkan pihak apotek untuk mengetahui pola pembelian kon-
sumen.
2. Pada penelitian selanjutnya, penulis menyarankan untuk melakukan cluste-
ring agar rules yang didapat lebih bervariasi.
3. Peneliti menyarankan untuk melakukan percobaan penggunaan beberapa
support untuk mencari rules yang lebih banyak.
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LAMPIRAN A
HASIL WAWANCARA
Hasil wawancara ini merupakan data berupa informasi yang telah didapat
saat wawancara tugas akhir yang telah dilakukan pada Apotek Bunda.
Nama : Donni Januardi
Jabatan : Asisten Apoteker
Hari/Tanggal : Minggu/10 Maret 2019
Tempat : Apotek Bunda
Berikut merupakan hasil wawancara penulis:
1. Kapan apotek ini berdiri?
Jawaban: 23 Februari 2017
2. Apa sajakah yang dijual di apotek ini?
Jawaban: Obat (racikan dan bebas), jamu, produk kecantikan, dan alat ke-
sehatan.
3. Bagaimanakah proses bisnis di apotek ini?
Jawaban: Proses bisnis Apotek Bunda diawali dengan konsumen yang
datang membeli obat, baik itu obat yang menggunakan resep dokter atau
obat yang dijual secara bebas. Kemudian pramuniaga melayani konsumen
yang ingin membeli obat bebas atau pramuniaga menyampaikan ke apoteker
jika ada konsumen yang ingin membeli obat berdasarkan resep. Kemudi-
an konsumen melakukan pembayaran ke pramuniaga. Setelah melakukan
transaksi dengan konsumen, pramuniaga mencatat obat yang dibeli oleh
konsumen ke buku transaksi penjualan obat.
4. Berapakah jumlah item yang ada di Apotek Bunda?
Jawaban: Kurang lebih 2.150 item
5. Berapakah jumlah transaksi dalam sebulan?
Jawaban: 1.800 transaksi
6. Apakah selama ini data transaksi dimanfaatkan untuk menggali suatu infor-
masi?
Jawaban: Tidak ada. Data transaksi hanya digunakan untuk laporan pen-
jualan saja.
7. Apakah tipe Apotek ini?
Jawaban: Berdasarkan informasi dari apoteker, apotek ini tidak memiliki
tipe. Karna untuk apotek memang tidak memiliki tipe, kecuali rumah sakit
yang memiliki tipe A,B atau C.
8. Apakah tata letak obat memiliki aturan dalam tata letak kefarmasian?
Jawaban: Untuk tata letak kefarmasian secara khusus tidak ada. Tetapi, tata
letak juga harus mengikuti aturan. Seperti obatan keras yang harus dile-
takkan di rak obat keras. Tidak bisa disatukan dengan obat bebas. Untuk
A - 2
obat bebas, tata letaknya sesuai pemilik apotek.
9. Apakah tidak kesulitan jika obat bebas disusun hanya berdasarkan keinginan
hati?
Jawaban: Kesulitan juga. Karna tidak semua letak obat bisa dihapal po-
sisinya. Apalagi letak obat yang memiliki nama yang susah.
10. Bagaimana cara menentukan tata letak obat di Apotek ini?
Jawaban: Hanya berdasarkan abjad atau sesuai kategori.
11. Apakah pembelian obat keras hanya menggunakan resep dari dokter?
Jawaban: Tidak. Karna kadang orang-orang membawa papan obat yang
mereka punya sebelumnya dan mereka sudah biasa membelinya. Terkadang
pihak apotek juga menawarkan obat dengan tensi yang sama. Tergantung
konsumen mau atau tidak menerima tawaran tersebut.
12. Apakah pernah kewalahan saat melayani konsumen dikarnakan tata letak
obat yang sekarang?
Jawaban: Pernah. Apalagi jika obat memiliki warna yang sama, terkadang
obat yang diambil salah. Letak obat yang dibutuhkan konsumen juga ke-
banyakan berjauhan dari satu obat ke obat lainnya. Hal ini juga memakan
waktu dikarnakan letak obat berada di rak yang berbeda. Apalagi hanya
ada satu asisten apoteker di Apotek tersebut sehingga membuat konsumen
yang membeli obat menunggu dalam pengambilan obat yang dilakukan oleh
pihak Apotek.
13. Apakah tata letak obat berpengaruh pada pencarian item obat yang dibu-
tuhkan?
Jawaban: Sangat berpengaruh. Jika obat yang diinginkan konsumen berada
ditempat yang sama, maka waktu yang dibutuhkan lebih cepat dibandingkan




Tabel B.1. Data transaksi Bulan Januari-Desember 2018
No. Transaksi Tanggal
1 Fresh care, cooling, kuldon, bisturi 01/01/2018
2 Syamil, intunal, antimo, angisis drop nystatin, cataut 01/01/2018
3 Cooling, antimo, salep n24, antangin 01/01/2018
4 Vit IPI, cooling, daryant tulle, dulcolactol 01/01/2018
5 Minyak tawon, ibuprofen, anflat, bye bye fever, GOM 01/01/2018
6 Cooling, enkasari, cap badak, air mata duyung, bisturi 01/01/2018
7 Antalgin, dapyrin, anflat, gazero 01/01/2018
8 Kaditic, asam mefenamat, ranitidine 01/01/2018
9 Salep n24, komix, vicks 01/01/2018
10 Insto, hansaplast, kasa, vitalong, daryant tulle 01/01/2018
11 Vit IPI, aspilet, dexa 01/01/2018
12 Stop cold, ibuprofen, lostacef, faxiden, salonpas 01/01/2018
13 Pimtrakol, fresh care, decolgen, TJ murni, cerebrovit 01/01/2018
14 Bye bye fever, dumin, paracetamol, antalgin, isosorbide dinitrat 01/01/2018
15 Ambeven, lerzin, molexflu, batugin elixir 01/01/2018
16 Komix, procold 01/01/2018
17 Bodrex, sidomuncul, vicee, bio placenton, molagit, antangin 01/01/2018
18 Kaditic, dexa, betason, antalgin 01/01/2018
19 Komix, procold, vicks, bodrex 01/01/2018
20 Bodrex, sidomuncul, vicks, vit IPI 01/01/2018
21 Bio placenton, molagit, antangin 01/01/2018
22 Proris, lansoprazole 01/01/2018
23 Aspilet, dexa, ranitidine, hot in cream, az zikra 01/01/2018
24 Acifar, ibuprofen, GOM, antalgin 01/01/2018
25 Cefadroxil, lostacef, ibuprofen, koyo cabe, GPU 01/01/2018
26 Omeprazole, grantusif 01/01/2018
27 Simvastatin, molacort, wellmove, salonpas 01/01/2018
28 Jarum suntik, cyclofem, dexa, antalgin 01/01/2018
29 Allopurinol, ibuprofen, bromifar, antangin, az zikra, cataut 01/01/2018
30 Ratu lebah, sanadryl 01/01/2018
31 Stop cold, pimtrakol, fresh care 01/01/2018
32 Decolgen, TJ murni, cap lang, termorex 01/01/2018
33 Geliga, hemaviton, CDR, entrasol, lostacef 02/01/2018
34 Lerzin, paracetamol, molexflu, komix, isosorbide dinitrat 02/01/2018
35 Procold, vicks 02/01/2018
36 Bodrex, sidomuncul, vicee 02/01/2018
37 Bio placenton, molagit, cefixime, kasa 02/01/2018
38 Proris, sakatonik, stimuno, bye bye fever, paracetamol 02/01/2018
Tabel B.1 Data transaksi Bulan Januari-Desember 2018 (Tabel lanjutan...)
No. Transaksi Tanggal
39 Komix, oskadon, atorvastatin, cotrim 02/01/2018
40 Komix, cap badak, pil atom great deli, enervon c 02/01/2018
41 Bye bye fever, cap badak, insto, GOM, cefadroxil 02/01/2018
42 Komix, siladex, batugin elixir 02/01/2018
43 Dexa, asam mefenamat, diclofenac sodium, solinfec 02/01/2018
44 Pil KB andalan, muzoral, vicee 02/01/2018
45 Strepsil, solinfec, molacort, dexa 02/01/2018
46 Bodrex, molexdryl, ratu lebah 02/01/2018
47 Keji beling, habbasyifa 02/01/2018
48 Omeprazole, simvastatin, assalam, lasegar, FG trocess 02/01/2018
49 Sanmol, yusimox, antalgin 02/01/2018
50 Kuldon, albothyl, lostacef, cetirizine 02/01/2018
51 Menara 5, TJ murni, sidomuncul, dumin 02/01/2018
52 Vit B, oralit, cap badak 02/01/2018
53 Mixagrip, anabion, pimtrakol, antangin 02/01/2018
54 Aspilet, cetirizine, asam mefenamat, geliga, az zikra 02/01/2018
55 Teh hijau jati cina, baljitot, benadryl, ibuprofen 02/01/2018
56 Cataflam, paracetamol 02/01/2018
57 Dumin, ponstan, antalgin, salonpas, cap kapak 02/01/2018
58 Eltazon, mycoral, ketoconazole 02/01/2018
59 Lostacef, ibuprofen, livron, vit B 02/01/2018
60 Neuralgin, komix, paracetamol, vicee 02/01/2018
61 Lidocaine, GPU, parcok 02/01/2018
62 Insto, antangin, vit B, lostacef, sanadryl 03/01/2018
63 GOM, komix, fitkom, paramex, CTM 03/01/2018
64 Baby cough, komix, fasidol, fatigon 03/01/2018
65 Hot in cream, TJ murni, genalten 03/01/2018
66 Asam mefenamat, amoxicillin, cetirizine 03/01/2018
67 Sanmol, dexa, ibuprofen 03/01/2018
68 TJ murni, simvastatin, peditox 03/01/2018
69 Salep n24, rohto, batugin elixir 03/01/2018
70 Solinfec, TJ murni, vital TT, sutra 03/01/2018
71 Antalgin, ratu lebah, lostacef, amlodipine, bye bye fever 03/01/2018
72 Farsifen, CTM, antangin, sidomuncul 03/01/2018
73 Teh hijau jati cina, cefadroxil, asam mefenamat, gentian violet,
sanadryl
03/01/2018
74 Ziloven, lostacef, paracetamol 03/01/2018
75 Mexon, mycoral, ketoconazole, TJ murni, mixalgin 03/01/2018
76 Mirasic, paracetamol, tempra, bye bye fever 03/01/2018
77 Sakatonik, bye bye fever 03/01/2018
78 Mixalgin, acyclovir, allopurinol, antangin, ascardia 03/01/2018
79 Baby cough, betason, bintang 7, koyo cabe, cap badak 03/01/2018
B - 2
Tabel B.1 Data transaksi Bulan Januari-Desember 2018 (Tabel lanjutan...)
No. Transaksi Tanggal
80 Bisolvon, habbasyifa 03/01/2018
81 Calcifar, entrasol, caladine 03/01/2018
82 Bromifar, asam mefenamat, paracetamol 03/01/2018
83 Cerebrofort, stimuno, sakatonik, bye bye fever 03/01/2018
84 Cooling, kuldon, paracetamol, puyer 16, bodrex 03/01/2018
85 Komix, antangin, ponstan, sutra 03/01/2018
86 Cap badak, komix, kasa 03/01/2018
87 Paramex, hemaviton, bodrex, koyo cabe 03/01/2018
88 Komix, fresh care, batugin elixir 03/01/2018
89 Geliga, mixagrip, panadol, neo rheumacyl, betadine 03/01/2018
90 Pimtrakol, neo rheumacyl, farsifen, madurasa 03/01/2018
91 Vit IPI, cyclofem, jarum suntik 03/01/2018
92 Cap lang, counter pain, CTM, molexdryl 03/01/2018
93 Atranac, antalgin, cetirizine, GPU 03/01/2018
94 Cefadroxil, dexa 03/01/2018
95 Lansoprazole, solinfec, lostacef 03/01/2018
96 Pyrexin, antalgin, koyo cabe, sidomuncul, cap lang 03/01/2018
97 Miconazole, mycoral, itamol, paracetamol, sakatonik 03/01/2018
98 Faxiden, paracetamol 03/01/2018
99 Betadine, alkohol 70%, kasa, minyak tawon, madu gemuk badan 03/01/2018
100 Aspilet, sidomuncul, lostacef 03/01/2018
... ..................... ..............
13252 Huffagrip, tempra 31/12/2018
13253 Baljitot, bejo, jamu komplit, laxing, salonpas, laxadine 31/12/2018
13254 Oralit, oskadon 31/12/2018
13255 Grafalin, kalpanax, sakatonik, phi kang suang 31/12/2018
13256 Natrium diklofenac, terra f, afibramol, captopril, cetirizine, ilia-
din spray
31/12/2018








WEKA termasuk tools yang digunakan sebagai pembanding beberapa algo-
ritma machine learning dalam persoalan data mining. WEKA dikembangkan pihak
University of Wakaito, New Zealand yang bersifat open source (Defiyanti dan Pard-
ede, 2010).
Tugas WEKA berupa manipulasi data, visualisasi hasil, cross validation,
hubungan antar basis data, serta perbandingan set aturan untuk melengkapi peneli-
tian berdasarkan pembelajaran mesin dasar. Hasil akurasi dari preprocessing hing-
ga hasil akhir didapat secara cepat dibanding perhitungan manual (N. Saputra, Adji,
dan Permanasari, 2015).
Implementasi FP-Growth pada Weka adalah sebagai berikut: Langkah untuk
menjalankan FP-Growth pada Weka adalah sebagai berikut:
1. Sebelum data diproses, jika variabel data masih berupa nominal, diperlukan
pengubahan variabel data menjadi variabel numeric.
2. Ubah data yang masih berada pada format *.excel workbook menjadi *.csv
seperti Gambar D.1 berikut:
Gambar D.1. Mengubah format file
3. Buka tools weka kemudian pilih explorer seperti Gambar D.2 untuk memvi-
sualisasikan data dan mencari algoritma yang ingin digunakan.
Gambar D.2. Halaman utama aplikasi Weka
4. Pilih open file untuk memasukkan data yang ingin diolah kemudian pilih
menu association seperti Gambar D.3 berikut:
Gambar D.3. Praproses data di weka
5. Pilih menu choose untuk memilih algoritma sesuai kebutuhan seperti pada
Gambar D.4.
D - 2
Gambar D.4. Pemilihan algoritma
6. Sebelum memilih opsi start, atur nilai support dan confidence sesuai kebu-
tuhan seperti pada Gambar D.5.
Gambar D.5. Menentukan support dan confidence
7. Kemudian pilih start maka akan ditampilkan hasil seperti Gambar D.6.
D - 3




Data sampel yang telah melalui praproses data yang digunakan yaitu pada
Tabel E.1. Untuk hitungan manual, digunakan 50 data sampel dengan menggunakan
support 10% dan confidence 50%. Terlebih dahulu dilakukan penghapusan noise
dengan tools Weka 3.8.
Tabel E.1. Data sampel transaksi
No Transaksi Tanggal
1 Betason, GOM, Dexa, dextaf 01/08/2018
2 GOM, dexa 01/08/2018
3 Paratusin, ibuprofen, dapyrin 01/08/2018
4 Dapyrin, ibuprofen, cap lang 01/08/2018
5 Dapyrin tab, kaditic, dexa, antalgin 01/08/2018
6 Kaditic, dexa, sakatonik gummy 01/08/2018
7 Ibuprofen, dapyrin, itramol 01/08/2018
8 Antalgin, xonce, adem sari 01/08/2018
9 Acifar, ibuprofen 01/08/2018
10 Bromifar, dexa, hot in cream 01/08/2018
... ..................... ..............
50 Kaditic, farsifen, dapyrin, antalgin, sanmol 05/08/2018
Data transaksi kemudian ditransformasi ke format numeric untuk diproses
dalam data mining karena data akan dilakukan penghapusan noise menggunakan al-
goritma DBSCAN yang tergolong ke analisis clustering yang disajikan dalam tabel
tabulasi. Di dalam data transaksi terdapat 18 data yang tidak masuk ke cluster
dan digolongkan ke data noise. Data yang termasuk ke data noise dihapus dari
data yang akan di olah menggunakan FP-Growth. Data transaksi yang sudah dihi-
langkan noise sejumlah 32 data. Data transaksi yang sudah dilakukan penghapusan
noise seperti Tabel E.2.
Tabel E.2. Data setelah penghapusan noise
No. Transaksi Tanggal
1 GOM, dexa 01/08/2018
2 Paratusin, ibuprofen, dapyrin 01/08/2018
3 Dapyrin, ibuprofen, cap lang 01/08/2018
4 Dapyrin tab, kaditic, dexa, antalgin 01/08/2018
5 Ibuprofen, dapyrin, itramol 01/08/2018
6 Acifar, ibuprofen 01/08/2018
Tabel E.2 Data setelah penghapusan noise (Tabel lanjutan...)
No. Transaksi Tanggal
7 Dapyrin tab, ibuprofen 01/08/2018
8 Asam mafenamat, dexa 01/08/2018
9 Jarum suntik, antalgin, ranitidine 02/08/2018
10 Antalgin, lostacef 02/08/2018
11 Antalgin, ibuprofen, faxiden 02/08/2018
12 Cefadroxil, ibuprofen 02/08/2018
13 Dexa, Acifar 02/08/2018
14 Ibuprofen, jarum suntik, antalgin 02/08/2018
15 Antalgin, dapyrin 02/08/2018
16 Cefixime, antalgin 02/08/2018
17 Antalgin, amlodipine 02/08/2018
18 Asam mefenamat, amoxicillin 03/08/2018
19 Dexa, sanmol 03/08/2018
20 Cefadroxil, dexa 03/08/2018
21 Yusimox, baby cough, cefadroxil, ibuprofen 03/08/2018
22 Alleron, ibuprofen 03/08/2018
23 Antalgin, ibuprofen, sidomuncul 04/08/2018
24 Antalgin, ibuprofen, proris 04/08/2018
25 Pyrexin, ibuprofen, antalgin 04/08/2018
26 Bufect, antalgin, dapyrin tab 04/08/2018
27 Intunal, ibuprofen 04/08/2018
28 Antalgin, pyrexin, ibuprofen, bintang tujuh 04/08/2018
29 CTM, ibuprofen 04/08/2018
30 Dexa, asam mafenamat, ibuprofen 04/08/2018
31 Atranac, ibuprofen, antalgin 04/08/2018
32 Ambroxol, ibuprofen, antalgin 04/08/2018
Data transaksi kemudian diubah menjadi data yang berbentuk tabel tabulasi.
Tabel tabulasi dapat dilihat pada Tabel E.3.
















































1 0 0 0 0 0 0 0 ... 0
2 0 0 0 0 0 0 0 ... 0
3 0 0 0 0 0 0 0 ... 0
4 0 0 0 0 0 1 0 ... 0
5 0 0 0 0 0 0 0 ... 0
E - 2
















































6 1 0 0 0 0 0 0 ... 0
7 0 0 0 0 0 0 0 ... 0
8 0 1 0 0 0 0 1 ... 0
9 1 0 0 0 0 1 0 ... 0
10 0 0 0 0 1 0 0 ... 0
... ... ... ... ... ... ... ... ... ...
32 0 0 1 0 0 1 0 ... 0
Jumlah 2 1 1 1 1 15 3 ... 1
1. Penentuan FP-Growth
Untuk melakukan penentuan FP-Growth, maka diperlukan beberapa taha-
pan sebagai berikut:
(a) Pembentukan FP-Tree
FP-tree disusun dengan menggambarkan setiap data transaksi ke lin-
tasan tertentu. Awal pembentukan FP-tree yaitu dengan membentuk
akar yang sering disebut null. Sebelum membentuk FP-tree, diper-
lukan untuk mengetahui frequent item set terlebih dahulu. Setelah itu,
data diurutkan berdasarkan frekuensi kemunculan dan data diseleksi
sesuai support yang ditentukan sebesar 10%. Pencarian frequent item
set ditunjukkan pada Tabel E.4.







6 Asam mafenamat 3
7 Acifar 2










15 Baby cough 1
16 Bintang tujuh 1
17 Bufect 1















Berdasarkan Tabel E.4 diperlukan seleksi data dengan menghapuskan
item yang tidak sesuai dengan support. Setelah itu item diurutkan
berdasarkan priority. Berikut contoh untuk mencari nilai support pada




x 100% = 59% (E.1)
Tabel E.5. Nilai support
No Obat Frekuensi Support
1 Ibuprofen 19 59,4%
2 Antalgin 15 46,9%
3 Dapyrin 7 21,9%
4 Dexa 7 21,9%
5 Cefadroxil 3 9,4%
6 Asam mafenamat 3 9,4%
7 Acifar 2 6,2%
8 Jarum suntik 2 6,2%
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Tabel E.5 Nilai support (Tabel lanjutan...)
No Obat Frekuensi Support
9 Pyrexin 2 6,2%
10 Alleron 1 3,1%
11 Ambroxol 1 3,1%
12 Amlodipine 1 3,1%
13 Amoxicillin 1 3,1%
14 Atranac 1 3,1%
15 Baby cough 1 3,1%
16 Bintang tujuh 1 3,1%
17 Bufect 1 3,1%
18 Cap lang 1 3,1%
19 Cefixime 1 3,1%
20 CTM 1 3,1%
21 Faxiden 1 3,1%
22 GOM 1 3,1%
23 Intunal 1 3,1%
24 Itramol 1 3,1%
25 Kaditic 1 3,1%
26 Lostacef 1 3,1%
27 Paratusin 1 3,1%
28 Proris 1 3,1%
29 Ranitidine 1 3,1%
30 Sanmol 1 3,1%
31 Sidomuncul 1 3,1%
32 Yusimox 1 3,1%
Tabel E.5 menyatakan item yang masuk kesyarat support hanya empat
yaitu ibuprofen, antalgin, dapyrin dan dexa. Empat item ini yang akan
dijadikan acuan sebagai pembentukan pohon dan item yang tidak sesu-
ai syarat dapat dibuang. Seperti pada transaksi ke 18 yaitu item asam
mafenamat dan amoxicillin. Karena nilai support asam mafenamat
dan amoxicillin dibawah 10%, maka kedua item tersebut dihapuskan
sehingga data transaksi yang tersisa berjumlah 31 data.
Tabel E.6 merupakan item yang dapat dimasukkan dalam pemben-
tukan FP-Tree dan transaksi yang telah sesuai persyaratan terdapat pa-
da Tabel E.7.
Tabel E.6. Frekuensi item yang memenuhi support
No Obat Frekuensi Support
1 Ibuprofen 19 59,4%
2 Antalgin 15 46,9%
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Tabel E.6 Frekuensi item yang memenuhi support (Tabel lanjutan...)
No Obat Frekuensi Support
3 Dapyrin 7 21,9%
4 Dexa 7 21,9%
Tabel E.7. Transaksi berdasarkan priority
No Transaksi Jumlah
1 Dexa 1
2 Ibuprofen, dapyrin 2
3 Ibuprofen, dapyrin 2
4 Antalgin, dapyrin, dexa 3
5 Ibuprofen, dapyrin 2
6 Ibuprofen 1




11 Ibuprofen, antalgin 2
12 Ibuprofen 1
13 Dexa 1
14 Ibuprofen, antalgin 2







22 Ibuprofen, antalgin 2
23 Ibuprofen, antalgin 2
24 Ibuprofen, antalgin 2
25 Antalgin, dapyrin 2
26 Ibuprofen 1
27 Ibuprofen, antalgin 2
28 Ibuprofen 1
29 Ibuprofen, dexa 2
30 Ibuprofen, antalgin 2
31 Ibuprofen, antalgin 2
Perlu dilakukan penamaan inisial untuk nama item agar pembuatan FP-
Tree lebih mudah seperti Tabel E.8 dan Tabel E.9 transaksi yang sudah
diubah menjadi inisial.
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Tabel E.9. Inisial data transaksi
No Transaksi Jumlah
1 Dexa D
2 Ibuprofen, dapyrin A, C
3 Ibuprofen, dapyrin A, C
4 Antalgin, dapyrin, dexa B, C, D
5 Ibuprofen, dapyrin A, C
6 Ibuprofen A




11 Ibuprofen, antalgin A, B
12 Ibuprofen A
13 Dexa D
14 Ibuprofen, antalgin A, B







22 Ibuprofen, antalgin A, B
23 Ibuprofen, antalgin A, B
24 Ibuprofen, antalgin A,B
25 Antalgin, dapyrin B, C
26 Ibuprofen A
27 Ibuprofen, antalgin A, B
28 Ibuprofen A
29 Ibuprofen, dexa A, D
30 Ibuprofen, antalgin A, B
31 Ibuprofen, antalgin A, B
Tabel E.9 merupakan dasar pembuatan FP-Tree yang dimulai dengan
pusat yang diberi label null yang mencantum tiga informasi yaitu label
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item, support count, dan penghubung.
i. Pembacaan TID 1 seperti Gambar E.1:
Gambar E.1. Pembacaan TID 1 pada pembentukan FP-Tree
ii. Pembacaan TID 2 seperti Gambar E.2:
Gambar E.2. Pembacaan TID 2 pada pembentukan FP-Tree
iii. Pembacaan TID 3 seperti Gambar E.3:
Gambar E.3. Pembacaan TID 3 pada pembentukan FP-Tree
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iv. Pembacaan TID 4 seperti Gambar E.4:
Gambar E.4. Pembacaan TID 4 pada pembentukan FP-Tree
v. Pembacaan TID 5 seperti Gambar E.5:
Gambar E.5. Pembacaan TID 5 pada pembentukan FP-Tree
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vi. Dilanjutkan dengan pembentukan FP-tree pada seluruh data sam-
pel pada Tabel E.9, yaitu pembentukan TID 31 seperti Gam-
bar E.6:
Gambar E.6. Pembacaan TID 31 pada pembentukan FP-Tree
(b) Pembangkitan Conditional Pattern Base
Pembangkitan ini didasarkan pada FP-tree yang telah dibangkitkan se-
belumnya.
i. Lintasan dengan simpul D di Gambar E.7:
Gambar E.7. Lintasan dengan simpul D
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ii. Lintasan dengan simpul C di Gambar E.8:
Gambar E.8. Lintasan dengan simpul C
iii. Lintasan dengan simpul B di Gambar E.9:
Gambar E.9. Lintasan dengan simpul B
iv. Lintasan dengan simpul A di Gambar E.10:
Gambar E.10. Lintasan dengan simpul A
(c) Pembangkitan Conditional FP-Tree
Tahap ini dilakukan dengan menjumlahkan support count tiap item
yang ada pada conditional pattern base. Jika jumlah support count
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≥support count maka akan dibangkitkan kembali menggunakan FP-
tree. Tujuan tahap ini untuk mendapatkan frequent item set yang
memiliki akhiran yang sama. Berdasarkan Gambar E.6 dapat dilan-
jutkan ke tahap selanjutnya yaitu pembangkitan conditional FP- Tree
untuk lintasan yang mengandung suffix E. Ditahap ini lintasan yang
memiliki simpul harus dibuang.
i. Conditional FP-Tree untuk D dapat dilihat pada Gambar E.11:
Gambar E.11. Conditional FP-Tree D
ii. Conditional FP-Tree untuk C dapat dilihat pada Gambar E.12:
Gambar E.12. Conditional FP-Tree C
iii. Conditional FP-Tree untuk B dapat dilihat pada Gambar E.13:
Gambar E.13. Conditional FP-Tree B
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iv. Conditional FP-Tree untuk A dapat dilihat pada Gambar E.14:
Gambar E.14. Semua lintasan berakhir A
2. Pencarian Frequent Itemset
Tahap ini dilakukan dengan melakukan kombinasi item berdasarkan con-
ditional FP- Tree yang telah dibuat sebelumnya. Tabel E.10 menunjukkan
itemset yang didapat.




C {C}, {A,C}, {B,C}
D {D}, {B,C,D}, {A,D}, {B,D}, {C,D}
3. Analisis Pola Frekuensi Tinggi (Support)
Tahap ini dilakukan pencarian kombinasi item sesuai support yang di-
dasarkan frequent itemset. Item tunggal pada Tabel E.10 dihilangkan karena
tugas akhir ini mencari nilai akhir berupa rekomendasi produk yang didapat
dari minimal dua item.
Tahap ini akan mencari kombinasi item yang memenuhi syarat minimum
dari nilai support berdasarkan frequent itemset. Tidak semua itemset pa-
da Tabel E.10 dapat dihitung, hal ini dikarenakan ada item yang tunggal.
Item tunggal tidak dimasukkan karena tugas akhir ini mencari nilai akhir
berupa pola konsumen yang didapat dari minimal dua item. Itemset yang
memenuhi syarat, yaitu: {A,B}, {A,C}, {B,C}, {B,C,D}, {A,D}, {B,D},
dan {C,D}. Untuk mencari nilai support yang mengandung dua item, ma-
ka dapat menggunakan Persamaan 2.2. Support yang digunakan yaitu 10%
yang dapat dilihat pada Tabel E.11.
E - 13
Tabel E.11. Hasil Support
Item Support
B → A 832 × 100% = 25%
C → A 432 × 100% = 12,5%
4. Pembentukan Aturan Asosiatif
Tahap selanjutnya untuk menemukan aturan asosiatif yang memenuhi con-
fidence masing-masing item menggunakan Persamaan E.2.
Con f idence P(A|B) = ∑ transaksi mengandung (A) dan (B)
∑ transaksi (A)
(E.2)
Nilai confidance sebesar 40% yang dapat dilihat pada Tabel E.12.
Tabel E.12. Hasil perhitungan confidence
Item Confidence
B → A 815 × 100% = 53,33%
C → A 47 × 100% = 57,14%
Berdasarkan hasil pada Tabel E.11 dan Tabel E.12, maka item yang
memenuhi syarat terdapat pada item B → A dan C → A. Sehingga rules
yang dihasilkan yaitu pada Tabel E.13.
Tabel E.13. Hasil association rule
No Jika Maka Support Confidence
1 Antalgin Ibuprofen 25% 53,33%
2 Dapyrin Ibuprofen 12,5% 57,14%
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