Digital controller design for nonlinear systems may be complicated by the fact that an exact discrete-time plant model is not known. One existing approach employs approximate discretetime models for stability analysis and control design and ensures different types of closed-loop stability properties based on the approximate model and on specific bounds on the mismatch between the exact and approximate models. Although existing conditions for practical stability exist, some of which consider the presence of process disturbances, input-to-state stability (ISS) with respect to state-measurement errors and based on approximate discretetime models has not been addressed. In this paper, we thus extend existing results in two main directions: 1) we provide ISS-related results, where the input is the state measurement error; and 2) our results allow for some specific varying-sampling-rate scenarios. We provide conditions to ensure semiglobal practical ISS, even under some specific forms of varying sampling rate. These conditions employ Lyapunov-like functions. We illustrate the application of our results on numerical examples, where we show that a bounded state-measurement error can cause a semiglobal practically stable system to diverge.
I. INTRODUCTION
Digital controller design for nonlinear systems can be substantially more complicated than for linear systems. One of the main obstacles to the design of adequate digital controllers for nonlinear (continuoustime) plants is that even if a continuous-time plant model is known, the corresponding exact discrete-time model, i.e., the model that describes the state evolution at the sampling instants, can be difficult or even impossible to obtain. This happens because the computation of the exact discrete-time model requires knowledge of the solution to a nonlinear differential equation.
Interesting existing results address controller design based on an approximate discrete-time model of the plant and ensure the stabilization of the original continuous-time plant in a practical sense [1] - [4] . A general framework for stabilization of disturbance-free sampled-data nonlinear systems via approximate discrete-time models was developed in [1] and [2] with further generalization for continuous-time plants with disturbances in [3] - [5] and for observer design in [6] . All of these approaches are specifically suited The authors are with the French-Argentine International Center for Information and Systems Sciences (CIFASIS), Consejo Nacional de Investigaciones Científicas Y Técnicas (CONICET), and Universidad Nacional de Rosario (UNR) 2000, Rosario, Argentina (e-mail:, val-larella@cifasis-conicet.gov.ar; haimovich@cifasis-conicet.gov.ar).
Digital Object Identifier 10.1109/TAC. 2018.2874669 to uniform sampling, i.e., the sampling rate is constant during operation. In many sampled-data control systems, the use of a nonuniform sampling period is necessary, usually imposed by performance requirements of the plant, hardware limitations, or network communication constraints. The occurrence of nonuniform sampling is typical of networked control systems (NCSs). The main feature of NCSs is that the different system components exchange data over a communication network. Results for control design based on approximate discrete-time models also exist for different NCS scenarios. In [7] , controller design for nonlinear NCSs with time-varying sampling periods, time-varying delays, and packet dropouts is considered, based on approximate discrete-time models constructed for nominal sampling period and delays. All of the results mentioned so far ensure practical stability properties for sufficiently small sampling periods, with ultimate bounds of decreasing size in correspondence with decreasing maximum sampling periods.
Related but conceptually different results exist for dual-or multirate sampling, where some constraint exists on how fast measurements can be taken [8] - [10] . These results give closed-loop practical stability warranties and employ approximate discrete-time models in order to predict the state evolution at the control update instants, since new measurements may not be available at each of these instants. Specifically, Beikzadeh and Marquez [10] proposes a multirate sampled-data scheme to stabilize an NCS via output feedback using discrete-time approximations. The results of [10] as well as those of [7] give practical stability and robustness warranties for deviations about a nominal situation.
Nonuniform sampling is also a feature of event-triggered control, where a triggering condition based on a continuous measurement of system variables (e.g., the system state) determines when the control action has to be updated [11] , [12] . Strategies that also involve nonuniform sampling but require only sampled measurements are those of self-triggered control [12] - [14] . Self-triggered control computes both the control action and the next sampling instant at which the control action should be recomputed. In both event-triggered and self-triggered control, we may thus say that sampling is controller-driven, since the controller itself is in charge of computing the next sampling instant.
The objective of this paper is to provide practical stability results based on approximate discrete-time models and allowing some specific nonuniform sampling scenarios. Our results are, however, independent of the mechanism employed to vary the sampling rate. In this context, the main contribution of the current paper is to provide conditions on the approximate discrete-time plant model and the control law in order to ensure closed-loop semiglobal-practical input-to-state stability (ISS) (see Section B for the precise definition), where the "input" is the state measurement error.
Our results are novel even for the uniform sampling case. The fact that state measurement errors be considered causes the analysis to become substantially different from that of disturbances affecting the 0018-9286 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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plant dynamics (as in [3] ). This is because if based on a perturbed state measurement, the control action will itself have some error, and this in turn will cause some intersample error additional to that introduced by the approximation in the discrete-time model. More specific differences between the given and existing results will be explained along the paper. The fact that some specific varying-sampling-rate (VSR) scenarios be covered increases the applicability of our results. Related preliminary results dealing with closed-loop stability possibly under controllerdriven sampling (without measurement errors) have been given in [15] and [16] . The organization of this paper is as follows. This section ends with a brief summary of the notation employed throughout this paper. In Section II, we state the problem and the required definitions and properties. Our main results are given in Section III. An illustrative example is provided in Section IV, and concluding remarks are presented in Section V. The Appendix contains the proofs of some intermediate technical points.
Notation: R, R ≥0 , N, and N 0 denote the sets of real, nonnegative real, natural, and nonnegative integer numbers, respectively. A function α :
is strictly decreasing asymptotically to 0 for every s. We denote the identity function by id. We denote the Euclidean norm of a vector x ∈ R n by |x|. Given a set X ⊂ R n , we denote its neighborhood as N (X , ) := {x : inf y ∈X |x − y| ≤ }. We denote an infinite sequence as
For any sequences {T i } ⊂ R ≥0 and {e i } ⊂ R m , and any γ ∈ K, we take the following conventions: −1 i = 0 T i = 0 and γ(sup 0 ≤i ≤−1 |e i |) = 0. Given a real number T > 0, we denote by Φ(T ) := {{T i } : {T i } ⊂ (0, T )} the set of all sequences of real numbers in the open interval (0, T ). For a given sequence, we denote the norm {x i } := sup i ≥0 |x i |.
II. PRELIMINARIES

A. Problem Statement
We consider the nonlinear continuous-time planṫ
where x(t) ∈ R n and u(t) ∈ R m are the state and control vectors, respectively, and f (0, 0) = 0. As in [1] , the function f : R n × R m → R n is assumed to be such that for each initial condition and constant control, there exists a unique solution on some interval [0, τ ) with 0 < τ ≤ ∞. We consider that state measurements become available at time instants t k , k ∈ N 0 , that satisfy t 0 = 0 and t k + 1 = t k + T k , where {T k } ∞ k = 0 is the sequence of corresponding sampling periods. As opposed to the uniform sampling case where T k = T for all k ∈ N 0 , the sampling periods T k may vary. We refer to this situation as VSR. The control signal is assumed to be piecewise constant (i.e., zero-order hold is present) such that u(t) = u(t k ) =: u k for all t ∈ [t k , t k + 1 ). We denote the state at the sampling instants by x k := x(t k ). The control action u k may depend on the state measurementx k = x k + e k , with e k the state measurement error, and also on the sampling period T k , i.e., we have u k = U (x k , T k ). The dependence of the control action at time t k on the sampling period T k = t k + 1 − t k is possible in the following situations: (a) uniform sampling; and (b) controller-driven sampling (such as self-triggered control [13] , or others [17] ). In situation (a), the constant sampling period employed can be known before the controller is implemented. This is the setting in [2]- [4] . In (b), at each sampling instant t k , the controller may select the next sampling instant t k + 1 and, thus, the current sampling period T k . As a consequence, knowledge of T k can be employed in order to compute the current control action u k . However, our results will be still valid in the particular case u k =Ū (x k ), where the control law does not explicitly depend on the sampling period. In addition, our results are independent of the way in which the sampling periods T k may vary over time. Fig. 1 depicts the complete closed-loop system.
The exact discrete-time model for a given nonlinear system is the discrete-time system whose state matches the state of the continuoustime system at every sampling instant. From (1), and given that the plant input u is held constant over each sampling interval, it is clear that the state value at the next sampling instant, namely x k + 1 , will depend on the current state value x k , the current input value u k , and the sampling period T k . Hence, a discrete-time model for the case of zero-order hold and VSR can be written as
where the superscript e stands for "exact." Due to the fact that the solution to (1) does not necessarily exist for all future times, then the exact discrete-time model F e (·, ·, ·) may be not defined for every (x, u, T ) ∈ R n × R m × R ≥0 . However, we assume that f in (1) has sufficient regularity so that for every pair of compact sets X ⊂ R n and U ⊂ R m , there exists some T * > 0 so that F e (x, u, T ) is defined for every (x, u, T ) ∈ X × U × [0, T * ). The exact model F e is in general very hard or even impossible to obtain, and thus, some type of approximation may be necessary for the design of a stabilizing controller. A superscript a will be used to denote an approximate model:
We will use "F " with no superscript to denote any discrete-time model (either exact or approximate). Under the feedback law
, the closed-loop discrete-time model becomes
where the measurement error e k (disturbance) is regarded as an input. Hence, given a control law/discrete-time model pair (U, F ), the quantityF will denote the composition of F and U , as shown in (4) . Whenever required, we will write x(k, ξ, {e i }, {T i }) to denote the solution of (4) at time k with initial condition ξ at k = 0 and corresponding to the measurement error and sampling period sequences
B. Stability Properties for VSR
Our objective is to provide conditions that ensure stability properties of the exact discrete-time closed-loop system under the VSR case. The following definition constitutes a natural extension of the semiglobal practical ISS [3] , [18] , [19] property.
Definition 2.1: The system (4) is said to be semiglobal practical ISS-VSR (SP-ISS-VSR) if there exist functions β ∈ KL and γ ∈ K ∞ such that for every M > 0, E > 0, and R > 0, there exists T > 0 such that the solutions of (4) satisfy
The functionF is said to be SP-ISS-VSR if the system (4) defined bȳ F is SP-ISS-VSR. Remark 2.2: Note that the sequences of constant sampling periods
This implies that if any of the above properties holds for a certain system, then the respective properties for the uniform sampling case also hold.
Remark 2.3: Setting k = 0 in (5), it follows that |x 0 | ≤ β(|x 0 |, 0) + R holds for every x 0 ∈ R n and every R > 0. As a consequence, any function β ∈ KL characterizing SP-ISS-VSR has the additional property that r ≤ β(r, 0) for all r ≥ 0. This property will be repeatedly employed for the proof of our results.
C. Model Consistency With Nonideal State Measurements
The next definition, as appears in [6, Definition 1], ensures that the mismatch between the solutions of the exact and approximate systems over one sampling period is bounded by a value that depends on the sampling period, uniformly over states and inputs in compact sets. This bound tends to zero in a specific way as the sampling period becomes smaller.
Definition 2.4: The function F a is said to be consistent with F e if for each compact set Ω ⊂ R n × R m , there exist ρ ∈ K and T 0 > 0 such that, for all (x, u) ∈ Ω and all T ∈ [0, T 0 ],
Definition 2.4 is similar to the definition of one-step consistency in [1, Defintion 1]. However, the main difference lies in the fact that Definition 2.4 is "open-loop," whereas [1, Definition 1] involves the feedback law. In the current setting of imperfect state knowledge, consideration of the feedback law would be meaningless unless the state measurement error be also considered (cf., Defintion 2.6).
The following lemma is a minor modification of [1, Lemma 1] that gives sufficient conditions for the consistency of F a with F e , based on f and F a , and hence without requiring knowledge of F e . The required modification is due to the fact that in the current setting, the feedback law cannot assume perfect knowledge of the state. The proof closely follows the proof of [1, Lemma 1] but is given in the Appendix for completeness.
Lemma 2.5:
. Then, F a is consistent with F e . 1 As explained under "Notation" in Section I, for k = 0, we interpret
The following definition extends the definition of multistep consistency in [1] to the VSR scenario considered and to the case of state measurement errors.
Definition 2.6: The pair (U, F a ) is said to be multistep error consistent (MSEC) with (U, F e ) if, for each L > 0, η > 0 and compact sets X ⊂ R n and E ⊂ R n , there exist a function α :
for all x e , x a ∈ X satisfying |x e − x a | ≤ δ, all e ∈ E, and all T ∈ (0, T * ), and for all
The next lemma constitutes the corresponding extension of [1, Lemma 2] and shows that under MSEC, the error between the approximate and exact solutions over a fixed time period is reduced by making the maximum sampling period smaller. The proof is given in the Appendix for the sake of completeness.
, then for each compact sets X ⊂ R n and E ⊂ R n , and constants L > 0 and η > 0, there
for all k for which k −1 i = 0 T i ∈ [0, L], then, for these values of k
The next lemma gives a sufficient condition for MSEC. This lemma can be regarded as the corresponding extension of [1, Lemma 3] .
Lemma 2.8: If, for each compact sets X ⊂ R n and E ⊂ R n , there exist ρ 0 ∈ K, a nondecreasing function σ : R ≥0 → R ≥0 and T * > 0 such that for all T ∈ (0, T * ) and all x, y ∈ X , e ∈ E, we have
Proof: Let L > 0 and η > 0, and let X ⊂ R n and E ⊂ R n be compact sets. Define the compact setX := N (X , η) and letX and E generate ρ 0 ∈ K, σ and T * > 0. SelectT > 0 sufficiently small so that
Let x, y ∈ X be such that |x − y| ≤ δ, let e ∈ E, and T ∈ (0,T ). From (11) and (12), (7) is satisfied.
Using (12), we may recursively define η 0 := 0 and, for k ≥ 1,
Recursively employing the latter formula, we may write, for k ≥ 1 and such that k −1 i = 0 T i ≤ L, the following:
where we have used the facts that for every a > 0, 1 + a ≤ e a , and
For the sake of completeness, we next state the definition of locally uniformly bounded control law as in [ 
Then, (U, F a ) is MSEC with (U, F e ). Proof: Let X ⊂ R n and E ⊂ R n be compact, and let M > 0 be such that |x + e| ≤ M for all x ∈ X and e ∈ E. From ii), there exist T * (M ) > 0 and C(M ) > 0 such that |U (x + e, T )| ≤ C for all T ∈ (0, T * ), x ∈ X and e ∈ E. Define C := {u ∈ R m : |u| ≤ C} and Ω := X × C. From i), there exist ρ ∈ K and T 0 > 0 such that
for all T ∈ (0, T 2 ), x ∈ X and e ∈ E with T 2 := min{T * , T 0 }. For all x, z ∈ X and e ∈ E, we have
DefiningT := min{T 1 , T 2 } and using (13) and (14) in (15) , we obtain Hence, (11) holds. By Lemma 2.8, we obtain that (U, F a ) is MSEC with (U, F e ).
In the next section, we give conditions on the approximate model and control law in order to establish the semiglobal practical ISS for the (exact) closed-loop system.
III. MAIN RESULTS
In this section, we show that under MSEC, the SP-ISS-VSR property for the approximate model carries over to the exact model.
Our first contribution is the following. Theorem 3.1: Suppose that (U, F a ) is MSEC with (U, F e ), and that the system x a k + 1 =F a (x a k , e k , T k ) is SP-ISS-VSR. Then, the system x e k + 1 =F e (x e k , e k , T k ) is SP-ISS-VSR. Proof: Let β ∈ KL and γ ∈ K ∞ characterize the SP-ISS-VSR property of x a k + 1 =F a (x a k , e k , T k ). Definê
Let M > 0, E > 0, and R > 0, and select η > 0 and R a > 0 such that
Since x a k + 1 =F a (x a k , e k , T k ) is SP-ISS-VSR, in correspondence with M := M + γ(E), E and R a , there exists T a > 0 such that for all k ∈ N 0 , we have
whenever |x a 0 | ≤M and for all sequences
Let L > 1 satisfy
TakeT > 0 in correspondence with the tuple (X , E, L, η), as per Lemma 2.7. We will show that β ∈ KL andγ ∈ K ∞ characterize the SP-ISS-VSR of x e k + 1 =F e (x e k , e k , T k ), with T := min{1, T a ,T }. Consider sequences {e i } ⊂ E and {T i } ⊂ Φ(T ). For every k, ∈ N 0 and ξ ∈ R n , define
From (19) and (20) , it follows that if |x a 0 | ≤M , then x a k ∈X for all k ∈ N 0 . Consider an initial condition x e 0 = x a 0 = ξ such that |ξ| ≤ M ≤M . Since (U, F a ) is MSEC with (U, F e ), by Lemma 2.7, it follows that for all k such that k −1
for all k for which k −1 i = 0 T i ≤ L, where we have used the facts that γ ≤ γ and η + R a ≤ 6η + R a ≤ β(6η, 0) + R a < R/2 < R. For every k ∈ N 0 , define s(k) := max r ∈ N 0 : r ≥ k + 1,
Note that s(k) ≥ k + 1 for all k ∈ N 0 because L > 1 and T i < 1 for all i ∈ N 0 . Also,
where we have used the fact M ≤ β(M, 0) and (22). Evaluating (23) at k = s(0), using (18) and (26), and defining x e k := x e (k, ξ, 
Since
, and sinceF a is SP-ISS-VSR, then for all k ∈ N 0 , we have
It thus follows that x a k ∈X for all k ∈ N 0 . By Lemma 2.7, we have |Δx r k ,x e r | ≤ η for all r ≤ k ≤ s(r).
Combining the bounds obtained so far, we reach, for all r ≤ k ≤ s(r),
In particular at k = s(r), and taking into account thatM
where we have used the fact that 
Then, the system (4) is SP-ISS-VSR. Proof: We aim to prove that there exist β ∈ KL and γ ∈ K ∞ such that for all M 0 > 0, E 0 > 0, and R 0 > 0, there exists T > 0 such that for all {T i } ∈ Φ(T ), |x 0 | ≤ M 0 , {e i } ≤ E 0 , and k ∈ N 0 , the solutions of (4) satisfy
Consider ρ ∈ K from 3.2. Define, ∀s ≥ 0, ∀r ≥ 0, the following: 
Consider M 0 > 0, E 0 > 0, and R 0 > 0 given and 
Let x ∈ X 1 (s, r). Then, α 2 (|x|) ≤ α 2 (ρ(s) + r) ≤ α 2 (η(s) + η(r)), and using (35), then V (x) ≤ α 2 (η(s) + η(r)). Therefore, X 1 (s, r) ⊂ X 2 (s, r) for all s ≥ 0 and r ≥ 0. Let x k denote the solution to (4) corresponding to |x 0 | ≤ M 0 , {e i } ≤ E 0 and {T i } ∈ Φ(T ). From (35), we have that α −1 2 (V (x k )) ≤ |x k |; using this in (36), we obtain
, and by definition of M , then |x 0 | ≤ M . By induction, we will prove that V (x k ) ≤ α 2 (max{M 0 ,η(E 0 ) + η(R 0 )}) for all k ∈ N 0 . Note that the assertion holds for k = 0. , R) , then |x k | > ρ(|e k |) + R, and from (48), V (x k + 1 ) ≤ V (x k ). If x k ∈ X 1 (|e k |, R), from (42) and (43) and the definition ofη and η, we have |x k + 1 | ≤η(|e k |) + η(R). Using (35), then V (x k + 1 ) ≤ α 2 (η(|e k |) + η(R)) ≤ α 2 (η(E 0 ) + η(R 0 )), and hence, the induction assumption holds for k + 1.
Proof of Claim 4:
Hence, x + 1 ∈ X 2 ( {e i } , R). Next, consider that x ∈ X 1 ( {e i } , R). From (42) and the definition ofη and η, we have |x + 1 | ≤ η( {e i } ) + η(R). Using (35) and recalling (47), then x + 1 ∈ X 2 ( {e i } , R). By induction, we have thus shown that if x ∈
which depends on the initial condition x 0 , on the sampling period sequence {T i }, on the disturbance sequence {e i }, and on the given constants M 0 , E 0 , R 0 (through the fact that V depends on the latter constants). Theṅ
Note that
By Claim 3, for all |x 0 | ≤ M 0 and all t k such that x k / ∈ X 2 ( {e i } , R), (48) holds. Combining (48) with (49), it follows that for all t ∈ (t k , t k + 1 )ẏ
Hence, (51) holds up to t = t k * , where t k * = inf{t k :
does not depend on any of the following quantities: x 0 , {T i }, {e i }, M 0 , E 0 , or R 0 . Since α is positive definite, using [21, Lemma 4.4] , then there exists β 1 ∈ KL such that, for all t ∈ [0, t k * ), we have y(t) ≤ β 1 (y(0), t) .
By (50), for every k ∈ N 0 such that x j / ∈ X 2 ( {e i } , R) for all 0 ≤ j ≤ k, we have that
From Claim 4 and (47) , if
Combining the latter with (52), we obtain, for all k ∈ N 0 , the following:
Using the fact that χ(a + b) ≤ χ(2a) + χ(2b) for every χ ∈ K and (35), we obtain
Define β ∈ KL via β(s, τ ) := α −1 1 (3β 1 (α 2 (s), τ )) and γ ∈ K ∞ via γ(s) := α −1 1 (3α 2 (2η(s))). Recalling the definition of R and then α −1 1 (3α 2 (2η(R))) ≤ R 0 , it follows that
We have thus established that (4) is SP-ISS-VSR.
IV. EXAMPLES
Consider the nonlinear continuous-time plant in [1, Example 1]:
whose Euler (approximate) discrete-time model is Since F a coincides with F Euler , then assumption i) of Lemma 2.5 holds; also, assumption ii) of Lemma 2.5 is easily shown to hold using f in (54). We will consider two of the feedback laws considered in [1] :
In [1] , both control laws were shown to achieve semiglobal-practical stabilization under zero-order hold and uniform sampling. Our aim here is to show that when state measurement errors are taken into consideration, the control law (56) achieves SP-ISS-VSR, whereas (57) does not, not even under uniform sampling.
A. SP-ISS-VSR
Under the feedback law (56) and taking measurement errors into account so that u k = U (x k + e k , T k ), the closed-loop approximate model is given by (4), with We next prove that (U, F a ) is MSEC with (U, F e ) by means of Lemma 2.10. Assumption i) has been already established, whereas ii) is easily shown using (56). In order to establish iii), we use (58) to evaluate |F a (x, e, T ) −F a (z, e, T )| = |1 − T P (x, e, z)| |x − z|
where P (x, e, z) denotes a multinomial in the indeterminates x, e, z, and we have used the fact that for every positive integer p, x p − z p = q(x, z) · (x − z) for some multinomial q(x, z). Consider compact sets X , E ⊂ R and define the nonnegative constantσ := sup (x ,e ,z )∈(X , E, X ) |P (x, e, z)|. Then, (13) holds for all T > 0 with σ : R ≥0 → R ≥0 defined as σ(T ) :=σ, and assumption iii) of Lemma 2.10 holds. By Lemma 2.10, (U, F a ) is MSEC with (U, F e ).
Next, we prove that x k + 1 =F a (x k , e k , T k ) is SP-ISS-VSR. The continuity and boundedness assumptions i)-iii) of Theorem 3.2, can be easily verified from (55), (56), and (58). To prove assumption iv) of It thus follows that for ρ(|e|) + R ≤ |x| ≤ M and T ∈ (0,T ), we have
Therefore, assumption iv) of Theorem 3.2 also holds, and the closedloop system x k + 1 =F a (x k , e k , T k ) is SP-ISS-VSR. Theorem 3.1 then ensures that the exact closed-loop system is SP-ISS-VSR.
B. Practical Stability but No SP-ISS-VSR
Consider next the feedback law (57), which was also shown in [1] to achieve semiglobal practical stability under zero-order hold and uniform sampling. We next show that, under bounded state measurement errors and also uniform sampling, the true plant state may diverge. Under the feedback law (57), the closed-loop approximate model becomes
Notice the absence of the cubic term in x within the square brackets in (64) as compared with (58). Consider the constant error sequence {e i } with e i = −1 for all i ∈ N 0 . From (64), we obtain
The polynomial between square brackets satisfies Hence the approximate closed-loop system x k + 1 =F a (x k , e k , T k ) is not SP-ISS-VSR. However, the pair (W, F a ) is indeed MSEC with (W, F e ), as can be shown following identical steps to those in the previous example. Using Lemma 2.7, it can be shown that the exact closed-loop system cannot be SP-ISS-VSR, either.
V. CONCLUSION
We have given stability results for digital control design based on discrete-time approximate models under VSR and in the presence of state measurement errors. We have extended the concept of semiglobal practical ISS to the VSR case (SP-ISS-VSR) and introduced the concept of multistep error consistency. We have shown that if the approximate closed-loop model is MSEC with the exact one, and if the control law renders the approximate model SP-ISS-VSR, then the same controller ensures SP-ISS-VSR of the exact discrete-time closed-loop model. We have also given sufficient conditions for MSEC and derived Lyapunovbased conditions that guarantee SP-ISS-VSR of a discrete-time model. All of the given conditions are checkable without assuming knowledge of the exact discrete-time model. We have also illustrated application via numerical examples.
APPENDIX
Proof of Lemma 2.5:
Let Ω ⊂ R n × R m be a given compact set. Let X 1 ⊂ R n and U ⊂ R m be compact sets such that Ω ⊂ X 1 × U, and define X := N (X 1 , 1). Let ρ ∈ K and T 0 > 0 be given by Definition 2.4 in correspondence with Ω by the fact that F a is consistent with F Euler . Let hypothesis iia) generate ρ ∈ K and M > 0 in correspondence with X and U. Define T 0 := min{T 0 , 1/M }. Let (x 0 , u) ∈ Ω and let φ u (t, x 0 ) denote the (unique) solution tȯ
From hypothesis iia), then |φ u (t, x 0 ) − x 0 | ≤ M t ≤ 1, and hence x(t) ∈ X , holds for all t ∈ [0, T 0 ]. From hypothesis iib), it follows that for all T ∈ [0, T 0 ], we have where ρ 1 ∈ K. Thus, F e is consistent with F a .
Proof of Lemma 2.7: DefineX := N (X , η). Since (U, F a ) is MSEC with (U, F e ), in correspondence with the tuple (X , E, L, η), there exist α : R ≥0 × R ≥0 → R ≥0 and T * > 0 such that (7) and (8) hold according to Definition 2.6. LetT := T * and consider {T i } ∈ Φ(T ), {e i } ⊂ E, and ξ ∈ X . Note that (10) holds trivially for k = 0 because |Δx 0 | = |ξ − ξ| = 0 ≤ η.
We proceed by induction on k. Let k ≥ 0 be such that k i = 0 T i ∈ [0, L]. Note then that j i = 0 T i ∈ [0, L] for every 0 ≤ j ≤ k. Suppose also that x a (j, ξ, {e i }, {T i }) ∈ X and that |Δx j | ≤ η, both for all 0 ≤ j ≤ k. Then, x e (j, ξ, {e i }, {T i }) ∈X for all 0 ≤ j ≤ k. Consider Δx k + 1 . From (4), (7) , and (10), we have |Δx k + 1 | = F e x e k , e k , T k −F a x a k , e k , T k ≤ α(|Δx k |, T k ) ≤ α k + 1 (|Δx 0 |, {T i }) = α k + 1 (0, {T i }) ≤ η.
We have thus established the result by induction.
