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ABSTRACT 
I propose a nonparametric bounds approach for hedonic housing price models partially 
identified due to sample selection of an unknown form. To construct bounds for the 
identification region, I use a nonparametric hedonic housing price model that allows spatial 
correlation and propose estimators of extreme conditional quantiles. The estimated bounds are 
then used to generate price indexes in the form of a time-series of intervals. In contrast to 
conventional housing price indexes, these interval-valued indexes do not suffer from sample 
selection bias. The approach is used to construct both metro and zip code level price indexes 
from a sample of over one million transactions from 1996 to 2008 in Los Angeles and San Diego 
metropolitan areas collected by a mortgage technology firm, FNC. Although the bounds 
approach has less identifying power, it provides more reliable results because it is based on more 
credible assumptions. The metro level indexes show that the housing price in San Diego peaked 
before Los Angeles and the appreciation rate at peak in Los Angeles was higher while the 
depreciation rate after peak was lower. The zip code level indexes indicate that the 
nonparametric hedonic method may underestimate the price of high-value properties and 
overestimate the appreciation rate of low-value properties. 
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I. INTRODUCTION 
In the early 1990s, the collapse of the Japanese asset price bubble led the country to the 
Lost Decades. Ten years later, the boom and bust of US housing prices have triggered the 
ongoing global financial crisis. All evidence demonstrates the great impact of the fluctuations of 
housing prices on economy. Therefore, a large and growing literature emphasizes the importance 
of the housing market. For instance, Case and Shiller (2003) anticipate the bubble in the housing 
market and the subsequent housing recession. Leamer (2007) argues that housing plays a critical 
role in US economic recessions. 
To accurately estimate changes in housing prices, housing price indexes are constructed. 
Some, like the National Association of Realtors (NAR) median price and S&P/Case-Shiller 
Home Price Indices, are based on median price or repeat-sales methodology; others, like FNC 
residential price index, are based on hedonic methodology. Indexes based on median price or 
repeat-sales methodology require the least amount of data. The minimal data requirement, 
however, comes at the cost of assuming away changes in housing quality (Dorsey et al., 2010, 
Rappaport, 2007). As a result, index values can be misleading.  
In contrast to median price and repeat-sales methodologies, hedonic methodology can 
control for changes in housing quality. However, some issues remain. For example, existing 
hedonic methods may be subject to sample selection bias because houses transacted in a given 
period represent only a small fraction of the housing stock. Existing studies either ignore the bias 
or correct it by using maximum likelihood or Heckman two-stage estimators that impose strong
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but incredible assumptions. The main contribution of this dissertation is to apply a bounds 
approach that relies only on weak but credible assumptions to the hedonic methods to address 
sample selection bias. A nonparametric extreme regression method is proposed in the 
dissertation to estimate the bounds. The estimated bounds are used to generate price indexes in 
the form of a time-series of intervals. In contrast to conventional hedonic housing price indexes, 
these interval-valued indexes do not suffer from sample selection bias. Although the bounds 
approach has less identifying power, it provides more reliable results. 
Besides the sample selection problem, the functional form of housing attributes is 
difficult to be determined. For housing prices, the influence of location factors should also be 
considered. In addition, the hedonic methods are more expensive to implement because they 
require detailed data of housing attributes. Another contribution of this dissertation is to address 
these three problems simultaneously by constructing a nonparametric hedonic model that allows 
for spatial autocorrelation to estimate housing prices based on more than one million transactions 
in San Diego and Los Angeles.  
Chapter II reviews the literature. Chapter III describes the estimation methods. Chapter 
IV specifies the hedonic housing price indexes and the bounds for the indexes. The results are 
prensented in Chapter V. Chapter VI concludes. 
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II. LITERATURE REVIEW 
I.1 Methods for Constructing Housing Price Indexes 
Conventional housing price indexes are based on median price, repeat-sales, or hedonic 
methods. The median price method uses the median of housing prices observed in each period to 
construct a price index. Both the indexes published by the National Association of Realtors 
(NAR) and Census Bureau are based on the median price method.  
The repeat-sales method was first proposed by Bailey, Muth and Nourse (1963). It uses 
only the prices of houses sold more than once to construct indexes. Repeat-sales method is based 
on a time dummy hedonic model. Suppose that  
 
1
ln( ) ( )
T
it i i itp f Dt t
t
δ ε
=
= + +∑X  (II.1) 
where itp  is house i ’s price at time t ; iX  is a vector of house i ’s characteristics; ( )if X  is 
a function of house i ’s characteristics; iDt  is a time dummy, which equals 1 if tt =  and 0 
otherwise; itε  is the error term. 
Suppose house i  is sold at time s and t (1 s t T≤ ≤ ≤ ). The repeat-sales method assumes 
that a house’s characteristics and their effects on the price of the house do not change over time. 
4 
 
Thus, 
 
1 1
ln( ) ln( ) ( )
T T
it is t it s is it is
t s
p p D Dδ δ ε ε
= =
− = − + −∑ ∑  (II.2) 
(II.2) reduces to 
 *
1
ln( ) ln( )
T
it is i itp p D ut t
t
l
=
− = +∑  (II.3) 
where * 1iDt =  when tt = , 
* 1iDt = −  when st = , and 
* 0iDt =  otherwise; it it isu ε ε= −  is 
the error term. Assuming that the regressors are exogenous, tl  can be estimated by OLS. 
Suppose that the base period is at 0t = . Then, the estimated price change from the base period 
to time t  is ˆ0 tc e
l , where 0c  is a constant.  
Case and Shiller (1987, 1989) argue that the house-specific component of the change in 
log price is probably not homoscedastic but that the variance of this noise increases with the 
interval between sales. They correct this kind of heteroskedasticity by using a three-step 
generalized least squares (GLS) approach, which is called Weighted Repeat Sales (WRS). 
The indexes constructed by the above repeat-sales methods are geometric indexes 
because the estimated price change is essentially a geometric average of individual price changes. 
Since a geometric average is less than an arithmetic average for positive numbers that are not 
equal and portfolios of assets have values that are related to arithmetic, not geometric, averages 
of prices, Shiller (1991) notes that geometric index underestimates the average price change of 
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houses with different values and suggests an arithmetic repeat sales method. Goetzmann (1992) 
proposes a simple modification to the geometric WRS method. This method is easier to apply 
than the arithmetic method and the modified index approximates the appreciation rates obtained 
from the arithmetic index.    
Two leading repeat-sales indexes are the Federal Housing Finance Agency (FHFA) 
housing price index and Standard & Poor’s S&P/Case-Shiller Home Price Indices (SPCSI). 
FHFA housing price index is based on the modified geometric WRS method (Calhoun, 1996) and 
the S&P/Case-Shiller Home Price Indices are based on a Robust Interval and Value-Weighted 
Arithmetic Repeat Sales ("S&P/Case-Shiller Home Price Indices Methodology," 2009). 
Hedonic methods date back to Court (1939). For heterogeneous goods, the hedonic 
method assumes that their prices can be decomposed into their constituent characteristics. For 
housing, the hedonic method estimates housing prices based on a fixed set of housing 
characteristics in each period, and then uses the estimated prices to construct constant-quality 
indexes. Two kinds of hedonic method are widely used. One is the hedonic time-dummy variable 
method, and another is the hedonic imputation method. The hedonic time-dummy variable 
method estimates housing prices using pooled data of all time periods and time dummies. The 
general form is: 
 
1
ln( ) ( )
T
it it i itp f Dt t
t
δ ε
=
= + +∑X  (II.4) 
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where itp  is house i ’s price at time t ; itX  is the vector of the i th house’s characteristics; 
iDt  is a time dummy; itε  is the error term. 
If time 0 is the base period, then the price index at time t estimated by hedonic 
time-dummy variable method is ˆexp( )tδ . (II.1) and (II.4) show that repeat-sales method is based 
on hedonic time-dummy variable method with the additional assumption that an individual 
house’s characteristics will not change over time. Although hedonic time-dummy variable 
method is easy to implement, it has drawbacks. First, as one can see from (II.4), this method 
implicitly assumes that the function ( )itf X  will not change over time. For a parametric model, 
it means that the coefficients of housing characteristics will not change over time. In other words, 
it does not allow for structural change of housing characteristics over time. Second, Melser (2005) 
shows that the hedonic time-dummy variable method fails to satisfy a monotonicity axiom.1 In 
addition, when a new period is added, the hedonic time-dummy variable method requires 
reestimating of all coefficients. All price index values, including previous periods, need to be 
revised.    
The hedonic imputation method estimates housing price given a fix set of characteristics 
at each period separately and then uses geometric or arithmetic average of the estimated prices to 
construct a price index. The estimating equation is: 
                                                 
1 Monotonicity axiom states that, for two periods t and t+1, price index must increase if prices in t+1 increase 
holding all other factors constant or price index must decrease if prices in t increase holding all other factors 
constant. 
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 ln( ) ( )it t it itp f ε= +X  (II.5) 
or  
 ( )it t it itp f ε= +X  (II.6) 
The hedonic imputation method does not suffer from the three drawbacks of the hedonic 
time-dummy variable method because housing prices from different periods are estimated 
separately, which allows ( )t itf X  changes over time. Therefore, it is theoretically preferred.  
Examples of hedonic indexes include Wallace (1996), who applies a nonparametric 
model to a sample of 171,131 transactions from first quarter 1970 through first quarter 1995 in 
Alameda County, California, Hill and Melser (2008), who use a sample of 170,000 transactions 
from 2001 to 2003 in Sydney, and Dorsey et al. (2010), who adopt a sample of almost 1.1 
million transactions with detailed house attributes collected from Los Angeles and San Diego 
metropolitan areas from 1999 to 2008. 
I.2 Problems with Conventional Methods 
Most studies of the housing market rely critically on the accuracy of a housing price 
index. However, different housing price indexes offer conflicting insights. For instance, for 
March 2010, the Joint Center for Housing Studies of Harvard University ("The State of the 
Nation's Housing 2010," 2010, p. 1) reports that both the nationwide median prices and the 
Federal Housing Finance Agency (FHFA) housing price index indicate that housing prices are 
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higher, while Standard & Poor’s S&P/Case-Shiller Home Price Indices (SPCSI) show steady 
declines. One source of the problem is that the underlying methods for constructing housing 
price indexes rely on strong but incredible assumptions. 
The median price method implicitly assumes that the quality of observed houses does not 
change over time. This assumption is clearly unrealistic. For instance, even if the price of a unit 
of housing does not change over time, an index constructed by median price methodology may 
increase if the average quality of houses sold in the market has improved. 
Repeat-sales methodology assumes that the quality of a house does not change between 
two sales dates, which is also unrealistic since neglected maintenance, depreciation, or 
renovation affects quality. The longer the interval between the two sales dates, the more likely 
such changes can occur. Consequently, both median price and repeat-sales methods “confound 
the effect of changes in quality with the effects of changing house prices.” (Wallace, 1996). In 
addition, similar to hedonic time-dummy variable method, repeat-sales method also assumes that 
the function ( )if X  does not change over time. For parametric models, it means that the 
implicit characteristic prices are fixed over time. In the long run, because market conditions will 
change, this assumption is unrealistic. Moreover, even if quality does not change between sales 
dates, repeat-sales method is still subject to “transaction bias”. For example, Case and Quigley 
(1991) note that the average price of house sold more than once in Kahala neighborhood of 
Honolulu, Hawaii during the period October 1980 through October 1987 is $700,000, which is 
$250,000 more than the average price of houses sold only once. Gatzlaff and Haurin (1997) find 
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that repeat-sales indexes are biased upward during periods of economic growth and downward 
during periods of economic weakness. Therefore, indexes constructed by repeat-sales methods 
may not be representative of the housing stock. Haurin and Hendershott (1991) summarize the 
disadvantages of repeat-sales method as: “(1) it does not separate house price change from 
depreciation, (2) renovation between sales is ignored, (3) the sample is not representative of the 
stock of housing, (4) attribute prices may change over time, and (5) a large number of sales are 
required before a reasonable repeat-sales sample is obtained.” 
Hedonic method is theoretically preferable because it can control for changes in the 
quality of the housing stock. However, this method requires detailed data on property 
characteristics. Therefore, it is more expensive to implement. In addition, the functional form of 
property characteristics is difficult to determine. Moreover, housing price depends not only on its 
physical characteristics but also on its location. Hedonic method, consequently, needs to control 
for location factors. One way is to measure the distances from a house to some amenities. For 
instance, Hill and Melser (2008) use 24 geospatial characteristics measured by the square root of 
distances to 24 amenities to control location factors. However, such data are not readily available. 
In addition, some location factors may not easy to be measured by distances, such as crime rates. 
Another way to address the problem is to use spatial autocorrelation model because it requires 
less attribute data and can control both observable and unobservable location factors. Due to its 
advantages, this method is widely used in the estimation of housing price (see Basu and 
Thibodeau, 1998, Can, 1990, Can and Megbolugbe, 1997, Dorsey, et al., 2010). In the 
10 
 
dissertation, these three problems are simultaneously addressed by constructing a nonparametric 
hedonic model that allows for spatial autocorrelation to estimate housing prices based on more 
than one million transactions in San Diego and Los Angeles. Another problem addressed is how 
to specify an index from imputed prices for the hedonic imputation method. This will be 
discussed in Chapter III. 
Hedonic methods may also subject to sample selection bias. Estimates from conventional 
hedonic housing price models are conditional on houses transacted during the sample period. 
Because only a small percentage houses are sold during the sample period, such estimates are 
inconsistent unless one can assume the data are missing at random. Unfortunately, the 
missing-at-random assumption can seldom, if ever, be justified. More specifically, accurate 
hedonic housing price indexes require consistent estimates of the expected price of house i  at 
time t conditional on a set of attributes 0ix = x . That is, 0( | = )it iE p x x .  Conventional hedonic 
models, however, yield estimates of 0( | ,  house is transactedit iE p x = x at t) . The two are not 
equal unless data are missing at random. In a housing market, a house can be sold when owner’s 
reservation price is not greater than buyer’s offer price. This mechanism may cause sample 
selection bias. When the selection problem does exist, the estimates underlying hedonic indexes 
are inconsistent and, consequently, can yield misleading index values. For instance, assuming that 
housing price is determined by 
 i ip ε= +
'
ix β  (II.7) 
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where ip  is price, ix  is a vector of housing characteristics, and iε  is an error term. Because 
ip  can be observed only if house owner’s reservation price 
R
ip  satisfies the condition 
R
i ip p≤ , 
( |  is observed) ( | 0)Ri i i i iE p p E p p p= − ≥ . Assuming that seller’s reservation price is also 
determined by housing characteristics, Ri ip p−  can be expressed as 
 - Ri i ip p u= +
'
ix γ  (II.8) 
Then, 
 
|  is observed ( | 0)
                            ( | 0)
                            ( | )
R
i i i i i i
i i i
i i i
p p E p p p v
E u v
E u v
ε
ε
= − ≥ +
= + + ≥ +
= + ≥ − +
' '
i i
' '
i i
x β x γ
x β x γ
 (II.9) 
Therefore, OLS regression based only on observed transactions usually yields inconsistent 
estimates because it omits an important variable. 
The sample selection problem of hedonic method was first studied by Haurin and 
Hendershott (1991). Jud and Terry (1994) and Gatzlaff and Haurin (1998) provide evidence of 
sample selection bias and correct the bias by using Heckman’s two-stage procedure. Gatzlaff and 
Haurin (1998) assume that the price of a house is observed only if the offer price is at least as 
large as the reservation price.  
For Heckman’s two-stage procedure, (II.7) is called outcome equation and (II.8) is called 
selection equation. Heckman two-stage procedure assumes that the error terms in selection and 
outcome equations are jointly normally distributed with zero means. Then, ( | )i iE uε ≥ −
'
ix γ
12 
 
( / )i uερσ l σ= −
'
ix γ , where ρ  is the correlation coefficient between u  and ε , εσ  is the 
standard deviation of ε , and uσ  is the standard deviation of u . ( / )i ul σ−
'
ix γ  is called 
inverse Mills ratio, which equals ( / ) / ( / )u uφ σ σΦ
' '
i ix γ x γ . ( )φ   is the probability density 
function of standard normal distribution and ( )Φ   is the cumulative density function of 
standard normal distribution. Plugging the above equation into (II.9),  
 
|  is observed ( / )
                            ( / )
i i i u i
i u i
p p v
v
ε
l
ρσ l σ
b l σ
= + − +
= + − +
' '
i i
' '
i i
x β x γ
x β x γ
 (II.10) 
where l εb ρσ= . Heckman two-stage procedure estimates / uσγ  in the first step. By plugging 
the estimate of / uσγ  into (II.10), b  and lb  can be estimated consistently by using OLS in 
the second step. If lb  is statistically significant, then sample selection bias is present.  
Because Rip  is not observable, / uσγ  cannot be estimated by OLS. It is estimated 
using a probit model. By (II.8) and the assumption that iu  is independently and identically 
normally distributed with mean of 0 and variance of 2uσ , 
 
'
'
'
(  is observed | ) ( 0 | )
                                  = ( / ( / ))
                                 ( ( / ))
i i i
i u i u
i u
P p P x u
P u x
x
σ σ
σ
= + ≥
≥ −
= Φ
i ix γ x
γ
γ
 (II.11)   
and '(  is not observed | ) 1 ( ( / ))i i uP p x σ= −Φix γ . Assuming that the characteristics of houses 
that are not transacted are observed, / uσγ  can be estimated by maximum likelihood. The 
log-likelihood function is ' 'ln [ ln( ( ( / ))) (1 )(1 ln( ( ( / )))]i i u i i uL s x s xσ σ= Φ + − − Φ∑ γ γ , where 
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1is =  if ip  is observed and 0 otherwise. 
I.3 Partial Identification Approach 
As discussed in the last section, the missing-at-random assumption underlying 
conventional hedonic method is very strong and incredible and may yield inconsistent estimates. 
The Heckman two-stage procedure also relies on the assumption that the error terms of selection 
and outcome equations are jointly normally distributed with zero mean. This is also a strong 
assumption. Manski (2007) argues that neither the missing-at-random assumption of 
conventional hedonic method nor the normality assumption of Heckman two-stage procedure are 
credible. Manski and his collaborators propose a partial identification approach that can be used 
to address sample selection without imposing strong distributional assumptions (Manski, 1990, 
1995, 2007). The partial identification approach has been used to analyze unemployment 
(Horowitz and Manski, 1998), returns to schooling (Manski and Pepper, 2000), smoking and 
wealth (Manski and Tamer, 2002), intergenerational earning mobility (Minicozzi, 2003), and 
many other problems (see Manski, 2007). 
Let 1itd =  if a house i  is transacted at t, and 0itd = otherwise. Hence, prices are 
observed conditional on 1itd = . Consider,  
 
0 0, 0
0, 0
0, 0
0,
( | = ) = ( | = = 1) ( = 1| = )
                          ( | = = 0) ( = 0 | = )
                      = ( | = = 1) ( = 1| = )
                          ( | =
it i it i it it i
it i it it i
it i it it i
it i i
E p x E p x d P d x
E p x d P d x
E p x d P d x
E p x d
+
+
x x x
x x
x x
x 0= 0)(1 ( = 1| = ))t it iP d x− x
 (II.12) 
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In Equation (II.12), 0,( | =  = 1)it i itE p x dx  is point identified. The others, 0,( | =it iE p x x  
= 0)itd , 0( = 1| = )it iP d x x , and 0( = 0 | = )it iP d x x , however, are not point identified. Therefore, 
0( | = )it iE p x x  cannot be point identified. The partial identification approach  constructs 
bounds for 0( | = )it iE p x x  by point identifying 0,( | =  = 1)it i itE p x dx  and estimating bounds 
for 0,( | = = 0)it i itE p x dx , 0( = 1| = )it iP d x x , and 0( = 0 | = )it iP d x x . The bounds approach 
does not suffer from sample selection since the nontransacted houses are taken into account. 
I.4 Spatial Autocorrelation Models 
To accurately estimate the price of a house, one needs to consider location factors as well 
as physical characteristics. Houses in a relatively small geographical area share the same location 
factors which causes their prices are correlated. Such location factors are called neighborhood 
effects (Durbin, 1998) and can be controlled for by adopting a spatial autocorrelation model. 
As Osland (2010) summarizes, there are three commonly used spatial autocorrelation 
models. The first is spatial lag model, which has the form: 
 Y WY X uρ b= + +  (II.13) 
where Y  is an 1n×  vector of observed prices, X  is an n k×  matrix of observed attributes, 
W  is an n n×  matrix, which is called spatial weights matrix, u  is an 1n×  vector of 
independent and identically distributed error terms, ρ  is a scalar, and b  is a 1k ×  vector. 
The second is spatial autoregressive error model: 
15 
 
 
Y X
W u
b ε
ε l ε
= +
= +
 (II.14) 
where l  is a scalar.  
The third is the spatial Durbin model (SDM): 
 Y WY X WX uρ b γ= + + +  (II.15) 
The spatial Durbin model can be viewed as an extension of the spatial lag model (Osland, 2010) 
and the spatial error model (Anselin, 2006). When γ  in (II.15) is zero, (II.15) is reduced to 
spatial lag model. For spatial autoregressive error model, from the second equation, 
1( )I W uε l −= − . Plugging it into the first equation, 1( )Y X I W ub l −= + − . Left multiplying 
( )I Wl−  on both sides of the equation and reorganizing the equation, one has 
Y WY X WX ul b l b= + − + , which is a special case of spatial Durbin model when the 
parameters in (II.15) have the relationship l ρ=  and γ ρb= − . 
In spatial Durbin model, the price of a house is determined by its own attributes, 
neighbouring prices, and neighbouring attributes. 
From (II.15), 
 1 1 1( ) ( ) ( )Y I W X I W WX I W uρ b ρ γ ρ− − −= − + − + −  (II.16) 
Anselin and Lozano-Gracia (2009) showed that 1( )I Wρ −−  can be expressed as a power 
expansion: 
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 1 2 2( )I W I W Wρ ρ ρ−− = + + +  (II.17) 
The above models can therefore be reduced to a general model: 
 ( , ) *Y g X WX u= +  (II.18) 
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III. ESTIMATION METHODS 
In the dissertation, I propose a nonparametric bounds approach to address the sample 
selection problem of the hedonic method and construct bounds for housing price indexes at zip 
code and metro levels. This approach is in the spirit of the partial identification approach. In 
contrast to other approaches used to address sample selection bias, the bounds approach avoids 
strong distributional assumptions and, consequently, yields more reliable index values. 
To apply this approach, 0( | = , = 1)it i itE p x dx  is estimated first by using a 
nonparametric hedonic model that allows for spatial autocorrelation. Then, the bounds for 
0( | = , = 0)it i itE p x dx , 0( = 1| = )it iP d x x , and 0( = 0 | = )it iP d x x  are estimated. To estimate 
the bounds for 0( | = , = 0)it i itE p x dx , I propose a nonparametric extreme-value estimation 
method. With those estimates, I can estimate slack bounds for 0( | = )it iE p x x . To obtain sharper 
bounds, I use a monotone instrumental variable (MIV) method to make the bounds sharper in the 
third step. In the final step, I use the estimated bounds of housing prices to construct bounds for 
hedonic housing price indexes. 
II.1 Data 
Estimation in the dissertation is based on the data provided by a mortgage technology 
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company, FNC, Inc. The data contains the prices and detailed property attributes of houses 
transacted in Los Angeles and San Diego metropolitan areas from January 1996 to July 2008. 
The Los Angeles metropolitan area consists of Los Angeles and Orange counties (“Current Lists 
of Metropolitan and Micropolitan Statistical Areas and Definitions”, 2009). About 0.88 million 
observations come from 283 different zip codes in the Los Angeles County, 0.29 million 
observations come from 88 zip codes in Orange County., and 0.25 million observations come 
from 95 zip codes in the San Diego metropolitan area. This large sample makes it possible to 
construct housing price indexes at both zip code and metro levels. Table 1 summarizes the data 
used for the estimation. Table 2, Table 3, Table 4 and Table 5 report the summary statistics by 
year for Los Angeles County, Orange County, Los Angeles metropolitan area, and San Diego 
metropolitan area respectively. 
II.2 Point Identification of 0( | = ,  = 1)it i itE p x dx  
II.2.1 Hedonic Model with Spatial Autocorrelation  
As is shown in section I.4, the Spatial Drubin Model can be reduced to a general model: 
 ( , ) *Y g X WX u= +  (III.1) 
Comparing (II.16) and (III.1), one can find that *u  may subject to unconditional 
heteroscedasticity in that * 1( )u I W uρ −= − . Robinson (2009) shows that the unconditional 
heteroscedasticity implies weak dependence of the error terms. Because of the “local” character 
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of kernel estimation, Robinson (2009) also shows that kernel estimation under weak dependence 
is not only consistent but also has the same limit distribution as under independence.   
In view of (III.1), I specify a nonparametric model of housing prices of the form: 
 ( ) ( ) , ( , ) ( , ) ( )( ,  ,  )i t i t i n S T n S T i tp g w t ε= +x X   (III.2) 
where ( )i tp  denotes the sale price of the i th house sold at time t ; ( )i tx  are the observed 
attributes which are: the age of the house measured in years (AGE), gross living area in 
thousands of square feet (GLA), lot size in thousands of square feet (LOT), the number of 
bedrooms (BED), and the number of bathrooms (BATH); ( , )n S TX  is a matrix of the observed 
physical attributes of all houses sold from S to T in the zip code; , ( , )i n S Tw  is a ( , )n S T  
dimensional row vector, which is the thi row in the ( , ) ( , )n S T n S T×  spatial weighting matrix 
n(S,T)W ; t is time and equals the number of months from Jan. 1996 to the month in which the 
house was sold; ( )i tε  is an error term. 
The values of S and T are not fixed. I use a 12 month moving window. S is the time 
period 6 months before t and T is the time period 6 months after. I do not use a single pooled 
model because of the drawbacks of hedonic time-dummy variable method discussed in Chapter I. 
II.2.2 Location Factors: Specification of wi,n(S,T)  and n(S,T)W   
Conventional models of spatial autocorrelation allow only the spatial autocorrelation 
among houses sold in the same period. In contrast, the spatial model in Dorsey et al. (2010) 
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allows spatial correlation among houses sold in different as well as the same time periods. There 
are two justifications for the model. First, past and current housing prices are both observable in 
the current period and, hence, can influence the prices in current transactions. Second, although 
future prices are not observable, their list prices may be observable in the current period and also 
influence current transactions. In the dissertation, I also allow the spatial correlation among 
houses sold in different periods. 
Another problem in a spatial model is how to define a neighborhood. To address the 
problem, I use Census Tract as proxies for a neighborhood because “Census Tracts are designed 
to be homogeneous with respect to population characteristics, economic status, and living 
conditions.” (Cartographic Boundary Files, , 2009) 
For each zip code, the weight matrix n(S,T)W  in the model is a ( , ) ( , )n S T n S T×  
symmetric matrix, where ( , )n S T  is the number of houses transacted from S to T. An element 
ijw  in n(S,T)W  is defined to be ( ) ( ) ( ) ( )
( ) ( , )
/i t j h i t j h
j h n S T
ctrt ctrt
∈
∑ , where ( ) ( )i t j hctrt  equals one if 
house ( )j h  is in the same census tract as house ( )i t , and 0 otherwise. Because i,n(S,T)w  is the 
ith  row of the matrix n(S,T)W  and n(S,T)X  is a matrix of all observed attributes from S to T in 
the zip code, i,n(S,T) n(S,T)w X  is the sample mean of attributes from S to T in the Census Tract 
where house ( )i t  is located. 
II.2.3 Mixed Data Kernel Estimation of 0,( | = = 1)it i itE p x dx  
Wallace (1996) concludes: “nonparametric econometric techniques are particularly 
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suitable for the hedonic price function estimation because they allow for many classes of 
functional forms”. Given that the covariates in model (III.2) are mixed data, some are continuous 
while some are categorical, a nonparametric method -- mixed data General Product Kernel, is 
preferred to other nonparametric methods. This method has been proposed by Li and Racine 
(2004, 2007) and Racine and Li (2004). By comparing simulation results with other 
nonparametric methods, Racine and Li (2004) conclude that this method is much better than 
conventional nonparametric methods in the presence of mixed data1.  
Suppose that housing price p is a function of q  continuous variables, r  unordered 
categorical variables, and k  ordered categorical variables in the model. The kernel regression 
estimate of the price is: 
 1
1
( , )
ˆ ˆ ( )
( , )
n
i i
i
n
i
i
p K z z
p g z
K z z
=
=
= =
∑
∑
  
where z  is a vector of housing characteristics, ip  and iz  are the i th observation. 
For the q  continuous variables, mixed data kernel estimation defines 
 
1
1( , ) ( )
C Cq
C C s is
h i s
s s
z zW z z w
h h=
−
= Π  
( )w •  is a univariate kernel function. For a Gaussian kernel function,
                                                 
1 Many applications of the method can be found at the website http://econweb.tamu.edu/li/papers.htm. 
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2(( )/ )
21( )
2
C C
s is sz z hC C
s is
s
z zw e
h π
−
−−
= . 
For the r unordered categorical variables, define 
 ( )
1
( , , ) is
r
N zd d
i ss
L z z l l
=
= Π  
where ( ) ( )d dis is sN z I z z= ≠ . [0,1]sl ∈ . Then, 
( ) 1isN zsl =  when 
d d
is sz z=  and 
( )isN z
sl l=  when 
d d
is sz z≠ . 
For the k ordered categorical variables, define 
 | |
1
( , , )
d d
s is
r
z xd d
i ss
O z z l l −
=
= Π  
Then, mixed data kernel estimates define ( , ) ( , ) ( , , ) ( , , )C C d d d di h i i iK z z W z z L z z O z zl l= . 
In the dissertation, I follow the above procedures described to estimate 0,( | = = 1)it i itE p x dx . Li 
and Racine (2007) show that the optimal bandwidths are 1/( 4)( )qsh O n
− +=  and 2/( 4)( )qs O nl
− += , 
1sl ≤  if there are q  continuous variables, where sh  is the bandwidth for the s th continuous 
variable, sl  is the bandwidth for the s th discrete variables, and n  is the sample size. In the 
dissertation, I use rule of thumb bandwidths: 
75 25
1/( 4)1.06 min( , )
1.349
qs s
s s
q qh nσ − +−= ×  and 
75 25
2/( 4)1.06 min( , )
1.349
qs s
s s
q q nl σ − +−= × , where sσ  is the standard deviation of the variable, and 
i
sq  is the i th percentile of the variable. Although data-driven bandwidth selection method might 
provide better estimates, they are computationally demanding, and not guaranteed always to 
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produce good results (Hayfield and Racine, 2008).  
To apply the mixed data kernel estimates, one needs to specify the types of the covariates 
in model (III.2). LOT and GLA are continuous variables. BED and BATH are ordered categorical 
variables. AGE and t are also ordered categorical variables since they are measured in years and 
months respectively. However, given that the two variables have a large number of categories, 
AGE and t might be treated as continuous variables for the purpose of implementing the 
mixed-data estimator. To investigate this, I use a leave-one-out cross-validation method based on 
20 windows randomly selected from zip code 90241 and 93550, respectively, to compare three 
specifications: both AGE and t are continuous variables; both AGE and t are ordered categorical 
variables; and AGE is a continuous variable and t is a ordered categorical variable1. The results 
are shown on Table 6 and Table 7. Although the sample sizes in the two zip codes are very 
different, 93550 is the largest in Los Angeles and 90241 is nearly average, the cross-validation 
results suggest that both AGE and t can be treated as continuous variables. 
II.3 Constructing Worst-Case Bounds for 0( | )it iE p x = x  
As discussed in Chapter I, 0( | = )it iE p x x  cannot be point identified. To address the 
problem, the bounds for 0( | = )it iE p x x  are constructed to partial identify it. Obviously 
0( | = )it iE p x x  is bounded by zero and infinity. Such bounds, however, are not useful; sharper 
                                                 
1 When one wants to compare several models, the leave-one-out cross-validation method uses one observation from a 
sample of n  observations as validation data and estimate a model based on the other 1n −  observations to to 
predict the outcome of the single observation and repeats the process n  times so that each observation is used once 
as the validation data. The model with the smallest sum squares of prediction errors is the most accurate.    
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bounds are needed. I obtain sharper bounds in two steps. In the first step, I estimate bounds based 
only on weak assumptions on 0( | = 0, = )it it iE p d x x , which is called worst-case bounds. In the 
second step, I use a monotone instrumental variable (MIV) method to estimate the sharp bounds 
for 0( | = )it iE p x x  based on the worst-case bounds estimated in the first step. 
To estimate the bounds for 0( | = )it iE p x x , the bounds for 0( | = 0, = )it it iE p d x x , 
0( = 1| = )it iP d x x , and 0( = 0 | = )it iP d x x  must be estimated first. A nonparametric extreme 
regression method for estimating sharp bounds for 0| = 1, =it it ip d x x  is proposed as follows.  
Let maxitc  be a value such that 
max
0( | 1, = ) = 1it it it iP p c d x x≤ =  and 
max( it itP p c≤ −
0| 1, = ) < 1,  > 0.it id x xδ δ= ∀ Let 
min
itc  be a value such that 
min
0( | 1, = ) = 1it it it iP p c d x x≥ =  
and min 0( | 1, = ) < 1it it it iP p c d x xδ≥ + = , > 0δ∀ . I assume: 
Assumption 1: Let 0= ( | = , = )jit it it iE p d j xΛ x , = 0,1j . Assume 00 < ( |it it itP p d≥ Λ
01, = ) < 1ix x= . 
If Assumption 1 holds, then max 0 0( | 1, = ) = 1it it it iP c d x x≥ Λ = , and 
min
0( | 1,it it itP c d≤ Λ =
0= ) = 1ix x . Thus, 0( | = 0, = )it it iE p d x x  is bounded by 
max
itc  and 
min
itc . 
Let = ( , )C Dlt lt ltx x x , where ltx  is the l th observation in period t ( 1, 2, tl n=   tn  is the 
number of observations in t; Cltx  is a q-dimensional vector of continuous random variables and 
D
ltx  is an r-dimensional vector of discrete random variables. Let 
0
, , , 0
,
= {| | 1,  1, 2, ,  = ,  1}
t
t
C C
D Dlts i s
i l t n lt i lt
s n
x xB s q x x d
γ
−
≤ ∀ = = , where Cltsx  is the sth  continuous 
characteristic of the lth  house in month t , 0
C
i sx  is the sth  continuous variable of 0ix , 0
D
ix  is 
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the r -dimensional vector of discrete variables of 0ix . I assume that:  
Assumption 2:  
1.  {( , ),  = 1, }lt lt tx p l n  is . . .i i d ; 
2.  0( = )
D D
lt iP x x  is positive and 0| =
C D D
lt lt ix x x  has a continuous density that is positive at 
0
C
ix ; 
3.  As tn →∞ , , 0ts nγ →  ( = 1,2, )s q  and 1, ,t tt n q nn γ γ →∞ . 
Given Assumption 2 is held, it can be shown that:   
Lemma 1 Under Assumption 2, , , , 1, 2, ,( ) =t t t t ti l t n n n n q nP B µ γ γ γ  and tnµ  converges to a 
positive number as tn →∞ . 
Theorem 1 Let , , , ,= ( )tit l i l t n ltp I B p
∗  and ,( ) ,1 ,= max( , )t tit n it it np p p
∗ ∗ ∗
 , where , , , =ti l t nB
0
0
,
{| | 1,  1, 2, ,  = }
t
C C
D Dlts i s
lt i
s n
x x s q x x
γ
−
≤ ∀ =  , ltp  is the price of the lth  house in month t, 
, , ,( )ti l t nI B  is an indicator function. Additionally, let 
max
,{ }tit nc  be a sequence such that: 
max
, > 0tit nc , 
max
, , , ,( | ) = 1t tlt it n i l t nP p c B≤ , and 
max
, , , ,( | ) < 1t tlt it n i l t nP p c Bδ≤ − , = 1,2, , tl n , > 0δ∀ . Under the 
three assumptions in Lemma 1, max,( ) , 0t t
p
it n it np c
∗ − → .  
The proof is in Appendix 1. Therefore, ,( )tit np
∗  is a consistent estimate of maxitc . In the 
same way, minitc  can be estimated. The nonparametric extreme regression method proposed in 
the dissertation is similar to kernel estimation. A well-known problem for kernel estimation is 
how to select bandwidth. Although the optimal bandwidth for continuous variable is known to be 
1/( 4)( )qO n− + , there is no known way to find the exact value. Small bandwidth may result in 
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undersmoothing estimates while large bandwidth may lead to oversmoothing estimates. For the 
nonparametric extreme regression method, , ts nγ  is the bandwidth. If , ts nγ  is too small, only a 
few, at most, observations fall into , , , ti l t nB . If , ts nγ  is too large, , , , ti l t nB  may contain too many 
observations and make the estimate inaccurate. To alleviate the problem, three bandwidths are 
tried gradually for each 0ix : 1×  Silverman’s bandwidth, 1.5×Silverman’s bandwidth, and 2×
Silverman’s bandwidth, where the Silverman’s bandwidth is 
75 25
1/( 4)1.06 min( , )
1.349
qs s
s
q q nσ − +−×  for 
a continuous variable s . First, the bandwidth 1×  Silverman’s bandwidth is selected. If there 
are reasonable observations in , , , ti l t nB , say 50, this bandwidth will be chosen. If not, the 
procedure is repeated by using a larger bandwidth. The largest bandwidth may be used for the 
estimation is 2×Silverman’s bandwidth. 
In the dissertation, maxitc  and 
min
itc  are estimated on pooled data from a 12 month 
moving window. In practice, however, even if the largest bandwidth is used, 
0
, , ,
,
= {| | 1,  
t
t
C C
lts i s
i l t n
s n
x xB
γ
−
≤  01, 2, ,  = ,  1}
D D
lt i lts q x x d∀ = =  may still be empty for some 0ix  and, 
thus, ,( )tit np
∗  is zero. Because of the computational problem, the bounds for 
0( | = 0, = )it it iE p d x x  cannot be estimated by ,( )tit np
∗  for some 0ix . Since only worst-case 
bounds need to be constructed in the first step, when a sample is not adequate for estimating 
max
itc and 
min
itc , wider bounds are estimated for 0( | = 0, = )it it iE p d x x  instead.  
Let max,it BATHc  be a number such that 
max
, 0( | 1, = ) = 1it it BATH it iP p c d BATH BATH≤ =  and
max
, 0( | 1, = ) < 1it it BATH it iP p c d BATH BATHδ≤ − = , > 0δ∀ . Let 
min
,it BATHc  be a number such that 
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min
, 0( | 1, = ) = 1it it BATH it iP p c d BATH BATH≥ =  and 
min
, 0( | 1, = )it it BATH it iP p c d BATH BATHδ≥ + =
< 1, > 0δ∀ . Since BATH  is one variable in x , I have max max,it BATH itc c≥  and 
min min
,it BATH itc c≤ . 
Therefore, if Assumption 1 holds, then max min, , and it BATH it BATHc c are also bounds for ( | = 0,  it itE p d
0= )ix x . The consistent estimators of 
max
,it BATHc  and 
min
,it BATHc  are the maximum and the minimum 
observed prices from S to T given 0= iBATH BATH . The proof is similar to that for 
max
itc  and 
min
itc . The computational problem is thus addressed because the dimension is reduced. In practice, 
to avoid the influence of outliers, I use 5th and 95th percentiles of observed housing price given 
0= iBATH BATH  to estimate the bounds. This can be summarized by: 
Assumption 3: the expected price in month t  of a house not transacted in t  with k  
bathrooms is bounded by 5th and 95th percentiles of the prices in month t  of houses transacted 
in t with k  bathrooms. That is, 0 0( | = 0, , )it it i BATH iE p d BATH k− =x  is bounded by 5
th and 95th 
percentiles of | = 1,it itp d BATH k= , where 0i BATH−x  denotes all covariates other than BATH . 
The bounds, therefore, are the estimates of minitc  and 
max
itc  or 5
th and 95th percentiles of 
observed housing price given 0iBATH BATH=  when the sample is not adequate to compute 
consistent estimates of minitc  and 
max
itc . To simplify the expression, the two percentiles are still 
denoted by min,it BATHc  and 
max
,it BATHc . 
For 0( = 1| = )it iP d x x  and 0( = 0 | = )it iP d x x , since 0( = 0 | = ) 1it iP d x = −x ( = 1itP d  
| =x 0 )ix , only the bounds for 0( = 1| = )it iP d x x  need to be estimated. Let 1iθ and 2iθ  denote, 
respectively, the lower and upper bounds for 0( = 1| = )it iP d x x . Since the probability must be 
between 0 and 1, let 1 0iθ =  be the lower bound. In addition, it follows from the standard 
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inequation ( ) ( | )P A P A A B≤ ∪  that 
 
0 0
= ,
0
=
( = 1| = ) ( = 1| = , = 1 1)
                           = ( = 1| = , 1)
T
it i it i it ij
j S j t
T
it i ij
j S
P d x x P d x x d or d
P d x x d
≠
≤ ≥
≥
∑
∑
 (III.3) 
Consequently, 2 0
=
( = 1| = , 1)
T
i it i ij
j S
P d x x dθ = ≥∑  is the upper bound of ( = 1|itP d x
0= )ix  and can be estimated by kernel regression. To estimate 0
=
( = 1| = , 1)
T
it i ij
j S
P d x x d ≥∑ , let 
2 = 1ly  if a house is sold in t, and 2 = 0ly  if a house is sold in [S, T] but not in t . Then, I use 
the observations in [ , ]S T  to estimate 0
=
( = 1| = , 1)
T
it i ij
j S
P d x x d ≥∑ . The estimate is: 
 
0
2
2
0
( )
ˆ =
( )
ij i
l
i
lj i
x x
y K
h
x x
K
h
θ
−
−
∑
∑
 
where 0( )ij i
x x
K
h
−
 is a kernel function. 
2iθ  has the property: 
 
0 0 0
= =
2 0
=
( = 1| = ) = ( = 1| = , 1) ( 1| = )
                           ( 1| = )
T T
it i it i ij ij i
j S j S
T
i ij i
j S
P d x x P d x x d P d x x
P d x xθ
≥ ≥
= ≥
∑ ∑
∑
 (III.4). 
0
=
( 1| = )
T
ij i
j S
P d x≥∑ x  is obviously non-decreasing with respect to the length of the interval 
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[ , ]S T . Consequently, 2iθ  generally becomes closer to 0( = 1| = )it iP d x x  as the interval [ , ]S T  
increases. To make the upper bounds sharper, therefore, I use the entire sample, from January 
1996 to July 2008, in a zip code to estimate 2iθ . Since the distribution may change over time, 
the time period t  is included as a covariate in the estimation of 2iθ . Similar to the estimation 
for 0,( | = = 1)it i itE p x dx , 2iθ  is also estimated by mixed data kernel methods. The 
specification of the types of the covariates is the same as that used for estimating 
0,( | = = 1)it i itE p x dx . 
After the bounds for 0,( | =  = 0)it i itE p x dx  and 0( = 1| = )it iP d x x  are estimated and 
given that 0,( | =  = 1)it i itE p x dx  is point identified, the worst-case bounds for 0( | )it iE p x = x  
can be estimated. The lower bound is: 
 min min0, 1 2 2ˆ ˆ ˆˆ ˆ ˆ( | = = 1) (1 ) (1 )it i it i it i it iE p x x d c cθ θ θ+ − = −  (III.5) 
and the upper bound is: 
 max max0, 2 1 0, 2ˆ ˆ ˆˆ ˆˆ ˆ( | = = 1) (1 ) ( | = = 1)it i it i it i it i it i itE p x x d c E p x x d cθ θ θ+ − = +  (III.6) 
or 
 min min0, 1 , 2 , 2ˆ ˆ ˆˆ ˆ ˆ( | = = 1) (1 ) (1 )it i it i it BATH i it BATH iE p x x d c cθ θ θ+ − = −  (III.7) 
and 
 max max0, 2 , 1 0, 2 ,ˆ ˆ ˆˆ ˆˆ ˆ( | = = 1) (1 ) ( | = = 1)it i it i it BATH i it i it i it BATHE p x x d c E p x x d cθ θ θ+ − = +   (III.8) 
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when the sample is not adequate to compute consistent estimates of maxitc  and 
min
itc . 
II.4 Constructing Sharp Bounds for 0( | )it iE p x = x  
Although the worst-case bounds for 0( | )it iE p x = x  can be estimated by the above 
methods, sharper bounds can be estimated by applying monotone instrumental variable (MIV) 
methods. MIV methods are widely used in partial identification problems. Surveys of these 
methods can be found in Manski and Pepper (2000, 2009) and Manski (2007). A monotone 
instrumental variable is a variable x  satisfying the condition: 
 1 1( | ) ( | )k k E y x k E y x k≥ ⇒ = ≥ =  
It is reasonable to assume that the expected price of houses with more bathrooms is 
greater than that of houses with fewer bathrooms holding all other variables constant. Therefore, 
the number of bathroom ( )BATH  can be used as a MIV. Then, I have the fourth assumption: 
Assumption 4: For a house with k  bathrooms, 
 0 1 0 0 1( | , = ) ( | , = ) = ( | = ),it i BATH it i BATH it iE p x BATH k E p x BATH k E p x x k k− −≤ ∀ ≤  (III.9) 
and 
 0 2 0 0 2( | , = ) ( | , = ) = ( | = ),it i BATH it i BATH it iE p x BATH k E p x BATH k E p x x k k− −≥ ∀ ≥  (III.10) 
Equations (III.9) and (III.10) imply: 
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 0 1 0 1   ( | , = ) ( | = ),it i BATH it ilower bound of E p x BATH k E p x x k k− ≤ ∀ ≤  (III.11) 
and 
 0 2 0 2   ( | , = ) ( | = ),it i BATH it iupper bound of E p x BATH k E p x x k k− ≥ ∀ ≥  (III.12) 
Let K  be a number that is greater than k . By (III.11) and (III.12),  
 
1
0 0 1{1,2, , }
( | = ) max (    ( | , = ))it i it i BATHk kE p x x lower bound for E p x BATH k−∈≥   (III.13) 
and 
 
2
0 0 2{ , 1, , }
( | = ) min (    ( | , = ))it i it i BATHk k k KE p x x upper bound for E p x BATH k−∈ +≤   (III.14) 
Consequently, by estimating k  lower bounds ( 1 1, 2,k k=  ) and 1K k− +  upper 
bounds ( 2 , 1,k k k K= +  ), one can construct the sharp bounds for 0( | )it iE p x = x . The lower 
bound is 
1
0 1{1,2, , }
max (    ( | , = ))it i BATHk k lower bound for E p x BATH k−∈   and the upper bound is 
2
0 2{ , 1, , }
min (    ( | , = ))it i BATHk k k K upper bound for E p x BATH k−∈ +  . 
In practice, BATH  is divided into 3 categories: = 1BATH , 2 , or 3≥ . For 0ix , if the 
number of bathrooms is = 1k  or 2 , (III.13) and (III.14) are used for the estimation. When 
3k ≥ , the sharp lower bound is constructed by selecting the greatest lower bound from the 
worst-case lower bounds with = 1BATH , 2 , 3 , k , given 0i BATH−x . The worst-case upper 
bound for 0( | , = )it i BATHE p x BATH k−  is used as the sharp upper bound when 3k ≥ .
1 
                                                 
1 In practice, some zip codes in some months have only a few, or no, observations with 1BATH =  or 
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After the implementation of MIV method, I compared the indexes constructed by letting 
the lower bound for 0( = 1| = )it iP d x x  be zero and that the upper bound be the estimate of 
0
=
( = 1| = , 1)
T
it i ij
j S
P d x x d ≥∑  with the indexes constructed by using the estimate of 
0
=
( = 1| = , 1)
T
it i ij
j S
P d x x d ≥∑  as the estimate for 0( = 1| = )it iP d x x . Although the former are a 
little wider than the latter, the difference is negligible. One possible explanation is that for both 
methods the MIV method sharpens the bounds for 0( | = )it iE p x x  and, hence, make the two 
close. To make the estimation less computationally intensive, therefore, instead of using bounds 
for 0( = 1| = )it iP d x x , the estimate of 0
=
( = 1| = , 1)
T
it i ij
j S
P d x x d ≥∑  is used as the estimate of 
0( = 1| = )it iP d x x  to estimate bounds for 0( | = )it iE p x x .  
II.5 Sample Size Requirement for the Estimation 
It is well known that nonparametric methods require large sample sizes. However, 
precisely how large the sample should be is an open question. Racine and Li (2004) apply the 
mixed data kernel method on a data set containing 896 observations on 6 variables and show that 
the method performs better than other parametric and nonparametric methods. In the dissertation,  
0,( | = = 1)it i itE p x dx  is estimated with 11 variables, 7 are continuous and 4 are ordered 
                                                                                                                                                             
3BATH ≥ . Then, the bounds for 0,( | =  = 0)it i itE p x dx when 1BATH =  or 3BATH ≥  cannot be 
estimated by using 5th and 95th percentiles of housing price given the number of bathrooms. Under such situations, 
for 1BATH = , 5th percentile of all observed housing prices and 95th percentile of housing prices given 
2BATH =  are used instead; for 3BATH ≥ , 5th percentile of housing prices given 2BATH =  and 95th 
percentile of all housing prices are used instead. 
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categorical. The sample size in t in a zip code is not fixed since the estimation is a 12 month 
moving window. For instance, zip code 90241 contains 3974 observations from Jan. 1996 to July 
2008. On average, there are 342 observations for each 12 month moving window. The largest zip 
code in Los Angeles (zip code 93550) contains 15868 observations over 151 months. The 
average sample size in a 12 month moving window in this zip code is 1366. To address the 
problem, zip codes with at least 3750 observations are defined as large zip codes. Transactions in 
zip codes having fewer than 3750 observations are pooled with adjacent large zip codes. The 
adjacent large zip code of a “small” zip code is defined as the large zip code having the smallest 
Euclidean distance from its mean longitude and latitude to that of the “small” one. The 
observations in 95 zip codes in San Diego metro area, therefore, are grouped into 28 zip codes; 
the observations in 366 zip codes in Los Angeles metro area are grouped into 132 zip codes. The 
smallest group in San Diego metro area contains 4650 observations, which is, on average, 400 
observations in a 12 month moving window, while the largest contains 21848 observations. For 
Los Angeles metro area, the smallest has 3820 observations, which is, on average, 329 
observations in a 12 month moving window, while the largest has 25726 observations.
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IV. INDEX CONSTRUCTION  
After housing prices and sharp bounds are estimated, hedonic indexes and bounds for 
them can be constructed. Price indexes can be constructed by Paasche, Laspeyres, Fisher, or 
Törnqvist formulae. For housing price, a Paasche-type price index from base period s to period t 
is defined as:  
 
,
,
,
it t
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s t
it s
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p
P
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∑
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where it  denotes the i th house sold in period t, ,it sp  denotes the price in period s of the i th 
house sold in period t, and ,it tp  denotes its price in period t. Laspeyres-type price index from 
base period s to period t is defined as:  
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where it  denotes the i th house sold in period s, ,is tp  denotes the price in period t of the i th 
house sold in period s, and ,is sp  denotes its price in period s. The Fisher-type price index is the 
geometric mean of Paasche and Laspeyres indexes. That is
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The Törnqvist-type index is the geometric mean of geometric Paasche index and geometric 
Laspeyres index. That is:  
 , , , , ,( ( / ) )( ( / ) )
P L
i iw wT
s t it t it s is t is s
it is
P p p p p= ∏ ∏  
where , ,
P
i it t it t
it
w p p= ∑  and , ,Li is s is s
is
w p p= ∑ .  
Theoretically, Fisher-type and Törnqvist-type indexes are preferable because they utilize 
price information in both period s and t (see Eurostat, 2011, and Hill and Melser, 2008). However, 
Paasche-type and Laspeyres-type indexes are less computationally intensive. In addition, 
empirical results turn out that Laspeyres-type index provides a close approximation to the 
theoretically preferred Fisher-type index (Eurostat, 2011).  
The definitions of Paasche and Laspeyres indexes show that one price should be imputed 
( ,is tp  in Paasche-type index and ,is tp  in Laspeyres-type index). For the other one, although 
actual price is available, Hill and Melser (2008) argue that using imputed price is preferable 
because it can reduce omitted variable bias. This is called double imputation method. 
In the dissertation, following Dorsey et al. (2010), Laspeyres formula with double 
imputation are used to construct both zip code level and metro level hedonic housing price 
indexes and bounds indexes. January 2000 is chosen as the base period. The hedonic housing 
price index for the j th zip code at time t is: 
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 (IV.1) 
where 2000,Jan j  is the set of all houses sold in January, 2000 in j th zip code. 0ix  are the 
characteristics of the i th house in the j th zip code in the base period. , 2000 0ˆ ( | ,i Jan iE p x = x  
, 2000 1)i Jand =  is the imputed price of the i th house in January 2000 given the house is transacted 
in January 2000 and 0ˆ ( | , 1)it i itE p x d= =x  is the imputed price of a house with attributes 0ix  
at time t given the house is transacted in t . 
The aggregate hedonic price indexes are weighted averages of the zip code level indexes. 
The weights are the ratio of the number of houses transacted in January, 2000 in j th zip code to 
the number of all houses transacted in January, 2000. That is: 
 , 2000 2000 , 2000
2000
t Jan Jan t Jan
j j
j Jan
π ω π
∈
= ∑  (IV.2) 
where Jan2000 is the set of all zip codes that have houses transacted in 2000. , 2000t Janjπ  is the 
housing price index in month t in the j th zip code. 2000Janjω  is the weight, which is
2000 2000 2000/Jan Jan Janj jn nω = , where 
2000Jan
jn  is the number of houses transacted in January, 2000 in 
the thj zip code and 2000Jann  is the number of all houses transacted in January, 2000. 
Similarly, I can construct the bounds for the housing price indexes. Let 0( | )it iE p x = x  
denote the estimated sharp upper bound for the expected price in month t given attributes 0ix  
and 0( | )it iE p x = x  denote the corresponding sharp lower bound. Then, the upper bound of the 
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price index at time t for the thj  zip code is 
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and the lower bound is 
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The upper and lower bounds of the aggregate price indexes are: 
 , 2000 2000 , 2000
2000
t Jan Jan t Jan
j j
j Jan
π ω π
∈
= ∑  (IV.5) 
and 
 , 2000 2000 , 2000
2000
t Jan Jan t Jan
j j
j Jan
π ω π
∈
= ∑  (IV.6) 
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V. RESULTS 
Using the methods discussed above, zip code level and metro level housing price indexes 
and bounds indexes are estimated. In addition, to capture the pattern of price change for houses 
of different qualities, price and bounds indexes for low-tier, medium-tier, and high-tier properties 
are estimated. Low-tier indexes are constructed by comparing the imputed prices and bounds 
based on the characteristics of houses sold in the base period, January 2000, with selling prices 
lower than or equal to 33rd percentiles of all observed housing prices in the base period in a 
metro area; medium-tier indexes are based on characteristics of houses sold in the base period 
with selling prices greater than 33rd percentiles but less than or equal to 67th percentiles; high-tier 
indexes are based on characteristics of houses sold in the base period with selling prices greater 
than 67th percentiles.1 
Table 8 compares the dates and appreciation rates of peaks and Table 9 compares 
depreciation rates from peak to January 2008 in Los Angeles and San Diego metro areas with 
Federal Housing Finance Agency (FHFA) housing price index, S&P/Case-Shiller Home Price 
Indices, FNC Residential Price Index, and a median price index. The former two are repeat-sales 
                                                 
1 In practice, to get better precision, the thresholds are chosen at (100/3) % and (200/3) % of all observed prices in 
the base period in a metro area. 
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indexes and the third is a hedonic index, which is based on the methods proposed by Dorsey et al. 
(2010). The median price index is constructed by comparing median price in a metro area in each 
month.1 The base period for Case-Shiller index, FNC index, and the median price index is 
January 2000. The base period for FHFA index is adjusted to January 2000.2 Appreciation is 
defined as the percentage change of housing price since January 2000 and depreciation to 
January 2008 is defined as the percentage change of housing price from peak to January 2008. 
Appreciation and depreciation for high-tier, medium-tier, and low-tier properties are also 
presented and compared with Case-Shiller not-seasonally adjusted tiered indexes respectively. 
IV.1 Differences between Los Angeles and San Diego 
Results on Table 8 and Table 9 show boom-bust cycle in the two metro areas. For Los 
Angeles, housing price peaks between 2006 and 2007. For San Diego, the peak is between 2005 
and 2007. Although different indexes give different estimates, they still show systematic 
differences between Los Angeles and San Diego. Nearly all indexes demonstrate that housing 
market in San Diego reaches peak earlier than that in Los Angeles. The only exception is 
Case-Shiller indexes for high-tier property, which peak in both areas in the same month. In 
                                                 
1 FHFA index is collected from http://www.fhfa.gov/Default.aspx?Page=87; Case-Shiller index is collected from 
http://www.standardandpoors.com/indices/sp-case-shiller-home-price-indices/en/us/?indexId=spusa-cashpidff--p-us-
---; FNC Residential Price Index is collected from http://www.fncrpi.com/tables.aspx. The purchase only 
not-seasonally adjusted FHFA index and the not-seasonally adjusted Case-Shiller index are used for comparison.  
2 FHFA only publishes quarterly index at metro level and the base period is first quarter in 1991. To compare 
monthly index, the FHFA index is adjusted by treating quarterly index as the index value of the third month in a 
quarter. Therefore, only four monthly values can be compared with other indexes. The index value of the fourth 
quarter in 1999 is set as the value of January 2000. The monthly value used for the comparison is the ratio of the 
original index values to the value of the fourth quarter in 1999. The FNC index begins from January 2000. 
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addition, all indexes show that Los Angeles experienced greater appreciation during the boom. 
Case-Shiller index, FHFA index, the nonparametric hedonic index, and the bounds indexes also 
show less depreciation in Los Angeles than that in San Diego. Dorsey et al. (2010) also 
demonstrate these differences between Los Angeles and San Diego. Dorsey et al. (2010) attribute 
the differences to the higher subprime origination share and vacancy rates in San Diego, and rent 
control policy in Los Angeles. Racial composition and immigration may contribute to the 
differences as well. As one of the most important “gateway” cities for immigration, the 
magnitude and ratio of immigrants and Hispanics in Los Angeles are higher than those in San 
Diego. Saiz (2007, 2011) shows that immigrants and Hispanics drive up housing demand and 
hence housing price and rents. During the bust, the higher housing demand in Los Angeles also 
prevent housing price from falling too fast. 
IV.2 Differences among Different Price Indexes 
Figure 1 and 2 compare the nonparametric index and bounds indexes with median price, 
Case-Shiller, and FNC indexes.1 The median price index is based on the same data as is the 
nonparametric index. Figure 1 and 2 demonstrate that the median price index does not vary much 
from the nonparametric index. This may attribute to the stability of the quality of sold houses. 
Table 4 and Table 5 show that the mean housing characteristics in most years do not change 
much. 2007 is an exception for Los Angeles. All mean characteristics in 2007 in Los Angeles are 
                                                 
1 FNC index begins from January 2000. Others begin from July 1996. All ends in January 2008. The base period for all is 
January 2000. 
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better than the previous and later years. Corresponding to the quality change, the median price 
index in Los Angeles in 2007 is well above the nonparametric index and Case-Shiller index. 
The Case-Shiller index is a repeat-sales index. For both Los Angeles and San Diego, 
Case-Shiller index values are above the nonparametric index while approaching the peak and 
decrease rapidly after the peak. One source of the difference between the two indexes is the 
“transaction bias” of repeat-sales index. Repeat-sales index is based on houses sold more than 
once. Because low-value houses usually are sold more frequently than other houses, repeat-sales 
index may overrepresent the price change of low-value houses (see Clapp and Giaccotto, 1992, 
Hill,Melser and Syed, 2009). As tiered price indexes show, the price of low-tier properties 
appreciates and depreciates faster than other tiers. This may explain the difference between 
Case-Shiller index and the nonparametric index before and after the peak. 
The FNC index is a hedonic index based on the methods proposed by Dorsey et al. 
(2010). Although Figure 1 and 2 show that the FNC index is well above all the other indexes. the 
indexes constructed in Dorsey et al. (2010) are close to the nonparametric hedonic index. 
IV.3 Tiered Price Indexes 
Figure 3 and Figure 4 present the nonparametric tiered price indexes and compare them 
with Case-Shiller tiered price indexes. Both the nonparametric tiered indexes and Case-Shiller 
indexes show the same ordering: price of low-tier properties changes faster than that of 
medium-tier properties and price of medium-tier properties changes faster than that of high-tier 
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properties. Dorsey et al. (2010) attribute the differences to subprime mortgage. Subprime 
mortgage makes low-income population easier to purchase house and significant increases the 
demand for low-tier property during the boom. The collapse of subprime market, however, has 
the greatest negative impacts on low-income population. It forces many of them into foreclosure 
and hence makes the price of low-tier properties decreases faster than that of medium- or 
high-tier properties. I conjecture that speculative behavior may also play a role in the differences. 
Compared with high-value housing, low-value housing is easier to be funded and liquidated. 
Subprime mortgage further increases the availability of funds for investing on low-value housing 
and drives up the demand for low-value housing. In addition, investing on a bundle of low-value 
properties may be less risky than investing on one high-value property because putting all eggs 
into different baskets is less risky than putting all eggs into one basket. Speculators, therefore, 
may invest more on low-value housing. Consequently, the demand for low-value housing is 
higher during the boom. During the bust, to control losses, speculators have to liquidate their 
investments even at a very low price or have them foreclosed, which leads to the rapid 
depreciation of low-tier property. The violations of zip code level tiered bounds indexes, which 
are discussed in IV.6, give some supports to my conjecture.  
 
For each tier, Case-Shiller index appreciates and depreciates faster than the 
nonparametric index. This may also be attributed to the transaction bias of repeat-sales index. 
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IV.4 Zip Code Level Price Index 
Case-Shiller index and FHFA indexes are published at metro level. The nonparametric 
hedonic index constructed in this dissertation estimates housing price index at both metro level 
and zip code level. 
Metro level indexes show that the date and appreciation rate of peaks and the 
depreciation rate to January 2008 are different between Los Angeles and San Diego. The 
nonparametric indexes show that housing market peaked in Los Angeles in December 2006 with 
the appreciation rate of 170.55% while it peaked in San Diego in January 2006 with the 
appreciation rate of 132.89%. The depreciation rates to January 2008 are different too: 13.48% in 
Los Angeles and 17.64% in San Diego. Within the same metro area, zip code level price indexes 
vary more. In Los Angeles, the earliest peak arrived in October 2005 while the price index in one 
zip code was still rising by January 2008. The appreciation rate at peak ranged from 98.96% to 
282.47% and the depreciation rate from peak to January 2008 ranged from 0 to 33.40%. 68.18% 
zip codes peaked no later than the metro area, 62.12% zip codes appreciated less than the metro 
level at peak, and 40.91% depreciated less than the metro level. In San Diego, the earliest peak 
arrived in January 2005 while the latest peak arrived in May 2007. The appreciation rate at peak 
ranged from 96.64% to 185.95% while the depreciation rate from peak to January 2008 ranged 
from 2.54% to 30.77%. 60.71% zip codes peaked no later than the metro area, 42.86% zip codes 
appreciated less at peak than the metro level, and 46.43% zip codes depreciated less than the 
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metro level. 
A possible source of the differences in the appreciation and depreciation rates across zip 
codes is the composition of housing tiers in a zip code. As discussed before, the price of low-tier 
properties are more sensitive to market change. In Los Angeles, for instance, 97.70% of houses 
transacted in the base period in the zip code with the highest appreciation rate are low-tier 
properties and 2.30% are medium-tier. No high-tier properties were sold in the base period. In 
the zip code with the lowest appreciation rate, 100% houses sold in the base period are high-tier 
property. 
IV.5 Metro Level Bounds  
The bounds indexes establish necessary conditions for housing price index since they do 
not rely on strong distributional assumptions. They indicate the range of possible values for the 
price index of the true housing stock defined as the conditional mean, 0( | ).it iE p x = x  As Figure 
1 and 2 and Table 8 and 9 show, the bounds indexes also demonstrate the boom-bust cycle in Los 
Angeles and San Diego. For Los Angeles, the appreciation rate of the upper bound index at peak 
is 384.54%, which is 79.09% higher than the nonparametric hedonic index and 47.52% higher 
than the FNC index at peak. The appreciation rate of the lower bound index at peak is 63.68%, 
which is 39.50% lower than the nonparametric hedonic index value at peak. Although the bounds 
are wide, they reflect the uncertainties in housing market that cannot be eliminated by strong 
distributional assumptions. 
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At metro level, all indexes are within the bounds. It, however, does not mean all indexes 
are correct because the bounds are only necessary conditions. Violation of the bounds may 
indicate that the underlying assumptions of an index are problematic. No violation at the metro 
level may also be attributed to two other reasons: (1) since the metro level bounds indexes are 
weighted averages of zip code level bounds indexes, the violation at zip code level may be 
cancelled by averaging; (2) even if the hedonic imputed price is outside of bounds, the hedonic 
index value may be within bounds indexes because the bounds indexes and the nonparametric 
hedonic index are constructed as ratios with different denominators -- , 2000
2000,
( |i Jan
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E p x
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= =∑ x  for the hedonic index. To see whether hedonic method 
suffers from sample selection bias, therefore, I also compared mean imputed price with mean 
bounds in each month at zip code level and metro level. The mean imputed price in month t  at 
zip code level is defined as 
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where 2000Janjn  is the number of houses sold in January 2000 in zip code j . The mean upper 
bound and lower bound in month t  at zip code level are 
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respectively. The metro level mean price and mean bounds are weighted averages of the zip code 
values. The weight is 2000 2000 2000/Jan Jan Janj jn nω = . 
Figure 5 and 6 compare the mean imputed price with mean bounds in Los Angeles and 
San Diego respectively. Although the mean imputed prices in both areas are within the bounds, 
the bounds, compared with bounds indexes, are much sharper in that the three estimates, mean 
imputed price and mean bounds, are relatively closer. The mean upper bound in Los Angeles at 
peak is 32.29% higher than the mean imputed price at peak while the mean lower bound is 23.83% 
lower and the mean upper bound in San Diego is 40.80% higher while the mean lower bound at 
peak is 16.50% lower. As shown in the beginning of this section, the bounds indexes at peak, 
however, are 79.09% higher and 39.50% lower respectively than the nonparametric index for Los 
Angeles and 63.68% higher and 39.50% lower for San Diego.  
IV.6 Zip code Level Bounds 
At zip code level, I compared median price index and the nonparametric hedonic index 
with bounds indexes, mean imputed price with mean bounds, tiered price indexes with 
corresponding tiered bounds indexes, and tiered mean imputed price with corresponding mean 
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bounds. Although all zip code level nonparametric hedonic price indexes are within bounds 
indexes, violations are found for all the other comparisons. The results are listed in Table 10.  
In Los Angeles, three zip code level median price indexes are out of corresponding 
bounds indexes. For all three, the median price index values are above the upper bound index 
values in some months. The violations illustrate that median price index cannot distinguish the 
improvement of housing quality with the increase of housing price. 
In one zip code in Los Angeles and one zip code in San Diego, mean imputed prices fall 
below the corresponding lower bounds in some months. The violations imply sample selection 
bias of the hedonic method. Hedonic imputed price is the estimate of the expected price given 
the attributes of a house and the house is sold in that month. The bounds, however, are for the 
expected price given only on the attributes of a house. Falling below the lower bound, therefore, 
indicates that the expected price given attributes and a house is sold is lower than the expected 
price given only attributes. One important factor affects buyers’ decision of purchasing a house is 
whether the price is lower than the price buyers expect for houses of this quality. The lower the 
price than the expected price, the more likely that the house can be sold. Therefore, the imputed 
price based on sold houses may underestimate the expected price only given attributes. For both 
zip codes, no low-tier property was transacted in the base period. One has one medium-tier 
property and 71 high-tier property sold in the base period. The other one has 3 in medium-tier 
and 2 in high-tier.  
At the zip code level, violations are also found for different tiers. In some zip codes, only 
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a few observations fall into a certain tier in the base period. The tiered results, therefore, may be 
affected by outliers. The numbers in parentheses listed in Table 10 show the number of violations 
after removing the zip codes with only one or two observations in the corresponding tier in 
January 2000. For high-tier mean imputed price, all violations are below the mean lower bound. 
For medium-tier, all violations in San Diego are below the mean lower bound. Among the three 
violations of medium-tier mean imputed price, one falls below the mean lower bound and two 
are above the mean upper bound in some months while below the mean lower bound in other 
months. For low-tier mean imputed price, after removing the estimates that might be affected by 
outliers, no violation is found. From the tiered violations and the zip code level violations 
discussed in the last paragraph, it is reasonable to conclude that, for high-value properties, the 
nonparametric hedonic estimation based on transactions tends to underestimate the expected 
price based on housing stock. 
For the nonparametric hedonic price index, after removing the problematic zip codes, 
violations are found for low-tier and medium-tier properties. One low-tier index in Los Angeles 
and two medium-tier indexes in Los Angeles and San Diego are above corresponding upper 
bound indexes in some months. This suggests that the nonparametric indexes appreciate faster 
than the true index. As discussed in IV.3, speculative investments may be more concentrated on 
low-value housing. Hence, low-value properties having higher expected appreciation rates may 
be easier to be sold than other low-value properties. Consequently, the nonparametric hedonic 
method based on transactions may overestimate appreciation rate for low-value properties.  
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VI. CONCLUSION 
By using a sample of over one million transactions from 1996 to 2008 in Los Angeles and 
San Diego metropolitan areas, I constructed nonparametric hedonic imputation housing price 
indexes at both metro and zip code level. The nonparametric spatial model proposed in the 
dissertation addresses three problems of conventional hedonic methods simultaneously: (1) the 
indexes are based on large sample; (2) functional form of housing attributes needs not to be 
specified; (2) location factors are controlled for. In addition, the imputation method allows that 
functional form changes over time and avoids revisions of existing estimates when new periods 
are added. The nonparametric indexes indicate that a boom-bust cycle occurred in both Los 
Angeles and San Diego. The indexes also demonstrate that the two metro areas peaked at 
different months with different appreciation rates. At zip code level, the indexes show greater 
variations in dates and appreciation rates of the peaks. Tiered indexes illustrate that low-tier 
properties appreciate and depreciate faster than other tiers. By comparing the nonparametric 
indexes with Case-Shiller indexes, I find that Case-Shiller indexes appreciate and depreciate 
faster. One possible source of the difference is that repeat-sales index may overrepresent 
low-value properties because low-value properties usually are sold more frequently.
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Hedonic methods may be subject to sample selection problem since they are based on 
transacted houses, which only account for a small part of housing stock. Conventional hedonic 
models avoid the problem by implicitly assuming data are missing at random. Selection models, 
which try to address the problem, are also based on complex strong assumptions. However, all 
these assumptions have little, if any, substantive foundation. The bounds approach proposed in 
the dissertation partially identifies housing price based on housing stocks in an area, and hence 
addresses the sample selection problem. Since the bounds approach only relies on credible 
assumptions, its results are more reliable. However, the reliability comes at the cost of 
identifying power because 0( | = )it iE p x x  cannot be point identified without strong 
distributional assumptions. 
The bounds approach indicates the possible values that the true index could be and 
establishes necessary conditions that all housing indexes should follow. As Manski (2007) 
summarizes, the bounds “establish a domain of consensus among researchers who may disagree 
about the precise value of” housing price indexes. In addition, “Wide bounds reflect real 
uncertainties that cannot be washed away by assumptions lacking credibility”. 
Although all indexes at the metro level are within the bounds, I find evidence of sample 
selection bias at the zip code level. After removing possible outliers, two zip code level and 12 
high-tier mean imputed prices fall below their lower bounds in some months. Both the two zip 
codes have no low-tier property sold in the base period. One low-tier and two medium-tier 
nonparametric housing price indexes are above their upper bound indexes in some months. The 
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results show that the nonparametric hedonic method may underestimate the price of high-value 
properties and overestimate the appreciation rate of low-value properties. Because the bounds 
approach relies on credible assumptions, the evidence is stronger than that derived from 
two-stage Heckman methods. In addition, three zip code level median price indexes are above 
their upper bound indexes in some months, which indicate that the median price index cannot 
distinguish price changes from quality changes.
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APPENDIX 1: CONSISTENT ESTIMATION OF minitc  AND maxitc
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Let = ( , )C Dlt lt ltx x x , where ltx  is the l th observation in period t ( 1, 2, tl n=  ); tn  is the 
number of observations in t; Cltx  is a q-dimensional vector of continuous random variables; 
D
ltx  
is an r-dimensional vector of discrete random variables. 
Lemma 1 Let 0, , , 0
,
= {| | 1,  1, 2, ,  = ,  1},
t
t
C C
D Dlts i s
i l t n lt i lt
s n
x xB s q x x d
γ
−
≤ ∀ = =  where Cltsx  is 
the sth  continuous characteristic of the lth  house in month t , 0
C
i sx  is the sth  continuous 
variable of 0ix , 0
D
ix  is the r -dimensional vector of discrete variables of 0ix . I assume that:  
1.  {( , ), = 1, }lt lt tx p l n  is . . .i i d ; 
2.  0( = )
D D
lt iP x x  is positive and 0| =
C D D
lt lt ix x x  has a continuous density that is positive at 
0
C
ix ; 
3.  As tn →∞ , , 0ts nγ →  ( = 1,2, )s q  and 1, ,t tt n q nn γ γ →∞ .  
Under the three assumptions, , , , 1, 2, ,( ) =t t t t ti l t n n n n q nP B µ γ γ γ  and tnµ  converges to a 
positive number as tn →∞ . 
Proof.  
 0, , , 0
,
( ) = ({| | 1,  1, 2, ,  = })
t
t
C C
D Dlts i s
i l t n lt i
s n
x xP B P s q x x
γ
−
≤ ∀ =   
 00 0
,
= ( = ) (| | 1,  1, 2, | = )
t
C C
D D D Dlts i s
lt i lt i
s n
x xP x x P s q x x
γ
−
≤ ∀ =   
 0 0= ( = ) ( | = )
D D C D D
lt i lt lt iD
P x x f x x x dσ∫  
where 0 0
,
= {| | 1,  1, 2, | = }
t
C C
D Dlts i s
lt i
s n
x xD s q x x
γ
−
≤ ∀ =  , which is a q -dimensional cube. σ  is the 
volume of the q -dimensional cube. Then, by Mean Value Theorem, I have: 
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01 1, 02 2, 0 ,
01 1, 02 2, 0 ,
0 0 2 1
1 2 0 0 , 0 , 02 2
( | = ) = ( | = )
( , , | = )[( ) ( )] [(
C C C
i n i n i q q nt t t
C C C
i n i n i q q nt t t
t t
x x xC D D C D D C C C
lt lt i lt lt i ltq lt ltD x x x
C C C D D C C C
lt lt ltq lt i i q q n i q q n i
f x x x d f x x x dx dx dx
f x x x x x
γ γ γ
γ γ γ
σ
x x x γ γ γ
+ + +
− − −
= + − − +
∫ ∫ ∫ ∫ 
  , 02 2,
01 1, 01 1,
1 2 0 1, 2, ,
) ( )]
[( ) ( )]
2 ( , , | = )
t t
t t
t t t
C
n i n
C C
i n i n
q C C C D D
lt lt ltq lt i n n q n
x
x x
f x x
γ
γ γ
x x x γ γ γ
− −
+ − −
=  
 
1 2( , , )
C C C
lt lt ltqx x x  is a point in D . 
Let 0 1 2 0= 2 ( = ) ( , , | = )t
q D D C C C D D
n lt i lt lt ltq lt iP x x f x xµ x x x , Then 
 , , , ,=1( ) =t t
q
i l t n n s ns
P B µ γΠ   
As tn →∞ , , 0ts nγ → , the q-dimensional cube D  converges to the point 
01 02 0( , , , )
C C C
i i i qx x x . Therefore, 1 2 01 02 0( , , ) ( , , , )
C C C C C C
lt lt ltq i i i qx x xx x x →  , as tn →∞ . Hence, 
1 2 0 01 02 0 0( , , | = ) ( , , , | = )
C C C D D C C C D D
lt lt ltq lt i i i i q lt if x x f x x x x xx x x →  , as tn →∞ . 
∴ 0 01 02 0 02 ( = ) ( , , , | = )
q D D C C C D D
n lt i i i i q lt iP x x f x x x x xµ →  , as tn →∞  
By the second assumption, nµ  converges to a positive number. 
Q.E.D.    
Theorem 1 Let , , , ,= ( )tit l i l t n ltp I B p
∗  and ,( ) ,1 ,= max( , )t tit n it it np p p
∗ ∗ ∗
 , where , , , =ti l t nB
0
0
,
{| | 1,  1, 2, ,  = }
t
C C
D Dlts i s
lt i
s n
x x s q x x
γ
−
≤ ∀ =  , ltp  is the price of the lth  house in month t, 
, , ,( )ti l t nI B  is an indicator function. Additionally, let 
max
,{ }tit nc  be a sequence such that: 
max
, > 0tit nc , 
max
, , , ,( | ) = 1t tlt it n i l t nP p c B≤ , and 
max
, , , ,( | ) < 1t tlt it n i l t nP p c Bδ≤ − , = 1,2, , tl n , > 0δ∀ . Under the 
three assumptions in Lemma 1, max,( ) , 0t t
p
it n it np c
∗ − → .  
Proof: Two Steps 
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Step 1 
 max max, , , , , , , , , ,( ) = ( | ) ( )t t t tit l it n it l it n i l t n i l t nP p c P p c B P B
∗ ∗≤ ≤  
 max, , , , , , , ,( | ) ( )t t t
' '
it l it n i l t n i l t nP p c B P B
∗+ ≤  
 max max, , , , , , , , , , , , , ,= ( | ) ( ) (0 | ) ( )t t t t t t
' '
lt it n i l t n i l t n it n i l t n i l t nP p c B P B P c B P B≤ + ≤  
 max, , , , , , , , , ,= ( | ) ( ) ( )t t t t
'
lt it n i l t n i l t n i l t nP p c B P B P B≤ +  
Therefore, I have: 
i) max max, , , , , ,( | ) = 1 ( ) = 1, = 1,2, ,t t tlt it n i l t n it l it n tP p c B P p c l n
∗≤ ⇒ ≤  ; 
ii) max max, , , , , ,( | ) < 1 ( ) < 1t t tlt it n i l t n it l it nP p c B P p cδ δ
∗≤ − ⇒ ≤ − , > 0δ∀  if , , ,( ) > 0.ti l t nP B  
Step 2 
Case 1: , , ,( ) > 0ti l t nP B  
By Step 1, I have max, ,( ) = 1tit l it nP p c
∗ ≤  and max, ,( ) < 1tit l it nP p c δ
∗ ≤ − , > 0δ∀ . Then, 
 max max max,( ) , , ,( ) ,(| | ) = ( )t t t t tit n it n it n it n it nP p c P c p cδ δ δ
∗ ∗− ≤ − ≤ ≤ +  
 max max,( ) , ,( ) ,= ( ) ( < )t t t tit n it n it n it nP p c P p cδ δ
∗ ∗≤ + − −  
 max max,1 , , ,( ) ,(max( , ) ) ( < )t tit it n it n it n it nP p p c P p c δ
∗ ∗ ∗≥ ≤ − −  
 max,( ) ,1 ( )t tit n it nP p c δ
∗= − ≤ −  
 max, ,
=1
= 1 ( )
t
t
n
it l it n
l
P p c δ∗− ≤ −∏  
 max, ,= 1 [ ( )] 1tt
n
it l it nP p c δ
∗− ≤ − →  
as tn →∞ , if , , ,( ) > 0ti l t nP B  
Case 2: As tn →∞ , , , ,( ) 0ti l t nP B →  and 1, ,t tt n q nn γ γ →∞ .  
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               max max, , , , , , , , , ,[ ( )] = { ( | ) ( )tt t t t
n
it l it n it l it n i l t n i l t nP p c P p c B P Bδ δ
∗ ∗≤ − ≤ −             (A.1) 
                     max, , , , , , , ,( | ) ( )} tt t t
n' '
it l it n i l t n i l t nP p c B P Bδ
∗+ ≤ −  
                     max, , , , , , ,= { ( | ) ( )t t tlt it n i l t n i l t nP p c B P Bδ≤ −  
                     max, , , , , , ,(0 | ) ( )} tt t t
n' '
it n i l t n i l t nP c B P Bδ+ ≤ −  
           max, , , , , , , , , ,{ ( | ) ( ) 1 ( )} tt t t t
n'
lt it n i l t n i l t n i l t nP p c B P B P Bδ≤ ≤ − + ⋅  
Let { }
tn
µ  be a sequence such that > 0
tn
µ  and , , , 1, ,( ) =t t t ti l t n n n q nP B µ γ γ  (since ltx  
has a positive density at 0 )ix . Then 
 max, , , , 1, , 1, ,(A.1) { ( | ) 1 } tt t t t t t t t
n
lt it n i l t n n n q n n n q nP p c Bδ µ γ γ µ γ γ≤ ≤ − + −   
 max, , , , 1, ,= {1 ( ( | ) 1) } tt t t t t
n
lt it n i l t n n n q nP p c Bδ µ γ γ+ ≤ − −   
 
max( ( | ) 1) ( ), , , , 1, ,t tt t t t t
n P p c B nlt it n i l t n n n q ne
δ µ γ γ→∞ ≤ − −
→

 
 0
tn →∞
→   
since 1, ,t tt n q nn γ γ →∞ , 
max
, , , ,( | ) < 1t tlt it n i l t nP p c Bδ≤ − , and tnµ  converges to a positive number 
by Lemma 1. 
Therefore max max,( ) , , ,(| | ) 1 [ ( )] 1
t
t
t t t
n
n
it n it n it l it nP p c P p cδ δ
→∞
∗ ∗− ≤ ≥ − ≤ − →  when , , ,( ) 0ti l t nP B → . 
Consequently, max,( ) ,(| | ) 1t tit n it nP p c δ
∗ − ≤ → , > 0.δ∀  
Q. E. D. 
Since max, , , ,( | ) = 1t tlt it n i l t nP p c B≤  and 
max
, , , ,( | ) < 1t tlt it n i l t nP p c Bδ≤ − , 
max
, tit n
c  will converge to 
max
itc . By Theorem 1, 
max
,( ) , 0t t
p
it n it np c
∗ − → . Therefore, ,( )tit np
∗  is a consistent estimate of maxitc . In 
the same way, I can find the consistent estimate of . minitc .
62 
 
 
APPENDIX 2: TABLES AND FIGURES
   
63 
Ta
bl
e 
1 
Su
m
m
ar
y 
st
at
is
tic
s o
f L
os
 A
ng
el
es
 C
ou
nt
y,
 O
ra
ng
e 
C
ou
nt
y,
 a
nd
 S
an
 D
ie
go
 m
et
ro
po
lit
an
 a
re
a.
 
Va
ria
bl
e 
D
es
cr
ip
tio
ns
 
A
ll 
Sa
le
s 
Si
ng
le
-s
al
e1
 
R
ep
ea
t-s
al
e 
Lo
s A
ng
el
es
 C
ou
nt
y 
 
 
 
 
N
um
be
r o
f O
bs
er
va
tio
ns
 
 
87
9,
06
0 
41
6,
69
4 
46
2,
36
6 
 
 
M
ea
n 
St
an
da
rd
 D
ev
ia
tio
n 
M
ea
n 
St
an
da
rd
 D
ev
ia
tio
n 
M
ea
n 
St
an
da
rd
 D
ev
ia
tio
n 
SA
LE
_A
M
T 
H
ou
si
ng
 p
ric
e 
($
) 
39
5,
56
3 
34
1,
86
0 
39
0,
53
6 
34
4,
31
6 
40
0,
09
3 
33
9,
56
8 
B
ED
 
N
um
be
r o
f b
ed
ro
om
s 
3.
17
 
0.
89
 
3.
21
 
0.
90
 
3.
13
 
0.
89
 
B
AT
H
 
N
um
be
r o
f b
at
hr
oo
m
s 
2.
15
 
0.
97
 
2.
19
 
0.
98
 
2.
12
 
0.
95
 
A
G
E 
A
ge
 o
f H
ou
se
 (y
ea
rs
) 
43
.6
1 
23
.1
9 
42
.4
6 
22
.7
1 
44
.6
4 
23
.5
7 
G
LA
 
G
ro
ss
 li
vi
ng
 a
re
a 
(1
00
0 
fe
et
2 )
 
1.
74
 
0.
84
 
1.
80
 
0.
87
 
1.
69
 
0.
80
 
LO
T 
Lo
t s
iz
e 
(1
00
0 
fe
et
2 )
 
9.
05
 
11
.6
6 
9.
58
 
12
.6
2 
8.
58
 
10
.7
0 
O
ra
ng
e 
Co
un
ty
 
 
 
 
 
N
um
be
r o
f O
bs
er
va
tio
ns
 
 
28
7,
24
2 
13
4,
32
0 
15
2,
92
2 
 
 
M
ea
n 
St
an
da
rd
 D
ev
ia
tio
n 
M
ea
n 
St
an
da
rd
 D
ev
ia
tio
n 
M
ea
n 
St
an
da
rd
 D
ev
ia
tio
n 
SA
LE
_A
M
T 
H
ou
si
ng
 p
ric
e 
($
) 
45
6,
23
2 
34
8,
66
4 
42
9,
04
7 
33
8,
32
0 
48
0,
11
1 
35
5,
79
4 
B
ED
 
N
um
be
r o
f b
ed
ro
om
s 
3.
38
 
0.
81
 
3.
40
 
0.
80
 
3.
36
 
0.
82
 
B
AT
H
 
N
um
be
r o
f b
at
hr
oo
m
s 
2.
46
 
0.
90
 
2.
45
 
0.
88
 
2.
47
 
0.
91
 
A
G
E 
A
ge
 o
f H
ou
se
 (y
ea
rs
) 
31
.5
9 
16
.4
2 
32
.5
8 
15
.0
1 
30
.7
2 
17
.5
3 
G
LA
 
G
ro
ss
 li
vi
ng
 a
re
a 
(1
00
0 
fe
et
2 )
 
1.
88
 
0.
79
 
1.
88
 
0.
77
 
1.
88
 
0.
80
 
LO
T 
Lo
t s
iz
e 
(1
00
0 
fe
et
2 )
 
7.
13
 
6.
24
 
7.
51
 
6.
62
 
6.
79
 
5.
87
 
Lo
s A
ng
el
es
 M
et
ro
 
 
 
 
 
N
um
be
r o
f O
bs
er
va
tio
n 
 
11
66
30
2 
55
10
14
 
61
52
88
 
 
 
M
ea
n 
St
an
da
rd
 D
ev
ia
tio
n 
M
ea
n 
St
an
da
rd
 D
ev
ia
tio
n 
M
ea
n 
St
an
da
rd
 D
ev
ia
tio
n 
SA
LE
_A
M
T 
H
ou
si
ng
 p
ric
e 
($
) 
41
0,
50
5 
34
4,
54
1 
39
9,
92
4 
34
3,
26
2 
41
9,
98
0 
34
5,
40
7 
B
ED
 
N
um
be
r o
f b
ed
ro
om
s 
3.
22
 
0.
88
 
3.
26
 
0.
88
 
3.
19
 
0.
88
 
B
AT
H
 
N
um
be
r o
f b
at
hr
oo
m
s 
2.
23
 
0.
96
 
2.
26
 
0.
97
 
2.
20
 
0.
95
 
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
 
1  
Si
ng
le
-s
al
e 
su
m
m
ar
iz
es
 h
ou
se
s t
ra
ns
ac
te
d 
on
ly
 o
nc
e 
in
 th
e 
sa
m
pl
e.
 R
ep
ea
t-s
al
e 
su
m
m
ar
iz
es
 h
ou
se
s t
ra
ns
ac
te
d 
m
or
e 
th
an
 o
nc
e 
in
 th
e 
sa
m
pl
e.
 
   
64 
A
G
E 
A
ge
 o
f H
ou
se
 (y
ea
rs
) 
40
.6
5 
22
.3
3 
40
.0
5 
21
.5
1 
41
.1
8 
23
.0
2 
G
LA
 
G
ro
ss
 li
vi
ng
 a
re
a 
(1
00
0 
fe
et
2 )
 
1.
77
 
0.
83
 
1.
82
 
0.
85
 
1.
73
 
0.
81
 
LO
T 
Lo
t s
iz
e 
(1
00
0 
fe
et
2 )
 
8.
58
 
10
.6
2 
9.
08
 
11
.4
8 
8.
13
 
9.
76
 
Sa
n 
D
ie
go
 M
et
ro
 
 
 
 
 
 
 
 
N
um
be
r o
f O
bs
er
va
tio
ns
 
 
25
4,
93
1 
13
9,
15
6 
11
5,
77
5 
 
 
M
ea
n 
St
an
da
rd
 D
ev
ia
tio
n 
M
ea
n 
St
an
da
rd
 D
ev
ia
tio
n 
M
ea
n 
St
an
da
rd
 D
ev
ia
tio
n 
SA
LE
_A
M
T 
H
ou
si
ng
 p
ric
e 
($
) 
42
2,
24
8 
32
7,
44
3 
40
6,
52
1 
32
7,
35
7 
44
1,
15
2 
32
6,
54
7 
B
ED
 
N
um
be
r o
f b
ed
ro
om
s 
3.
34
 
0.
86
 
3.
35
 
0.
85
 
3.
33
 
0.
86
 
B
AT
H
 
N
um
be
r o
f b
at
hr
oo
m
s 
2.
42
 
0.
91
 
2.
40
 
0.
91
 
2.
44
 
0.
91
 
A
G
E 
A
ge
 o
f H
ou
se
 (y
ea
rs
) 
27
.2
6 
19
.8
5 
28
.1
6 
19
.4
8 
26
.1
8 
20
.2
4 
G
LA
 
G
ro
ss
 li
vi
ng
 a
re
a 
(1
00
0 
fe
et
2 )
 
1.
90
 
0.
87
 
1.
91
 
0.
88
 
1.
89
 
0.
87
 
LO
T 
Lo
t s
iz
e 
(1
00
0 
fe
et
2 )
 
15
.4
9 
25
.7
2 
16
.2
6 
26
.4
2 
14
.5
6 
24
.8
2 
  Ta
bl
e 
2 
Su
m
m
ar
y 
st
at
is
tic
s b
y 
ye
ar
s:
 L
os
 A
ng
el
es
 C
ou
nt
y.
1  
 
To
ta
l 
19
96
 
19
97
 
19
98
 
19
99
 
20
00
 
20
01
 
20
02
 
20
03
 
20
04
 
20
05
 
20
06
 
20
07
 
20
08
 
O
bs
er
va
tio
ns
 
87
9,
06
0 
62
,3
84
 
67
,8
55
 
76
,0
05
 
73
,8
63
 
73
,2
10
 
74
,3
11
 
81
,4
27
 
83
,8
14
 
82
,4
10
 
81
,3
52
 
66
,3
34
 
39
,7
73
 
16
,3
22
 
SA
LE
_A
M
T 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
39
5,
56
3 
22
2,
39
4 
23
6,
02
3.
32
 
25
5,
76
2 
26
6,
22
7 
28
9,
16
4 
30
8,
86
9 
35
5,
29
4 
41
9,
14
0 
51
0,
55
0 
59
3,
22
3 
64
0,
34
6 
70
8,
44
8 
58
5,
71
5 
 S
td
 
34
1,
86
0 
19
0,
36
3 
21
0,
66
6.
13
 
23
0,
34
5 
24
3,
30
6 
26
7,
27
1 
24
8,
58
6 
27
4,
57
9 
31
1,
67
4 
35
4,
66
9 
37
5,
09
8 
38
7,
61
7 
47
7,
14
3 
46
3,
74
2 
BE
D
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
3.
17
 
3.
20
 
3.
20
 
3.
18
 
3.
13
 
3.
13
 
3.
16
 
3.
18
 
3.
19
 
3.
18
 
3.
17
 
3.
15
 
3.
17
 
3.
20
 
 S
td
 
0.
89
 
0.
89
 
0.
89
 
0.
89
 
0.
87
 
0.
88
 
0.
89
 
0.
90
 
0.
90
 
0.
90
 
0.
90
 
0.
90
 
0.
92
 
0.
89
 
BA
TH
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
2.
15
 
2.
18
 
2.
20
 
2.
18
 
2.
11
 
2.
11
 
2.
15
 
2.
17
 
2.
18
 
2.
15
 
2.
14
 
2.
11
 
2.
17
 
2.
17
 
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
 
1  
Fo
r T
ab
le
 2
, T
ab
le
 3
, T
ab
le
 4
, a
nd
 T
ab
le
 5
, a
ll 
th
e 
ye
ar
ly
 st
at
is
tic
s e
xc
ep
t 2
00
8 
su
m
m
ar
iz
e 
da
ta
 fr
om
 Ja
nu
ar
y 
to
 D
ec
em
be
r o
f t
he
 y
ea
r. 
Ye
ar
 2
00
8 
is 
a 
pa
rti
al
 y
ea
r f
ro
m
 Ja
nu
ar
y 
to
 
Ju
ly
. 
   
65 
 S
td
 
0.
97
 
0.
97
 
0.
98
 
0.
96
 
0.
94
 
0.
96
 
0.
95
 
0.
97
 
0.
98
 
0.
98
 
0.
96
 
0.
94
 
1.
00
 
0.
94
 
AG
E 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
43
.6
1 
39
.4
7 
40
.1
0 
41
.2
7 
43
.7
0 
44
.2
4 
42
.6
1 
43
.3
2 
43
.7
2 
44
.7
4 
45
.0
8 
46
.6
2 
49
.1
1 
48
.4
8 
 S
td
 
23
.1
9 
21
.5
3 
21
.9
2 
21
.7
2 
21
.1
1 
21
.8
2 
23
.1
6 
23
.3
6 
23
.8
2 
23
.9
9 
24
.6
4 
25
.1
4 
24
.1
7 
23
.4
3 
G
LA
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
1.
74
 
1.
78
 
1.
79
 
1.
76
 
1.
70
 
1.
71
 
1.
73
 
1.
75
 
1.
76
 
1.
74
 
1.
72
 
1.
70
 
1.
77
 
1.
76
 
 S
td
 
0.
84
 
0.
85
 
0.
87
 
0.
84
 
0.
82
 
0.
83
 
0.
81
 
0.
84
 
0.
85
 
0.
85
 
0.
82
 
0.
80
 
0.
86
 
0.
81
 
LO
T 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
9.
05
 
9.
24
 
9.
24
 
9.
18
 
8.
97
 
8.
87
 
8.
79
 
8.
91
 
9.
20
 
9.
24
 
9.
05
 
8.
86
 
9.
15
 
8.
85
 
 S
td
 
11
.6
6 
11
.3
0 
11
.1
0 
11
.5
7 
11
.4
3 
11
.1
2 
10
.8
9 
10
.9
8 
12
.2
8 
12
.8
2 
12
.3
9 
11
.8
5 
12
.1
8 
10
.4
9 
  Ta
bl
e 
3 
Su
m
m
ar
y 
st
at
is
tic
s b
y 
ye
ar
s:
 O
ra
ng
e 
C
ou
nt
y.
 
 
To
ta
l 
19
96
 
19
97
 
19
98
 
19
99
 
20
00
 
20
01
 
20
02
 
20
03
 
20
04
 
20
05
 
20
06
 
20
07
 
20
08
 
O
bs
er
va
tio
ns
 
28
7,
24
2 
22
,1
33
 
25
,3
90
 
30
,0
14
 
27
,8
64
 
25
,6
14
 
24
,1
44
 
25
,6
08
 
25
,2
43
 
23
,5
02
 
23
,8
55
 
16
,7
08
 
11
,3
66
 
5,
80
1 
SA
LE
_A
M
T 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
45
6,
23
2 
24
3,
67
8 
26
3,
73
1 
28
8,
05
5 
31
1,
51
6 
34
8,
97
4 
37
2,
09
8 
43
6,
22
0 
52
1,
58
0 
65
7,
51
9 
73
7,
09
3 
79
9,
35
4 
81
6,
16
6 
63
8,
83
7 
 S
td
 
34
8,
66
4 
16
1,
58
0 
18
7,
15
9 
18
1,
75
5 
21
7,
13
0 
23
2,
88
3 
22
8,
64
0 
25
7,
77
7 
30
28
60
 
38
1,
20
9 
39
3,
44
5 
44
3,
07
8 
48
5,
10
0 
41
3,
68
1 
BE
D
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
3.
38
 
3.
40
 
3.
40
 
3.
38
 
3.
35
 
3.
37
 
3.
35
 
3.
38
 
3.
39
 
3.
37
 
3.
35
 
3.
39
 
3.
45
 
3.
43
 
 S
td
 
0.
81
 
0.
79
 
0.
80
 
0.
80
 
0.
80
 
0.
82
 
0.
80
 
0.
82
 
0.
82
 
0.
83
 
0.
82
 
0.
83
 
0.
84
 
0.
80
 
BA
TH
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
2.
46
 
2.
49
 
2.
52
 
2.
50
 
2.
46
 
2.
52
 
2.
46
 
2.
48
 
2.
43
 
2.
38
 
2.
38
 
2.
40
 
2.
53
 
2.
46
 
 S
td
 
0.
90
 
0.
85
 
0.
87
 
0.
87
 
0.
87
 
0.
91
 
0.
86
 
0.
89
 
0.
93
 
0.
93
 
0.
91
 
0.
95
 
0.
96
 
0.
90
 
AG
E 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
31
.5
9 
26
.4
0 
26
.5
1 
28
.0
9 
29
.6
7 
30
.2
1 
31
.6
2 
32
.1
7 
33
.1
8 
35
.1
0 
36
.5
1 
37
.2
1 
35
.8
8 
38
.3
5 
 S
td
 
16
.4
2 
15
.5
3 
15
.8
1 
15
.3
7 
15
.4
5 
16
.1
0 
15
.6
0 
15
.7
4 
16
.0
9 
16
.5
3 
16
.4
7 
17
.2
5 
17
.2
9 
17
.0
5 
   
66 
G
LA
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
1.
88
 
1.
90
 
1.
92
 
1.
89
 
1.
85
 
1.
87
 
1.
83
 
1.
87
 
1.
90
 
1.
86
 
1.
84
 
1.
87
 
1.
98
 
1.
89
 
 S
td
 
0.
79
 
0.
76
 
0.
80
 
0.
77
 
0.
76
 
0.
79
 
0.
73
 
0.
77
 
0.
81
 
0.
82
 
0.
77
 
0.
83
 
0.
86
 
0.
79
 
LO
T 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
7.
13
 
7.
34
 
7.
35
 
7.
19
 
7.
11
 
7.
13
 
6.
95
 
7.
02
 
7.
11
 
7.
09
 
6.
98
 
7.
06
 
7.
28
 
7.
01
 
 S
td
 
6.
24
 
6.
12
 
6.
91
 
6.
08
 
6.
45
 
6.
89
 
5.
62
 
5.
76
 
6.
31
 
6.
37
 
6.
27
 
5.
82
 
6.
32
 
4.
72
 
   Ta
bl
e 
4 
Su
m
m
ar
y 
st
at
is
tic
s b
y 
ye
ar
s:
 L
os
 A
ng
el
es
 m
et
ro
 a
re
a.
 
 
To
ta
l 
19
96
 
19
97
 
19
98
 
19
99
 
20
00
 
20
01
 
20
02
 
20
03
 
20
04
 
20
05
 
20
06
 
20
07
 
20
08
 
O
bs
er
va
tio
ns
 
1,
16
6,
30
2 
84
,5
17
 
93
,2
45
 
10
6,
01
9 
10
1,
72
7 
98
,8
24
 
98
,4
55
 
10
7,
03
5 
10
9,
05
7 
10
5,
91
2 
10
5,
20
7 
83
,0
42
 
51
,1
39
 
22
,1
23
 
SA
LE
_A
M
T 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
41
0,
50
5 
22
7,
96
8 
24
3,
56
8 
26
4,
90
4 
27
8,
63
2 
30
4,
66
6 
32
4,
37
5 
37
4,
65
5 
44
2,
85
1 
54
3,
16
3 
62
5,
84
5 
67
2,
33
9 
73
2,
38
9 
59
9,
64
4 
 S
td
 
34
4,
54
1 
18
3,
50
1 
20
4,
90
4 
21
8,
17
7 
23
7,
28
5 
26
0,
11
9 
24
5,
35
7 
27
2,
84
6 
31
2,
65
5 
36
5,
85
8 
38
4,
08
8 
40
4,
44
8 
48
1,
00
8 
45
1,
74
9 
BE
D
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
3.
22
 
3.
25
 
3.
25
 
3.
24
 
3.
19
 
3.
19
 
3.
21
 
3.
22
 
3.
23
 
3.
22
 
3.
21
 
3.
20
 
3.
23
 
3.
26
 
 S
td
 
0.
88
 
0.
87
 
0.
87
 
0.
87
 
0.
86
 
0.
87
 
0.
87
 
0.
88
 
0.
89
 
0.
89
 
0.
88
 
0.
89
 
0.
91
 
0.
87
 
BA
TH
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
2.
23
 
2.
26
 
2.
29
 
2.
27
 
2.
21
 
2.
22
 
2.
23
 
2.
25
 
2.
24
 
2.
20
 
2.
19
 
2.
17
 
2.
25
 
2.
25
 
 S
td
 
0.
96
 
0.
95
 
0.
96
 
0.
95
 
0.
94
 
0.
97
 
0.
94
 
0.
96
 
0.
97
 
0.
97
 
0.
95
 
0.
95
 
1.
00
 
0.
94
 
AG
E 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
40
.6
5 
36
.0
5 
36
.4
0 
37
.5
4 
39
.8
6 
40
.6
0 
39
.9
1 
40
.6
5 
41
.2
8 
42
.6
0 
43
.1
3 
44
.7
3 
46
.1
7 
45
.8
2 
 S
td
 
22
.3
3 
20
.9
3 
21
.3
2 
20
.9
8 
20
.6
9 
21
.4
0 
22
.0
7 
22
.2
9 
22
.7
1 
22
.9
0 
23
.3
2 
24
.0
6 
23
.4
7 
22
.3
9 
G
LA
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
1.
77
 
1.
81
 
1.
82
 
1.
80
 
1.
74
 
1.
75
 
1.
75
 
1.
78
 
1.
79
 
1.
77
 
1.
74
 
1.
74
 
1.
81
 
1.
79
 
 S
td
 
0.
83
 
0.
83
 
0.
85
 
0.
82
 
0.
80
 
0.
82
 
0.
80
 
0.
83
 
0.
85
 
0.
85
 
0.
81
 
0.
81
 
0.
86
 
0.
81
 
   
67 
LO
T 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
8.
58
 
8.
74
 
8.
73
 
8.
62
 
8.
46
 
8.
41
 
8.
34
 
8.
46
 
8.
72
 
8.
76
 
8.
58
 
8.
50
 
8.
74
 
8.
37
 
 S
td
 
10
.6
2 
10
.2
3 
10
.1
6 
10
.3
5 
10
.3
4 
10
.2
2 
9.
89
 
10
.0
1 
11
.2
2 
11
.7
3 
11
.3
3 
10
.9
4 
11
.1
7 
9.
36
 
 Ta
bl
e 
5 
Su
m
m
ar
y 
st
at
is
tic
s b
y 
ye
ar
s:
 S
an
 D
ie
go
 m
et
ro
 a
re
a.
 
 
To
ta
l 
19
96
 
19
97
 
19
98
 
19
99
 
20
00
 
20
01
 
20
02
 
20
03
 
20
04
 
20
05
 
20
06
 
20
07
 
20
08
 
O
bs
er
va
tio
ns
 
25
4,
93
1 
16
,0
79
 
19
,1
19
 
23
,9
42
 
24
,9
79
 
20
,9
05
 
16
,2
30
 
19
,4
31
 
27
,2
35
 
27
,5
51
 
23
,0
70
 
16
,4
59
 
13
,2
22
 
6,
70
9 
SA
LE
_A
M
T 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
42
2,
24
8 
21
1,
59
1 
22
9,
33
8 
25
5,
18
6 
27
9,
79
2 
31
9,
34
3 
33
7,
34
2 
39
2,
00
7 
47
2,
93
5 
58
5,
44
5 
64
8,
03
2 
65
7,
91
5 
66
2,
42
3 
51
3,
25
1 
 S
td
 
32
7,
44
3 
14
1,
56
3 
15
9,
71
5 
18
6,
09
3 
22
1,
10
4 
25
3,
65
6 
23
8,
84
6 
25
2,
14
1 
28
3,
93
7 
33
1,
25
1 
38
1,
01
6 
38
0,
66
2 
43
1,
47
7 
36
3,
20
8 
BE
D
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
3.
34
 
3.
35
 
3.
38
 
3.
38
 
3.
36
 
3.
34
 
3.
29
 
3.
29
 
3.
33
 
3.
33
 
3.
31
 
3.
35
 
3.
36
 
3.
37
 
 S
td
 
0.
86
 
0.
84
 
0.
86
 
0.
86
 
0.
86
 
0.
87
 
0.
85
 
0.
86
 
0.
86
 
0.
86
 
0.
85
 
0.
87
 
0.
87
 
0.
85
 
BA
TH
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
2.
42
 
2.
40
 
2.
45
 
2.
46
 
2.
44
 
2.
44
 
2.
38
 
2.
39
 
2.
41
 
2.
41
 
2.
38
 
2.
43
 
2.
47
 
2.
42
 
 S
td
 
0.
91
 
0.
84
 
0.
86
 
0.
89
 
0.
89
 
0.
93
 
0.
90
 
0.
90
 
0.
93
 
0.
93
 
0.
93
 
0.
96
 
0.
98
 
0.
90
 
AG
E 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
27
.2
6 
22
.5
4 
22
.5
4 
23
.3
3 
24
.1
6 
25
.1
0 
26
.2
9 
27
.7
0 
28
.7
6 
29
.9
5 
31
.2
5 
31
.6
6 
32
.8
3 
32
.9
5 
 S
td
 
19
.8
5 
18
.1
3 
18
.3
1 
18
.6
0 
19
.1
9 
19
.5
2 
19
.3
7 
19
.4
2 
19
.8
6 
20
.1
4 
20
.1
8 
20
.5
8 
20
.8
8 
20
.2
7 
G
LA
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
1.
90
 
1.
90
 
1.
95
 
1.
95
 
1.
92
 
1.
93
 
1.
86
 
1.
88
 
1.
89
 
1.
88
 
1.
86
 
1.
90
 
1.
95
 
1.
87
 
 S
td
 
0.
87
 
0.
80
 
0.
84
 
0.
86
 
0.
85
 
0.
91
 
0.
86
 
0.
87
 
0.
89
 
0.
89
 
0.
88
 
0.
89
 
0.
93
 
0.
84
 
LO
T 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 M
ea
n 
15
.4
9 
15
.2
1 
15
.6
3 
15
.7
1 
15
.5
0 
15
.9
0 
15
.9
1 
15
.9
2 
15
.0
7 
16
.0
4 
15
.1
8 
15
.1
8 
15
.2
0 
13
.1
4 
 S
td
 
25
.7
2 
24
.4
9 
25
.6
7 
25
.7
4 
25
.8
0 
26
.3
5 
26
.3
6 
26
.6
6 
25
.4
7 
27
.0
5 
25
.2
7 
25
.0
0 
25
.1
6 
21
.3
5 
 68 
 
Table 6 Cross-Validation Results from zip code 90241. 
Case Cross-Validation Results 
AGE and t are treated as ordered categorical variables 2.3223e +14 
AGE and t are treated as continuous variables 1.4593e+14 
AGE is treated as continuous variable, and t is treated as 
ordered categorical variable 
2.7216e+14 
 
Table 7 Cross-Validation Results from zip code 93550. 
Case Cross-Validation Results 
AGE and t are treated as ordered categorical variables 1.8658e +14 
AGE and t are treated as continuous variables 9.6619e+13 
AGE is treated as continuous variable and t is treated as 
ordered categorical variable 
2.5797e+14 
 
Table 8 Peaks in Los Angeles and San Diego metro area. 
All properties Peak in LA metro Appreciation  Peak in SD metro Appreciation Diff. in months 
CS Sep. 2006 173.94% Nov. 2005 150.34% 10 
FHFA Sep. 2006 187.40% Sep. 2005 153.08% 12 
FNC Apr. 2007 228.46% Aug. 2005 173.84% 20 
Median Aug. 2007 200.00% Jun. 2007 138.72% 2 
Nonparametric  Dec. 2006 170.55% Jan. 2006 132.89% 11 
Lower Bound Sep. 2006 63.68% Sep. 2005 35.08% 12 
Upper Bound Jul. 2007 384.54% Dec. 2005 351.58% 19 
Low-tier      
CS Nov. 2006 239.81% Jun. 2006 196.81% 5 
Nonparametric Dec. 2006 218.78% Dec. 2005 162.44% 12 
Lower Bound Nov. 2006 101.31% Dec. 2005 59.88% 11 
Upper Bound Jun. 2007 450.22% Feb. 2007 394.96% 4 
Medium-tier      
CS Jul. 2006 183.44% Nov. 2005 154.56% 8 
Nonparametric Aug. 2006 172.78% Dec. 2005 134.90% 8 
Lower Bound Aug. 2006 77.75% Nov. 2005 41.94% 9 
Upper Bound Aug. 2007 356.17% Dec. 2005 325.88% 20 
High-tier      
CS Jun. 2006 140.26% Jun. 2006 124.43% 0 
Nonparametric Sep. 2006 127.95% Jan. 2006 110.08% 8 
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Lower Bound Mar. 2006 20.87% Aug. 2005 17.67% 7 
Upper Bound Jul. 2007 365.68% Jan. 2006 359.65% 6 
 
Table 9 Depreciations in Los Angeles and San Diego metro area 
All properties Peak in LA metro Depreciation  Peak in SD metro Depreciation 
CS Sep. 2006 -18.08% Nov. 2005 -21.13% 
FHFA Sep. 2006 -13.07% Sep. 2005 -17.95% 
FNC Apr. 2007 -16.52% Aug. 2005 -16.21% 
Median Aug. 2007 -19.05% Jun. 2007 -17.11% 
nonparametric  Dec. 2006 -13.48% Jan. 2006 -17.64% 
Lower Bound Sep. 2006 -23.37% Sep. 2005 -28.20% 
Upper Bound Jul. 2007 -5.16% Dec. 2005 -13.94% 
Low-tier     
CS Nov. 2006 -21.93% Jun. 2006 -28.56% 
Nonparametric Dec. 2006 -17.90% Dec. 2005 -21.85% 
Lower Bound Nov. 2006 -28.01% Dec. 2005 -34.51% 
Upper Bound Jun. 2007 -7.15% Feb. 2007 -13.79% 
Medium-tier     
CS Jul. 2006 -20.63% Nov. 2005 -23.11% 
Nonparametric Aug. 2006 -14.62% Dec. 2005 -18.07% 
Lower Bound Aug. 2006 -23.73% Nov. 2005 -25.49% 
Upper Bound Aug. 2007 -6.01% Dec. 2005 -13.54% 
High-tier     
CS Jun. 2006 -13.29% Jun. 2006 -14.63% 
Nonparametric Sep. 2006 -6.67% Jan. 2006 -12.33% 
Lower Bound Mar. 2006 -16.09% Aug. 2005 -27.35% 
Upper Bound Jul. 2007 -2.27% Jan. 2006 -15.48% 
 
 
Table 10 Comparison of zip code level results1 
Comparison Number of Violations in LA Number of Violations in SD 
Median price index and bounds indexes 3 0 
Mean imputed prices and mean bounds 1 1 
Low-tier nonparametric hedonic index and 
corresponding bounds indexes 
7 (1) 2 (0) 
                                                 
1 The numbers listed are the number of zip codes that violations are found. The numbers in parentheses are results 
after removing the zip codes that have only one or two observations in the corresponding tier in the base period.  
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Medium-tier nonparametric hedonic index and 
corresponding bounds indexes 
3 (1) 2 (1) 
High-tier nonparametric hedonic index and 
corresponding bounds indexes 
4 (0) 1(0) 
Low-tier mean imputed prices and corresponding 
mean bounds 
4 (0) 2 (0) 
Medium-tier mean imputed prices and corresponding 
mean bounds 
4 (3) 6 (5) 
High-tier mean imputed prices and corresponding 
mean bounds 
18 (7) 7 (5) 
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Figure 1 Index Value Comparison for Los Angeles 
  
Figure 2 Index Value Comparison for San Diego 
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Figure 3 Comparison of Tiered Price Indexes for Los Angeles 
 
Figure 4 Comparison of Tiered Price Index for San Diego 
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Figure 5 Comparison of Mean Imputed Price and Mean Bounds for Los Angeles 
 
Figure 6 Comparison of Mean Imputed Price and Mean Bounds for San Diego 
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