Random coefficient regression models are important in modelling heteroscedastic multivariate linear regression in econometncs. The analysis of panel data is one example. In statistics, the random and mixed effects models of ANOVA, deconvolution models, and affine mixture models are all special cases of random coefficient regression. Some inferential problems, such as constructing prediction regions for the modelled response, require a good nonparametric estimator of the unknown coefficient distribution. This paper introduces and studies a consistent nonparametric minimum distance method for estimating the coefficient distribution. Our estimator translates the difficult problem of estimating an inverse Radon transform into a minimization problem.
1. Introduction. Research in statistics and in econometrics during the past -two decades has called increasing attention to random coefficient regression models of the form (1.1) Yi = Ai + XiBi i.1.
Here Yi and Ai are p x I random vectors, Bi is a q x 1 random vector, and Xi is a p x q random matrix. The triples ((Aj,Bi,X Xj): i 2 1) are iid and (Ai, Bi) is independent of Xi. The distribution of (Ai,Bi, Xi) is not known, though it may be restricted further in some applications. The sample Sn that we observe consists of the n pairs ((Yi,XX) 1 < i < n).
This model articulates three ideas about the data. First is the assumption that the ith response Yi depends linearly on the ith set of covariates Xi. Second is view that the coefficients (Ai, Bi) of the linear response function vary with i. Third is the supposition that the data behaves like a simple random sample from a large population.
Thus, Yi is the response and Xi is the covariate matrix associated with the ith individual in the sample. The first two modelling ideas are expressed by equation (1.1).
The third idea corresponds to the i.i.d. assumption on the { (Yi, Xi, Ai,Bi). When the [Xi: 1 < i < n) are not observed but the distribution of Xi is known, then (1.1) is an affine mixture model. When each Xi = x, a known constant matrix, then (1.1) includes the random effects models of ANOVA (see Scheffe 1959, Chapter 7) and the models studied in nonparametric deconvolution (see Fan 1991 , van Es 1991 .
If the first moments exist and if we write Ai = a + ai, Bi = b + bi with a = EAi and b = EBi, then (1.1) can be put into the equivalent form This is a multivariate linear model with heteroscedastic errors possessing the structure (1.3). In the econometric literature, such models have been used to estimate the variances of heteroscedastic regression errors and to test for homoscedasticity. See, for instance, Hildreth and Houck (1968) , Goldfeld and Quandt (1972, Chapter 3) , and Amemiya (1977) . More recent surveys of work on random coefficient regression models, their autoregressive analogs, and models combining both features includes Raj and Ullah (1981) , Chow (1983) , Nicholls and Pagan (1985) and Newbold (1988) .
Let FAB denote the unknown distribution of (Ai, Bi) in model (1.1). The main topic of this paper is the nonparametric esfimation of FAB from the sample Sn= {(Yi, Xi): 1 . i < n). This problem is important if we wish to construct prediction regions for response in random coefficient models, such as those used for panel data (see Hsiao 1986) . For instance, suppose we wish to predict the future observable Yn+j in model (1.1), given the sample Sn and the condition that Xn+j = x. To simplify the discussion, suppose that Y+j1 is scalar (p = 1). Let AX( ( , FAB) denote the cdf of Ai + Bix and let F",n denote an estimator based on Sn which converges weakly to FAB in probability. Consider the prediction interval Dxn for Yn+j whose lower and upper endpoints are respectively the estimated quantidles A-' [(1 -a) fyIx (Y Ix) = JfAB (y-x,P)dJ3, the integration being over the real line. The right side of (1.2) is the Radon ransform T (fAB) of the density fAB (cf. Deans 1983) . In a seminal paper, Radon (1917) FAB for the joint distribution of (Ai, Bi), which is restricted to a nonparametric family of distributions FAB on RPq; Fx for the distribution of Xi, which is restricted to a nonparametric family of distributions Fx on RPq; P (FAB, FX) for the joint distribution of (Yi,Xi) under model (1.1); d for any metric that metrizes weak convergence of probability measures on RPq.
A sequence of distributions for (Ai, B) shall be indicated by {FABn}, and similarly for distributions of Xi.
The functional P defined above has two interesting properties that are important for understanding the minimum distance technique to be introduced shortly. The first of these is "continuity". The tail conditions (2.1) or (2.2) in this Proposition are not surprising because Radon's (1917) inversion theorem already requires tail conditions. The tnangular array formulation of Proposition 2.3 entails that the convergence in probability of FAB,n to FAB is uniform over every compact subset (in metric d) of FAB. Moreover, by an obvious change in the proof, the pointwise convergence of FABn to FAB0 is almost sure.
As it stands the definition of the nonparametric estimator FABn via (2.3) appears computationally intractable, because the infimum is taken over a prohibitively large set of measures FAB. Therefore, we next provide a feasible variant of (2.3) that is also consistent. To understand the motivation, recall that the estiation of FA in model (1.1) is hard because we observe only the {(Yi,Xi): 1 < i < n}. If we could observe the corresponding {(Ai, Bi): 1 < i < n) directly, then their empirical distribution would obviously be a consistent estimator of FAB-an estimator that is n12-consistent in many metrics. This ideal empirical distribution is supported on at most n points -the distinct values among the {(Ai,Bi): 1 < i < n) -with mass at any given support point being an integer multiple of n7l. Perhaps, in constructing a nonparametric minimum distance estimator, we need only minimize over such discrete distributions FAB rather than over the full family FAB.
To set this up rigorously, let (fn-} be any sequence of positive integers that goes to infinity with n and define large. According to the heuristic one might then get n -consistency from FAB,n. Unfortunately, n1/2-consistency in general is impossible in this problem. See, for instance, Fan's (1991) where t E RP, u e Pq and < -,.> denotes inner product in these spaces.
2) Let the I (ak, bk): 1 < j < m) be the m candidate support points of FAB, which assigns to each of these the probability m-l. Condition Cl is now equivalent to strong identifiability of the parametric family. Sufficient conditions for C2. The fundamental theorem of calculus and the Cauchy-Schwarz inequality yield the following. Suppose that for every (t,u) e RP+Pq and for every (0, Fx) in a neighborhood of (0o, Fx,0) the characteristic function 4 (t,u ; 0, Fx) has partial derivatives (ilo Fxj (t,u): 1 < j < k) with respect to 0. Suppose as well that these partial derivatives are continuous over a neighborhood of (00, Fx,o) and that the convergence 0 -+ 00, Fx * FX,o implies (4.6) 1I'le,&FjIe1 II'1e0Fx.JIIo 1 ' j ' k.
The C2 holds with lro = (71e0.Fx,J: 1 < j . k).
Equivalent condition for C3. Because 0 is finite dimensional, nonsingularity in the sense of C3 is equivalent to linear independence of the components of ilo (cf. Pollard 1980) . Three examples illustrate the usefulness of these sufficient conditions and the scope of Proposition 4.1. EXAMPLE 1. FAB (0) is a discrete distribution supported on r distinct sites (si: 1 < i < r} in RP'q. These sites are ordered by their first coordinates, with ties broken by second coordinate ordering, and so on. The probability supported on each site si is 1/r. Here 0 = (sl,s2, . . . , sr) and the dimension of 0 is k = (p + q)r.
This model does not induce a classically regular semiparametric model in the sense of Begun et al. (1983) because the support of FAB (0) This reasoning breaks down in Examples 1 and 3, for lack of differentiability. In Example 3, FA (0) is the probability measure on RP'q those support points and probabilities are given by the appropriate elements of 0. Define the double-variation norrn (DV-nonm) of FAB (0) (0o), then the two probability metrics are equivalent. Further properties of the DV-metric will be described in Propositions 4.2 and 4.3. Note that replacing Euclidean norm in (4.2) with an equivalent norm generates a norm on probabilities that is equivalent to the DV-norm. We conclude this section by relating the DV metric to to more familiar metrics.
Let n . 1 n = 0, 1,..., be discrete probability measures with sites cl, . . . , cn,r and with probabilities pni = ({cni). For every n, the {cnA) are restricted to the common compact set K. The first term on the right side of (5.4) is bounded above by (5.5) 2 11 On -4 (On FX,n) 11 + 2 11 4 (0n,FX,n) -(0n FXn) 11
and is thus Op (n7l12) by the central limit theorem in L2 (Q). The second term on the right side of (5.4) is also Op (n712) by C2 because Inl2(On -00)) is bounded. Hence the left side of (5.4) is Op (n71/2).
On the other hand, C2 and C3 imply that the left side of (5.4) is bounded from below by C on -001 + 0 (I On -001) In view of the previous paragraphs, the Proposition follows.
PROOFS OF PROPOSITIONS 4.2 AND 4.3. Immediate from the definitions and standard properties of the other probability metrices. The counterexamples needed can be based on the two-site distributions n({l-n7112)) = 1/4, pn((2)) = 3/4 P.j((l)) = 1/4, jo0({2)) = 3/4.
