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Abstract
Model based recognition systems are designed to recognize the occurrence and pose
of a known object in an input image that could contain zero or more occurrences of
the object. A multiresolution statistical estimation approach to object recognition
and pose estimation has been developed which incorporates models for the effects of
background clutter, occlusion, and sensor noise. The resulting formulation is essen-
tially an alignment approach in which separate methods are used to align, refine, and
verify object poses.
First, statistical models for the recognition problem are formulated. MAP esti-
mation is then used to derive an objective function for pose, and the Expectation-
Maximization (EM) algorithm is used to perform the non-linear optimization of the
objective function. A number of starting values for the EM algorithm are generated
by use of angle-pair indexing. Hypothesis testing is then performed on the resulting
pose estimate to determine whether the object appears in the image at this pose. An
asymptotic approximation to the generalized likelihood ratio test is utilized.
In addition, the pose is estimated in a coarse-to-fine multiresolution progression.
The pose is first estimated at the lowest resolution level and then used as the starting
value for pose estimation at the next higher resolution level. The multiresolution
processing results in improved computational efficiency and robustness. A number
of experiments are described which demonstrate the multiresolution statistical object
recognition system.
Thesis Supervisor: Professor W. Eric L. Grimson
Title: Associate Professor of Electrical Engineering and Computer Science
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Chapter 1
Introduction
The ability to recognize objects quickly, determine their pose, and provide a measure
of confidence in the solution is crucial to a wide range of applications including au-
tomatic target detection and recognition, robotics, medical imaging, manufacturing,
and inspection. The goal of this research is to enable a computer to recognize an
object and compute its position and orientation in a cluttered and noisy image using
a multiresolution statistical formulation.
An effective object recognition system must be able to deal with uncertainty since
images contains all sorts of uncertainties including variability in the positions of image
features, the appearance of unexpected features due to the background or illumination
effects, and the disappearance of expected features due to occlusion. An effective
model for these uncertainties can allow a recognition system to handle these effects
robustly.
A number of statistical estimation techniques for object recognition in the visual
domain were developed by Wells [27, 28, 29, 30] that provide explicit models for the
uncertainties in object recognition and allow the application of methods of statistical
estimation to the recognition of objects in images. This thesis expands upon these
statistical estimation algorithms by incorporating multiresolution processing for pose
estimation, hypothesis testing for detecting the presence of the model object, and an
improved noise model for background features.
1.1 The Problem
An example of a typical object recognition problem is to use the model image shownN
in Figure 1-1 to locate an instance of the model object in the scene image shown
in Figure 1-2. We refer to the image shown in Figure 1-1 as a model image since
it contains the canonical example of the object we wish to recognize and we use
this image to build a model of the object. We refer to the image in Figure 1-2
as a scene image since this image displays the object with a cluttered background
L.t---- ... .. . ..
and uncontrolled illumination conditions. The job of an object recognition system
is to determine whether the model object appears in the scene image, and if so, to
compute the position and orientation of the object. We usually refer to the position
and orientation of an object as the pose of the object. Figure 1-3 shows a correct
solution in which the model object was detected and located at the correct pose. In
this research, we focus on the recognition of rigid non-deformable objects.
The primary difficulty of object recognition stems from the size of the solution
space and its non-linearity. The non-linearity of the solution space is evident from
the fact that there is an interdependency between the correspondence problem, which
is determining which features come from the model object, and the pose estimation
problem, which is determining where the object appears. If we knew what features
corresponded to the object, then it would be relatively simple to compute its pose.
Similarly, if we knew the pose of the object, we could compute which features corre-
sponded to it. However, it is the simultaneous solution to these two problems that
makes recognition hard. Furthermore, these fundamental difficulties are compounded
in real imagery by the variability of the object appearance with pose, illumination,
Figure 1-1: Model image
Figure 1-2: Scene image
Figure 1-3: An example of a correct solution
camouflage, clutter, and occlusion.
Consider the image shown in Figure 1-2 as an illustration of the efects of illu-
mination and clutter. The combination of the pose and the illumination conditions
in this particular scene image has produced a specular reflection off of the roof and
hood of the car. Although this reflection does not significantly affect the ability of a
human observer to identify the car in the image, a computer-based object recognition
system might well have great difficulty recognizing the car given such an unexpected
illumination condition. This image also illustrates the effects of clutter which are
parts of the scene image that come from the background rather than from the model
object. The image contains a lot of objects that could be the model object such
as the toolbox or the items sitting on the desk. The task of the object recognition
system is to find the pose of the object in the image and thereby implicitly make
a determination about what parts of the image correspond to the object and what
parts correspond to the background.
1.2 Feature-Based Recognition
A common approach to model-based vision is the recognition of objects by use of
localized feature matching between the model and the scene image. We will refer to
this formulation as feature-based recognition and this is the approach to recognition
utilized in this thesis. Features are abstractions that summarize some type of struc-
tural information in an image. Many different types of features can be used such as
piece-wise linear edge segments, oriented range features, point features, oriented point
features, and points of maximal curvature. The benefits of a feature-based approach
include concise representations of objects, low hypothesis generation and verification
costs, and robustness in the presence of clutter and occlusion.
The essential goal in feature-based recognition is to identify the optimal pairing of
model features and image features. By optimal pairing, typically what is meant is the
set of pairings which produce the greatest metrical consistency among paired features
while maximizing the number of features matched to the model. This constraint
can be expressed mathematically with different weighting schemes and measures of
metrical consistency. In this work we use a statistical approach to develop an objective
function for evaluating hypothesized solutions and deciding whether an object appears
in an image.
The fundamental drawback to feature-based recognition is that each individual
feature provides little constraint on the solution and it is only by examining combina-
tions of features that we are able to identify an object. The complexity of evaluating
all possible combinations of feature pairings however proves to be computationally in-
feasible and we discuss various approaches to reducing the complexity of feature-based
recognition below.
1.2.1 Model Features and Background Features
Realistic images usually contain a significant amount of clutter which in this context
we take to mean features in a scene image which arise from objects other than the
model object. We refer to these clutter features as background features and a common
task in a recognition system is determining which scene features correspond to the
model and which scene features correspond to background features. In a typical scene
image such as the one shown in Figure 1-2, clutter features account for approximately
90% of the total features in the image.
In this work we use a model for background features which is based on the expected
clutter level in scene images or the ratio of background features to total features in an
image. The clutter level in images can be estimated from sample images taken from
the intended application domain. We will discuss image features in greater detail in
Section 2.1.
1.2.2 , Modeling Objects
A fundamental issue in model-based recognition is the representation of objects. Fre-
quently used representations for 3D recognition are 3D data structures such as those
derived from CAD programs. Since recognizing objects in images requires that we
have some idea what the model will look like at various poses in the image, a 3D
representation for polygonal objects is useful since it is easy to determine what such
an object would look like at an arbitrary pose. However for many objects, partic-
ularly those that are smoothly curved, it is difficult to represent them and predict
what they will look like in a given image at a particular pose using a 3D represen-
tation. Furthermore, computing effects such as self-occlusion may be difficult and
computationally intensive.
The primary alternative to 3D modeling is an image-based approach in which
images of the object are used to construct the model. This approach significantly
improves the ease of acquiring models since accurate CAD models are not necessary.
Ullman and Basri [25] describe a method known as linear combination of views
for building a model of an object using a number of 2D views and then using an
interpolation of views to predict what the object will look like at a given pose. This
is the approach to 3D recognition implicitly advocated in this research, although we
focus on the 2D recognition problem assuming that the interpolated view has already
been generated.
One advantage of a view-based approach is that using the same feature extraction
process to build the model as for scene feature extraction allows the selection of salient
features that are likely to appear in a scene image. Note that the model images are
acquired under controlled conditions with the model object illuminated against a dark
background as in Figure 1-1.
1.2.3 Recognition Approaches
The two standard approaches to model-based recognition frame the recognition prob-
lem as a search for either the correct correspondences or for the correct pose. In a
correspondence space search, the search is for a consistent pairing of model features
with scene features. In a pose space or transformation space search, the search is for
the pose which produces a consistent pairing. We discuss these two approaches below
as well as the alignment method and indexing methods.
Pose Space: Pose space is a continuous space in which the coordinate axes repre-
sent the values for the parameters of the transformation from the model features to
the scene features. The dimensionality of the pose space is equal to the number of de-
grees of freedom in the allowed transformation, and each point represents a different
transformation. For example, the pose space for a pose with six degrees of freedom
contains six coordinate axes, three for translation and three for rotations. In a pose
space search, the--goal-is--to-find- the pose that best accounts for the observed features.
One approach to locating the best pose is to test all points in the pose space
at some level of sampling. The difficulty with this approach is that to be able to
effectively identify correct poses, the pose space must be sampled quite finely which
requires testing a computationally infeasible number of transformations. Another
approach to pose space search known as the generalized Hough transform [2] can be
used to reduce the size of the space to be searched by use of a voting scheme. The
pose space is discretized into bins, and for each minimal correspondence set of model
features and scene features, the transformation is computed and a vote is placed in
the appropriate bin. The search is then for the bin in pose space with the most votes.
The drawback, however, to the Hough transform is that it can produce many false
peaks with images containing noisy data and clutter [8].
Correspondence Space: Correspondence space is a discrete space in which each
coordinate axis represents a scene feature and the values along the axes represent the
model features to which the scene features correspond. The dimensionality of the
correspondence space is equal to the number of scene features, and each point in the
space represents an interpretation of the image. If n is the number of scene features
and k is the number of model features, then there are (l + 1)n possible interpretations
of the image where the k + 1 term results from allowing scene features to correspond
to one of the k model features or to the background. In correspondence space search,
the goal is to find the maximally consistent set of feature pairings.
One approach to searching the correspondence space is to exhaustively examine
each point in the space, however this approach is computationally infeasible since the
size of the search is O(k n ) and n is typically on the order of 1,000 and k is on the order
of 100. One method of reducing the size of the space that is examined is constrained
search which can be used to quickly identify inconsistent nodes to ignore by using
simple geometric constraints among features without explicitly testing the consistency
of all the features. Use of constrained search can also rule out entire subspaces of
the correspondence space. One example of the constrained search approach is the
interpretation trees of Grimson and Lozano-P*rez [7]. With proper pruning, the
constrained search algorithm can run in polynomial time [7]. Another technique for
reducing the search space involves the use of heuristic searching rather than complete
searching, and uses only certain salient features and terminates when a good enough
solution has been found.
Alignment: Alignment can be classified as a correspondence space sea_.iwhich
utilizes the model to help select subspaces of the correspondence space to investi-
gate. The alignment method tests all size G correspondences where G is the size
of the smallest correspondence necessary to solve for a unique transformation. The
transformation for each minimal correspondence set can be computed, and then the
transformation can be verified by transforming all of the rest of the model features
into the scene image and searching for confirming evidence. The size of the search
is O(n9 kG) where n is the number of scene features and k is the number of model
features. With the alignment approach, we only need to test those subspaces specified
by size G correspondences.
Indexing Methods: Indexing methods, which can also be classified as a corre-
spondence space search, can be used to reduce the number of correspondences that
need to be tested. Instead of testing all size G correspondences, we can further prune
the space to be searched by using larger groups of image features than the minimum
or using features which provide more constraint and testing only groups than have
a compatible pairing. A preprocessing step is used in which a projection invariant
property of each group of size G' is computed and stored in a table indexed by this
property. At recognition time, all groups of image features of size G' are computed
and indexed into the table to find the corresponding model groups. This size of the
search at run time is O(nG'). Geometric hashing is a particular example of an indexing
method in which groups of size four are used and the coordinates of the fourth point
are computed in the affine invariant coordinate system established by the other three
points. These affine coordinates can be stored in an indexing table. In this thesis we
utilize a simple indexing procedure called angle pair indexing, which is discussed in
Section 3.3.4.
.3The Statistical Approach
In this thesis, statistical methods are used to refine oses and evaluate hypotheses
about the presence of an object in a scene. This approach converts the recognition
problem into a well-defined optimization problem and also allows our assumptions
about the problem to become explicit. If these assumptions model the domain well,
then the resulting formulations should produce good results.
In order to recognize objects reliably and understand the results, accurate models
of noise characteristics are necessary. Sarachik [21] and Wells [29] have done re-
search on error models for recognition. Our interest in modeling error stems from
the fact that these errors are likely to lead us to conclude that the object is at a
location where it does not actually appear or we could miss an actual occurrence of
the object. The primary sources of error in object recognition are measurement error,
clutter, and occlusion. Occlusion reduces the amount of evidence available to support
correct hypothesis making it more difficult to detect the object and thereby reduc-
ing the probability of detection. Clutter increases the amount of incorrect evidence
in the image and can lead us to select false hypotheses. Sensor error can make it
more difficult to detect the correct solution and increase the probability of incorrect
solutions.
Our goal in this research is to reconcile model-based recognition with statistical /
estimation. The probabilistic components of model-based recognition are modeled
explicitly, and a statistical estimation and hypothesis testing procedure is developed to
use these models. The statistical approach described in the thesis was first formulated
by Wells [27, 28, 29, 30], and in this research we present a number of extensions to
Wells' statistical recognition algorithms.
The resulting statistical recognition algorithm falls within the general category of
an alignment approach with indexing. The three primary steps of the algorithm are
align, refine, and verify. In brief summary, the algorithm operates by generating a
number of hypotheses of minimal correspondences at low resolution using an indexing
table. The initial hypotheses for pose are then refined using statistical estimation and
the Expectation-Maximization (EM) Algorithm which is an iterative optimization
algorithm. The best scoring poses are propagated on to higher resolution levels where
the pose is re-estimated after the addition of the finer detail. After convergence at
maximum resolution, the highest scoring pose is evaluated using a binary hypothesis
testing procedure to determine whether the evidence indicates that the object is
present in the image or not.
The analysis presented in this thesis is applicable to sensor domains other than
video imagery, such as laser radar, synthetic aperture radar, and infra-red imagery,
provided that image features which vary linearly with pose can be extracted from
images in these non-visual domains. Since the physics of these sensors are different
than that of video cameras, it seems reasonable that some type of feature other
than intensity edges might be appropriate. The application of these principles using
oriented range features has been demonstrated by Wells in the context of laser radar
imagery [30].
4Relevant Literature
The research described in this thesis rests extensively upon the statistical framework
for object recognition formulated by Wells [27, 28, 29, 30]. Wells' research focused
primarily on statistical object recognition and pose computation at a single resolution
(or at two levels of resolution in some cases). Wells has verified the statistical object
recognition algorithms with experiments in a number of domains including video and
laser radar and provided empirical evidence for the statistical models used. j
This research is also closely related to the work of Sarachik on Gaussian error
models for object recognition [21]. Sarachik applies binary hypothesis testing tech-
niques for detecting correct hypothesized correspondences to understand the trade-off
between detecting incorrect solutions and missing correct solutions. Sarachik develops
an explicit model of noise and clutter and a scoring algorithm for evaluating hypothe-
ses. Although the approach is similar, in this work we use a different scoring function,
and a different model of the noise. Whereas our approach focuses on hypothesizing,
refining and evaluating poses, Sarachik's work involves hypothesizing and evaluating
minimal correspondences.
Multiresolution algorithms have been used extensively in applications ranging
from image compression [3], and optical flow analysis [13], to stereo matching [6],
and object recognition [4, 9, 15, 17, 19, 24]. A common factor motivating the use of
multiresolution algorithms is the improved computational efficiency offered by such
algorithms over standard sequential or iterative algorithms. In the case of object
recognition, the improved computational efficiency of a multiresolution formulation
results by allowing coarser resolution levels to direct the search for the object as finer
detail is added. In addition, multiresolution approaches typically increase the robust-
ness of recognition systems by removing false peaks and allowing the use of both coarse
and fine object features at the appropriate resolution level. To support the growing
use of multiresolution algorithms, VLSI multiresolution image processing chips have
recently been developed [26]. These VLSI chips can construct Gaussian pyramids
and other useful multiresolution representations and operate at substantially faster
rates than standard digital signal processing chips allowing real-time multiresolution
image processing.
Early work in multiresolution object recognition includes the research of Rosenfeld
and Vanderbrug into coarse-to-fine template matching [19]. A number of researchers
including Cantoni et. al. and Neveu et. al. have used multiresolution processing in
conjunction with Hough transforms to generate and verify hypotheses of pose [4,
17]. Tretter and Bouman have drawn techniques from binary hypothesis testing
such as sequential hypothesis testing theory and applied it to multiresolution object
detection [24]. Other approaches include the research of Marsic and Micheli-Tzanakou
in multiresolution applications of neural networks to object recognition [15, 16].
The Expectation-Maximization algorithm which we utilize in Section 3.3.3 for
non-linear optimization has been used by Green and Shapiro in the context of laser
radar range profiling [11].
1.5 Primary Contributions
This thesis makes three primary contributions to the field of object recognition:
* Background Feature Model. A new model for background features which im-
proves pose estimation and hypothesis testing is presented. Noise models are
important because the quality of a recognition system depends upon its ability
to deal with the uncertainty in its measurements. Accurate noise models allow
for faster computation and improved performance.
* Hypothesis Testing. A method of applying hypothesis testing techniques to
determine whether a model object appears in an image is described. Hypothe-
sis testing is an important component of a recognition system since it answers
the fundamental question of whether or not an object is present in an image.
Hypothesis testing has been widely used in many applications including com-
munications and radar.
* Multiresolution Processing. The use of multiple resolutions to improve computa-
tional efficiency is investigated. Multiresolution processing offers the advantage
of computational efficiency by allowing rough pose estimates to be computed
quickly using coarse features and then refined by later adding higher resolution
detail.
1.6 Thesis Overview
This chapter has defined the object recognition problem and discussed the relevant
literature. We have have also described the statistical approach which we will use
for object recognition. Chapter 2 presents the statistical models which are used for
modeling image formation, feature measurement, and noise. Chapter 3 discusses
methods of statistical estimation which are used to estimate the pose of the model
object and Chapter 4 explains how methods of hypothesis testing can be used to
decide whether or not the object appears in the image. Chapter 5 investigates the use
of multiresolution processing in object recognition and Chapter 6 presents a number
of recognition experiments which were conducted to test the recognition algorithm.
Finally, conclusions and directions for future study are discussed in Chapter 7.
Chapter 2
Statistical Models
In order to apply statistical tools to the problem of object recognition, we must first
formulate explicit models of the statistical behavior of the recognition problem. Once
we have designed statistical models which express the essential probabilistic behavior
of the phenomenon involved in recognition, we will then be able to use statistical
estimation and hypothesis testing techniques to compute pose and recognize objects.
The performance of our recognition systems depends upon the quality of the statistical
models that we design. In this section, we derive the statistical models that we will
use in later chapters to estimate pose and to determine whether the object is present
in the image. The statistical models for recognition are based on those developed by
Wells [29].
The modeling process requires us to examine the various components of the image
formation and object recognition process including the projection of model features
into the image, the interpretation of scene features, the effects of noise, and the ex-
traction of features. We combine the statistical properties of each of these factors in
a measurement model which describes the relationship between these various compo-
nents and the observed scene features. IThe deterministic relationship between the
object pose and scene features is expressed in a projection model. The uncertainty
in the measurements is described in a noise model. And the interpretation of the
image is expressed in the correspondence model. In this chapter we will develop each
of these models so that we may then produce a measurement model which captures
the essential probabilistic qualities of the recognition problem. But first, let us begin
by discussing what types of features we can extract from images.
2.1 Image Features
As discussed in Section 1.2, we construct the object model by extracting features from
images of the object. An image feature is some measurable aspect of the image which
corresponds to some physical aspect of the objects in the scene. Many different types
of image features have been used for object recognition, most of which are derived
from the edges in images. Edges are generated by intensity discontinuities in an image
which can arise from a number of sources including changes in illumination, changes
in reflectance properties of surfaces, and discontinuities in distance to the surfaces.
Most image features tend to be edge-based features since the edge contours in an
image contain a great deal of information about the objects in a scene.
Since edges correspond to intensity discontinuities, we can locate edges by looking
for ridges in the squared gradient magnitude of the image. Usually, we retain only
those ridges that exceed a certain threshold so as to remove minor edges caused by
noise. We can then chain these edge pixels into contours and extract features from
these edge contours. The quantities we can measure about edge contours include
orientation, curvature, length, and position. Representative examples of edge-based
features which have been used in recognition systems include linear edge segments
[7], curvature-based edge segments [10], and oriented range features [29].
Representing objects by a set of features provides us with a concise representation
of the object which is useful both for generating solutions and verifying solutions. It
also allows recognition of objects even when some of the features may be missing due
to occlusion or when additional features may be present due to clutter. In selecting
features for object modeling and recognition, there is a tradeoff between the richness of
a feature and its sensitivity to error. More complex features allow us to represent and
recognize the object using fewer features thereby improving computational efficiency.
Usually however, the more information contained in a feature the greater its sensitivity
to noise and error leading to decreased robustness. In this research, we use 2D point
features which consist of the z and y coordinates of feature points extracted along
edge contours. This type of feature provides a good compromise between complexity
and robustness. Figure 2-1 shows an example of a model image and a scene image,
the edge images computed for each, and the the 2D point features extracted along
the edge contours.
There are three sources of image features that we will be working with: model
features, scene features, and background features. Model features are the image
features we extract from a model image and use to build the representation of the
model object. Scene features are the image features that we extract from an input
image in which we try to locate the model object. And background features are the
source of all the scene features that do not come from the model object.
Let us now present a notation to describe these different categories of features.
Suppose we extract k features from the model image and label them i, m, ,..., ink.
The collection of these model features is the set
M = {m, m 2 , . . . ,k.
Similarly, suppose we extract n features from a scene image and label them l,, 2,- ., Yn.
Figure 2-1: Images, edges, and features. A model image and scene image are shown
along with the edges and 2D point features extracted from each image.
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The collection of these scene features is the set
Furthermore, in any scene most of the features will not correspond to the model, but
to other objects in the background of the scene. We can define a set of n background
features
B = {bi, b2, ... ,Abl
to represent the true location of scene features that come from the background of
the image. Of course, we are not able to directly measure the true location of these
background features since all of our measurements involve noise, and we will there-
fore have to estimate their value in Chapter 3. The concept of multiple background
features is an extension to Wells' single background feature '_1_' [29] and to Grim-
son's null character 'Y' [7]. These single background feature formulations treated all
background features interchangeably. In this work, however, we introduce the notion
of individual background features which arise from specific localized features in the
background of the image. This makes intuitive sense since each observed scene feature
corresponds to some distinct physical aspect of the scene image.
Each of these image feature labels refers to an actual measurement made of some
physical aspect of the image. The actual measurements themselves can be expressed
as either vectors or as matrices and the convention that we will use in this thesis is
that the label of a feature will be written in an italic tvpeface such as Vi and the
measurement will be writtenin boldface as in y1 . We will use the term feature to
refer to either the label or to the measurement since the meaning will usually be clear
from the context. In our formulation, model features will typically be represented by
real matrices, while scene features and background features will generally be repre-
sented by column vectors. Although this asymmetry may at first seem awkward, this
representation simplifies the problem formulation and solution.
2.2 Feature Correspondence Model
In any scene image, some of the features arise from the model object and some of the
features arise from background objects. A common component in an object recogni-
tion system is providing an interpretation of the observed image by determining the
source of each of the scene features. For example, an interpretation could be that
scene feature number three is really model feature seven, or scene feature number four
is really background feature number twelve. We refer to the matching of an image
feature to a model or background feature as a correspondence, and an interpretation
of the image consists of the set of feature correspondences for all of the scene features.
Fortunately, the statistical behavior of a feature point depends on whether it arises
from a model feature or from a background feature and we can use this fact to help us
estimate pose and provide an interpretation for the image. In this section we present
a formal notation to describe correspondences and then propose a model for prior
densities on feature correspondences.
2.2.1 Correspondence Notation
We can develop an explicit notation to represent the interpretation of a scene feature
by defining a correspondence function r(yi) which indicates the model or background
feature to which scene feature yi corresponds. Formally, if we define the set F as the
union of the set of model features M and the set of background features B which we
write as
F= MUB
- {ml,m2,.. . ,mk,bi, b2 . . , b
= { f, f2,. .. , fk+n
then r is a mapping from image features yi E Y to model or background features
fj E F. Thus, r(ya) = m7 means that image feature y3 corresponds to model feature
m7 . Similarly, r(y 4) = b2 means that image feature y4 corresponds to background
feature b2. Figure 2-2 illustrates the concept of scene feature correspondences.
Since the mapping function P maps a finite number of scene features in Y into a
finite number of model or background features in F, we can conveniently represent
this mapping by defining a correspondence vector r as
ri
r 2
rn
A
r(y,)
r(y.)
rcv•)
in which the scene features and correspondence vector components are indexed in
parallel. Using this representation, the expression fi is equivalent to the expression
P(yi). For example, if there were three scene features, then the correspondence vector
r= bi
m4
would mean that r(yi) = m7,.r(y2) = bl, and r(y3) = m4. We could also express
these same correspondences by writing F1 = m 7 , £2 = bl, and r3 = m 4 . In the
remainder of this thesis, we will use P1 and F(yi) interchangeably.
In an interpretation, every scene feature is assigned to a model feature or to a
background feature and more than one scene feature can be assigned to the same
r
Figure 2-2: An illustration of the correspondence of scene features to model and
background features.
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model feature. However, not every model feature or background feature will have a
scene feature assigned to it.
2.2.2 Prior Densities for Correspondences
We can develop a simple prior density model for feature correspondences based solely
on the clutter level in the image. If the ratio of background features to scene features
is denoted by PB, then the probability that an arbitrary image feature corresponds
to the background is
Pr[r e B] = PB (2.1)
and the probability it corresponds to the model is
Pr[rP e M] = 1 - PB. (2.2)
If we have no other prior knowledge about correspondences, then the best prior density
model is a uniform density within the set of background features and within the set
of model features. This means that a priori a feature from the background is equally
likely to correspond to any of the n background features
1p(ri = bj i E B) = -
and thus
p(r, = bj) = p(ri = bI ri c B)p(i E B) = (2.3)
Likewise, a scene feature which comes from the model is equally likely to correspond
to any of the k model features
p(i = mj I r E M) =
and so
p(r, = mj) = p(ri = mj I ri E M)p(ri E M) = P(2.4)
In this thesis, we also assume that all of the correspondences are independent before
observation of the image. Other more complex correspondence models such as a 1D
Markov random field model that incorporate statistics on neighboring features are dis-
cussed in [29]. Using our independence assumption, we can write the joint probability
density of the correspondence vector as the product of the marginal probabilities
n
pr(r) = r pr2 ,(rF). (2.5)
i=1
We can also write this joint probability as
Pr(r)= II PB 1 k (2.6)
ij:ri=mi ij:ri=b"
This joint density pr(r) is the maximum entropy probability density for the given
clutter statistic. The value.for PB can be estimated from sample images or it can be
estimated at recognition time by preprocessing of the scene image. It is essentially
the expected ratio of background features to scene features. In the experiments of
Chapter 6, we use a value of Ps = 0.9 indicating that we expect 90% of the scene
features to be clutter.
2.3 Projection Model
In the absence of noise, the positions of image features are completely determined by
their correspondence and pose. The projection model expresses the mathematics of
this deterministic transformation from model features to scene features. In its most
general form, this projection relation can be written as
Yi = P(M3 ,p3) for r(yi) =mij
where yi represents the feature measurement associated with scene feature yi, Mi
represents the feature measurement associated with model feature mj, # represents
the pose of the object, and P(., .) represents an arbitrary projection function. The
interpretation of this expression is that if yi corresponds to mj, then yi is a function
of only the model feature measurement and the pose of the object.
Pose determination is an important component of model-based object recognition
systems and is the primary problem we investigate in this research. The pose de-
termination problem is significantly simplified when the feature projection model is
linear with respect to pose. We can construct a linear projection function for the
2D point features discussed earlier. We define a 2D point feature as a measurement
vector of the form
where yi, and yh, denote the x and y coordinates of image feature y;. We can develop
a linear projection equation for this type of feature which incorporates 4 degrees of
freedom in pose. A pose vector of this type corresponds to a 2D similarity transform
with a two-dimensional translation, a rotation, and a scaling in the plane. This type
of projection can be used for recognizing 3D objects via the weak perspective projec-
tion approximation which states that perspective projection can be approximated by
orthographic projection plus scaling. These 2D methods can then handle four of the
six parameters of 3D rigid body motion, that is, everything except for out of plane
rotations. This 2D point feature model was used by Ayache and Faugeras in their
vision system HYPER [1].
Since the pose contains four degrees of freedom, we can represent it as a column
vector 3 E R 4. We refer to this as the pose vector and for the 2D point feature
projection model it is composed of a two-dimensional translation t, and t,, a rotation
0, and a scaling s. We can write the pose vector as
0=[ U v tt
where u = s cos 0 and v = s sin 0. With this definition for the pose vector, we can
represent model features as matrices so as to allow a linear relation between image
features and pose. We can write the model feature matrix as
M = mj -mjy 1 0
mjy mj, O 1
where mj, and mj, represent the x and y coordinates of model feature mi. This
definition for Mi produces the desired linear relation for the projection which we
write as
Yi = P(Mj,f3)
= MU .
Framing the projection function is this manner where the pose is a vector and the
model features are matrices is useful since the focus of our problem is on estimating
pose and the model features are constants.. Additionally, the pose can be treated as
either an unknown non-random parameter or as a random variable and formulations
applicable for both cases are developed in the following chapters. This projection
model is used in the experiments described in Chapter 6.
Linear projection models can also be developed for other types of projection and
features including 2D point-radius features, 2D oriented-range features, and 3D linear
combination of views features. These projection models are discussed by Wells in [29].
2.4 Noise Model
The measurement of image features as expressed in the projection model of the pre-
vious section only captures part of the measurement process because in a real image
the projection of features is not exact and our recognition system must be able to
deal with uncertainty in the measurement of features. The feature measurements are
distorted as a result of several types of noise, including sensor noise, illumination
effects, filtering and edge detection distortions, as well as from the feature extraction
process itself. We can also use noise to express our uncertainty about the system such
as our lack of knowledge about what the background of the scene image looks like.
We will model the sum effect of these sources of noise as independent white Gaussian
noise and cite evidence indicating the appropriateness of this noise model.
The probability density function for an r-dimensional Gaussian random variable
x with mean p and covariance A is given by
Px(X) = (27r)/21A1/2 exp - (X- p)TA-(X- i)]
and graphs of a 1D and a 2D Gaussian density are shown in Figure 2-3. We also
frequently refer to the Gaussian density using the notation
x N(p, A)
where the N(., -) indicates a normal or Gaussian distribution.
We are interested in modeling the noise in the measurement of scene features
corresponding to the model and to the background. Wells used a Gaussian model for
2D Gaussian Density
Figure 2-3: 1D and 2D Gaussian densities.
the error in features matched to the model and a uniform density for features matched
to the background [29]. In this research, we utilize Gaussian models for both cases.
In this section, we will discuss the justifications for these noise models.
2.4.1 Model Feature Measurement Noise
For scene features that correspond to model features, we will approximate the mea-
surement noise as independent identically distributed white Gaussian noise with zero
mean and covariance A1. If we let wl represent the noise in the measurement of
features corresponding to the model, we can write
wl, ~N(O, A1).
The actual values for the variance of the noise can be estimated for any image domain
from sample images in which the correct pose of the model object is known.
Wells conducted a number of experiments to validate the Gaussian model for
measurement noise. In these experiments, a neutral subject manually designated
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correspondences with a mouse and the deviations from the expected locations were
tabulated. The mean and variance of the sample data were computed and compared
to a Gaussian noise model with a Kolmogorov-Smirnov test. Wells found that the
Kolmogorov-Smirnov test supported the Gaussian density noise model in the domain
of video image edge features.
In general, since we extract image features along edge contours, the covariance
matrix Al will not be diagonal since we would expect there to be one variance of
feature deviations perpendicular to the edge contour and another variance parallel
to the edge contour. Perpendicular deviations result primarily from sensor noise,;
illumination effects, and edge extraction. Parallel deviations result primarily from r
the feature extraction process itself and is closely related to the issue of interfeature ,
spacing. Since the covariance matrix for the noise depends upon the orientation of
the edge contour we need to specialize the canonical covariance matrix by rotating it
to the appropriate orientation using a rotation matrix such as
A = RT -Ri
where Ri is the rotation matrix required to rotate the covariance matrix to the ori-
entation of feature y; and A is the canonical covariance matrix. However, we can
improve computational efficiency by utilizing a radially symmetric covariance matrix
which has the same variance both parallel and perpendicular to the edge segment.
Such a radially symmetric density removes the need for the rotation step. We discuss
generating a radially symmetric covariance matrix by adjusting inter-feature spacing
in Section 2.4.3
2.4.2 Background Feature Measurement Noise
Modeling the noise for features corresponding to the background is more complicated
because we have no useful a priori information about the distribution of the back-
ground features. Wells argues that a uniform density bounded by the limits of the
scene feature coordinates captures the maximum entropy nature of the problem. This
uniform model expresses only the constraint that scene features are expected to lie
within the coordinate space of image features, but incorporates no other knowledge
about the background feature distribution. This model therefore represents minimal
knowledge about the background. Clearly, the better our understanding of the back-
ground, the better our ability to interpret the image. Experiments conducted in the
course of this research with the uniform density model for background features have
indicated that this model significantly underestimates the probability of background
features. As a prior density on background features, the uniform model tells us the
expected density of features before observation of the image. However, we can use
the observed image itself in estimating the background density at recognition time.
The key point is that when presented with an actual image, we are not looking at
any arbitrary background, but rather a particular background, and our observation
of the image gives us significant information about that particular background den-
sity. We can use this observation to improve the maximum entropy prior density on
background features.
The inadequacy of the uniform distribution of image features is also evident from
the observation that the clutter is not uniformly distributed, but follows a certain
local probabilistic distribution. For instance clutter points tend to occur in linear
segments since we have extracted them from edges segments.
Sarachik notes a similar problem with the uniform density model underestimating
the effects of background clutter and proposes a density correction factor to adjust the
probability of background features based on the local density of image features in the
observed image [21]. Rather than using a region based approach as Sarachik does, we
use a contour based approach and model each background feature as arising from some
true background feature in the scene which was observed with some measurement
noise. We therefore model each scene feature corresponding to the background as
the measurement of some true background feature corrupted by some measurement
noise.
Such a model makes intuitive sense since an observed image feature must corre-
spond to some physical aspect of the image and as we have discussed previously the
features we are working with are physically localized features. Therefore, if we ob-
serve an image feature at a particular location, it is most likely that the true location
of that feature is somewhere nearby. We can therefore use the observed scene image
to make an estimate of the true locations of background features.
In summary, the noise for background features will be modeled as zero-mean
Gaussian noise with covariance A0
wO ~ N(0, Ao).
One final point is that we require Ao > A1 to enforce the desired metrical consis-
tency constraint on our solution. Furthermore, it seems reasonable that the variance
of background features should be greater than model features since we have no knowl-
edge about their true location. In this research, we have used a value of A0 = cA1
where c is a parameter that controls how far away a scene feature must be from a
projected model feature before it becomes more likely to have come from the back-
ground than from the model. A study of how to set this parameter from the known
statistical characteristics of the problem is still being investigated. Empirically, we
have determined that a value of c 0 1.2 works reasonably well and this is the value
that we have used in the experiments in Chapter 6.
2.4.3 Feature Spacing
Let us now return to the question of diagonalizing the noise covariance matrices
and its relation to feature spacing. We have seen that we would like to represent
the noise as circularly symmetric white Gaussian noise for computational efficiency.
The cross-contour variance is determined by the physics of the camera and the edge
detection algorithm. As mentioned above, we can measure the cross contour variance
experimentally from sample images. The variance along the contour, however, is
primarily controlled by the feature spacing which we use along the contour. Clearly,
if we extract feature points every 50 pixels along the contour, the features will have
a greater variance along the contour than if we extract features every 10 pixels.
Therefore, it seems reasonable that we should be able to adjust the feature spacing
so as to achieve the same variance across the contour and along the contour.
Suppose that we are trying to measure a background feature along an edge contour
and we extract features d pixels apart along the contour with an arbitrary starting
point. With this separation distance between extracted features, our best measure-
ment of a feature could be in error by as much as ±d/2 pixels along the contour from
the true location. This is illustrated in Figure 2-4a. If the starting points for feature
extraction are equally likely, then the feature probability density is uniform between
±d/2 pixels about the true location of the feature. The mean of density which is
uniform between a and b is (a + b) and the variance is (b - a)2 [12]. The mean
of this uniform density for background features is therefore the true location of the
feature and the variance is -d 2 . However, the starting point of feature extraction
along a contour is not equally likely since edges tend to start and end at relatively
stable locations. It therefore is appropriate to model the feature distribution along
the contour with a Gaussian distribution centered on the true feature location with
the same variance as the uniform distribution. Furthermore, this enables us to model
the distribution as a radially symmetric Gaussian since we can choose the feature
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Figure 2-4: The variance of features along the contour is determined by the feature
spacing. (a) Scene features extracted at a spacing of do pixels will have an error
IAxoI < do/2 pixels from the true location of the background feature (indicated
by the diamond). (b) Model features extracted at a spacing of dl pixels will have
an error between their projected locations (indicated by the squares) and the scene
feature lAzXl < d1/2.
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spacing to produce the appropriate variance along the contour. The feature spacing
is then a function of the variance and is given by
We can therefore extract features along the edge contours in the scene image with a
spacing do0 = - /12where o is the cross-contour variance of background features.
However we still need to determine what feature spacing to use when extracting
features from the model image so that we have the correct variance along the contour
for the case of scene features matched to the model features. We can achieve the de-
sired variance of o2 along the contour by extracting the model features at a separation
of d, = o2/12. To see why this is so, we can look at the maximum error between an
image point and the projected model point to which it corresponds. The error along
the contour is between ±d1/2 pixels which produces the desired variance along the
contour. Figure 2-4b illustrates this concept. With these radially symmetric noise
models, we can write the covariance matrices as
Ao = C0o
A1 = I-21
where I is the identity matrix and -2 > o12.
2.5 Measurement Model
A measurement model indicates the relationship between the parameters of a problem
and our observations. In the case of object recognition, when we measure a feature in
the scene image, we are measuring the projection of a model or background feature
plus some noise. We can now combine the correspondence, projection, and noise
models which we have designed in the previous sections in a measurement model that
expresses the relationship between the pose, the correspondences, and the observed
image features.
Each observed scene feature corresponds to either a projected model feature, or to
a background feature. If the scene feature corresponds to a model feature, then if we
observe image feature yi what we are observing is the projection of the corresponding
model feature at some pose , plus some noise wl
yi = P(Mj, P) + w, if r(yi) = mj
If on the other hand, the image feature corresponds to a background feature, then we
observe the true location of that background feature bj plus some other noise wo
y; = bj + wo if r(yi) = b1 .
Since we do not know the true location of the background features, we will estimate
them from the observed image in Chapter 3.
Using the linear projection model and the Gaussian noise models discussed above,
our observation model becomes
Mjp + wl if r(yi) = mj
Y =
bj + wo if (ys) = bi
where wx - N(O, Ax) and wo N(O, Ao). With this observation model, the proba-
bility distribution of an image feature yi depends on its correspondence and on the
pose p and we can write the conditional density of y; as
N(Mjp , A) if Lf = mjpyilri,,(Yi I ri,) = (jA) if r= (2.7)N(b1, Ao) if Pi = bj
The interpretation of this conditional density is that the scene features corresponding
to the model are normally distributed about their projected location with covariance
A1 and scene features corresponding to the background are normally distributed about
their true location with covariance A0 . In some formulations the covariance matrices
could depend upon the orientation of the edge segment, however in our formulation we
utilize radially symmetric Gaussian noise models so that the covariances are stationary
throughout the image.
We can collect the image features into an observation vector y = [y, Y2, ... , y,Y.]T
Since we have assumed that the noise is independent, the joint conditional probability
density is the product of the marginal conditional probability densities
n
pylr,p(Y i r,3)= Ipyilri,,(Yi I ri,p) (2.8)
i=1
Substituting in the appropriate probability densities, we can also write this as
Pylr,,(Y I r,3)= I N(MjP3,Al) 1I N(b,,Ao) (2.9)
ij:ri=mi  ij:Fi=bi
2.6 Summary
In this chapter we have discussed statistical models for the object recognition prob-
lem. We have developed a measurement model which incorporates model feature
projection, correspondences, and measurement noise. We will use these models in the
next chapters for estimating pose and deciding when the model object appears in an
image.

Chapter 3
Parameter Estimation
In this chapter, we are concerned with computing the pose of a model object in a
scene image. We begin this chapter with a discussion of parameter estimation which
is the field of statistics concerned with determining values for unknown quantities
or random variables. We discuss two standard methods of parameter estimation:
maximum likelihood estimation and maximum a posteriori estimation and then apply
these estimation techniques to the problem of pose estimation. We will discover
that the resulting estimation problem proves to be non-linear and so we utilize the
Expectation-Maximization algorithm to solve it. We then discuss the use of indexing
methods to generate starting values for the non-linear optimization.
3.1 Maximum Likelihood Estimation
In many problems, we often know the form of the conditional density of our obser-
vation but the actual values of the parameters of the density are unknown. The
process of estimating the value of these parameters from observations of some ran-
dom vector is known as parameter estimation. When the unknown parameter is either
non-random or a random vector for which we do not know the prior density, then we
can estimate its value with maximum likelihood or ML estimation.
If 0 is the parameter to be estimated and y is an observation vector, then the
conditional probability density
Pye(Y I 0)
is called a likelihood function since it expresses the likelihood of the observation of
y conditioned on 0. The maximum likelihood estimate of 0 is the value of 0 that
maximizes this likelihood function. If we let OML represent the ML estimate of 8,
then
OML = arg maxpyle(Y 80). (3.1)
If the maximum of the likelihood function occurs interior to the range of the param-
eter, then a necessary condition for the maximum is that the derivatives be zero.
When the necessary derivatives exist, we can set
OPYle(Y () -)
=0
and solve for 0. Since the logarithm is a monotonically increasing function, we can
obtain the same estimate for 0 if we first take the logarithm of the likelihood function
and then solve the resulting log likelihood equation
Olnpyle(Y 1) = O.
The log likelihood equation provides the same estimate for 0 but is often more con-
venient to work with in practice, particularly for Gaussian densities.
As we have discussed in this section, ML estimation is an appropriate estimation
technique when no prior density for the parameter values is available. If we do have
some a priori knowledge, however, then we can treat the parameter as a random vector
and incorporate the prior density information into our estimate by using maximum a
posteriori estimation which we discuss next.
3.2 Maximum A Posteriori (MAP) Estimation
If 0 is a random variable, then we can incorporate prior density information about
0 in estimating its value. In this case, we can use the technique of mazimum a
posteriori or MAP estimation. The maximum a posteriori estimate of 0 is the value
of 8 that maximizes the posterior density Pely(O IY). If we let OMAP represent the
MAP estimate of 0, then
OMAP = arg maxpely(O I Y). (3.2)
Using Bayes' Rule,
Poey(O I Y) (= pyle(Y I ).
py(y)
MAP estimation is equivalent to Bayes estimation with a uniform cost function [23].
If the prior density pe(O) is uniform over the region of interest, then the MAP
estimate reduces to an ML estimate since the prior density is independent of 0. This
makes sense since the ML estimate corresponds to MAP estimation in which the a
priori knowledge approaches zero and a uniform density is equivalent to no a priori
knowledge.
The use of MAP estimation in object recognition could be useful when a prior
density for pose is available such as if we are given contextual information about
pose or in an object tracking operation in which we have a current pose estimate
which merely needs to be updated. Therefore, the expressions for pose estimation
in the next section are derived using MAP estimation which assumes that we have
a prior density for pose. When a pose prior is not available, the prior terms can
simply be removed from the expressions thereby reducing the MAP estimation to ML
estimation.
The discussion of parameter estimation in this chapter has been quite brief, and
a more complete presentation of ML and MAP estimation can be found in [23].
3.3 Application to Pose Estimation
In this section, we apply the techniques of ML and MAP estimation to the problem
of pose estimation. The application of these techniques to object recognition was de-
veloped by Wells [29] and a more thorough discussion can be found there. The results
are rederived here to incorporate the non-uniform model for background features.
3.3.1 Estimating Background Features
Recall that in our model for the measurement of background features we observe the
true location of a background feature plus some noise so that the observed feature
is normally distributed about its true location. We now need to estimate the true
location of background features from our measurements. Since the only prior density
available for background features is a uniform density, we will use ML estimation.
Recall from Equation 2.7 that for a scene feature matched to the background
py, lr (Yi I, = bj) = N(bj, Ao).
Substituting this Gaussian density into Equation 3.1 yields the ML estimate for bj
bj = arg max py, lr,(Yi I r = bj)
1 1
= arg max 1/exp (Yi - bj)TAo (Yi - bj)bj (27r)v/ 2IAoI0/2 2
where v is the dimensionality of Yi. Therefore,
bj = Yj (3.3)
since the maximum of a Gaussian density occurs at its mean. This result means that
if a scene feature corresponds to a background feature, then the ML estimate of the
location of the background feature to which it corresponds is simply the observed
feature location. This then implies that
Py, ir(Y, I Pi E B) = No (3.4)
where we define
No - N(bj, A0 ) = N(Y, A) = (21 (3.5)(27r)v/2 A j 1/2
and No is a constant for all scene features matched to the background.
In a mathematical sense, this process of background density estimation is equiv-
alent to Parzen estimation [22]. Parzen estimation is a nonparametric estimation
technique for estimating unknown densities based on observed samples in which the
observed samples are convolved with a smooth function, often a Gaussian, and nor-
malized to obtain a probability density. If we use a Gaussian distribution as the
smoothing kernel for estimating the probability of the observed scene features given
that they correspond to the background, the Parzen estimator indicates that
py iri(Yi I Fi E B) = N(, Ao) * (Y - Yi)]
n - N(Yi, Ao).
If we compute this same conditional probability by summing the conditional prob-
abilities of a feature point over all correspondences to background features then we
get
py,jr(Yi I ri E B) = py, ilr,(Yi I ri = b1)pri(ri = bP I ri E B)
j=1
N A) = -
Setting these two expressions for the marginal probability equal gives us that
1 E N(yi, A) =1 - N(b,, A)
n =1 .=1
from which we can once again conclude that
bj = yi.
In other words, the Parzen estimator computes the conditional density of a scene
feature matched to the background as the sum of Gaussians centered at the observed
image locations. This is mathematically equivalent to the sum of the conditional
density of each individual scene feature and thus each individual conditional density
is itself a Gaussian density. This result lends further support to our use of a Gaussian
density for background feature measurement noise.
3.3.2 Estimating Pose
In order to utilize MAP estimation we need to derive the posterior density on the
pose given the observation of the scene features. Substituting Equation 3.5 into
Equation 2.9, yields
Pylr,p(Y I r, ) = I1 N(Mj•p,A 1 ) ]I No. (3.6)
ij:ri=mj i:riEB
We can now use this density to compute the likelihood function for y conditioned
just on pose by summing this expression over all correspondences. The likelihood
function conditioned on pose is useful since it allows us to estimate the pose without
worrying directly about the correspondences. Expressing the likelihood function as a
sum over correspondences gives
Pyi)(Y I 1) = E ylr,(Y I r, P3)pr(r) (3.7)
r
Substituting Equations 2.8 and 2.5 into this expression yields
PYIO(Y / = [Pyi.ri 3(Yi I r,,) Pri(Ji)]
which we can write as
pYI[(Y,)= . Pyilri,(Yi I r,,)prii(ri).
r1  r, I I
Since each term in the product depends only on ri, we can interchange the order of
summation and multiplication to get
Py0(Y I E)= [pyiIri,(Yi I rPi),)pri(ri)
i=1 ri
Simplifying the term in brackets give us
Py 1 (Y I 8) = "Ipyi, (Yi I 3). (3.8)
i=l
The term in brackets can also be written as
EPyjlrj,p(Yi I ri,3)Prj(ri) = Pyjrj,p(Yi ri E B,P)pr,(ri E B)
ri
+ E Py, jj,(Y, I r = mj, o)pr,(ri = mi).
m3
After substituting in the conditional probabilities from Equations 2.7 and the prior
densities from Equations 2.1 and 2.4 we get
py,,i(Yi I1 ) = PBNo + 1 - P N(M , l)k ZN(Mi /,A 1 )
Substituting this expression into Equation 3.8 gives
n 1 - PBpyl)(Y I ) = II PsNo + k N(M A (3.9)
i= mj
If we have some a priori knowledge about the pose such as from contextual con-
straints or in a tracking update mode we can express this information as a Gaussian
prior density and write
pp(3) = N(P30, Ap)
where ,0 and A6 are the mean and covariance of the pose prior. We can now use
Bayes' rule to obtain the posterior probability of P
py(Y)
The py(Y) term in the denominator is a normalization factor that is formally the
probability of observing the image features but is constant with respect to P. As
discussed in Section 3.2 above, if we do not have a pose prior, the pose prior term
can be left out resulting in a maximum likelihood estimator.
We can now compute the MAP estimate for 3 as
O3 MAP - arg maxply(f3 I Y).
We can maximize this posterior density by maximizing an objective function of the
same form, but in which the terms that do not depend on 3 have been divided out.
Let us define an objective function
L(f8) = In [PO( I Y)]
where
C = ( 2r)'/2 1A1/2 (PBN)Py(Y)
and r is the dimensionality of the pose vector. Note that all of the terms in C are
independent of 8 and therefore will not affect our estimate. After some manipulation,
we can write the objective function as
1 n1 - P 1L() =- ( - P30)A'(8-j3)+ In 1 + -B PNo N(Mj, A1) . (3.10)
i= PBNomi
This objective function can be interpreted as penalizing deviations from the expected
pose value while rewarding correspondences between scene features and model fea-
tures.
Since this objective function is a smooth function of pose, we can maximize it by
finding the locations where the gradient is zero. If we compute the gradient and set
it equal to zero we get
Sl-R PE N(MjP, A1)MT A-(Yi - MjP)VL(+) = AP Z(i k PBo r 1)i Ik PB No N ( ,
Setting the gradient equal to zero and simplifying yields
A,'(3 -8o) + WijM;iTA71(Y - Mj) = (3.11)
where
N(MjO3, A1) (3.12)
= IPRNO + j N(Mj , A,1)
Equation 3.11 appears to be a linear equation for 3, but it is not because Wij is
a function of 3. This means that we need to perform a non-linear optimization to
compute /3. In the next section we discuss how to use the Expectation-Maximization
algorithm to solve for the pose.
3.3.3 Expectation-Maximization Algorithm
The Expectation-Maximization or EM algorithm was first formulated by Dempster,
Laird, and Rubin [5] and is useful for dealing with problems of incomplete data. An
incomplete data problem is one in which the estimation problem would be easy to
solve if we knew some additional information. In the case of object recognition, if we
knew the feature correspondences, then it would be easy to compute the pose using a
weighted least squares approach. Alternatively, if we knew the correct pose it would
be easy to compute the correct correspondences by matching each image point with
the closest projected model point. The EM algorithm allows us to solve for both pose
and correspondence at the same time by iterating back and forth between pose space
and correspondence space. The iteration proceeds by first assuming that we have the
correct correspondences and then by assuming that we have the correct pose. It is
guaranteed to not decrease the objective function as it iterates, although it may get
stuck in a saddle point or wander along a ridge.
A specific formulation of the EM algorithm for use with posterior marginal pose
estimation is presented below. The EM algorithm uses Equations 3.11 and 3.12 and
iterates between the two of them in the following two steps:
* Treating the weights, Wij as constants, solve Equation 3.11 for a new pose
estimate /. (M-step)
* Using the most recent pose estimate ,, evaluate the weights, Wij, using Equa-
tion 3.12. (E-step)
The first step above is referred to as the M-step since in the original presentation
of the algorithm it corresponds to a maximum likelihood estimate of the unknown
parameter. In this case, the M-step corresponds to a MAP estimate of the pose given
that the current estimate of the weights is correct.
The E-step derives its name from the fact that it corresponds to computing the
expected value of a set of random variables given the image data and that the most
recent pose estimate is correct. Each random variable Wij is mathematically equiva-
lent to the posterior probability estimate for the correspondence of yV and mj given
the observation. The posterior density on the correspondence of scene feature yi is
given by
= I Y) = pylr(Y, I r = m)pr( = )
py, (Yi)
After substituting the actual densities for each of these terms into this relation, we
find that
N(M 1  , A1 )pr, y,(ri = mi I Y) = + jN(M 3, A1)
i-P.B
which is equivalent to the expression for Wij in Equation 3.12. The value of Wij is
1 if the ith scene feature corresponds to the jth model feature and the value is 0 if
it does not. After convergence of the algorithm, the weights provide a continuous
valued estimate of the correspondences. Formally, these estimates are the posterior
expectation on the correspondences and are the minimum variance estimator [29].
In this development, Wells notes that it is indeed fortuitous that in abandoning an
explicit solution for correspondences in favor of solving for pose that an estimate of
the correspondences has re-appeared as a by-product of this pose estimation method.
This reemergence of the estimates for correspondences highlights the duality of the
recognition problem over correspondence and pose space.
The EM algorithm can be started on either step, however as a method of local non-
linear optimization, it needs a good initial starting value to converge to the correct
local maxima. In the next section we discuss the use of indexing methods to generate
starting values for the EM algorithm.
3.3.4 Angle Pair Indexing
Good initial starting values are necessary for the EM algorithm to converge to the
correct local maximum. We can use an indexing method to generate the initial values,
and in this section we discuss angle pair indezing which is a simple indexing method
that is useful for 2D recognition with oriented point features. Oriented point features
consist of an x and y location plus an orientation direction derived from the contour
normal or tangent vector.
In an indexing method, an invariant property is computed for a group of features
of size G and the features are stored in a table with this property as the index. At
recognition time, the same invariant property is computed for all groups of size G
in the scene image and used as an index into the table to generate hypothesized
correspondences between scene features and model features. Indexing features allow
us to use the model to limit the size of the correspondence space we search over.
In angle pair indexing, we use a group of size G = 2 and the pair of angles
between the feature orientations and the line joining the two feature locations. The
two angles 81 and 02 are illustrated in Figure 3-1. These two angles are invariant
under translation, rotation, and scaling in the plane.
Figure 3-1: Angle pair indexing. The two angles between the orientations of feature
points fi and f2 and the line connecting them are used as a 2D invariant index.
A distance threshold is used to suppress table entries from model features which
are too close since the angles are unstable under these conditions. Also, the angles
are computed modulo 7r since many of the features come from straight edge segments
for which the orientations are ambiguous by 7r. In addition, table entries are also
made into the nine bins neighboring the correct bin so as to minimize the effects of
error in the orientation measurement.
In addition, to speed up processing the number of table entries was reduced by
randomly leaving out a large percentage of the entries. This sparsification technique
is justified because successful recognition only requires that at least one feature pair
from the model be visible in the image. If most of the model object is visible in the
image, then there should be an abundance of scene feature pairs which will match into
the table. Since it is unlikely that all corresponding pairs will have been eliminated
by sparsification, we can substantially reduce the number of hypotheses to investigate
while still assuring that we will have a number of correct hypotheses generated.
000 -
3.4 Summary
In this chapter we have discussed ML estimation and MAP estimation and explained
how we can use these estimation techniques in conjunction with our statistical models
to estimate the pose of the object. The estimation procedure proved to be non-linear
and so the EM algorithm was presented as an effective means for solving for pose.
Angle-pair indexing was also presented as a means of generating starting values for
the non-linear optimization.
Chapter 4
Hypothesis Testing
In Chapter 3 we presented a procedure for estimating the pose of the model object
in a scene image. However, we are still faced with the question of whether or not
the model object even appears in the scene image at all. In this chapter, we discuss
how we can use hypothesis testing to make a determination about wheieAxAthe model
object is presentinuaimage.•-Iypothesis testing is a subfield of statistics which
is concerned with making decisions among alternatives and testing the validity of
a hypothesis. Since we have constructed a statistical formulation of the recognition
problem, we can use the techniques of hypothesis testing to make a decision about the
presence of the model object based on the statistical properties of the measurements.
-We begin by discussing hypothesis testing and decision rules and then discuss
error criteria and the likelihood ratio test. We next describe the generalized likelihood
ratio test which is an extension of the standard likelihood ratio test for composite
hypotheses and discuss asymptotic approximations to the generalized likelihood ratio
which are useful for problems that would otherwise be computationally intractable.
We conclude by applying these hypothesis testing techniques to object recognition.
4.1 Decision Rules
In hypothesis testing, we are concerned with making a decision among multiple hy-
potheses based on our observation of some measurement vector. We formulate a
decision rule that maps observation vectors to decisions and thus partitions the ob-
servation space into decision regions. We will discuss how to construct this decision
rule and thereby partition the observation space in the following sections. For now
let us discuss some general characteristics of decision rules focusing on the case of
binary hypothesis testing.
Binary hypothesis testing is concerned with making a decision between two al-
ternate hypotheses. In a digital communications system, these two hypotheses could
correspond to whether a one or a zero was transmitted. In a radar system the two
hypotheses could correspond to whether or not a target is present. In the case of
object recognition, the two hypotheses could correspond to whether or not the model
object appears in the scene image. In binary hypothesis testing, the two hypotheses
are commonly labeled Ho and H1 and a decision rule is constructed which takes the
measurement vector y as an argument and produces a decision of either Ho or Hi.
The quality of a decision rule can be measured by its total probability of error
with a lower probability of error indicating a better decision rule. The probability of
error is given by
Pr[error] = Pr[decideHo I Hicorrect] Pr[Hicorrect]
+ Pr[decideHi I Hocorrect] Pr[Hocorrect]
In many applications, however, we are not able to compute the total probability of
error because either we do not know or cannot assign meaningful prior densities to
each of the hypotheses. In these cases, it suffices to look at the conditional probability
of error. The conditional probability of error is the probability of deciding Hi when
Hj is correct and is equal to the integral of the conditional probability density over
the region in which we make the wrong decision. In binary hypothesis testing, the
two conditional error probabilities are
eo = Pr[decideHi Hocorrect] = fPyio(Y I Ho)dY (4.1)
el = Pr[decideHo I Hicorrect] = Ro pyjiH(Y IH)dY (4.2)
where R, is the region in which we decide Hi. If hypothesis H1 indicates the presence
of a target, then using terminology drawn from the radar domain, we refer to the
quantity 1 - e, as the probability of detection since it indicates the probability of
deciding a target is present when the target is indeed present. Similarly, if hypothesis
Ho represents the absence of a target, we refer to the quantity so as the probability
of false alarm since it indicates the probability of deciding that a target is present
when none actually is. We typically use the notation PD to represent the probability
of detection and PF to represent the probability of false alarm. We now discuss how
to construct an optimal decision rule.
4.2 Likelihood Ratio Test
As mentioned above, prior densities for each hypothesis are difficult or impossible to
estimate in many cases. For example, in a radar tracking application it is generally
not possible to know a priori the probability that a plane will be present. This
difficulty also applies to the case of object recognition since we do not know a priori
the probability of the object appearing in the image. One formulation of hypothesis
testing useful for problems without prior densities uses the Neyman-Pearson criterion
and leads to the use of a likelihood ratio test.
Ideally, we would like to minimize both of the conditional probabilities of error
shown in Equations 4.1 and 4.2 simultaneously. However, minimizing both type of
error simultaneously is a conflicting requirement since decreasing one of the errors
necessarily increases the other error. The Neyman-Pearson criterion resolves this
conflict by setting one of the class error probabilities to a fixed value a and then
minimizing the other class error probability given this constraint.
For example, we could set eo = a and then minimize the other conditional error
probability
S= JR0 PyIH,(Y I H1)dY
given this constraint on o0. Minimizing ex thus produces an optimal decision rule for
a given co. It can be shown that the optimal decision rule given these constraints is
a likelihood ratio test of the form
A PYIHo(Y I H 0 ) H0A(Y) H(4.3)
PylH i(YI Hj) H
where r is the threshold of the decision rule [23]. The notation in Equation 4.3 indi-
cates that given an observation y, we evaluate each likelihood function and compare
their ratio to a threshold r. If the likelihood ratio exceeds r we decide Ho and if the
ratio is less than r we decide H1 . The value of 77 is a function of the conditional error
probability eo = a which we have set and is given implicitly by the expression
a = IPHo(A H o)dA.
Although this equation provides an implicit expression for rl, evaluating plHo(A I Ho)
and performing the required integration in practice may be quite difficult. Assuming
we can evaluate this expression and compute the required value for qr, we can then
compute the other conditional error probability as
4.3 Generalized Likelihood Ratio Test
The likelihood ratio test defined in Equation 4.3 can be used when the conditional den-
sity PyIH(Y I Hi) for each hypothesis is fully known. Often however, the conditional
density for a hypothesis contains several unknown random or nonrandom parameters.
We refer to a hypothesis whose conditional density contains one or more unknown
parameters as a composite hypothesis, and we refer to a hypothesis whose conditional
density contains no unknown parameters as a simple hypothesis. To illustrate the
distinction between composite and simple hypotheses, consider two hypotheses Ho
and H1 which have the following conditional densities
1/2 -1<Y<1
Py(Ho(Y I Ho) =
0 otherwise
1 exp(Y - )2
pyIH (Y Hl) = 1 exp [ (
If the mean IL has a known value then hypothesis H1 is a simple hypothesis and
given an observation Y we could directly evaluate the likelihood ratio in Equation
4.3. However, if I is unknown then hypothesis H1 is a composite hypothesis and we
could not directly evaluate the likelihood function in Equation 4.3 since we do not
know the value of a. Since our lack of knowledge about /l prevents us from evaluating
the likelihood function we refer to the parameter y as an unwanted parameter. A
more complete discussion of composite hypotheses and unwanted parameters can be
found in [23].
An extension to the likelihood ratio test called the generalized likelihood ratio
test can be used to make decisions involving composite hypotheses- To-i--e -t-h~
generalized likelihood ratio test, suppose that y is an n-dimensional random variable
with conditional probability density pyle(Y 0) conditioned on some r-dimensional
parameter 0 whose values range over a parameter subspace 11 C R'. We can then
partition the parameter space 0 into two subspaces ~20 and fl so that 0 E flo for
hypothesis Ho and 0 E %fx for hypothesis Hi. A simple hypothesis has a parameter
subspace S2i which contains only a single point 0, while a composite hypothesis has a
parameter subspace that contains a region.
In hypothesis testing, we assume that we know the probability density function of
the observation given the parameter value pyle(Y 10); however, we may or may not
know the conditional density of the parameters given each hypothesis pelH(O  Hi).
Theoretically, when we know the conditional densities POIHo (0 1 Ho) and PeIH1 (O H1 )
then we can reduce the composite hypothesis testing problem to a simple hypothesis
testing problem by integrating out the dependence on the 0 parameter as follows:
A PylHo(Y .Ho) fPyle(Y I 0 Ho)PelHo ( 1 Ho)dO
PylIH1 (Y HI) f Pyle(Y O, H1)Pel,( 0I H1 )d0 (4.4)
In cases when we do not know the conditional densities pylHi(y I Hi) or the integra-
tion is too complex to evaluate, we can utilize the generalized likelihood ratio test to
construct a decision rule. Recall that the complexity in composite hypothesis testing
results from the fact that we do not know the true value of 0. Ideally, if we knew the
value of 0 then we could use this value directly in a likelihood ratio test. The error
probability achieved by using the correct value of 0 is called the perfect measurement
bound and represents a limit on the performance of any decision rule for composite
hypotheses. Since we do not know the actual value of 0, we can approach the perfect
measurement bound by estimating 0 given H1 and given Ho and then use these es-
timates in a likelihood ratio test as if they were correct. This procedure defines the
generalized likelihood ratio test which we can write as
y maxe8ono pyle 0(Y | 9o) Ho(Y) ( ) > (4.5)
max01 Enl Pyle, (Y 0 O1) Hi
Essentially, the generalized likelihood ratio test computes a maximum likelihood esti-
mate for 0 under each hypothesis and then uses thesa.eetimates.in a ikelihhood Qtio
test. If we let 0o denote the maximum likelihood estimate of 00 and 01 denote the
maximum likelihood estimate of 81 then we can write Equation 4.5 as
A9(Y) = (Y I 1) . (4.6)
We now have a procedure for testing composite hypotheses, however the issue of
computingAhe-hreshold_/.remains na problem since we still need to evaluate
a = p•IHo(Ag I Ho)dAg. (4.7)
In practice, solving this integral equation for q/ is often nontrivial and in the next
section we discuss an asymptotic approximation that can be used to set the threshold
without explicitly solving Equation 4.7.
4.4 Asymptotic Approximations
As mentioned above, evaluating the conditional density of A under each hypothesis
and solving the integral equation can often be difficult or impossible. In this section
we present an asymptotic approximation to the generalized likelihood ratio which
simplifies the procedure of setting the decision threshold.
If we construct a generalized likelihood ratio of the form
a maxeoe~o Pyleo(Y 8o)
maxeEn pyle(Y 0I ) (4.8)
where 08 C can range over all values in the parameter space, we can utilize an asymp-
totic approximation by identifying the number of free parameters in the parameter
spaces 0 and 2o. Free parameters are those parameters that can take noncountably
many values. Let us define r as the number of free parameters in n and ro as the
number of free parameters in Zo. If n represents the length of the observation vec-
tor y or the number of samples of the random process and we define a new random
variable w as
wA 2 In A,
then it can be shown that if r > ro, as n -- oo the distribution of w approaches a
chi-square distribution with r - ro degrees of freedom [18, 31]. Since the function
w = -2 In Ag is monotone decreasing,
Pr[Ag < ] = Pr[w > 7] = a
where y = -21n 7. From this result, it follows that our asymptotic likelihood ratio
test becomes
H,
< X -2(r( - ro) (4.9)
Ho
where a is the desired conditional probability of deciding H 1 when Ho is correct and
X_ J(r) is the 1- a percentile of the chi-square distribution with r degrees of freedom.
The chi-square random variable is a special case of the gamma random variable and
Chi-Square Probability Density
0
Figure 4-1: A chi-square distribution with four degrees of freedom
its density is given by
p(X) = (r/2)-le-),/2u(X)2r/2r(r/2)
where r is the number of degrees of freedom and r(.) is the gamma function. A graph
of the chi-square distribution is shown in Figure 4-1.
4.5 Application to Object Recognition
We turn now to the application of these hypothesis testing techniques to object recog-
nition. Recall that we have already computed an ML or MAP estimate for pose and
wish to determine whether or not the model object appears in the scene image at this
>ZCL
pose. We can therefore define two hypotheses
Ho : The object is not present in the image
H1 : The object is present in the image
and derive the decision rule using a binary hypothesis testing formulation. Hypothesis
Ho means that all of the scene features are matched to background features, where
hypothesis H1 means that at least one of the scene features is matched to the model.
The conditional density of our observation vector given hypothesis Ho is
pyIHo(Y Ho) = pylr(Y lrEB")
= No
riEB
where r E B' indicates that all of the n scene features are matched to background
features. The conditional density of y given H1 is
PyJH,(Y I H) = Pyjr,,(Y Ir B, 23)
= II N(Mj•p,A 1 ) 1I No
ij:ri=mi  i:riEB
where r V B" indicates that not all of the n scene features are matched to the
background. Clearly, hypothesis H1 is a composite hypothesis since the conditional
probability contains unknown parameters for correspondence r and pose 0.
Since we are dealing with a composite hypothesis, we would like to use the gener-
alized likelihood ratio test directly. However, evaluating Equation 4.7 to compute the
threshold for the given conditional densities proves to be mathematically intractable.
We therefore turn to the asymptotic approximation for the generalized likelihood
ratio. If we define 0 to be the space of all correspondences and poses, and o20 to
be the space of correspondences which match 1a feati••s theq;gg aab then
substituting the conditional density for PylHo (Y I Ho) into Equation 4.8 yields
maxreBn Pylr(Y I r)Ag(Y) = . (4.10)
maxr,o Pylr(Y I ro)
Since 02o consists of only discrete random variables, it contains no free parameters.
However, 02 includes an r-dimensional continuous pose vector and so contains r free
parameters. For the 2D point feature projection model, 11 has four degrees of freedom.
Using the asymptotic approximation to the generalized likelihood ratio test given in
Equation 4.9, our decision rule becomes
w = -21n 7x (Y (r) (4.11)<> A <) 
pYle(Y I 0) H
where
o80 = arg maxpyr(Ylr F) (4.12)
rEB ,
0 = argmaxpylr(Yl ,1). (4.13)
r,p
The value for Oo is simply the correspondence that matches each feature to the back-
ground feature at the same location. The value for 0 is the ML estimate of the pose
and correspondences that we computed using the EM algorithm in Chapter 3.
4.6 Summary
In this chapter, we have presented a brief introduction to hypothesis testing theory
including decision rules, performance measures, likelihood and generalized likelihood
ratio tests, as well as asymptotic approximations. We have also demonstrated how
these techniques can be applied to object recognition to decide whether a model
object is present in an image.
Chapter 5
Multiresolution Processing
In this chapter, we discuss how we can combine pose estimation and hypothesis testing
in a multiresolution extension of the statistical object recognition system described
by Wells [29]. A number of advantages can be gained by multiresolution process-
ing including improvements in computational efficiency and robustness. We begin by
discussing a number of standard multiresolution techniques and then present our mul-
tiresolution statistical object recognition algorithm. We conclude this chapter with a
discussion of the advantages of multiresolution processing for object recognition.
5.1 Multiresolution Approaches
Multiresolution techniques have been used for a wide range of computer vision and
image processing applications including edge detection [14], image compression [3],
stereo matching [6], optical flow computation [13], and object recognition [4, 15,
17, 19, 24]. There is also significant evidence that human vision utilizes multiple
resolutions in analyzing images. The reason for the widespread use of multiresolution
processing is the fact that different scales or resolution levels in an image contain
different amounts of information. If we use this information wisely, we can often gain
substantial improvements in computational efficiency and robustness.
When we speak of a multiresolution or multiscale algorithm, we typically mean
an algorithm which processes data at multiple resolutions, usually in a coarse-to-
fine manner. Multiresolution processing is useful for object recognition since we can
compute a rough pose estimate quickly using relatively few coarse features at a low
resolution level and then refine and verify the rough estimate by adding finer detail
features at higher resolution levels. Since our object modeling and recognition work
involves edge-based features, we need to discuss edges in a multiresolution framework.
Marr and Hildreth present a theory of multiscale edge detection in which they
note that intensity changes in an image occur over a wide range of scales and can
therefore be analyzed at different scales [14]. As discussed in Chapter 2, an edge
corresponds to an intensity discontinuity at which a significant physical aspect of an
image changes and could result from changes in surface reflectance, illumination, or
distance.
We have already discussed the importance of edges in object modeling and recog-
nition, and the observation that significant intensity changes occur in an image at
multiple scales leads to the idea of multiscale object modeling. The idea is that ob-
jects be modeled at low resolution by their coarse features and at higher resolution
by the addition of finer detailed features. For example, the scene image shown in
Figure 1-2 contains many fine details which are high frequency intensity changes such
as the items sitting on the table, the fluorescent lighting grills in the ceiling, the fine
details in the front bumper of the car as well as the stripes and fins on the car. This
image also contains a lot of coarse structure corresponding to low frequency intensity
changes such as the body of the car, the door, and the illumination reflection on the
wall which is brightest in the middle of the wall and gets progressively darker near
the ceiling and near the floor.
Since a single image contains edges at so many different scales, a single edge
detection filter cannot be optimal over all scales. Therefore processing an image at
different scales becomes necessary to provide a complete description of the scene.
It seems natural to analyze images using the coarse structure first and then adding
in finer detail later, and in fact, Marr and Hildreth discuss psychophysical research
which indicates that the human visual system utilizes several spatial frequency tuned
channels for multiscale processing.
The essential idea of Marr and Hildreth is to bandlimit the original image at a
number of different cutoff frequencies and then to perform edge detection on each of
the filtered images. We would like the smoothing filter to be smooth and bandlimited
in the frequency domain and smooth and spatially localized in the spatial domain.
These two localization requirements are conflicting, and the Gaussian filter provides
the optimal tradeoff between these two constraints. The impulse response for the
bandlimiting filter is therefore Gaussian shaped and the standard deviation a of
the Gaussian controls the cutoff frequency with a larger a- producing a lower cutoff
frequency. Figure 5-1 shows a scene image with three levels of smoothing along with
the edge images and the extracted features.
5.2 Multiresolution Recognition
In this section we describe our multiresolution statistical object recognition (MSOR)
algorithm and discuss the advantages of multiresolution processing. This represents
an extension of Wells' algorithm to incorporate multiresolution processing along with
hypothesis testing and the new model for background features and noise.
5.2.1 Advantages of Multiresolution Processing
Multiresolution processing offers a number of advantages over single resolution pro-
cessing including improved computational efficiency and robustness. These advan-
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Figure 5-1: Scene image, edge images, and extracted features at three levels of smooth-
ing
tages derive from using the information contained in the different resolution levels
effectively.
Computational Efficiency: One of the trade-offs in object recognition is between
computational efficiency and accuracy. We could improve the speed of a recognition
algorithm by reducing the number of image features we use for recognition, however,
using few features provides little constraint on the solution thereby increasing the
probability of false alarm. Conversely, we can improve the accuracy of a recognition
system and reduce the probability of false alarm by using more features at the expense
of computational efficiency.
Mutliresolution processing takes advantage of this continuous trade-off between
accuracy and efficiency by allowing us to adjust this trade-off during processing. Mul-
tiresolution processing offers a promising approach to resolving this dilemma since it
allows us to remove false hypotheses using few features at low resolution where the
computational costs are low and then refining and verifying hypotheses by adding
detail to maintain the accuracy of the recognition system at maximum resolution.
Multiresolution recognition takes advantage of the fact that only coarse features are
necessary to generate a rough alignment, and that a multiresolution image repre-
sentation allows us to ignore the fine object details during the early stages of pose
computation.
Multiresolution processing actually improves the computational efficiency in two
ways. First, it minimizes the number of hypotheses we must examine since at low
resolution levels there are less features and therefore fewer hypotheses. Second, with
fewer feature points the EM algorithm operates faster and each hypothesis can be
refined and verified more quickly. In addition, a multiresolution approach minimizes
the size of the indexing table required since we only need to construct it on the lowest
resolution level.
Robustness: Another advantage of a multiresolution approach is an improvement
in robustness over a single resolution formulation. In single resolution recognition
there are typically many false peaks present in any scoring function due to the large
number of features. A multiresolution formulation can improve the robustness of
recognition by removing many of these false peaks at low resolution that derive from
the fine image details. The removal of false peaks results both from a reduction in
the total number of feature points and from a smoothing of the objective function by
increasing the variance of the measurement noise with scale. Experiments conducted
by Wells [29] indicated that smoothing the objective function removed false peaks
and that the peak of the objective function at one resolution level could be used as a
starting value for the next level.
.52.2 \Multiresolution Object Recognition Algorithm
The multiresolution statistical object recognition algorithm operates in a coarse-to-
fine manner by computing the optimal pose at each resolution level and using that
estimate as the starting value for the pose estimation at the next finer resolution level.
Initial hypotheses are generated using an indexing ta~ at t~e- lowestres-olution level
and the pose is computed for each hypothesis. Each hypothesis is then evaluated
by the weight computation step or E-step of the EM algorithm. As discussed in
Section 3.3.3, the weights provide an estimate of correspondences. The pose and
correspondence estimate is then used to compute the score of the hypothesis and the
hypotheses with the N highest scores.are propagated-thhrough--each-resdlutio. level. '
At the maximum resolution level, the highest scoring hypothesis is evaluated with
the generalized likelihood ratio test to determine whether the data indicates that the
model actually appears at this pose. If the model is located in the image, additional
occurrences of the model can be found by eliminating those scene features which
were matched to the model and running the algorithm again. We can continue this
procedure until the hypothesis test indicates that there is no additional occurrence
of the model object in the image.
The next question to address is how to compute the score for a hypothesis. One
possibility would be to use the objective function value directly.m_ a xmeasure of the
quality of a hypothesis. Recall however, that the objective function is derived from
the marginal pose probability which represents the sum probability of a pose over
all possible correspondences at that pose. However, a solution to the recognition J
problem consists of a single pose and a single correspondence vector, not a sum over
multiple solutions. Therefore to evaluate a solution we need an estimate of both
pose and correspondence. Fortunately, we can compute the correspondence of each
image feature from inspection of the EM weights. Each scene feature corresponds to
the model point with the highest weight, or to the background, whichever has the
higher probability. This estimate of pose and correspondence is the same as 0 in
Equation 4.11 and 4.13. It is the ML estimate for pose and correspondence over the
entire parameter space. Examining Equation 4.11, we see that since the numerator
in this expression is a constant, we can use w as a measure of pyle(Y I 0) with
a greater w indicating a better solution. The value of w essentially measures how
much better the hypothesis is compared to a solution that matches everything to the
background. Clearly, the solution with the greatest w is the best solution in terms
of the metrical consistency criteria originally formulated for the recognition problem.
We can therefore rank hypotheses based on their w values, and if the w value of the
best hypothesis exceeds the threshold value X2_,(r) then we conclude that the object
is present in the image at this pose with the correspondences indicated by the EM
weights.
We now provide a more detailed description of the MSOR algorithm. First, the
MSOR algorithm requires a model for the object which can be constructed as follows:
Model Construction
1. Filter model image with Gaussian filter at several scales (0o, 20, 4a).
2. For each resolution level
(a) Compute edge image from filtered image.
(b) Connect edge pixels into contours.
(c) Extract feature points along edge contours.
3. Construct angle pair indexing table for features at lowest resolution level.
The model can be constructed off-line and stored. When presented with a scene
image for recognition, the following recognition and pose estimation procedure is used:
Recognition and Pose Estimation
1. Extract multiresolution feature set from scene image as in steps 1-2 above.
2. Using lowest resolution level scene features, construct list of hypothesized fea-
ture correspondences via the angle pair indexing table.
3. Compute pose and evaluate each hypothesis by half-pass through the EM algo-
rithm to compute the correspondences and w.
4. For each resolution level in the scene feature set starting with the lowest reso-
lution level:
(a) Run the EM algorithm to convergence for the hypotheses with the N
highest scores.
(b) Use the estimated pose as the initial pose for the next finer resolution level.
5. Evaluate the highest scoring hypothesis using the generalized likelihood ratio
test to decide whether or not the model is present.
6. If the model is determined to be present, remove those scene points matched to
the model and repeat the algorithm to search for additional occurrences.
To summarize, this multiresolution algorithm allows us to identify promising hy-
potheses at low resolution where the combinatorics and computational costs are low,
and then refine these initial poses as we add finer detail. The use of multiresolu-
tion processing, however, raises several additional questions including the issues of
multiresolution edge detection, hypothesis pruning, and noise variance per level. We
discuss these issues in the next section.
5.2.3 Implementation Issues
Edge Detection: In this research we have used a variation the Marr-Hildreth
Laplacian of Gaussian operator. Rather than using a Laplacian-based edge detec-
tor, we have chosen to use a gradient-based edge detector. We filter the image with a
set of Gaussian smoothing filters of increasing variance to produce a set of bandlim-
ited versions of the original image. We then compute the squared gradient magnitude
of the smoothed image intensities and search for ridges that exceed a minimal thresh-
old. These ridges are then declared edge segments and the pixels are connected into
edge contours from which features can be extracted.
Pruning Hypotheses: At each level of our processing we can remove hypotheses
with low scores. We could set a threshold for pruning based on sample observations
of hypothesis scores or we could choose to propagate only a certain fraction of the
initial hypotheses. For simplicity, in the experiments described in Chapter 6, we
found it sufficient to propagate only the top 100 scores through the multiresolution
processing to the maximum resolution level. At low resolution, the correct hypotheses
scores tend to be mixed in with the best scoring incorrect hypotheses, however as the
resolution increases, the correct hypotheses scores tend to increase above those of the
incorrect hypotheses.
Measurement Noise and Feature Spacing Per Level: It seems reasonable to
assume that the measurement noise increases with increasing smoothing. Illumina-
tion artifacts are accentuated and separate objects or sections of objects start to
increasingly fuse together. In this research we have used a noise variance that varies
linearly with the standard deviation of the smoothing. Another justification for use
of an increasing noise variance is that it allows smoothing of the objective function
as discussed in Section 5.2.1, thereby removing false peaks.
5.3 Summary
In this chapter, we have presented a brief review of standard multiresolution ap-
proaches and described how multiresolution processing can be used for object recogni-
tion. We described the advantages offered by multiresolution processing and discussed
a number of the implementation issues involved in a multiresolution formulation.
Chapter 6
Recognition Experiments
This chapter describes several experiments that we have conducted to test the mul-
tiresolution statistical object recognition algorithm (MSOR). The following experi-
ments were conducted:
* The MSOR algorithm on an image in which the model object appears.
* The MSOR algorithm on an image in which the model object does not appear.
* The MSOR algorithm on an image in which the model object appears, but is
partially occluded.
The imagery used in these experiments was compiled by Wells [29]. The model
object is a plastic car model which was mounted on the tool flange of a PUMA
560 robot. A video camera connected a Sun Microsystems VFC video digitizer was
used to collect the images. The scene images were digitally retouched to remove the
unwanted parts of the model object for the experiment in which the model object
does not appear and for the experiment in which the model object is occluded.
Table 6.1: Multiresolution Image Parameters
Model Image Scene Image
Level 1 Level 2 Level 3 Level 1 Level 2 Level 3
Smoothing Filter (eo,) 1.4 2.5 4.5 1.4 2.5 4.5
Measurement noise (ooor-l) 3.16 4.24 5.66 3.46 4.65 6.20
Feature Spacing 11 15 21 13 17 21
Number of features 269 172 102 1157 801 484
6.1 Model Object Present
An experiment was conducted to evaluate the performance of the multiresolution
statistical object recognition algorithm on a scene image containing the model object.
The model image and the scene image which were used for this experiment are shown
in Figure 6-1. Each image is 640 by 480 pixels. We used three levels of smoothing
to generate the multiresolution object model. The smoothing filters had a standard
deviation of 1.4, 2.5, and 4.5 pixels. The standard deviation used for the measurement
noise for model features was 3.16, 4.24, and 5.66. The resulting model consisted
of 269 features at the highest resolution level, 172 features at medium resolution,
and 102 features at low resolution. The scene image was processed using the same
smoothing filters as the model, but the standard deviation of the measurement noise
used for background features was 3.46, 4.65, and 6.20. The multiresolution scene
image contained 1157 features at the highest resolution level, 801 features at medium
resolution, and 484 features at low resolution. This data is summarized in Table 6.1.
The low resolution model features were used to construct an angle pair indexing
table of size 256 by 256 with a 95% sparsification level. In addition, the minimum
distance between model features used in the table was set at 150 pixels. The resulting
indexing table contained 1,224 entries yielding a random hit probability of 0.0187.
The scene features at the lowest resolution level were used to index into the table
Figure 6-1: Model Image and Scene Image
Omega Score Distribution (Low Resolution)
Omeoa
Figure 6-2: Omega distribution for all initial hypotheses at lowest resolution level.
The mean score for correct hypotheses was 2.56 with a standard deviation of 0.83.
The mean score for incorrect hypotheses was 1.83 with a standard deviation of 0.69.
and I hypotheses were generated. Of these hypotheses, twelve corresponded to
correct poses.
The value for w was computed for each hypothesis as its score. The score densities
for all correct and incorrect hypotheses are shown in Figure 6-2. The mean score for
correct hypotheses was 2.56 with a standard deviation of 0.83. The mean score for
incorrect hypotheses was 1.83 with a standard deviation of 0.69. This figure illustrates
that although the two densities overlap, we can still discard a large number of incorrect
hypotheses by setting an appropriate threshold and be fairly assured that we will
retain a number of correct hypotheses.
The top 100 scores were propagated through the next two levels of the resolution
hierarchy. Of the twelve correct initial hypotheses, four of them were among the
top 100 scores. The scores of the top 100 hypotheses at low resolution and before
1
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Figure 6-3: Omega distribution for top 100 initial poses at lowest resolution level.
The mean score for correct hypotheses was 3.40 with a standard deviation of 0.30.
The mean score for incorrect hypotheses was 3.65 with a standard deviation of 0.44.
refinement are shown in Figure 6-3. The mean score for correct hypotheses was 3.40
with a standard deviation of 0.30. The mean score for incorrect hypotheses was 3.65
with a standard deviation of 0.44. Note that the scores densities for correct and
incorrect hypotheses show little separation, and in fact, the mean of the incorrect
hypotheses slightly exceeds that of the correct hypotheses. This indicates that at
low resolution, correct hypotheses and the best incorrect hypotheses are difficult to
distinguish.
Figure 6-4 shows the same 100 hypotheses after refinement at maximum resolution.
The mean score for correct hypotheses was 6.86 with a standard deviation of 1.75.
The mean score for incorrect hypotheses was 4.50 with a standard deviation of 1.46.
Note that the score densities for correct and incorrect hypotheses have separated
and that the mean of the correct hypotheses was higher than that for the incorrect
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Figure 6-4: Omega distribution for top 100 initial poses at full resolution after pose
refinement. The mean score for correct hypotheses was 6.86 with a standard deviation
of 1.75. The mean score for incorrect hypotheses was 4.50 with a standard deviation
of 1.46.
Figure 6-5: Correct solution. Estimated pose: t, = 27.5, t, = 4.55, s = 0.959,
0 = 0.009. Score: w = 8.67.
hypotheses. This result confirms our expectation that although it is difficult at low
resolution to tell the difference between correct hypotheses and the best incorrect
hypotheses, as finer detail is added in higher resolution levels it becomes easier to
distinguish the correct from incorrect hypotheses. Presumably if we could continue
adding additional detail, the score densities would separate even further apart.
At maximum resolution, the hypothesis with the highest score was the correct
hypothesis shown in Figure 6-5. The estimated pose was t, = 27.5, t, = 4.55,
s = 0.959, and 0 = 0.009. The true pose was the null pose t, = 0, t, = 0, s = 1, and
0 = 0. The score of this hypothesis w = 8.67 exceeded the generalized likelihood ratio
test for the presence of the object for a threshold level of -7 = 7.78 corresponding to
a probability of false alarm of 0.10. The hypothesis with the second highest score
was the incorrect hypothesis shown in Figure 6-6. For this hypothesis, the score was
w = 8.30. The pose was t, = 80.484, ty = 86.922, s = 0.597, and 0 = 0.015.
Figure 6-6: Top scoring incorrect solution. Estimated pose: t, = 80.484, t, = 86.922,
s = 0.597, 0 = 0.015. Score: w = 8.30
The results of this experiment indicate that we can successfully discard many
incorrect solutions at low resolution level and spend our computational effort verifying
the most likely solutions at higher resolution levels. The results also suggest that even
at high resolution level, there is still a substantial probability of false alarm, and that
we may well need to extract even more features at maximum resolution in order to
distinguish between correct and incorrect hypotheses.
6.2 Model Object Not Present
This experiment was conducted on the scene image shown in Figure 6-7 in which the
model object does not appear. The parameters for the multiresolution images are
the same as those shown in Table 6.1 except that the number of features in the scene
image for the three resolution levels was 955, 690, and 430. The same parameters were
Figure 6-7: Scene image in which model object does not appear.
Figure 6-8: Best solution found. Estimated pose: t, = 281.451, ty = 173.077,
a = 0.381, 9 = 1.187. Score: w = 6.99.
used again for the indexing table and 1,846 hypotheses were generated. The score for
each hypothesis was computed by a half-pass through the EM algorithm and the top
100 hypotheses were propagated to the maximum resolution level. The hypothesis
with the highest score at maximum resolution is shown in Figure 6-8. The pose was
t, = 281.451, ty = 173.077, a = 0.381, and 0 = 1.187. The value for w was 6.99 which
fell below the threshold level corresponding to a PF of 0.10 and indicated correctly
that the model object was not present in the image. This experiment indicates that
it is possible to use hypothesis testing to determine whether an object is present in
an image.
Figure 6-9: Scene image with model object partially occluded.
6.3 Model Object Occluded
This experiment was conducted on the image shown in Figure 6-9 which was modified
to remove the front part of the car. This image shows approximately 50% occlusion
of the model object. The number of image features in the scene image was 1064,
748, and 469 for the three resolution levels. The other parameters were the same
as in Table 6.1. A minimum indexing distance of 50 pixels was used in building the
indexing table. A total of 6,954 hypotheses were generated, of which 5 corresponded
to correct poses. The score for each hypothesis was computed and the top 100 scores
were propagated to full resolution. One of the correct poses was among the top 100
scores, however the best hypothesis at maximum resolution was the incorrect one
shown in Figure 6-10. The estimated pose was t, = 506.504, t, = 316.837, s = 0.405
and 0 = -3.134. The score for this hypothesis was w = 7.62 which fell below the
threshold and so the MSOR algorithm reported that there was no occurrence of the
Figure 6-10: Incorrect solution. Estimated pose: t, = 506.504, t, = 316.837, s =
0.405, 0 = -3.134. Score: w = 7.62
model in the image.
This experiment indicates that as the object becomes more occluded, the correct
solution becomes harder to distinguish from among the clutter. In addition, this
experiment also shows that the asymptotic approximation to the generalized likeli-
hood ratio test breaks down under substantial occlusion since we do not have enough
feature points coming from the model to raise the score above the threshold.
6.4 Summary
This chapter presented a number of experiments which were used to evaluate the
multiresolution statistical object recognition algorithm. The algorithm seemed to
work well when the entire model object was visible and when the model was not in
the image. However, under substantial occlusion, the model object was not located in
the image indicating that a lower threshold level is necessary and therefore a higher
probability of false alarm.
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Chapter 7
Conclusions
In this thesis we have discussed a statistical approach to object recognition. The
primary components of this approach include a statistical model of the recognition
problem, the use of parameter estimation to compute the pose, the use of hypothesis
testing to evaluate solutions, and the use of multiresolution processing to improve
computational efficiency and robustness.
The statistical models derived for object recognition, although simple, seem to
capture much of the important probabilistic characteristics of the recognition problem.
The new Gaussian model for background feature measurement noise more accurately
reflects the true density for background feature measurements.
The parameter estimation procedure also worked well with the pose estimate
converging after only a few iterations. The issue of starting values still remains
important since the objective function contains many local maxima.
The hypothesis testing analysis raised the issue of evaluating the quality of a
solution and it became evident that the MAP or ML estimate for both pose and
correspondence was necessary to evaluate a hypothesis. Fortunately, both estimates
come directly out of the EM algorithm formulation. An asymptotic approximation to
the generalized likelihood ratio was presented which works well when a large of number
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of feature points are extracted including a large number from the model object in the
scene image. However, this asymptotic approximation breaks down under substantial
occlusion, and an empirical analysis for setting threshold levels becomes necessary.
The multiresolution processing for object recognition seems very promising since it
allows us to trade-off accuracy for computational efficiency in early stages and then to
increase accuracy by incorporating high resolution features in later processing stages.
Future directions of research for multiresolution statistical object recognition in-
clude:
* Use of other types of features such as points of maximal curvature both for pose
estimation and for indexing.
* Further investigation of setting the variance of the background feature measure-
ment noise based on known parameters.
* Incorporation of research into invariant geometric heat flows for image smooth-
ing [20] instead of Gaussian smoothing for the multiresolution feature extrac-
tion.
* Application of these 2D recognition techniques to 3D linear combinations of
views.
* Use of other contextual constraints to prune hypotheses.
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List of Symbols
Symbol
yi
mj
bj
Y = {Y, Y2, ... ,Ynj}
M = {ml, m 2, ... ,2mk}
B = {b, b2,..., bk}
Mj
bj
Y = [Yl, Y2, ... , Yn] T
n
k
,3 R'
v
r
N(tu, A)
PB
A
AgX,
77, 7
PD
PF
a
ci
Definition
an image feature
a model feature
a background feature
the set of image features
the set of model features
the set of background features
the feature vector associated with image feature yi
the feature matrix associated with model feature mj
the feature vector associated with background feature bj
the vector of all image features
number of image features
number of model features
the pose of the object
the dimensionality of the image feature vector yi
the dimensionality of the pose vector /
Gaussian probability density with mean ut and covariance A
background probability
likelihood ratio
generalized likelihood ratio
decision thresholds
probability of detection
probability of false alarm
fixed conditional probability of error value
conditional probability of error for hypothesis Hi
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