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Abstract
The Honigmann process is a thermochemical energy storage converting low temperature
heat into mechanical work. To control and optimize the operation of the storage, the Honig-
mann process is simulated numerically using a set of differential-algebraic equations (DAEs)
as governing equations. We analyze this DAE regarding its solvability, the uniqueness of so-
lutions and the efficiency of numerical solvers. We identify the steps of the process modeled
by a reliable, uniquely solvable mathematical model and point out those steps, where the
mathematical model may lead to ambiguous solutions. For the steps of the process described
by a uniquely solvable model, we compare several numerical solvers with respect to efficiency
and accuracy.




One main barrier for the dissemination of renewable energies are insufficient energy storage
technologies [59]. Contributing to the efforts to overcome this barrier, cp. e.g. [1], [63, p.
163ff.], the Honigmann process has been proposed in [31], [32] for, e.g., a medium-size industrial
application where low temperature heat is available. The Honigmann process is a thermochemical
energy storage based on absorption that converts low-temperature heat into mechanical work.
To charge the process, heat that is available, e.g. as industrial waste heat, is used to evaporate
water from a salt solution and thus to concentrate the solution. To recover the stored energy,
the vapor pressure depression over the salt solution is used to drive a steam engine. The process
was first developed in the 19th century as ’fireless locomotive’ [28, 27] and it is currently build
and analyzed anew in a DFG project at the TU Berlin [31, 32].
To simulate, control and optimize the operation of the storage, the Honigmann process is modeled
mathematically using a sequence of non-linear differential-algebraic equations (DAEs) [33, 64].
DAEs model dynamic processes that are restricted in their evolution by additional algebraic
constraints, like joints in multibody systems, cp. e.g. [16, 58, 60, 61], connections and loops in
electrical circuits or networks, cp. e.g. [17, 65] or balance equations and conservation laws in
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biological and chemical systems, see e.g. [29]. The sequential modeling is physically motivated as
the structure of the machinery changes during the operation, cp. Section 2. The mathematical
models considered here have been validated and tested in [33] and [64] for selected initial values
and parameter scenarios using the modeling software Dymola. To generalize these results onto the
full domain of definition of each DAE model and to specify these domains, we study the solvability
and uniqueness of solutions using the concept of the strangeness-index [35, 36, 37, 38]. We identify
the model associated with the discharging of the storage as a well-posed DAE having unique
solutions for every consistent initial value. We remodel these equations such that they allow for
a simulation with standard simulators provided by MATLAB and compare the performance and
accuracy of these solvers with the DAE solvers DASSL [51] and the code GENDA developed
at TU Berlin [40] . For the models associated with the charging step and the transition phases
between charging and discharging, we point out problems regarding the existence and uniqueness
of solutions and how these problems may be solved by remodeling the system.
2 The Honigmann process
Explaining the physical process and the operation of the Honigmann process in Section 2.1, we
derive the modeling equations serving as mathematical model in Section 2.2.
2.1 The physical process
The Honigmann process as studied in [31] consists of two separated tanks, one of which filled with
water, called the working fluid, the other one containing the solution, here Lithium Bromide,
see Figure 2.1. To charge the storage, the two tanks are connected by a valve. To discharge
the storage, the tanks are connected by a turbine and a heat exchanger. In order to study the
overall energy balance and to be able to define the efficiency, the Honigmann process is modeled
as a cyclic process.
Assuming that the storage has been charged, i.e., that the salt solution has been concentrated
and the tanks are kept at a same or similar temperature, the vapor pressure depression over the
solution compared to the working fluid leads to a pressure difference between both fluids. This
pressure difference induces a vapor flow of the working fluid into the solution tank. Connecting
the tanks by a turbine, then parts of the thermochemical energy can be converted to mechanical
work, or, adding a generator, to electrical work. Connecting the tanks with a heat exchanger,
the heat of absorption of the working fluid in the salt solution can be led back to the solution
tank to feed further evaporation of the working fluid. This discharging of the process continues
until the pressure difference between the two tanks is balanced, i.e., until the dilution of the salt
solution is such that the pressure depression over the solution is too small to induce a further
vapor flow. In operation, the process may be terminated as soon as the power of the turbine
drops below a given threshold or a predefined final salt concentration is reached. The set up of
the discharging step is illustrated in Figure 2.1, left.
To charge the process again, the heat exchanger is removed and the turbine is replaced by a
valve, cp. Figure 2.1, right. Closing the valve, the tanks are first heated or cooled separately
to balance the pressure. Opening the valve again, the solution is concentrated by heating the
solution tank using low temperature heat available, e.g. from industrial waste heat or a solar
collector, and cooling the working fluid tank on ambient temperature level. Hence, the charging
step is modeled as an isobare desorption. To obtain a cyclic process, the solution is concentrated
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Figure 2.1: Discharge and charge of the Honigmann storage
to its initial concentration of the discharging step. Closing the valve again, also the tanks are
brought to their initial temperatures.
2.2 The mathematical model
To derive the mathematical model for the Honigmann process as described in Section 2.1, we
specify the assumptions on the testing plant, cp. [64, p. 9ff.]. We assume that the tanks are closed
and we assume that only the liquid phases are contained, i.e., there is no vapour volume within
the tanks and we only consider the vapour pressure of the liquids. Following [64, p. 9ff.], we
assume that in both tanks the specific inner energy u approximately equals the specific enthalpy
h, allowing to neglect p · v, i.e., the product of pressure p and specific volume v. The working
fluid and the solution are given by water and Lithium Bromide/water solution, respectively. As a
common assumption for aqueous liquids according to the incompressible substance model, [47, p.
93f.], we assume that these fluids are incompressible, i.e. have a constant density independent of
the pressure. The tanks are connected by a turbine and a valve, to convert the thermochemical
energy into mechanical work and to disconnect the two tanks in the discharging/charging step,
respectively. The turbine produces mechanical work. Adding a generator, also electrical energy
can be generated. Thermically, the tanks are connected by a heat transfer circuit ensuring a
uniform temperature distribution in the individual tanks.
2.2.1 The discharging step
The mathematical model is based on the energy and mass balances of the individual components.
For the working fluid we have that
Hw = mwhw, (2.1a)
Ḣw = Qflow −mflowhv,w, (2.1b)
ṁw = −mflow, (2.1c)
and for the solution, we obtain analogously
Hsol = msolhsol, (2.1d)
Ḣsol = −Qflow +mflowhv,sol, (2.1e)
ṁsol = mflow, (2.1f)
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where Hw, Hsol, hw, hsol and mw, msol are the (specific) enthalpies and masses of the water
and the solution, respectively, and Qflow, mflow are the heat and mass flow between the tanks.
Outside the wet steam area, the specific enthalpies hl,f luid, hv,fluid of the liquid and vapor phase of
a given fluid are specified by two specific properties of the fluid, like temperature and pressure,
temperature or pressure and specific entropy, temperature or pressure and specific volume,
see [26, 2]. Assuming that both fluids and the vapor are in equilibrium state, the specific
enthalpies hw, hv,w, hv,sol are uniquely determined by the temperature or the pressure - and the
salt concentration for hsol [2]. Hence, for the water tank we obtain
pw = f1 (Tw) , (2.1g)
hw = f2 (Tw) , (2.1h)
hv,w = f3 (Tv,w) , (2.1i)
where Tw, Tv,w are the temperatures of the water fluid and vapor, respectively, and pw its
pressure. Accordingly, for the solution, we have that
Tv,sol = f6 (hv,sol, psol) , (2.1j)
psol = f7 (Tsol, Xsalt) , (2.1k)
hsol = f8 (Tsol, Xsalt) , (2.1l)
where Tsol, Tv,sol are the temperatures of the solution fluid and vapor, respectively, and psol its
pressure. The functions f1, f2, f3 and f6, f7, f8 are implicitly given in terms of experimental data,
fitted curves or coefficient tables, see [30] and [50]. However, as the relation of h, p, T and X
is unique, the functions f1, f2, f3, f6, f7, f8 can be assumed to be invertible in every argument.
Numerically, this is realized using Newton’s method. In particular, as h, p, T and X are positive,
f1, f2, f3, f6, f7, f8 and their inverse functions are positive on their domain of definition.
For the working tank, we assume that the water and the vapor stream have the same temperature,
i.e.,
Tv,w = Tw. (2.1m)





where the amount of salt msalt in the solution tank is constant and determined by the initial
conditions, see Section 4.2. For the turbine, the power Pm is proportional to the enthalpy
difference of the vapor stream passing through the turbine, i.e.,
Pm = |mflow| · (hv,in,w − hv,out,sol) , (2.1o)
where hv,out,sol, hv,in,w are the enthalpies of the vapor on the solution and the water side, re-
spectively, and mflow denotes the mass flow through the turbine. The mass flow rate mflow is
modeled by the Stodola equation which is used for turbines in part load operations, see [34], i.e.,
m2flow
K






is a constant containing the nominal values with index N . The nominal
mass flow rate mflow,N should be chosen as the maximal mass flow rate which results from the
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maximal pressure difference, i.e. maximal occurring inlet pressure, minimal occurring outlet
pressure [64, p. 14]. The enthalpy difference hv,out,sol − hv,in,w can be computed from the






The enthalpy hv,out,isen at the outlet state is given by
hv,out,isen = f5 (sv, psol) , (2.1r)
where psol is the pressure of the solution fluid and sv is the specific entropy of the vapor. The
entropy sv is computed from the enthalpy hv,w and the pressure of the working fluid pw, i.e.,
sv = f4 (hv,w, pw) . (2.1s)
The functions f4, f5 are taken from [26] using the propery library for water [30]. The heat flow
Qflow between the tanks is proportional to the temperature drop Tsol − Tw of the solution and
the working fluid, i.e.,
Qflow = G(Tsol − Tw), (2.1t)
where G is the thermal conductance. The total heat which is transfered from the solution tank
to the working fluid tank is given by the integral over the heat flow rate:
Q̇ = Qflow, (2.1u)
In conclusion, the discharging step is modeled by the equations (2.1) to which we refer as
0 = Fdch (t, x, ẋ) ,
where Fdch : Ddch → R21 is a function on a suitable open set Ddch = Idch × Ωx,dch × Ωẋ,dch in
R× R21 × R21.
The function Fdch and its variable x are summarized with their physical units in Section 4.2.
2.2.2 The charging step
For the charging step, the turbine is replaced by a valve and the thermal connection between
the tanks is interrupted, such that each tank can be cooled or heated separately. Still, the
assumptions concerning, e.g., the internal energy and incompressibility stated in Section 2.2.1
remain valid, see [64, p. 9ff.].
Due to the hybrid, i.e. switching, behaviour of the valve (open/closed) leading to different
relations of pressure, specific enthalpy and mass flow rate between the tanks, in [64] the charging
step is modeled sequentially in three distinct sets of equations. This avoids events during the
simulation. The actual isobare desorption is described by the second model, while the first and
last one model the transition phases in which the system is steered into the initial state for
the desorption and absorption, respectively. The cyclic boundary conditions are necessary to
quantify properties like efficiency and energy density.
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2.2.3 Charging part II: Isobare Desorption with open valve
Like for the discharging step, the model for the charging is based on the energy and mass balances
of the individual components. For the water, we have that
Hw = mwhw, (2.2a)
Ḣw = Qflow,w −mflowhv,w, (2.2b)
ṁw = −mflow, (2.2c)
and for the solution, we obtain analogously
Hsol = msolhsol, (2.2d)
Ḣsol = −Qflow,sol +mflowhv,sol, (2.2e)
ṁsol = mflow (2.2f)
where Hw, Hsol, hw, hsol and mw, msol are the (specific) enthalpies and masses of the water and
the solution, respectively, and Qflow, mflow are the heat and mass flow between the tanks. As
in Section 2.2.1, we assume that the working fluid and vapor are in phase equilibrium and thus
get that
pw = f1 (Tw) , (2.2g)
hw = f2 (Tw) , (2.2h)
Tv,w = f6 (hv,w, pw) , (2.2i)
where Tw, Tv,w are the temperatures of the water and vapor, respectively, and pw its pressure.
Accordingly, for the solution, we have that
hv,sol = f3 (Tv,sol) , (2.2j)
psol = f7 (Tsol, Xsalt) , (2.2k)
hsol = f8 (Tsol, Xsalt) , (2.2l)
where Tsol, Tv,sol are the temperatures of the solution and the vapor, respectively, and psol its
pressure. For the solution tank, we assume that the vapor stream has the same temperature as
the liquid, i.e., we have that
Tv,sol = Tsol. (2.2m)





where the amount of salt msalt in the solution tank is constant. During the desorption, the open
valve connects the tanks isenthalpically and without loss of pressure and we get the equations
hv,w = hv,sol, (2.2o)
pw = psol. (2.2p)
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The heat flow Qflow between the tanks and the corresponding temperature source is proportional
to the temperature difference, i.e., we have that
Qflow,sol = Gsol · (Tsol − Tq,sol), (2.2q)
Qflow,w = Gw · (Tw − Tq,w), (2.2r)
where Gsol and Gw are thermal conductances. The total heat which is transferred to or from
each tank is given by
Q̇sol = Qflow,sol, (2.2s)
Q̇w = Qflow,w. (2.2t)
In conclusion, the charging step is modeled by the equations (2.2) to which we refer as
0 = Fch (t, x, ẋ) ,
where Fch : Dch → R20 is a function on a suitable open set Dch = Ich×Ωx,ch×Ωẋ,ch in R×R20×
R20.
The function Fdch and its variable x are summarized with their physical units in Section 4.2.
2.2.4 Charging part I and III: Heating and Cooling with closed valve
In the transitions phases between charging and discharging in which the pressure and temperature
of the tanks are balanced and brought to the respective initial values, the valve connecting the
two tanks is closed. Equations (2.2i), (2.2o), (2.2p) are replaced by
hv,w = f3 (Tv,w) , (2.3i)
mflow = 0, (2.3o)
Tv,w = Tw, (2.3p)
while the other equations in (2.2) are preserved. Denoting these equations by (2.3a) to (2.3t),
respectively, the intermediate steps are modeled by the equations (2.3) to which we refer as
0 = Fint (t, x, ẋ) ,
where Fint : Dint → R20 is a function on a suitable open set Dint = Iint × Ωx,int × Ωẋ,int in
R× R20 × R20.
3 The Strangeness Index of the Honigmann process
The Honigmann process as modeled in (2.1), (2.2) and (2.3) is a sequence of coupled differential
and algebraic equations, DAEs. DAEs have been widely studied in, e.g., [6, 8, 9, 10, 11, 12, 13,
14, 18, 19, 20, 21, 22, 23, 42, 43, 44, 49, 54, 55, 56, 57] and the references therein. To illustrate
the difficulties arising from the coupling of differential and algebraic equations, we consider the
semi-explicit, consistent initial value problem
ẋ1 = f(t, x1, x2), x1(t0) = x1,0, (3.1a)
0 = g(t, x1, x2), g(t0, x1,0, x2,0) = 0. (3.1b)
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If gx2(t0, x1,0, x2,0) is nonsingular, then by the Implicit Function Theorem [48], the algebraic
equation (3.1b) is uniquely solvable for x2 in a neighborhood of (t0, x1,0, x2,0) and the solution
is given by x2 = ĝ(t, x1) for a suitable function ĝ. Inserting this solution into the differential
equation (3.1a) and setting f̂(t, x1) := f(t, x1, ĝ(t, x1)), we obtain an ODE depending on x1 only.
If f̂ is locally Lipschitz, then there exists a unique solution of this ODE [5]. Hence, the (3.1) is
uniquely solvable if gx2(t0, x1,0, x2,0) nonsingular and f, g are sufficiently smooth.
If gx2(t0, x1,0, x2,0) is singular, then the algebraic equation (3.1b) may not be (uniquely) solvable.
Consequently, the DAE (3.1) may not be (uniquely solvable). Furthermore, the DAE contains
hidden constraints and may pose stricter smoothness assumptions on input functions than are
available. To illustrate these issues, we differentiate the algebraic equation (3.1b) and obtain
that
0 = gx1 ẋ1 + gx2 ẋ2 + gt. (3.2)
As gx2(t0, x1,0, x2,0) is singular, there exists a matrix U2 such that (U2gx2)(t0, x1,0, x2,0) = 0.
Then, a solution of (3.1) must satisfy
0 = (UT2 gx1)(t0, x1,0, x2,0)ẋ1(t0) + (U
T
2 gt)(t0, x1,0, x2,0). (3.3)
0 = (UT2 gx1f)(t0, x1,0, x2,0) + (U
T
2 gt)(t0, x1,0, x2,0). (3.4)
Hence, besides the given constraints (3.1b), a solution of (3.1) must satisfy the hidden constraints
(3.4). Consequently, studying the solvability of the DAE (3.1), we must know all the hidden con-
straints and their solution properties. Solving the DAE (3.1) numerically, the hidden constraint
(3.4) will not be satisfied in general as it is given implicitly only.
Hence, to ensure the existence of a unique solution and its accurate numerical approximation, we
need all constraints explicitly given. For large DAEs obtained by automatic modeling software
like Modelica or Dymola, however, the coupling of the algebraic and differential equations usually
is hidden deep in the system and the constraints are given only implicitly. The difficulty to
entangle this coupling and to filter out the constraints is measured by the index of the DAE.
There are several index concepts, like the strangeness index [35, 36, 37, 38], the differentiation
index [8, 9, 10, 11, 12, 13, 14], the tractability index [41, 42, 43, 44, 56, 57], the perturbation
index [5, 23, 25] or the structural index [49, 53]. Applying numerical solvers directly to such
higher index problems typically lead to severe problems in the numerical solution such as order
reduction, inconsistent initial values and non-unique solutions, cp. e.g., [52].
To determine the index of the Honigmann model and to decide if the DAEs (2.1) - (2.3) specify
unique solutions that can be computed numerically in an accurate and efficient fashion, we study
the models using the concept of derivative arrays and the strangeness-index, cp. [35, 36, 37, 38].
The strangeness-index allows to classify a large class of DAE initial value problems, linear and
nonlinear, over- and underdetermined, with respect to the existence and uniqueness of solutions.
For those problems, the strangeness framework provides the tools to filter out the constraints
and to remodel the problem such that it can be solved numerically with the same accuracy as
ODEs.
For the purpose of this work, it is sufficient to consider strangeness-free systems, i.e., DAEs
F (t, x, ẋ) = 0 (3.5)
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with F ∈ C(D,Rn), where D = I × Ωx × Ωẋ, that can be transformed to uniquely solvable
semi-explicit systems using a transformation of variables, i.e., no differentiation is needed, cp.
[38].
Definition 3.1. Consider the DAE (3.5). If F ∈ C1(D,Rn), then (3.5) is called strangeness-free
(s-free) if there exists d ≤ n ∈ N, such that
(i) rank(Fẋ(z)) = d,
(ii) rank((UT2 Fx)(z)) = n− d, where span(U2(z)) = corange(Fẋ(z))
(iii) ker(Fẋ(z)) ∩ ker((UT2 Fx(z)) = {0}
for every z = (t, x, v) ∈ F−1({0}) = {(t, x, v) ∈ D |F (t, x, v) = 0}. If, in addition, F ∈
C1(D,Rn) and rank(([Fẋ, Fx + ddtFẋ])(z)) = n on F
−1({0}), then (3.5) is called regular.
ODEs, purely algebraic equations and semi-explicit systems of the form ẋ1 = f(t, x1, x2), 0 =
g(t, x1, x2) with gx2 nonsingular, are s-free. On D, we denote the set of functions that are s-free
or s-free and regular by
Cksfree(D,Rn) :=
{





F ∈ Ck(D,Rn) | F is s-free and regular
}
, (3.7)
where Ck(D,Rn) denotes the k-times continuous differentiable functions on D. The set
LF := F−1({0}) (3.8)
contains the consistent initializations of (3.5), while the set
CF := {(t0, x0) ∈ I × Ωx | ∃v0 ∈ Ωẋ : (t0, x0, v0) ∈ F−1({0})} (3.9)
contains the consistent initial values.
For a s-free system and a given solution with a consistent initial value, we can ensure the unique-
ness of this solution [38]. If the system is regular and s-free, then we can also ensure the existence
of a unique solution for every consistent initial value [38].
Theorem 3.1. Consider the initial value problem
F (t, x, ẋ) = 0, x(t0) = x0. (3.10)
1. If F ∈ Cksfree(D,Rn) and (t0, x0) ∈ CF is solvable, then the solution is unique.
2. If F ∈ Cksfree,reg(D,Rn), then (3.10) is uniquely solvable for every (t0, x0) ∈ CF .
Integrating (3.10) numerically, Theorem 3.1 implies that s-free systems can be solved numerically
with the same order of accuracy as for ODEs, see [38, p. 251].
If (3.5) is not s-free, then derivatives of (3.5) may have to be included to solve the system, if
it is solvable at all. Applying a numerical solver directly to such a higher index system, the
hidden constraints, redundant or inconsistent equations may lead to arbitrarily wrong numerical
solution that violate the constraints, cp. e.g. [39].
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3.1 The discharging step
For the discharging model (2.1), we find that the governing equations are strangeness-free and
regular.
Lemma 3.1. Consider the discharging model (2.1). If mflow > 0 and hv,w > hv,sol,isen, then
(2.1) is strangeness-free and regular.
Proof. We check the assertions of Definition 3.1. Permuting (2.1) in a suitable way, the Jacobians








0 A12 A13 0
0 A22 A23 A24
0 0 A33 A34
A41 0 0 A44
 , (3.11)
respectively, where the blocks in Fdch,x are given by
A12 =

−1 0 0 0
0 0 0 0
−1 0 0 0
0 0 0 0
1 0 0 0
 , A13 =

0 0 0 0 0 0 0
1 0 0 0 0 0 0
hv,w 0 0 0 0 mflow 0
−1 0 0 0 0 0 0




-1 0 0 0
0 1 0 0
0 0 -1 0
0 0 0 1
 , A23 =

0 0 0 0 0 0 0
0 1 0 0 0 0 0
hv,w-hv,sol -mflow 0 0 0 mflow 0




G -G 0 0 0
0 -1 0 0 0
0 0 0 0 0
0 0 0 0 0
 , A34 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
-f7,Tsol 0 0 0 -f7,Xsalt
0 -f3,Tw 0 0 0














0 0 1 -f5,sv -f5,psol 0 0
0 0 0 1 0 -f4,hv,w -f4,pw
0 0 0 0 1 0 0
0 0 0 0 0 1 0





0 0 0 0 0
0 0 0 0 0
0 −hw 1 0 0
0 0 0 −hsol 1
0 0 0 msalt
m2sol
0
 , A44 =

-f8,Tsol 0 0 1 -f8,Xsalt
0 -f2,Tw 1 0 0
0 0 -mw 0 0
0 0 0 -msol 0
0 0 0 0 1
 .
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Hence, rank(Fdch,ẋ(t, x, v)) = 5 on Ddch. Choosing U2 = [e6, ..., e21], where e1, ..., en denotes the
standard canonical basis in Rn, we have that range(U2) = corange(Fdch,ẋ(t, x, v)) on Ddch. To
prove that rank(UT2 Fdch,x(t, x, v)) = 16 on Ddch, we consider the diagonal blocks A22, A33, A44.
First, we find that rank(A22(t, x, v)) = 4 on Ddch. For A33, we have that rank(A33) = 7 on Ddch if
and only ifmflow, (hv,w−hv,sol,isen) > 0. These relations are satisfied as long as there is a pressure
drop between the working and the solution tank. For A44, we have that rank(A44(t, x, v)) = 5
on Ddch as the partial derivatives f8,Tsol , f2,Tw of the specific enthalpies are positive as the the
specific enthalpies are strictly monotonic increasing [50] and the masses mw, msol are strictly
positive as the system is closed. Hence, rank(UT2 Fdch,x(t, x, v)) = 16 on Ddch if and only if
mflow, hv,w − hv,sol,isen > 0. In this case, range(T1) = ker(UT2 Fdch,x(t, x, v)) on Ddch, where
T1 = [e1, ..., e5]. Choosing T2 = [e6, ..., e21], then range(T2) = ker(Fdch,ẋ(t, x, v)) on Ddch. Since
[T1, T2] is nonsingular, this implies that ker(Fdch,ẋ(z))∩ ker((UT2 Fdch,x(z)) = {0} on Ddch. Thus,
the system (2.1) is strangeness-free.
To check the regularity condition, we note that ddtFẋ,dch = 0, such that it remains to prove that
rank[Fẋ,dch, Fx,dch] = n on Ddch. Since corange(Fẋ,dh) = range(T1) and corange(UT2 Fx,dh) =
range(T2), we have that corange(Fdch,ẋ(z)) ∩ corange((UT2 Fdch,x(z)) = {0} on Ddch. Hence,
rank[Fẋ,dch, Fx,dch] = n on Ddch.
The pressure drop from the working fluid tank to the solution tank induces a positive mass flow
between these tanks. The energy balance at the turbine requires the specific enthalpy at the
inlet of the turbine hv,w to be larger than the specific enthalpy at the outlet of the turbine hv,sol
for every t ∈ I and we have that hv,sol,isen < hv,sol for ηisen = 0.92 < 1, cp. [64, fig. 5.10, p. 44].
Hence, as long as the pressure difference between the two tanks is non-zero, i.e., pw > psol, the
mathematical model (2.1) is s-free and regular. Denoting the set of consistent initializations for
which pw > psol by
Ldch := {(t0, x0, v0) ∈ Ldh‖, pw,0 > psol,0} (3.12)
and the associated consistent initial values by
Ĉdch := {(t0, x0) ∈ Ldch}, (3.13)
then Theorem 3.1 ensures that for every (t0, x0) ∈ Ĉdch, there exists a unique solution describing
the evolution of the discharging from this initial value.
This solution exists until the pressure is balanced and the system has reached its equilibrium. At
this point, the mass flow vanishes and the block matrix A33 becomes singular. Then, the DAE
model (2.1) changes its s-index and solutions cease to exist.
For a consistent, admissible initial value (t0, x0) ∈ Ĉdch, the solution can be computed numerically
with the same order of accuracy as for ODEs. Together with the physical verification of the model
in [64], we thus find that the discharge model is a physically meaningful model for the discharging
and allows to simulate the discharge with a measurable accuracy. However, due to the different
scales in the model, the equations still pose some difficulties on the numerical solvers. We
illustrate these issues in Section 5.
3.2 The charging step
We first study the model for the main desorption step, then we turn to the models of the transition
phases.
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3.2.1 The desorption step
The model equations (2.2) of the desorption step are not strangeness-free.
Lemma 3.2. The charge model (2.2) is neither regular nor strangeness-free.
Proof. Again, we check the assertions of Definition 3.1. For system (2.2), the Jacobians with







 0 A12 A130 A22 A23
A31 A32 A33
 , (3.14)
where the blocks in Fch,x are given by
A12 =

−1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 0 0 0 0 0
−1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 1 0 0 0 0 0
 , A13 =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 mflow 0 0 hv,w
0 0 0 0 0 0 −1




−1 0 Gw 0 0 0 0
0 −1 0 Gsol 0 0 0
0 0 0 −1 0 1 0
0 0 0 0 1 0 −f6,pw
0 0 0 0 0 0 1
0 0 0 0 0 0 0




0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 −f6,hv,w 0 0 0
−1 0 0 0 0 0 0
0 0 0 1 −1 0 0





0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 −hw 0 0 0
0 1 0 −hsol 0 0






0 0 0 −f3,Tsol 0 0 0
0 0 −f1,Tw 0 0 0 1
0 0 0 −f8,Tsol 0 0 0
0 0 −f2,Tw 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0





0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 1 0 0 −f8,Xsalt 0
0 1 0 0 0 0 0
0 −mw 0 0 0 0 0
0 0 −msol 0 0 0 0
0 0 0 0 0 1 0

.
Hence, rank(Fch,ẋ(t, x, v)) = 6 on Dch. Choosing Z2 = [e7, ..., e21], we have that
ker(Fch,ẋ(t, x, v)) = span(Z2) on Dch.
Due to the common zero column of A23, A33, however, rank(UT2 Fch,x(t, x, v)) < 14 on Dch, im-
plying that (2.2) is not s-free.
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The model (2.2) of the desorption step in the charging process as derived is neither regular
nor strangeness-free as it lacks an equation specifying the mass flow between the tanks. In the
discharging model (2.1), the mass flow through the turbine was modeled by the Stodola equation
(2.1p). In the desorption step, however, there is no equation specifying the mass flow through
the open valve and, consequently, the desorption model (2.2) is not s-free. Hence, using (2.2) as
a model of the absorption step, we cannot ensure the existence or uniqueness of a solution for
a consistent initial value. Consequently, the numerical solution may be arbitrarily wrong and
violate the constraints.
To find a properly stated, strangeness-free model, we can either use the strangeness framework for
higher index systems, cp. [38], or we can remodel the system physically by adding an appropriate
equation for the mass flow rate. Using derivative arrays and the strangeness index, we may be
able to remodel the equations (2.2) such that they yield a strangeness-free and regular model for
the desorption step. Taking a closer look to the equations (2.2), however, we find that (4.9k),
(4.9o) and (4.9m) only determine pw and psol as Tw, Tsol and XSalt are given by the initial
conditions, cp. Section 4.1. Hence, one of the equations (4.9k), (4.9o) and (4.9m) is redundant.
Replacing this redundant equation by one containing the mass flow ratemflow, the model may be
turned into a strangeness-free system. One way to obtain such a relation could be the insertion
of a pipe with a vapor flow between the tanks. As such a pipe imposes a small pressure drop
between the two tanks, it can be used to obtain one equation for the mass flow rate mflow.
3.2.2 The intermediate steps
For the intermediate steps in the charging process, the model equations (2.3) are strangeness-free
and regular.
Lemma 3.3. The charge model (2.3) is regular and strangeness-free.







0 A12 A130 A22 A23
0 0 A23
 , (3.15)
where the blocks A12 and A13 in Fint,x coincide with the same-named blocks in Fch,x. The block
A33 in Fint,x coincides with the block A44 in Fdch,x and is therefore regular1. The remaining
blocks A22 and A23 are given by
A22 =

−1 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 −f3,Tv,w
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0




0 Gw 0 0 0
Gsol 0 0 0 0
0 0 0 0 0
−f7,Tsol 0 0 0 −f7,Xsalt
0 0 0 0 0
−1 0 0 0 0
0 −f1,Tw 0 0 0
−f3,Tsol 0 0 0 0
0 −1 0 0 0

.
1The reason for the identity needs to be investigated in more detail.
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Hence, rank(Fint,ẋ(t, x, v)) = 6 on Dint. Choosing Z2 = [e7, ..., e21], then ker(Fint,ẋ(t, x, v)) =
span(Z2) on Dint.
4 Remodeling of the Honigmann process
To study system immanent properties like positivity and to allow for a numerical solution using
standard MATLAB solvers, we reformulate (2.1) as a semi-explicit system.
Lemma 4.1. Consider the discharge model (2.1) and let (t0, x0) ∈ Ĉdch. A function x solves
(2.1) with initial condition x(t0) = x0 if and only if x solves the semi-explicit system
Ḣw = mflow(mw, Hw,msol, Hsol) hv,w(mw, Hw) +Qflow, (4.1a)
Ḣsol = mflow(mw, Hw,msol, Hsol) hv,sol,isen(mw, Hw)−Qflow, (4.1b)
ṁw = −mflow(mw, Hw,msol, Hsol), (4.1c)
ṁsol = mflow(mw, Hw,msol, Hsol), (4.1d)
Q̇ = Qflow (4.1e)
and












































































































































with initial condition [I5, 0]x0 = [Hw,0, Hsol,0,mw,0,msol,0, Q0].
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Proof. If (t0, x0) ∈ Ĉdch, then the DAE (2.1) with initial condition x(t0) = x0 is s-free and
regular and the Jacobian Fdch,x2(t0, x0) is nonsingular, where x2 = [0, I16]x denotes the compo-
nents occurring without derivatives. By the Implicit Function Theorem, the algebraic equations
[0, I16]Fdch can be uniquely solved for x2, leading to the equations (4.2). Solving the differen-






















ẋd = hMP (t, xd), xa = gMP (t, xa)
correponds to the Moore-Penrose remodeling of the discharge model [3]. The Moore-Penrose
remodeling filters out the differential and algebraic components in a s-free DAE F (t, x, ẋ) = 0
using the Moore-Penrose projection F+F [3].
In Section 5, we use the explicit reformulation (4.1), (4.2) to simulate the discharging step using
standard MATLAB solvers.
The Moore-Penrose remodeling allows to study the positivity of a DAE, i.e., to determine whether
a given solution remains componentwise nonnegative if the initial value was componentwise non-
negative. For the Honigmann process, in which the considered variables describe real quantities
that cannot take negative values, the property of positivity is a key ingredient to obtain a realistic
model.
We denote the set of consistent, admissible and nonnegative initial values by Ĉ+dch := Ĉdch∩R×R
n
+.
Lemma 4.2. Consider the discharge model (2.1). For every (t0, x0) ∈ Ĉ+dch , the initial value
problem (2.1) with x(t0) = x0 is positive.





, cp. (3.11), the Moore-Penrose projection PMP = F+dch,ẋFdch,ẋ is





, leading to the special structure of hMP , gMP as in (4.3). Noting that
the discharge model is positive if and only if there exists a function κ : Ĉ+dch → R+, such that













on Ĉ+dch and for every κ̂ ≥ κ(t0, x0), cp. [4, Cor. 5.3.1]. Due to the special structure, this implies
that (4.4) is satisfied if and only if
h(t0, x1,0) ≥ −κ̂ x1,0, (4.5)
κ̂ g(t0, x1,0) ≥ −ġ(t0, x1,0) (4.6)
on Ĉ+dch and for every κ̂ ≥ κ(t0, x0). As the material functions f1, ..., f6, f8 as well as the specific
enthalpies and masses are strictly positive on the set Ĉdch, we have that gMP > 0 on Ĉdch.
Furthermore, as the differential components xd > 0 for x ∈ Ĉdch, there exists a function κ : Ĉ+dch →
R+ satisfying (4.5) and (4.6). Hence, the system (2.1) is positive.
Hence, the mathematical model (2.1) reflects the physical property of positivity.
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4.1 Initial conditions
Exploiting the semi-explicit reformulation (4.1), (4.2) of the discharge model, consistent initial
values can easily be chosen by prescribing initial conditions for the differential variables x1 =
[I5, 0]x and computing the remaining initial values for the algebraic variables x2 = [0, I−16]x us-
ing (4.2). However, as the differential components involve quantities like the enthalpies Hw, Hsol
that cannot be directly measured, this ’mathematical’ approach has to be discarded and directly
influenceable and measurable quantities like pressure, temperature, mass and concentration are
chosen as design variables. Denoting these components by x̃1 and the remaining components
by x̃2, such that ΠTx = [x̃T1 , x̃T2 ]T for a permutation Π ∈ R21×21, the remaining initial val-
ues are computed by solving the algebraic equations [0, I16]Fdch = 0 for x̃2. As the system
Fdch(t, x, ẋ) = 0 is strangeness-free, the Jacobian Fdch,x̃2 has full row rank and [0, I16]Fdch = 0 is
uniquely solvable for x̃2,0.
To initialize the discharging procedure in t0 = 0, we choose the masses mw,0, msol,0 and the tem-
peratures Tw,0, Tsol,0 of the water and the solution, respectively, as well as the salt concentration
Xsalt,0 = msalt/msol,0 as design variables, i.e., we set
x̃1 := [mw,0,msol,0, Tw,0, Tsol,0, Xsalt,0]
T .
As the Lithium Bromide concentration in the solution is known at the beginning, and since we
assume that only water without salt (LiBr) is evaporating, the salt mass can be calculated from
the initial salt concentration and the initial mass of the solution and remains constant for all
t ∈ I, cp. (4.7g). For the initial temperatures, we assume a difference of 10 K, reflecting the
heat transfer between the tanks which is realized by a water circuit.
Summarizing the remaining components of x in x̃2 and solving (2.1) for x̃2, we obtain the initial
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value
Q0 = 0, (4.7a)
mw,0 = 2, (4.7b)
msol,0 = 3, (4.7c)
Tsol,0 = 120 + 273.15, (4.7d)
Tw,0 = 110 + 273.15, (4.7e)
Xsalt,0 = 0.65, (4.7f)
msalt = msol,0Xsalt,0, (4.7g)
Qflow,0 = G (Tsol,0 − Tw,0) , (4.7h)
pw,0 = f1(Tw,0), (4.7i)
hw,0 = f2(Tw,0), (4.7j)
Hw,0 = mw,0hw,0, (4.7k)
Tv,w,0 = Tw,0, (4.7l)
hv,w,0 = f3(Tw,0), (4.7m)
sv,0 = f4(hv,w,0, pw,0), (4.7n)
psol,0 = f7(Tsol,0, XSalt,0), (4.7o)
hsol,0 = f8(Tsol,0, XSalt,0), (4.7p)
Hsol,0 = msol,0hsol,0, (4.7q)
hv,sol,isen,0 = f5(sv,0, psol,0), (4.7r)
hv,sol,0 = hv,w,0 − etaisen (hv,w,0 − hv,sol,isen,0) , (4.7s)








Pm,0 = mflow,0 (hv,w,0 − hv,sol,0) . (4.7v)
To solve (2.1) numerically with a Runge-Kutta method, we further need an initial condition for
the gradient ẋ0. Given x0, then ẋ0 can be computed using the semi-explicit reformulation (4.2)
and (4.1). More precisely, we have that ẋ1,0 = h(t0, x1,0), for ẋ2,0 we consider finite differences
and use that ẋ2,0 = (g(t0 + τ, x1,0 + τ ẋ1,0)− g(t0, x1,0))/τ +O(τ2) for τ > 0 sufficiently small.
Remark 4.1. Studied in a cyclic process, the charging step is initialized with the final states
of the discharging step. Assuming that the desorption process is isobaric, i.e. the pressure in
both tanks is equal, the so-called charging step I is needed between discharge and the desorption
(charging step II), cp. Section 2.2.4. In this step, the valve is closed and the tanks are brought
to equal pressure by heat transfer. It is necessary for the modeling because the discharge does
not exactly terminate at equal pressures. Nevertheless, numerically it is possible to use the final
values of the discharging step for charging step II (cp. Section 2.2.3) in the reference case because
step I is short enough to be neglected here. The analysis of the model equations (4.9d) to (4.9t) in
Section 3.2.1 show that the system is not strangeness-free and need either a physical remodeling
or an index reduction which will be subject of further research.
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4.2 Summary of model equations
Before we turn to the numerical simulation of the Honigmann process, we summarize the DAE
models and list the physical units of the variables and functions.
For the discharging step, we obtain the system
0 = Q̇−Qflow, (4.8a)
0 = ṁw +mflow, (4.8b)
0 = Ḣw +mflowhv,w −Qflow, (4.8c)
0 = ṁsol −mflow, (4.8d)
0 = Ḣsol −mflowhv,sol +Qflow, (4.8e)
0 = G · (Tsol − Tw)−Qflow, (4.8f)
0 = Tv,w − Tw, (4.8g)
0 = mflow · (hv,w − hv,sol)− Pm, (4.8h)









0 = hv,sol,isen − f5 (sv, psol) , (4.8l)
0 = sv − f4 (hv,w, pw) , (4.8m)
0 = psol − f7 (Tsol, Xsalt) , (4.8n)
0 = hv,w − f3 (Tw) , (4.8o)
0 = pw − f1 (Tw) , (4.8p)
0 = hsol − f8 (Tsol, Xsalt) , (4.8q)
0 = hw − f2 (Tw) , (4.8r)
0 = Hw − hwmw, (4.8s)
0 = Hsol − hsolmsol, (4.8t)





and for the charging step, we obtain the system
0 = Q̇w −Qflow,w, (4.9a)
0 = Q̇sol −Qflow,sol, (4.9b)
0 = ṁw +mflow, (4.9c)
0 = Ḣw +mflowhv,w −Qflow,w, (4.9d)
0 = ṁsol −mflow, (4.9e)
0 = Ḣsol −mflowhv,sol +Qflow,sol, (4.9f)
0 = Gw · (Tw − Tw,q)−Qflow,w, (4.9g)
0 = Gsol · (Tsol − Tsol,q)−Qflow,sol, (4.9h)
0 = Tv,sol − Tsol, (4.9i)
0 = Tv,w − f6 (hv,w, pw) , (4.9j)
0 = pw − psol, (4.9k)
0 = hv,w − hv,sol, (4.9l)
0 = psol − f7 (Tsol, Xsalt) , (4.9m)
0 = hv,sol − f3 (Tsol) , (4.9n)
0 = pw − f1 (Tw) , (4.9o)
0 = hsol − f8 (Tsol, Xsalt) , (4.9p)
0 = hw − f2 (Tw) , (4.9q)
0 = Hw − hwmw, (4.9r)
0 = Hsol − hsolmsol, (4.9s)




The parameters and functions used here are summarized in Table 1, the variables for the dis-
charging step in 2 and for the charging step in Table 3.
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Table 1: Explanation of parameters and functions (discharge and charge)
physical name unit physical description
Parameters
G kWK
thermal conductance (Gw and Gsol for the charging step where





constant from the Stodola equation for turbines in part load [34]
(discharging step only)
ηisen − isentropic efficiency of the turbine (discharging step only)
msalt kg mass of salt dissolved in the solution (can not evaporate)
Tw,q, Tsol,q K
temperature of the temperature source/sink on the working fluid
and solution side (charging step only)
Functions (at least C1 functions)
f1 (Tw) bar
peq,w (Tw) - equilibrium pressure function of the working fluid for




heq,w (Tw) - specific enthalpy function of the working fluid for at




heq,vap (Tw) - specific enthalpy function of the vapour (at the




sv (hv,w, pw) - specific entropy function of the vapour for at least




heq,vap (sv, psol) - specific enthalpy function of the vapour (isen-
tropic, at the solution side) for at least 273.15 K ≤ Tw ≤ 1073.15
K and p ≤ 500 bar, [30]
f6 (hv,sol, psol) K
Tv (hv,sol, psol) - temperature function of the vapour for at least
273.15 K ≤ Tv ≤ 1073.15 K and p ≤ 500 bar, [30]
f7 (Tsol, Xsalt) bar
peq,sol (Tsol, Xsalt) - equilibrium pressure function of the solution
for 273.15 K ≤ Tsol ≤ 500 K and at least 0.4 kgLiBrkgsolution < Xsalt <




heq,sol (Tsol, Xsalt) - specific enthalpy of the solution at equilib-






Table 2: Explanation of the variables (discharge)
physical variable
name unit physical description
Q kJ
heat transfered from the solution tank to the working fluid
tank
mw kg mass of water in the working fluid tank
Hw kJ enthalpy of the working fluid
msol kg mass of solution in the solution tank
Hsol kJ enthalpy of the solution
hw
kJ
kg specific enthalpy of the working fluid
Qflow kW





mass flow rate between the two tanks
Tsol K temperature in the solution tank
Tv,w K temperature of the vapour on the working fluid side
hv,w
kJ
kg specific enthalpy of the vapour on the working fluid side














specific enthalpy of the vapour at the turbine outlet/ so-
lution side
Tv,sol K
temperature of the vapour at the turbine outlet/ solution
side
psol bar pressure of the solution
hsol
kJ
kg specific enthalpy of the solution
Tw K temperature in the working fluid tank
Xsalt
kg salt
kg sol mass concentration of salt in the solution
pw bar pressure in the working fluid tank
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Table 3: Explanation of the variables (charge)
physical variable
name unit physical description
Qw kJ
Heat transfered between the working fluid tank and the
temperature source/sink
Qsol kJ
Heat transfered between the solution tank and the tem-
perature source/sink
mw kg mass of working fluid in the working fluid tank
Hw kJ enthalpy of the working fluid
msol kg mass of solution in the solution tank
Hsol kJ enthalpy of the solution
Qflow,w kW
heat flow rate between the working fluid tank and the
temperature source/sink
Qflow,sol kW
heat flow rate between the solution tank and the temper-
ature source/sink
Tw K temperature in the working fluid tank
Tsol K temperature in the solution tank
Tv,w K temperature of the vapour on the working fluid side
Tv,sol K temperature of the vapour on the solution side
pw bar pressure in the working fluid tank
psol bar pressure of the solution
hw
kJ
kg specific enthalpy of the working fluid
hsol
kJ
kg specific enthalpy of the solution
hv,w
kJ
kg specific enthalpy of the vapour on the working fluid side
hv,sol
kJ
kg specific enthalpy of the vapour on the solution side
Xsalt
kg salt




mass flow rate between the two tanks
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Table 4: Methods of choice
Solver Properties
ode45 non-stiff, medium order, Runge-Kutta method (Dormand-Prince)
4th - 5th order, MATLAB [45]
ode15i implicit, variable order, BDF, MATLAB [46]
DASSL implemented in Dymola, BDF (adapted from [51]), variable step-size
GENDA DAE, BDF (adapted from DASSL of [51])
or Runge-Kutta (adapted from RADAU5 of Hairer/Wanner [62])
5 Numerical Solution
In this section, we apply the preceding results to simulate the discharge model (2.1). We compare
the performance of several numerical solvers applied to the original DAE (2.1) as well as to the
semi-explicit reformulation (4.1), (4.2), cp. Table 4.
For the original DAE (2.1), we compare the solver DASSL [51] based on BDF methods [15, 24]
and the solver GENDA [40] using either BDF or Runge-Kutta methods [7, 24]. To investigate
the effect of the semi-explicit reformulation onto the performance of a numerical solver, we apply
these DAE solvers to the semi-explicit reformulation (4.1), (4.2) and compare the results with
the numerical solution of the original system (2.1).
Due to the semi-explicit structure, the reformulation (4.1), (4.2) admits to apply explicit ODE
solver, i.e., discretizing the differential equation (4.1) using an explicit solver, the obtained ap-
proximation can be used to evaluate the algebraic equation (4.2). We choose ode45, a medium
order Runge-Kutta method based on Dormand-Prince for non-stiff explicit ODEs [45], and ode15i,
a variable order BDF method solver for implicit ODEs and strangeness-free DAEs [46] for this
task and compare its performance with DASSL and GENDA.
Note that using ode15i, even though this solver is designed for fully implicit differential equations,
failed on the discretization of the original DAE (2.1) as the Newton method does not converge.
In order to compare the performance of the solvers, we consider two different cases from the
plausibility analysis in [64] differing in the initial solution mass msol,0. As the reference case
we assume as examplary value msol,0 = 3 kg. As a quasi-steady-state scenario, we assume
msol,0 = 243 kg. Choosing an increased initial solution mass results in a significantly smaller
concentration change during the discharge step since the evaporation of 1kg water given in both
cases has relatively less effect on an increased solution mass. This provokes nearly time constant
quantities, a so called quasi-steady-state behavior of the system. Numerically, the effect of
decreased initial slopes may have an effect.
To evaluate the thermodynamic property functions f1, ..., f8, cp. Table 1, we use the property
libraries provided by [30] and [50] implemented in Modelica and MATLAB [26].
For the initial conditions, we assume the initial temperatures and masses in the tanks to be
given and the initial concentration of the solution. These values are physically more reasonable
design parameters than the differential variables of the original DAE (2.1). The remaining initial
values can be calculated from the above mentioned as shown in equation (4.7). Given x0, then
ẋ0 can be computed directly using the semi-explicit reformulation (4.2) and (4.1) as explained
in Section 4.1.
The performance of the different solvers is illustrated in the Figures 5.1 to 5.16 considering
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exemplarily the mass flow rate mflow, concentration Xsalt, turbine power Pm and the deviation
from mass conservation, i.e. the difference (msol + mw) − (msol,0 + mw,0). The reference case
with initial conditions chosen as in (4.7) is shown in Figures 5.1 to 5.8. The quasi-steady-state
case with a strongly increased initial solution mass of msol,0 = 243 kg is shown in Figures 5.9 to
5.16. The relative errors of the considered quantities using the numerical solution obtained by
DASSL as reference are shown in Figures 5.17 to 5.28.
For the reference and the quasi-steady state case we observe that the DAE solvers DASSL and
GENDA applied to the original DAE are better off regarding the simulation time than the semi-
explicit solution of the semi-explicit reformulation since the algebraic loop takes a very long time
compared to the other results. The lower accuracy of the DASSL solver compared to GENDA
is physically irrelevant and is compensated by factor 10-20 faster simulation, cp. Table 5.
Description of the results
We describe the numerical deviations since the physical plausibility of the results from Dymola
has already been discussed on a qualitatively in [64, p. 31ff.].
The oscillation of the DASSL solution in the depicted accuracy range in the Figures 5.4 and 5.12
leads to dominantly blue (or black) plots. This behaviour is confirmed by Table 5 indicating a
higher algebraic acccuracy of the solver GENDA compared with the simple DASSL. Figure 5.5
shows an oscillation in the mass flow rate in the solution of the ODE system for ode15i. The
oscillations in the Figures 5.8 and 5.16 show ode45 as the ODE solver with lowest numerical
accuracy in the range of 10−13. The relative errors shown in the Figures 5.17 to 5.28 with the
DASSL solution as reference show that the results of ODE and DAE solvers have similar time
curves while no correlation seems to exist between the errors of the same variables in the reference
and the quasi-steady-state case. The errors of ode45 show oscillations whose average is following
the lines of the errors of GENDA and ode15i.
The error of the mass flow rate in both cases and of the turbine power in the quasi-steady-state
case has its maximum at t = 0. The concentration in the quasi-steady-state case and the turbine
power in the reference case show an increasing error. Further, there is strong oscillations in the
ODE error for the reference case while the quasi-steady-state case shows less oscillations. The
largest error of nearly 2% is reached by the turbine power of the GENDA solver solving the
original DAE system (Figure 5.19).
Table 5 shows that DASSL is the fastest solver followed by GENDA, i.e. the DAE solvers are
faster than the ODE solvers, even only for the differential part. The algebraic loop takes most
time and differs according to the solver. 2
Analysis of the results
As a result of the comparison, we can state that in terms of simulation time, DAE solvers
are to be prefered. Dependent on the needed accuracy which seems to be high enough in the
case of DASSL, either DASSL or GENDA should be chosen (cp. Table 5). The semi-explicit
reformulation does not bring an advantage with respect to simlation time or accuracy but can
be interesting when the initial conditions are not that easily choosable.
2Please note that the simulation time is dependent on the computing capacity. In order to get comparable
numbers, the same computer has been used for all simulations except for the algebraic part of GENDA in the
reference case. But the orders of magnitude are clearly comparable and the analysis is not corrupted by this fact.
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Table 5: Simulation results of the discharge step for the reference case (ref) and quasi-steady-
state case (qss) from [64]: simulation time (differential part (d), algebraic part (a)) and range of
mass conservation
System Solver Simulation Time Range of mass conservation
ref qss ref qss
original (2.1)
DASSL 0.4 s 0.5 s 10−7 10−6
GENDA 7.0 s 5.2 s 10−15 10−13
semi-exp.(4.1), (4.2) ode45
d: 15.3 s d: 5.9 s 10−13 10−12
a: 297.5 s a: 302.4 s
ode15i d: 37.9 s d: 6.4 s 10
−13 10−12
a: 303.3 a: 311.6 s
GENDA d: 59.2 s d: 15.7 s 10
−15 10−12
a: 233.7 s a: missing
Higher errors at t = 0 s in case of the mass flow rate and the turbine power in the quasi-steady-
state case may be explained by the different way the initial conditions are treated. While the
DASSL solution starts with the Dymola inherent way of treating the initial conditions, for all
other cases the initial conditions are analytically calculated as described in Section 4.1.
Comparing the reference and the quasi-steady-state case, we find that the error calculation
follows no pattern. This may be the reason because the DASSL solver in Dymola may be the
least accurate and not suitable to be chosen as reference.
The following aspects have led to difficulties for all the solvers: the square root in equation
(2.1p), stiffness, property functions which only work in a specific range of input variables (see
Table 1). Therefore, the careful choice of the stepsize is a crucial factor for possible reduction
of simulation time. Its influence on the numerical performance should be investigated in further
research.
We have seen that the discharge model equations of the Honigmann process are strangeness-free
and can be simulated as a whole using the DASSL solver in Dymola and the DAE solver GENDA
[40] based on a modified DASSL. Solving the semi-explicit reformulation of the model equations
with the MATLAB solvers ode45, ode15i and GENDA does give similar results but needs more
time since the algebraic part is evaluated separately.
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Figure 5.1: Mass flow rate (msol,0 = 3 kg) Figure 5.2: Concentration (msol,0 = 3 kg)
Figure 5.3: Power (msol,0 = 3 kg) Figure 5.4: Mass conservation (msol,0 = 3 kg)
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Figure 5.5: Mass flow rate (msol,0 = 3 kg) Figure 5.6: Concentration (msol,0 = 3 kg)
Figure 5.7: Power (msol,0 = 3 kg) Figure 5.8: Mass conservation (msol,0 = 3 kg)
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Figure 5.9: Mass flow rate (msol,0 = 243 kg) Figure 5.10: Concentration (msol,0 = 243 kg)
Figure 5.11: Power (msol,0 = 243 kg)
Figure 5.12: Mass conservation (msol,0 = 243
kg)
28
Figure 5.13: Mass flow rate (msol,0 = 243 kg) Figure 5.14: Concentration (msol,0 = 243 kg)
Figure 5.15: Power (msol,0 = 243 kg)
Figure 5.16: Mass conservation (msol,0 = 243
kg)
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Figure 5.17: Mass flow rate - error (msol,0 = 3
kg)
Figure 5.18: Concentration - error (msol,0 = 3
kg)
Figure 5.19: Power - error (msol,0 = 3 kg)
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Figure 5.20: Mass flow rate - error (msol,0 =
243 kg)
Figure 5.21: Concentration - error (msol,0 =
243 kg)
Figure 5.22: Power - error (msol,0 = 243 kg)
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Figure 5.23: Mass flow rate - error (msol,0 = 3
kg)
Figure 5.24: Concentration - error (msol,0 = 3
kg)
Figure 5.25: Power - error (msol,0 = 3 kg)
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Figure 5.26: Mass flow rate - error (msol,0 =
243 kg)
Figure 5.27: Concentration - error (msol,0 =
243 kg)
Figure 5.28: Power - error (msol,0 = 243 kg)
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6 Conclusion and further research
We have studied the Honigmann model as derived in [64] with respect to the (unique) solvabil-
ity. Using the framework of the strangeness-index, we have identified the model describing the
discharging step as a strangeness-free and regular DAE, hence, as a DAE possessing a unique so-
lution for every consistent initial value. We have specified the domain of definition of this model
as that set of stages for which there exists a pressure difference between the solution and the
water tank. Using the Moore-Penrose remodeling of the system, we have verified that the DAE
model is positive, i.e., reflects the physical property of componentwise nonnegative solutions. We
have compared the performance of several DAE and ODE solvers for the discharging model and
its semi-explicit reformulation.
For the charging model, we have discovered that the system lacks an equation for the mass flow,
hence does not necessarily specify a unique solution for every consistent initial value. Further
research is needed in order to construct a strangeness-free remodeling using either the concept
of the strangeness-index or a physically motivated remodeling of the system.
Given uniquely solvable DAE models for each step of the process, the operation of the storage
can be simulated as a whole, allowing to study its performance as well as its energy efficiency.
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