A prominent class of nonlinear time series models are threshold autoregressive models. Recently work by Kapetanios (2000) has shown in a Monte Carlo setting that the superconsistency property of the threshold parameter estimates does not translate to superior performance in small samples. Another issue concerning inference for the threshold parameters relates to estimation of their standard errors. As the asymptotic distribution of the threshold parameters is neither normal nor nuisance parameter free, an outstanding issue is how to obtain standard errors and confidence intervals for them. This paper aims to address these issues. In particular, we suggest that using extraneous information on the location of the threshold parameters may lead to better estimates. The extraneous information comes in the form of moment conditions that relate residuals of standard threshold models to shocks driving other variables. Additionally the paper considers the problem of estimating standard errors and confidence intervals for threshold parameter estimates. We suggest use of the bootstrap for this problem.
Introduction
The investigation of nonlinearity in macroeconomics has been receiving increasing attention in the literature recently. As a result interest in the theoretical properties of nonlinear time series models has been increasing. A prominent class of nonlinear time series models are threshold autoregressive models. The main distinguishing characteristic of such models is the abrupt change in the dynamics of the process as it moves through regions of the state space. The parameters regulating these changes are the threshold parameters. The asymptotic properties of the threshold parameters estimated through least squares methods are non-standard. In particular, Chan (1993) has shown that these estimates are superconsistent and have non-standard asymptotic distributions. However, recently work by Kapetanios (2000) has shown in a Monte Carlo setting that the superconsistency property of the threshold parameter estimates does not translate to superior performance in small samples. On the contrary, it seems that due to peculiarities in the shape of the conditional least squares function the threshold parameter estimates suffer from biases and large variances for a variety of threshold models.
Another issue concerning inference for the threshold parameters relates to estimation of their standard errors. As the asymptotic distribution of the threshold parameters is neither normal nor nuisance parameter free, an outstanding issue is how to obtain standard errors and confidence intervals for them. One possibility for solving this problem is provided by Hansen (2001) as discussed in the text. This paper aims to address these issues. In particular, we suggest that using extraneous information on the location of the threshold parameters may lead to better estimates. The extraneous information comes in the form of moment conditions that relate residuals of standard threshold models to shocks driving other variables. Perhaps surprisingly, we find that rather than including such variables in the model, considering them only for the estimation of the threshold parameters may lead to estimates with superior properties. The method we suggest may be interpreted as a particular instrumental variable estimator for the threshold parameters. We prove that this estimator is consistent. We also show that in a majority of the cases we consider in an extensive Monte Carlo the new estimation method works better than the standard one or the one where the extra variables are added to the model equation. Our results suggest that using distinct information sets for estimating coefficients and threshold parameters may improve the performance of the threshold parameter estimator.
Additionally the paper considers the problem of estimating standard errors and confidence intervals for threshold parameter estimates. We suggest use of the bootstrap for this problem. However, it is well known that discontinuities may lead to a breakdown of standard bootstrap techniques. An alternative bootstrap method based on subsampling is considered and compared to the standard bootstrap through Monte Carlo simulations. We find no evidence that the subsample bootstrap performs better.
The paper is structured as follows: Section 2 provides a description of the TAR model. Section 3 describes the new estimation method we suggest. Section 4 discusses the estimation of the standard errors and by implication, confidence intervals. Section 5 presents the setup and results of the Monte Carlo simulations. Finally, Section 6 concludes. The appendix contains the proof of the consistency of the new estimator.
Preliminaries
We focus on the following T AR(m, p) threshold autoregressive model:
where r 0 = −∞ and r m = ∞. The model has m regimes. In each of these regimes the autoregressive coefficients may take different values. The transition between regimes depends on x t . In what follows we will assume that x t = y t−d , i.e. the transition depends on a lag of the process itself, controlled by the delay parameter d. These models are referred to as selfexciting threshold autoregressive (SETAR) models.
This model is estimated by least squares. More specifically, a grid of possible values for the vector of the threshold parameters is constructed, usually as a function of the observed values taken by the process. For example, selected quantiles of the process may be used. For each point in this grid, variables of the form I {r j−1 ≤y t−d <r j } y t−i are constructed. These are then used to estimate the coefficients of the model for that particular grid point. The conditional sum of squares is calculated for each grid point and the final estimate for the threshold parameters is designated to be that point for which the conditional sum of squares is minimised. The respective coefficient estimates are then adopted as the final coefficient estimates.
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The asymptotic properties of the these estimates are as follows: The threshold parameters are T −1 -consistent (superconsistent) and, when normalised around the true parameters, have a nonstandard asymptotic distribution which is a functional of a compound Poisson process and involves nuisance parameters. The coefficient estimates have the usual T 1/2 rate of convergence and are asymptotically normal. In particular, their asymptotic distribution does not depend on whether the threshold parameters are known or estimated. More details may be found in Chan (1993) . Because of the nuisance parameters involved in the asymptotic distribution of the threshold parameter estimates an alternative asymptotic theory has been developed. In particular, under the assumption that
Hansen (2001) has shown that the, appropriately normalised, threshold parameter estimate has a nonstandard asymptotic distribution which is free of nuisance parameters. We note that these results have been rigorously proven only for the case m = 2.
Abstracting from the asymptotic analysis, Monte Carlo evidence (see Kapetanios (2000) ) suggests that even though the threshold parameters are superconsistent, their finite sample properties include large biases. So alternative estimation methods may be useful.
A GMM estimation method for the threshold parameter estimates

The new method
The starting point of our analysis is the realisation that moment conditions involving the threshold parameters may be a useful generalisation of the conditional least squares as a loss function for estimating the thresholds. We note the well known fact that the least squares estimator for the coefficients of a regression involving the vector of regressors x t is equivalent to the GMM estimator with moment conditions E(x t u t ) = 0 where u t is the regression error term. In the case of the threshold autoregressive model the regressors are functions of the threshold parameters r i . However, as the sample mean of x tût , whereû t is the regression residual, is identically zero for any value of r i , and therefore constant as a function of r i , minimisation of the conditional least squares is used instead to give the threshold estimates in the standard estimation method. Nevertheless, alternative moment conditions will have non zero sample means and these can be used as a basis for estimating the thresholds. We will concentrate on moment conditions of the form E(z j,t (r)u t ) = E(z t I {r j−1 ≤y t−d <r j } u t ) = 0
where r = (r 1 , . . . , r m−1 ) .
We need to comment on the motivation of these moment conditions. What they are basically saying is that there exist variables which are correlated with the error term driving the process in some regimes but not others. A large number of economically meaningful examples can be easily cited. For example in the context of target zones for exchange rates variables such as, e.g., central bank reserves may be uncorrelated with the shocks of the exchange rate process in periods where the exchange rate is within its target zone but may start to be correlated with the shocks when the exchange rate approaches the bounds of the target zone. In business cycle modelling labour market tightness indicators may be correlated with shocks driving GDP in periods of strong expansion or recession but not in other times.
As we will see in the theoretical analysis of our method it is crucial that the moment conditions identify all the regimes. As a minimum there must be as many moment conditions as regimes. Otherwise, the estimator is not consistent. Of course, other forms of moment conditions are possible but for simplicity we will concentrate on these. It is easy to see that the setup we suggest is observationally equivalent to one where the variables z t are included in the threshold model. One may therefore suggest that the model is augmented with these variables and reestimated using the standard method. This argument is valid but can be countered in principle even before the performance of the two alternatives is examined in a Monte Carlo study. When the z t variables are included in the model a number of extra parameters (the coefficients of these variables) need to be estimated. These estimates may induce further variability and possibly small sample biases in the threshold parameter estimates through their effect on the residuals. Of course, excluding them from the model, will lead to biases for the coefficient estimates, as long as these variables are correlated with lags of y t . We assume that the correlation between z t and u t , at particular points in time, arises out of the correlation between u t and the shocks driving z t .
This assumption is not far fetched and is defensible economically. In most economic examples, including those mentioned above, it is reasonable to assume that only the serially uncorrelated shocks driving the z t and the y t processes are contemporaneously correlated. In any case if the correlation arises out of some other route the standard estimation method will suffer from biases as well. Under this assumption, the covariance matrix of the coefficient estimates from the model augmented with z t will be block diagonal. But this still implies increased variability for the residuals and possibly inferior properties for the resulting threshold parameter estimates.
Theoretical Properties
Define the loss function concentrated with respect to the autoregressive coefficients as
Γ j (r) denotes the set of observations for which the j-th moment condition is specified to hold andû t = y t −x tβ (r). We assume that the moment conditions hold i.e. let E j,t (r) denote the event that at time t the j-th moment condition holds, then we assume that
We also assume that for all j
This condition simply says that the instruments contain information about the location of the threshold parameters. We show the following Theorem in the Appendix
Theorem 1 The estimator of the threshold parameterr defined by the minimisation of the objective function L(y; r) is consistent
Bootstrapping the distribution of the threshold parameter
Given the results of Chan (1993) , on the asymptotic distribution of the normalised threshold parameter estimate indicating that this distribution depends on nuisance parameters and is nonstandard it is clear that a simple inferential procedure for the threshold parameter estimate is not available unless one is willing to make further assumptions about the model such as those suggested by Hansen (2001) .
An alternative approach for constructing standard errors and confidence intervals may be based on the bootstrap. The bootstrap relies on parametrically or non-parametrically resampling from the available data. The standard bootstrap procedure is in general able to provide an estimate (of the parameters) of the exact distribution of an estimator. Under mild assumptions this estimator is consistent. Further, under the assumption of asymptotic pivotalness (independence of the asymptotic distribution from nuisance parameters) the bootstrap estimator may converge more quickly to the true distribution compared to the asymptotic approximation. However, in the case of the standard estimator of the threshold parameter, the asymptotic distribution is not asymptotically pivotal. Further, it is not even clear whether the standard bootstrap estimator is consistent in this case, as Coakley and Fuertes (2002) claim. To explain in detail why consistency is in doubt, we denote the distribution of the threshold parameter estimate,r T , obtained by minimising the conditional sum of squares, by L T (r, F T ) where F T denotes the joint distribution function of the sample y 1 , . . . , y T . We denote a generic parameter of L T (r, F T ) by θ T (r, F T ). For example, θ T could be the variance ofr T or the 95% quantile of its distribution. The crucial regularity condition for consistency of the standard bootstrap approach is the continuity of the mapping F T → θ T . To appreciate the difficulty of showing this for the threshold models we note that the asymptotic distribution of T (r T − r 0 ) is given by that of the lower bound, M − , of a random interval where a functional of two independent compound Poisson processes is minimised almost surely. This continuity condition is not necessary for consistency of the bootstrap but most theorems available on this subject assume it.
Although, we cannot prove it without actually deriving the distribution of M − , which is a non trivial task, we conjecture that the mapping F ∞ → θ ∞ is indeed continuous, for usually encountered statistics θ. We support our conjecture with the following points. The distribution of M − depends on r 0 via the following routes: (i) the rate of the two independent Compound Poisson processes and (ii) the definition of the independent increments of the compound Poisson processes. The parameters of the distribution of the compound Poisson process are continuous with respect to its rate. Secondly, we conjecture that the moments of the independent increments of the compound Poisson processes are continuous in r 0 . A simple example suggests why that might be the case. Consider the moments of the simple TAR process
started at t = 0, at t = 1. Then y 1 = a 0 I { 0 >r 0 } + 1 and
Clearly, changes in r 0 affect only the indicator function and thereby only change the bounds of the integral with respect to 0 . This implies that the moments are continuous w.r.t. r 0 . Similar arguments can be used to give the result that the distribution of y 1 is continuous w.r.t r 0 . To see note that we need to derive P rob(a 0 I { 0 >r 0 } + 1 < x) which is given by
The independent increments of the compound Poisson process are functions of the observations and the threshold parameters but similar arguments as those given above could be used to show the continuity of moments of these functions w.r.t. r 0 .
An alternative bootstrap approach, that is guaranteed to be consistent under the most mild of regularity conditions, is based on subsampling. More specifically, whereas for the standard bootstrap samples of size T , i.e. equal to the size of the original sample, are resampled, subsampling bootstrap methods suggest resampling samples of size T m where T m << T and in particular, T m → ∞ and T m /T → 0 as T → ∞. These methods are guaranteed to be consistent if the distribution of θ T converges to a non-degenerate limit. No continuity conditions are needed. We will use the non-replacement algorithm for dependent data suggested by Politis and Romano (1994) . The general non-replacement algorithm is also discussed in Bickel, Gotze, and van Zwet (1997) . In the case of dependent data a strong mixing condition is also needed. This is satisfied for TAR models as discussed in Hansen (2001) using results of Chan (1993) . The algorithm works as follows: A choice of subsample size T m is made. Then all possible blocks of consecutive data {y i , y i+1 , . . . , y i+Tm−1 }, i = 1, . . . , T − T m + 1 constitute the set of the bootstrap samples. As we see no subsample is sampled twice. The choice of the subsample size T m reflects issues relating to the choice of the fixed block size in the standard bootstrap fixed block resampling for dependent data.
Note that in the above discussion we implicitly concentrate on the nonparametric bootstrap. This may at first seem at odds with the fact that we assume a parametric model of the TAR form. Nevertheless, the crucial innovation of the paper is the consideration of extraneous information through extra variables. At this stage we do not assume a parametric model for these variables. In fact, as we mention in the previous section there is a possibility that including those variables in the regression model rather than using them through GMM maybe counter-productive as far as estimating the threshold parameters. It is clear that we should make the same assumptions when constructing the bootstrap samples as when estimating the model. Further, as the z variables do not enter the regression model we cannot use a nonparametric bootstrap for them and a parametric one for y t . The only alternative left is the nonparametric bootstrap both for z t and for y t . Nevertheless, if one is willing to make further assumptions about z t in the form of a parametric model then that model should be used for the construction of the bootstrap samples. However, if such assumptions are made then it is clear that they should be used in the estimation of the threshold parameters and thus inevitably lead to a multivariate model. It is not clear whether such a model will improve the properties of the threshold parameter estimates.
Monte Carlo Study
Monte Carlo Setup
The new method we suggest is mainly concerned with improving the properties of the small sample threshold parameter estimates. A Monte Carlo evaluation of the new method compared with the existing method is therefore of paramount importance. We will consider three different methods of estimating the threshold parameters. The first, denoted as method A, is the new GMM based method. We mimimise a weighted sum of squares of the moment conditions using the standard GMM optimal weighting matrix which is the inverse of the second moment of the moment conditions. The second method, denoted as method B, estimates the following model
Here, we incorporate the information that the z contain about the threshold parameters into the model for y t . However, as mentioned before the data will then have to provide information about the parameters β j,s which, in the current context, are nuisance parameters. Finally, the third method, denoted method C, is the standard conditional sum of squares estimation method for TAR models. The model we use for generating the data is of the form
The variables z j,t are generated by
where ( t , u j,t ) is an i.i.d. process with contemporaneous covariance matrix Σ = 1 ρ ρ 1 if regime j holds at time t and the identity matrix otherwise. ρ = δ = 0.5 throughout the analysis. The parameter ρ introduces the dependence between y t and z t .
We consider two different TAR models. The first is a two regime TAR model and the second is a symmetric three regime model where the lower and the upper regime have the same autoregressive coefficient and r 1 = −r 2 . For the purposes of choosing the moment conditions for the upper and lower regime we assume, and construct the samples so, that the same moment conditions hold in these regimes. As a result both models are characterised by two autoregressive parameters and one threshold parameter. Previous work on the properties of the standard threshold parameter estimator by Kapetanios (2000) has suggested that two crucial dimensions with respect to which the performance of the estimator varies are (i) the autoregressive structure of the TAR(1,2) model and (ii) the value of the threshold parameter in the TAR(1,2) model. Due to the complexity associated with increasing m or p it is difficult to disentagle the effects of different parameter variations in such more complex models. The combinations of autoregressive parameters we consider, are given in Table 1 . We also consider Tables 2 and 3 . These numbers have been obtained by simulating a single sample of 5000 observations and calculating the relevant statistics. Note that in all cases the TAR models are stationary. All errors are pseudo-normal random variables. We concentrate on samples of sizes T = 50, 100, 150. Initial conditions are set to zero and 10 initial observations are dropped from each sample to minimise the effect of this choice of initial conditions. We construct the grid of candidate threshold parameters as follows: For the two regime model we select [T/5] equally spaced quantiles between the 10% and 90% quantile of the data. For the symmetric regime we construct the grid for r 2 by selecting [T/5] equally spaced quantiles between the 55% and 90% quantile of the demeaned data and use r 1 = −r 2 . These choices follows in general the literature. Further, as the grids are the same for every estimation method these choices should not, ex ante, bias any of our conclusions. Note that in some cases the minimum proportion of observations in some regime possible with the choice of grid we have made is higher than the true proportion as presented in Tables 2 and 3 . For some sample sizes it is not possible to consider such grid points because we don't have enough observations. Nevertheless, examining the behaviour of the estimators for such parameter values is of interest given that many economic phenomena such as, e.g., business cycles where recessions (defined as a regime) are rare, resemble such threshold models.
For the standard bootstrap we use R b = 99 replications and a block size ]. This choice seems to be a good compromise between number of replications and subsample size. For every experiment, R = 500 replications are carried out. Given the computational cost of a Monte Carlo study of nonlinear model estimators and the properties of bootstrap variances and confidence intervals, this number seems reasonable.
Monte Carlo Results
We present results for the following properties of the estimator for each method: (i) the estimated MSE and variance of the threshold parameter estimate. This is calculated as
(ii) the estimated MSE of the bootstrap estimates of the variance of the threshold parameter estimator and (iii) the estimated MSE of the bootstrap estimates of the symmetric 95% confidence interval for the threshold parameter estimator. For the last two cases, the MSE is calculated as
where T denotes the statistic of interest (variance or quantile),T denotes its estimate and T (r 0 ) denotes the true value of T obtained via simulation over the R Monte Carlo replications. Results are presented in Tables 4-12 for the two regime TAR model and in Tables 13-21 for the three regime symmetric TAR model.
Results make interesting reading. We start by examining the two regime TAR model. We clearly see that Method A dominates in terms of performance all other methods. Out of 189 experiments in total, it has the minimum MSE in 132 cases. It has the minimum absolute bias in 167 cases. Finally, it has the minimum variance in 126 cases. Method C is never the best for any performance measure. Comparing methods A and B we see that method B works better for threshold parameter which are close to zero. In other words it works best for models with regimes which occur with roughly 14 similar probabilities. More specifically it works best only for r 0 = 0 with similar performance for r 0 = 0.5, −0.5. For all other values of r 0 , method A is overwhelmingly preferred. Even in the case of r 0 = 0 methods A and B have similar and very low biases. What distinguishes them is the variance of the estimator.
Moving on to the three regime TAR model, we see that again similar patterns emerge. Method A overwhelmingly dominates the other methods. Again Method C is never best. Method A has the lowest MSE in 72 out of 105 cases, the lower absolute bias in 92 cases and the lower variance in 65 cases. Method B works relatively better for cases where the three regimes have roughly equal probabilities of occuring (i.e. r 0 2 = 1). Overall, we must conclude that our conjecture in the previous section was right for this Monte Carlo design. Method A does not require of the data to provide estimates of the parameters of z t in the model for y t . Providing estimates for such parameters is clearly detrimental for threshold parameter estimation.
Moving on to the investigation of the bootstrap estimates of variance and quantiles of the threshold parameter estimates, we see that the standard bootstrap clearly outperforms the subsample bootstrap. In most cases, both for variances and for confidence intervals, the standard bootstrap estimates have lower MSEs than the subsample bootstrap estimates. More specifically, for the two regime TAR model the standard (subsample) bootstrap has lower MSE for the variance estimates in 426 (141) cases. The relevant numbers for the confidence intervals are 1001 (133). For the three regime symmetric TAR model we have that the standard (subsample) bootstrap estimate for the variance has lower MSE in 244 (71) cases whereas for the confidence intervals the relevant numbers are 562 (68). It is clear that either the subsample bootstrap is consistent whereas the standard bootstrap is not but this asymptotic result is swamped by the small sample inefficiency of the subsample bootstrap or that both bootstraps are consistent but the subsample bootstrap is inefficient. In either case it seems reasonable to suggest that the standard bootstrap be used. However, note that all these results are for the nonparametric bootstrap for the reasons explained in the previous section. These results could possibly be reversed if the parametric bootstrap were considered.
Conclusion
In this paper we have considered the problem of estimating the threshold parameter of TAR models using extraneous information via a GMM method. Previous work has shown that the threshold parameter estimator although superconsistent has poor sample sample properties. We find that, as expected, the GMM estimator improves upon the standard estimator when valid extraneous information is used. More surprisingly we find that including that information in the regression model as extra regressors may be counter productive. The best way to incorporate such information about the threshold parameter is via a GMM type set of moment conditions whose quadratic form is to be minimised in a second stage following estimation of the coefficients of the TAR model.
A further contribution of the paper is the introduction of the bootstrap to carry out inference about the threshold parameter estimate. As the standard bootstrap may be inconsistent for TAR models due to the discontinuity of the estimation objective function we suggest as an alternative a subsample bootstrap which is consistent under a very mild regularity condition and does not require continuity conditions of any form. However this bootstrap is less efficient than the standard bootstrap if the standard regularity conditions hold. We see that the standard bootstrap performs much better than the subsample bootstrap in small samples. As a result we conclude that even if the standard bootstrap is inconsistent (which we conjecture not to be the case using a heuristic argument) one may be better off, in terms of estimator MSEs, using it in small samples anyway.
Further research could concentrate on the following: (i) investigate formally the theoretical properties of the bootstrap in TAR models. We have made some arguments which could provide an avenue for further research.
(ii) investigate whether the good properties of the newly proposed method extend to more complex TAR model with longer lags and more regimes. We conjecture that the superior performance of the new method may be diluted when models with more than 3 regimes are considered because of the need for many extraneous variables for the method to be consistent. Nevertheless more research is needed.
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Appendix: Proof of Theorem 1
We wish to show that asymptotically
in probability. To do that we will show that
To show (i) it suffices to show thatm(y; r 0 ) p → 0. This is straightforward to show by the Law of Large Numbers for strong mixing processes such as TAR processes (see Davidson (1994) ). We now wish to show (ii). Using (i) we only need to show that
We examine the typical term of the above sum. We have
Concentrating on the first term of the above sum we have that if Γ j (r) ⊂ Γ j (r 0 ) then both terms in the absolute value will tend to zero in probability. Although this can hold for some j it cannot hold for all j. Therefore, there exists some j for which Γ j (r 0 ) ⊂ Γ j (r). As a result
But this tends to a non-zero number since E(z j,t u t |E j,t (r 0 )) = 0. Moving to the second term of the sum in (20) we have that
But the first term of this will tend to a nonzero number as long Γ j (r 0 ) ⊂ Γ j (r) which will hold for some j. The above is not enough for consistency of the estimator. We also need stochastic equicontinuity ofm(y; r). This is defined to be that
in probability, for some δ > 0 where R is a compact subset of the relevant Cartesian product of R and S(r, δ) is an open ball of radius δ centered on r.
Assuming that all of z t , y t and u t are strong mixing processes with appropriate strong mixing coefficients gives the required result. To see this note that we can prove that the coefficient estimates are stochastically equicontinuous functions of r following Lemma 1 of Hansen (1996) and Lemma A.3 of Hansen (2001) . From that the stochastic equicontinuity of our objective function follows using the strong mixing assumption for z t . 
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