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I. OVERVIEW
Robustness of routing policies for networks is a central problem which is gaining increased
attention with a growing awareness to safeguard critical infrastructure networks against natural
and man-induced disruptions. Routing under limited information and the possibility of cascades
through the network adds serious challenges to this problem. This abstract considers the frame-
work of dynamical networks introduced in our earlier work [1], [2], where the network is modeled
by a system of ordinary differential equations derived from mass conservation laws on directed
acyclic graphs with a single origin-destination pair and a constant inflow at the origin. The rate
of change of the particle density on each link of the network equals the difference between the
inflow and the outflow on that link. The latter is modeled to depend on the current particle density
on that link through a flow function. The novel modeling element in this abstract is that every
link is assumed to have finite capacity for particle density and that the flow function is modeled
to be strictly increasing as density increases from zero up to the maximum density capacity,
and is discontinuous at the maximum density capacity, with the flow function value being zero
at that point. This feature, in particular, allows for the possibility of spill-backs in our model,
which was absent from the model considered in [1], [2]. In this extended abstract, we present
our results on resilience of such networks under distributed routing, towards perturbations that
reduce link-wise flow functions.
II. MODEL FORMULATION
For the sake of this abstract, we consider the following simple scenario. The topology of the
network is abstracted as an acyclic directed graph T = (V , E) with one origin/destination pair and
such that every node lies on a path from the origin to the destination. If e = (v, w) ∈ E is a link,
we shall write σ(e) = v and τ(e) = w for its tail and head node, respectively. Acyclicity implies
that we can identify the node set V = {0, 1, . . . , n} in such a way that σ(e) < τ(e) for all e ∈ E ,
so that in particular 0 is the origin and n the destination. The sets of outgoing and incoming links
of a node v ∈ V will be denoted by E+v := {e ∈ E : σ(e) = v} and E−v := {e ∈ E : τ(e) = v},
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2respectively. The state of the network is described by a vector ρ = {ρe : e ∈ E}, where ρe denotes
the density on link e. The flow on link e is given by the functional relationship fe = µe(ρe).
We assume that the flow function µe : [0, ρmaxe ] → R+ is continuous differentiable and strictly
increasing on [0, ρmaxe ), and is such that µe(0) = µe(ρ
max
e ) = 0. Here, ρ
max
e > 0 stands for the
density capacity on link e. We let Γ := ×e∈E [0, ρmaxe ) be the state space, and the maximum
flow capacities be fmaxe := limρe↑ρmaxe µe(ρe) for all e ∈ E . We shall write µ := {µe : e ∈ E}
for the vector of flow functions. If µ˜ := {µ˜e : e ∈ E} is another flow function vector with the
same properties, an inequality µ ≥ µ˜ will have to be interpreted component-wise. The way the
inflow of a node v < n gets split among its outgoing links is determined by the routing policy
G := {Gv : Γv → Sv}0≤v<n, where Γv := ×e∈E+v [0, ρmaxe ), and Sv stands for the simplex of
probability vectors over E+v . In particular, we focus on the class of locally responsive distributed
routing policies, which is a family of continuously differentiable distributed routing functions
G = {Gv : Γv → Sv}v∈V such that, for every non-destination node 0 ≤ v < n:
(a) for every nonempty proper subset J ( E+v , there exists a continuously differentiable
map GJ : ΓJ → SJ , where RJ := RJ+ , ΓJ := {ρ ∈ RJ | ρe < ρmaxe ∀e ∈ J }, and
SJ := {p ∈ RJ :
∑
j∈J pj = 1} is the simplex of probability vectors over J , such
that, for every xJ ∈ ΓJ , if
xe → ρmaxe , ∀e ∈ E+v \ J , xj → xJj ∈ ΓJ , ∀j ∈ J , then
Gve(x)→ 0, ∀e ∈ E+v \ J , Gvj (x)→ GJj (xJ ), ∀j ∈ J .
(b)
∂
∂xe
Gvj (x) ≥ 0 , ∀j, e ∈ E+v , j 6= e , x ∈ Γv ,
The two salient features of this routing policy are the local information constraint which
allows the routing policy Gv(ρv) to depend only on the particle density ρv on the set E+v of
outgoing links of the non-destination node v, and the condition (a), which models the fact that
no flow can be routed to a fully congested link. The additional condition (b) is a rather natural
in that it states that the faction of particles routed towards any link does not decrease when the
particle density in some other link is increased. It is reminiscent of the notion of cooperative
dynamical system. In fact, routing policies with this property were proven to be optimal in terms
of resilience in the our earlier work on dynamical networks with infinite density capacity [1],
[2].
We are now ready to describe the dynamical network model used in this abstract. Consider
a flow network over T with a constant inflow λ0 ≥ 0 at the origin and the flows on the links
evolving according to the following dynamical system with ρ(t) ∈ cl(Γ) as the state vector:
d
dt
ρe(t) = χσ(e)(t)λσ(e)(t)G
σ(e)
e
(
ρσ(e)(t)
)− χτ(e)(t)fe(t) , (1)
for all e ∈ E , where Gv are the locally responsive routing policies, f(t) = µ(ρ(t)) and λv(t)
is the incoming flow at node v ∈ V and is equal to λ0 if v = 0 and equal to
∑
e∈E−v fe(t) if
v > 0, while χv(t) := 1−
∏
e∈E+v (1− ξe(t)) and ξe(t) := 1[0,ρmaxe )(ρe(t)) are the activation status
indicators of a node v ∈ V and a link e ∈ E . In this abstract, we use dynamical network to refer
to the dynamics (1) with locally responsive routing policies G.
Equation (1) states that the rate of change of the particle density on a link e outgoing from
some non-destination node v is given by the difference between λv(t)Gve(ρ
v(t)), i.e., the portion
of the total outflow at node v which is routed to link e, and fe(t), i.e., the particle flow on link e.
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3The set of such equations model conservation of mass both at every non-destination node and on
the links of the flow network. In particular, when χv(t) = 0, no flow can be absorbed by any of
the outgoing links of node v, and (1) implies that no flow comes out of any of the incoming links
of node v. Observe that the distributed routing policy Gv(ρv) induces a local feedback which
couples the dynamics of the particle flow on the different links. In fact, the dynamical network
(1) should be interpreted as an |E|-dimensional switched system. Existence and uniqueness of a
solution for every initial density ρ(0) ∈ cl(Γ), then follow from the differentiability assumptions
on the flow function µ and the routing policy G by standard arguments.
The most novel feature of the dynamics (1) resides in the role of the link and node activation
status indicators ξe(t), and χv(t). Indeed, observe that, if ξe(t∗) = 0 for some t∗, then ξe(t) = 0
for all t ≥ t∗. This is a direct consequence of the fact that λσ(e)(t)Gve(ρv)−µe(ρe) = 0 whenever
ρe = ρ
max
e . Once the particle density reaches its maximum capacity on a link, the corresponding
outflow is zero, and the link becomes irreversibly inactive. On the other hand, the definition of
indicator variables implies that a node becomes inactive, or fails, when all the outgoing links
do so, and thus it remains inactive ever since. In turn, this drops the outflow of all its incoming
links to zero so that they are bound to become inactive. As a consequence some other links may
experience an overload, possibly reaching their density capacity, thus becoming inactive ever
since. Through this mechanism, link and node failures can propagate through the network.
The following proposition states a fundamental dichotomy in the behavior of the dynamical
network: either all the asymptotic time-averaged outflow equals the constant inflow, or it is zero.
Such a dichotomy is a direct consequence of the boundedness of the density capacities.
Proposition 1. For any initial density vector ρ(0) ∈ cl(Γ), either of the following alternatives
hold:
lim
t→∞
1
t
∫ t
0
λn(s)ds = λ0 , or lim
t→∞
1
t
∫ t
0
λn(s)ds = 0. (2)
Motivated by this, we define the dynamical network to be transferring with respect to some
initial density vector ρ(0) ∈ cl(Γ) if the first condition in (2) holds. We consider persistent
perturbations of the dynamical network (1) that reduce the flow functions on the links. Formally,
an admissible perturbation of a dynamical network is a network with the same topology T , same
locally responsive distributed routing policies G = {Gv : Γv → Sv}v∈V and a family of perturbed
flow functions µ˜ := {µ˜e : [0, ρmaxe ]→ R+}e∈E that have the same monotonicity and differentiable
properties as µ, and are such that, for every e ∈ E , µ˜e(ρe) ≤ µe(ρe), for all ρe ∈ [0, ρmaxe ]. We
accordingly let f˜maxe := limρe↑ρmaxe µ˜e(ρe). The perturbed dynamical network is then governed by
d
dt
ρ˜e(t) = χ˜σ(e)(t)λ˜σ(e)(t)G
σ(e)
e
(
ρ˜σ(e)(t)
)− χ˜τ(e)(t)f˜e(t) , (3)
for all e ∈ E , where f˜(t) = µ˜(ρ˜(t)) and λ˜v(t) is equal to λ0 if v = 0 and equal to
∑
e∈E−v f˜e(t)
if v > 0, while χ˜v(t) := 1 −
∏
e∈E+v (1 − ξ˜e(t)) and ξ˜e(t) := 1[0,ρmaxe )(ρ˜e(t)) for all v ∈ V . Note
that the routing policy G used in (1) and (3) are the same.
The magnitude of an admissible perturbation is defined as ||δ||1 =
∑
e∈E δe , where δ ∈
RE+ , δe := supρe∈[0,ρmaxe ] {µe(ρe)− µ˜e(ρe)} , e ∈ E . The margin of resilience of the dynamical
network γ(ρ◦) is defined as the infimum magnitude of all the admissible perturbations for which
the perturbed dynamical network is not transferring with respect to the initial density vector
ρ˜(0) = ρ◦. In the next section, we report our results on the margin of resilience.
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4III. RESULTS
We start by stating an upper bound on the margin of resilience of a dynamical network.
Throughout, we shall assume that ρ◦ is an equilibrium for the unperturbed dynamical net-
work1, with the corresponding flow f ◦ = µ(ρ◦), i.e., λ0G0e(ρ
◦) = f ◦e for all e ∈ E+0 and
(
∑
e∈E−v f
◦
e )G
v
e(ρ
◦) = f ◦e for all e ∈ E+v when v > 0. We shall also assume that the topology
T is tree-like. By this, we mean that the only node reachable from the origin by two distinct
paths is the destination one. The assumption of tree-likeness of the topology implies that one
can partition the node set as V = ⋃0≤j≤j∗ Vj ∪ {n} , where Vj := {0 ≤ v < n : dist(0, v) = j}
is the set of non-destination nodes at distance j from the origin, and j∗ is the maximal distance
of a non-destination node from the origin.
Before proceeding we introduce here some preliminary notation. Let us introduce the residual
capacity Rv(f ◦) :=
∑
e∈E+v f
max
e − f ◦e , of a non-destination node 0 ≤ v < n, and let R(f ◦) :=
min{Rv(f ◦) : 0 ≤ v < n} be the minimal node residual capacity of the network. For an inflow
λ0 ≥ 0, we shall consider the set of equilibrium flows
F(λ0) :=
{
f ∈ F :
∑
e∈E+0
fe = λ0 ,
∑
e∈E+v
fe =
∑
e∈E−v
fe , ∀ 0 < v < n
}
.
An origin-destination cut is a subset U ⊆ V such that 0 ∈ U and n /∈ U . For an origin-destination
cut U , let E+U := {e ∈ E : σ(e) ∈ U , τ(e) /∈ U} be the set of links with tail node in U and
head node in V \ U , and let C(U) := ∑e∈E+U fmaxe be its capacity. The min-cut capacity of the
flow network is C := minU C(U) , where the minimization runs over all the origin-destination
cuts. By the min-cut max-flow theorem it follows that F(λ0) 6= ∅ if and only if C(N ) ≥ λ0, a
condition that we shall assume in order to avoid trivialities.
(a) We now describe a procedure to compute an upper bound on the margin of resilience. For
every non-destination node 0 ≤ v < n, and λ ≥ 0, define
Xv(λ) :=
{
x ∈ ×e[0, fmaxe ] :
∑
e
(fmaxe − xe) ≤ λ
}
.
where the product/sum index e runs over E+v . Further, let dn = +∞. For j = j∗, j∗ − 1, . . . , 0,
iteratively define
dv := min {cv(x) : x ∈ Xv(λ◦v)} , λ◦v :=
∑
e∈E+v
f ◦e ,
for all v ∈ Vj , where cv(x) :=
∑
e∈E+v min{xe, dτ(e)} . The intuition behind this definition is the
following: cv(x) is the cost that a hypothetical malicious adversary has to face in order to reduce
the sum of the maximal flow capacities of the outgoing links of a node v below the inflow λ◦v,
thus causing the eventual link’s failure. In order to compute such cost, for every outgoing link
e, the minimum between the flow capacity reduction xe and the previously computed cost to
induce a failure of the head node τ(e) is considered.
The following result states an upper bound on the margin of resilience in terms of the
calculations described above.
1The conditions for existence and uniqueness of equilibrium follows from our prior work [1] on dynamical flow networks
with unbounded density capacities.
November 12, 2018 DRAFT
5Theorem 1 (Upper bound on the margin of resilience). Assume that the network topology T is
tree-like, and that the dynamical network has an equilibrium density vector ρ◦. Then, the margin
of the resilience is upper bounded as: γ(ρ◦) ≤ d0 .
The following proposition gives useful bounds on the the quantity d0.
Proposition 2. Let f ◦ = µ(ρ◦) ∈ F(λ0) be an equilibrium flow for the dynamical network.
Then, R(f ◦) ≤ d0 ≤ C − λ0 .
Proposition 2 and Theorem 1 imply that the margin of resilience is upper bounded by the
network residual capacity C−λ0. In fact, one can show examples where the margin of resilience
is strictly less than C − λ0. In [1], we showed that the margin of (weak) resilience is equal to
C when there is no bound on the density capacity. This illustrates the loss in resilience due to
finiteness of density capacities.
(b) In [2], we computed margin of strong resilience of a dynamical network when there is no
bound on the maximum particle density on the links, and the flow functions are monotonically
increasing. The margin of strong resilience is defined to be the infimum magnitude of all
admissible perturbations for which (analogous to the definition of margin of resilience in this
abstract) the outflow from the destination node of the perturbed dynamical network is not
asymptotically equal to λ0. In particular, we showed that the margin of strong resilience in
that setting is equal to the minimum node residual capacity of the network R(f ◦). We show
that, when the links have finite capacity for particle densities as in this abstract, the margin of
resilience could be possibly greater than the minimum node residual capacity. We illustrate this
point through the following example.
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Fig. 1. A sample network topology.
Consider the topology shown in Figure 1.
Let the flow functions µ be such that: fmaxe1 =
3, fmaxe2 = 1.5, f
max
e3
= fmaxe4 = 0.75. Let
the equilibrium flows be: f ◦e1 = f
◦
e2
= 1
and f ◦e3 = f
◦
e4
= 0.5. The min node resid-
ual capacity with these parameters is 0.5.
We now show that, if nodes 0 and 1 are
implementing locally responsive distributed
routing policy, then even with a disturbance
of magnitude 0.6 > 0.5, then network is
still transferring. First, consider a specific
disturbance of magnitude 0.6 under which the perturbed flow functions are: µ˜e1 = µe1 , µ˜e2 = µe2 ,
µ˜e3 = 3µe3/5 and µ˜e4 = 3µe4/5. For the perturbed network, f˜
max
e3
+ f˜maxe4 = 0.9 < 1 = f
◦
e3
+ f ◦e4 .
Therefore, after a finite time, both ρ˜e3(t) and ρ˜e4(t) hit the respective maximum capacity on
particle densities. at which point χ1 becomes zero. As a consequence the outflow term for link
e2 becomes zero after this time. If the routing policy G at node 0 has property that G0e2(ρ˜
v)→ 0
if ρ˜e2 → ρmaxe2 , the inflow of 2 at node 0 is routed to link e1 and hence the network maintains its
transferring property. In general, for any other disturbance of magnitude 0.6, in the worst-case,
the inflow to node 1 would be such that it could exceed the sum of perturbed capacities of links
e3 and e4 and hence making χ1 = 1, after which one can repeat the argument to show that all
the inflow of 2 at node 0 is transferred to link e1 and the network maintains its transferring
property.
This example shows that spill-backs act as backward propagators of information to upstream
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Fig. 1. A sample network topology.
Consider the topology shown in Figure 1.
Let the flow functions µ be such that: fmaxe1 =
3, fmaxe2 = 1.5, f
max
e3
= fmaxe4 = 0.75. Let
the equilibrium flows be: ◦e1 = f
◦
e2
= 1
and f ◦e3 = f
◦
e4
= 0.5. The min node resid-
ual capacity with these parameters is 0.5.
We now show that, if nodes 0 and 1 are
implementing locally responsive distributed
routing policy, then ev with a disturbance
of magnitude 0.6 > 0.5, then network is
still transferring. First, consider a specific
disturbance of magnitude 0.6 under which the perturbed flow functions are: µ˜e1 = µe1 , µ˜e2 = µe2 ,
µ˜e3 = 3µe3/5 and µ˜e4 = 3µe4/5. For the perturbed network, f˜
max
e3
+ f˜maxe4 = 0.9 < 1 = f
◦
e3
+ f ◦e4 .
Therefore, after a finite time, bo ρ˜e3(t) and ρ˜e4(t) hit the respective maximum capacity on
particl densities. at which point χ1 becomes zero. As consequence the outflow term for link
e2 becomes zero after this time. If the routing policy G at node 0 has property that G0e2(ρ˜
v)→ 0
if ρ˜e2 → ρmaxe2 , the inflow of 2 at node 0 is routed to link e1 and hence the network maintains its
transferring property. In general, for any other disturbance of magnitude 0.6, in the worst-case,
the inflow to node 1 would be such that it could exceed the sum of perturbed capacities of links
e3 and e4 and h nce making χ1 = 1, after which one can repeat the argument to show that all
the inflow of 2 at node 0 is transferred to link e1 and the network maintains its transferring
property.
This example shows that spill-backs act as backward propagators of information to upstream
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routing policies (in this example, the local routing policy at node 0 gets information about links
e3 and e4 through spill-backs). Since having information about downstream links by routing
policies increases resilience, spill-back cascades lead to an increase in the margin of resilience
of dynamical networks.
IV. CONCLUSION
In this paper, we studied resilience of capacitated dynamical networks, where the links have
finite capacity for flow density, thereby allowing the possibility of spill-back cascades. We studied
the effect of such cascades on the resilience of the network and provided an algorithm to compute
an upper bound on the margin of resilience of the network for tree-like topologies. Future work
will involve performing analysis for general acyclic and cyclic topologies, possibly with multiple
origin-destination pairs.
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