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ABSTRAKT
Pojem klasická hudba obsahuje, stejně jako žánry populární hudby, mnoho žánrových variant.
Cílem práce je pomocí strojového učení rozlišit tyto žánrové varianty z orchestrálních nahrávek.
Tato práce se zaměřuje na skladby z období od konce 16. století do začátku 20. století, jedná
se tedy o baroko, klasicismus a romantismus.
K identifikaci těchto tří hudebních slohů je využita metoda Music Information Retrieval, která
spočívá v získávání parametrů z nahrávek a jejich evaluaci. Evaluované parametry jsou vyu-
žity jako vstupní data pro klasifikátory. Klasifikace probíhá pomocí metod strojového učení,
konkrétně se jedná o algoritmy kNN (K-Nearest Neighbor, v češtině k-nejbližší soused), LDA
(Linear Discriminant Analysis, lineárně diskriminační analýza), GMM (Gaussian Mixture Mo-
dels, Gaussovy smíšené modely) a SVM (Support Vector Machines, podpůrné vektory).
V závěru práce je shrnuta dosažená úspěšnost jednotlivých klasifikačních algoritmů. Výsledky
ukázaly, že značná odlišnost barokního slohu od zbylých dvou slohů, umožňuje jeho velmi
přesnou klasifikaci. Naproti tomu klasicismus vykazuje velkou podobnost s romantismem a
jeho identifikace proto dosahuje nižší úspěšnosti. Toto zjištění je ve shodě s předpokladem,
který vychází z hudebně-teoretické charakteristiky slohů, která je popsána v první kapitole této
práce.
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ABSTRACT
As all genres of popular music, classical music consists of many different subgenres. The aim
of this work is to recognize those subgenres from orchestral recordings. It is focused on the
time period from the very end of 16th century to the beginning of 20th century, which means
that Baroque era, Classical era and Romantic era are researched. The Music Information
Retrieval (MIR) method was used to classify chosen subgenres.
In the first phase of MIR method, parameters were extracted from musical recordings and
were evaluated. Only the best parameters were used as input data for machine learning
classifiers, to be specific: kNN (K-Nearest Neighbor), LDA (Linear Discriminant Analysis),
GMM (Gaussian Mixture Models) and SVM (Support Vector Machines).
In the final chapter, all the best results are summarized. According to the results, there is
significant difference between the Baroque era and the other researched eras. This significant
difference led to better identification of the Baroque era recordings. On the contrary, Classical
era ended up to be relatively similar to Romantic era and therefore all classifiers had less
success in identification of recordings from this era. The results are in line with music theory
and characteristics of chosen musical eras.
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Úvod
Tato práce se zabývá analýzou parametrů orchestrálních nahrávek za účelem rozpoznání
hudebního slohu nebo-li historické epochy, ve které interpretovaná skladba vznikla. K to-
muto účelu je využita metoda Music Information Retrieval (dále MIR), která zahrnuje
algoritmy strojového učení, popř. umělou neuronovou síť. Z historického hlediska se práce
zabývá hudebním uměním v časovém rozsahu od konce 16. století do začátku 20. sto-
letí a zahrnuje tři hlavní hudební slohy, a to baroko, klasicismus a romantismus. Jak již
název práce napovídá, jedná se o analýzu orchestrálních nahrávek. Všechny analyzované
nahrávky jsou tedy orchestrálního charakteru, v případě baroka se jedná o hudební tělesa
s větším obsazením. Nejedná se tedy o sólové koncerty s orchestrem v doprovodné funkci
ani o vokálně-instrumentální díla.
V první fázi řešení problému je nutné vytvořit databázi vhodných nahrávek, tzv. da-
taset. Jelikož metoda zahrnuje algoritmy strojového učení, které velmi závisí na kvalitě
dat, od datasetu se značně odvíjí kvalita výsledku.
V dalším kroku jsou ze všech nahrávek získány parametry pomocí metody mRMR.
Tyto parametry jsou následně využity jako vstupní data pro algoritmy strojového učení.
Tato práce se zabývá klasifikací hudebních slohů pomocí algoritmů kNN, LDA, GMM
a SVM. Přesnost modelů vytvořených těmito klasifikátory se testuje na testovací části
datasetu. Výsledky testů všech klasifikátorů jsou uvedeny v tabulce B.1.
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1 Slohy klasické hudby
Během dějin prošlo hudební umění dlouhým vývojem a mnoha změnami. Tyto změny
jsou úzce navázány na změny ve společnosti. Hudební umění tedy odpovídá momentál-
nímu stavu společnosti v dané epoše dějin. Je tedy ovlivňováno vlivy kulturními, nábožen-
skými, politickými a vývojem vědy a techniky. Tato práce se zabývá třemi významnými
obdobími hudebních dějin, a to barokem, klasicismem a romantismem. Cílem je rozpoznat
tyto hudební epochy z orchestrálních nahrávek na základě zvukových odlišností, kterými
je každá z těchto epoch typická. Zvukové odlišnosti mezi epochami vznikaly z několika
důvodů. Pro každé období byly typické skladatelské postupy a formy výsledných skladeb.
V závislosti na formách a určení skladby se lišilo obsazení orchestru a tudíž i zvuk, který
orchestr produkoval. Během doby rovněž docházelo k vývoji nástrojů a způsobů (neboli
technik) hry. O rozdílech mezi jednotlivými epochami bude detailněji pojednávat tato
kapitola.
1.1 Identifikace slohů posluchačem
Školený posluchač dokáže při poslechu nahrávky určit sloh, ve kterém byla skladba na-
psána i přes to, že nezná jejího autora. Při identifikaci slohu vychází posluchači z několika
vlastností nahrávky. Každý sloh má charakteristické obsazení orchestru a používá charak-
teristické nástroje. Pro baroko je to například cembalo – slyší-li tedy posluchač v nahrávce
cembalo, pravděpodobně zařadí nahrávku do baroka či raného klasicismu. Pro romantis-
mus jsou typická velká obsazení orchestru. Pokud tedy posluchač slyší orchestr s velkým
obsazením (melodické perkusní nástroje, harfa apod.), patrně bude nahrávku zařazovat
do období romantismu. Krom obsazení orchestru se bude posluchač orientovat pomocí
toho, jak skladatel pracuje s tématy a motivy, což může také úzce souviset s celkovou
formou skladby. Pokud se téma opakuje ve všech hlasech, posluchač určí formu skladby
jako fugu a dílo tak zařadí do baroka. K identifikaci žánru pomáhá také poslech práce
s dynamikou, četnost a styl ornamentiky (nátryl, obal atd.), práce s tóninami a modu-
lacemi, hudební interpretace apod. K přesnému určení slohu tedy potřebuje posluchač
vědomosti a ideálně také poslechovou zkušenost. Zatímco pro školeného posluchače není
určení slohu z nahrávky složitým úkolem, posluchač bez vědomostí a zkušeností má zpra-
vidla s určením problém. Jelikož se dá široká veřejnost považovat za neškolené posluchače
má bližší kategorizace klasické hudby význam.
Například, běžná nahrávka formátu MP3 nese digitální informaci neboli tag. V tagu
je krom autora, interpreta a roku vydání často obsažen i žánr. Žánry populární hudby se
zde dělí poměrně detailně. Pokud se například podíváme na tagy uváděné u metalových
nahrávek, nalezneme několik běžně užívaných subžánrů (black, death, heavy, progressive,
13
power, symphonic, thrash atd.). U nahrávek klasické hudby je ve většině případů uváděn
pouze tag CLASSICAL. Jednotlivá díla klasické hudby jsou přitom od sebe často vzdá-
lena po všech stránkách mnohem více, než například jednotlivé subžánry metalu. Tagy
se k nahrávkám přidávají především proto, aby bylo usnadněno jejich řazení v digitál-
ních zařízeních (PC, MP3 přehrávače apod.), a tím se zjednodušilo jejich vyhledávání.
Takže zatímco potenciální neškolený koncový uživatel bude schopen bez problému vyhle-
dat nahrávky subžánru ACID ELECTRO, nahrávky spadající do klasicistního slohu bude
hledat mnohem déle a mnohem obtížněji. Částečnou pomocí jsou v tomto streamovací
služby typu IDAGIO, kde je možné nahrávky klasické hudby vyhledávat i v detailních
kategoriích (např. barokní fuga).
Obr. 1.1: MP3 tagy: žánry
1.2 Instrumentální hudba před příchodem baroka
Do starších dějin instrumentální hudby tato práce nezasahuje hned z několika důvodů.
Jedním z nich je nedostatek materiálu pro tvorbu vhodného datasetu, a to kvůli relativně
malému počtu dochovaných skladeb. Nejvíce dochovaných skladeb je duchovního a litur-
gického charakteru (písně, hry, chorály), přičemž se jedná o formy zpívané. Formy instru-
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mentální, tedy převážně světská hudba určená např. k tanci, vznikly často improvizací
a nejsou tedy zaznamenány. Dalším problémem je nejednotné uskupení větších ansámblů.
O prvních uskupeních orchestrálního typu začínáme hovořit až v průběhu 17. stol. Do té
doby se jednalo o ansámbly hudebníků při hradech mocných velmožů (od 14. století). Tyto
ansámbly měly typicky různý počet hráčů a různě pestré obsazení. V případě renesance
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Obr. 1.2: Vývoj hudebního umění
1.3 Baroko
Země západní Evropy bohatnou díky nově získaným koloniím. Existuje tedy velký počet
patronů, kteří jsou schopni na svém dvoře vydržovat ansámbly o velkém počtu muzikantů.
Začínáme tedy mluvit o prvních orchestrech. V závislosti na tomto faktu, začínají vzni-
kat také skladby pro větší počet muzikantů, ve většině případů na objednávku. Období
baroka je i počátkem opery.
Z hlediska tonality je baroko prvním slohem, ve kterém se prosadilo dur-mollové cí-
tění. Do té doby využívala hudba především církevních tónin neboli modů. S užíváním
modů úzce souvisí polymelodické smýšlení, v jehož duchu se nesla tvorba předchozích
epoch. Přechod na dur-mollovou tonalitu tedy předestřel nástup harmonického smýšlení.
Dalším stupněm ve vývoji tonality byl rozvoj melodicko-harmonického smýšlení, které
vychází z principu doprovázeného jednohlasu. Zde je nutné podotknout, že nástup nového
smýšlení neznamenal okamžité vymizení prvků, které v hudbě panovaly v předchozích
érách. Typicky se jedná především o vícehlas neboli polyfonii. Barokní polyfonie je však
na rozdíl od té renesanční harmonicky podmíněná. V baroku tedy roste význam vztahů
jednotlivých tónů k tónu centrálnímu a význam harmonických funkcí (tónika, subdo-
minanta, dominanta). Díky střídání harmonických funkcí lze nově ve skladbách docílit
střídání „klidu“ a „napětí“, a to i v instrumentálních skladbách bez zpívaného partu. Po-
cit napětí se typicky vyjadřuje čtyřzvuky (např. dominantní nebo zmenšené septakordy).
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Nově se začínají objevovat i modulační postupy, které svou oblíbeností kladou větší ná-
roky na ladění, a tím i na technické zdokonalování nástrojů. Baroko je rovněž obdobím,
kdy se velmi ctí umění hráčské improvizace, a to mnohdy více než vlastní skladatelova
práce. Běžně tedy docházelo k tomu, že hráči během hry dotvářeli skladbu bohatou or-
namentikou. Tato praxe časem zanikla, jelikož přehnaně bohatá ornamentika narušovala
charakter díla a měnila záměr autora. Pro baroko je rovněž typické instrumentační umění
doprovodu – doprovodný part byl vypsán pouze basovými tóny a hráči na základě těchto
tónů sami dotvořili finální podobu doprovodu. Pro potřeby novodobé interpretace bývá
doprovodný part vypsán, k improvizaci tedy ve většině případů nedochází. Barokní do-
provod se v praxi nazývá basso continuo nebo generálbas. Ve větších ansámblech tvořily
tuto složku většinou varhany, cembalo, loutna nebo theorba či různé kombinace těchto
nástrojů. Melodickou linku doprovodu potom podtrhoval fagot, violoncello nebo viola
da gamba. Oproti doprovodnému bassu continuu stojí v baroku pouze melodie ve vyšším
hlasu. V homofonních skladbách jsou tedy střední hlasy v roli harmonické výplně a jsou
oproti doprovodu a melodii značně oslabeny. Kostrou barokní skladby je pouze basso con-
tinuo a melodie. Výjimkou je specifická barokní forma – fuga.
Další novinkou, kterou s sebou barokní sloh přinesl a zůstala zachována dodnes, je
užití taktů obsahujících přízvučné a nepřízvučné doby. Doprovodný hlas tedy krom melo-
dické a harmonické funkce nese mnohdy ještě metrický pulz skladby. Popřípadě se tento
metrický pulz promítá i do jiných hlasů, tím je zachován typický motorický chod skladeb.
Zde stojí za zmínku, že pulz barokních skladeb bývá narušován agogikou spíše zřídka.
Baroko se rovněž od dalších zkoumaných slohů liší vnímáním a užíváním tempa a dy-
namiky. Tempové označení skladeb se začalo užívat od začátku 17. století, ale nesloužilo
k označení tempa tak, jak jej známe dnes. Tempovým označením byl dán celkový cha-
rakter skladby. Dynamika byla ve skladbách užívána na velkých plochách. Tento způsob
dynamických proměn vycházel z instrumentace. Skladatelé jednotlivé skupiny nástrojů ne-
slučovali, naopak je často využívali zvlášť. Část skladby hraná pouze smyčcovými nástroji
tedy přirozeně vykazuje jinou dynamiku než další část hraná nástroji žesťovými. Dyna-
mické změny typu crescendo nebo diminuendo užívají barokní skladatelé pouze v rámci
jednoho, déle drženého tónu [39].
Barokní formy
Jak již bylo řečeno, forma skladby může napovědět posluchači, o jaký hudební sloh
se jedná. Pro digitální analýzu forma prakticky ztrácí význam, jelikož z každé skladby
analyzujeme pouze úsek o délce třiceti sekund. Pro ucelení přehledu jednotlivých slohů
tedy uvádím pouze v krátkosti.
Velký rozvoj zaznamenaly vokální či vokálně-instrumentální formy. Do období baroka
se například datuje vznik opery a ustálení jejích částí, a to árie, recitativu a instrumentální
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operní předehry. Z instrumentální tvorby to byla již zmiňovaná fuga, passacaglia, ciacona,
sólový koncert, concerto grosso a jiné drobnější útvary, například preludia a toccaty [49].
Obsazení orchestru
Obsazení orchestru má přímý vliv na frekvenční složení nahrávky. V barokním období
se obsazení často liší skladba od skladby, a to mnohem více než u zbylých dvou slohů.
Všeobecně ale platí, že v nahrávkách identifikujeme nástroj nebo skupinu nástrojů v úloze
bassa continua a nástroje či skupiny nástrojů střídající se ve hře melodie. Obecně má také
barokní orchestr menší počet hráčů než klasicistní nebo romantický. Jako příklad uvádím
obsazení Bachova Braniborského koncertu č. 4 a Vivaldiho Čtvero ročních období, část
Léto.
V případě Vivaldiho úplně chybí sekce dechových nástrojů, a to jak dřevěných, tak
i žesťových. V případě Bacha jsou sice dřevěné dechové nástroje zastoupeny, ale pouze
flétnami. Dechové nástroje jiných barev či nižších frekvenčních poloh opět chybí. Základem
zvuku barokního orchestru jsou obecně smyčce. Počet hráčů některých smyčcových partů
se může lišit, ale ve standardním obsazení hraje obě uvedené skladby pouze 15 až 20 hráčů,
někdy i méně. V obou případech je také v partituře uveden part continua, který v této
podobě z partitury v následujících érách zmizel. Jak již bylo zmíněno, byl hrán především
nástroji schopnými vícehlasé hry (tedy varhany, cembalo, popřípadě drnkací nástroje)
[39].
Hudební nástroje
Hudební nástroje užívané v baroku jsou tak odlišné od moderních nástrojů, že dodnes tvoří
zvláštní skupinu. Během barokního období prodělaly například zásadní změnu smyčce. Po-
stupně se přestaly používat smyčce violového typu a byly nahrazeny smyčcovými nástroji
houslového typu s jasnějším a pevnějším tónem a většími dynamickými schopnostmi. Ba-
rokní hudba rovněž užívala specifických dechových, drnkacích i bicích nástrojů. V dnešní
praxi je možné se setkat s interpretací barokní hudby na moderní nástroje a zároveň také
s interpretací na nástroje barokní. Pro posluchače to znamená především rozdíl v barvě
celkového zvuku [39].
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Obr. 1.3: Vivaldi: Čtvero ročních období - Léto [42]
Obr. 1.4: Bach: Braniborský koncert č. 4, BWV 1049 [4]
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1.4 Klasicimus
Klasicismus se postupně vyvinul z barokního slohu. Polyfonie pozvolna ustupuje, faktura
skladeb je průzračnější, což vede k menší vypjatosti; užívá se především durových tónin.
Nejvíce se užívají tóniny s nejvýše dvěma křížky nebo dvěma bé. Skladby mají homofonní
charakter, tedy obsahují jednu vedoucí melodickou linku a té jsou ostatní hlasy podřízeny
a plní doprovodnou funkci. Melodie je v klasicismu nadřazena nad ostatní složky. Zá-
kladní myšlenkou je princip periodicity a symetričnosti, který se projevuje i v nejmenších
stavebních jednotkách skladby, tedy v motivech. V praxi to znamená, že vnitřní stavba
vět je symetrická. Základem je osmitaktová perioda dělená na dvě poloviny. Tento základ
však není užíván naprosto striktně.
Posun nastal i v oblasti rytmu. Nově se užívají synkopy, trioly, tečkovaný rytmus
či lombardský rytmus. Rytmicky nejpestřejší je hlas nesoucí melodii, doprovodné hlasy
jsou, co do pestrosti rytmů, střídmější. Tempových výrazů se užívá široká škála a v oblibě
jsou především tempa rychlejší.
Díky novému posunu ve vývoji orchestru i technickému zdokonalování nástrojů začínají
terasovitou barokní dynamiku nahrazovat pozvolné změny typu crescendo a diminuendo.
Harmonie se zjednodušuje, často jsou užívány jen základní funkce (tónika, subdominanta,
dominanta). Největšího užití zaznamenal vztah tónika - dominanta či vztah tónika - pa-
ralelní durová tónina. K oddělení jednotlivých vět se využívá tzv. autentická kadence,
tj. dominanta - tónika. Uvnitř vět se používá tonální kontrast, nicméně věta vždy začíná
a končí v hlavní tónině.
Vrcholná fáze klasicismu je nejlépe reprezentovaná tvorbou Josepha Haydna, Wolf-
ganda A. Mozarta a Ludwiga van Beethoven. Přičemž v tvorbě posledního jmenovaného
se projevuje tzv. expresivní styl. Jedná se o tedy o dramatičtější hudbu s větším zastou-
pením mollových tónin [39].
Klasicistní formy
Mnohé z barokních forem v klasicismu zanikají. Z tanečních forem přežívá menuet, který
se stává součástí sonátového cyklu. V orchestrální tvorbě jednoznačně převládají symfonie
dělené na věty, a to buďto v italském stylu (rychlá, pomalá, rychlá) nebo ve stylu francouz-
ském (pomalá, rychlá, pomalá). První věta často obsahuje sonátovou formu, druhá věta
prostou dvoudílnou či třídílnou formu a třetí věta menuet. Symfonie o čtyřech větách byly
spíše výjimkou. Další orchestrální formou byla koncertantní symfonie, tj. útvar pro dva
a více sólových nástrojů s orchestrem. Nově vzniklé klasicistní druhy jsou například di-
vertimento, kasace či serenáda. Skládá se také ve formě rondové a variační.[49, 39]
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Klasicistní orchestr
Během období klasicismu se vyhraňuje nový ideál orchestrálního zvuku. Střední hlasy
se svou důležitostí dorovnávají k basu a všechny se zároveň přizpůsobují melodické linii
ve vrchním hlase. Základem orchestru je smyčcová skupina, která se ustálila na čtyřech
hlasech, a to 1. housle, 2. housle, violy a bas. Bas tvořily kontrabasy a violoncella hrající
totožný part v oktávách. Ke smyčcovému základu se přidávají dechové nástroje, zpravidla
v párech. Nejprve lesní rohy a hoboje, v polovině 18. století střídá zobcovou flétnu flétna
příčná. Začíná se používat také nový nástroj - klarinet. V pozdním klasicismu se stávají
stabilními členy orchestru také trubky. Naopak mizí loutny a o něco pomaleji také cembala.
Orchestry se velmi liší počtem členů, v zásadě mají ale více členů než orchestry barokní.
Velké orchestry mohly mít až 30 houslí, 20 ostatních smyčcových nástrojů, až 16 dechových
nástrojů a tympánů.[39]
Obr. 1.5: Mozart: Symfonie č.40 g-moll, K.550 [29]
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Obr. 1.6: Beethoven: Symfonie č.3 „Eroica“ Es dur, Op. 55 [5]
1.5 Romantismus
Romantismus se vyznačuje snahou o návrat k přírodě a vyjádření hlubokých emocí.
V praxi to znamenalo vzrůstající oblibu fantazijních či tajemných nálad nebo hledání
inspirace v lidové tvorbě. Melodika skladeb se stává složitější a pracuje s větším tóno-
vým rozsahem. V rytmu se kromě četných rytmických ozdob užívá i nepravidelný pohyb.
Vznikají tak rytmicky komplikované útvary i na úrovni taktů. Harmonie více pracuje s
akordy (mimotonální dominanty, alterované akordy), častěji využívá modulace i stup-
ňových chromatických postupů. Rychlost harmonického pohybu se mění v závislosti na
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vypětí skladby. Disonantní souzvuky se nově rozvádí do konsonantních souzvuků oddáleně
a nebo se nerozvádí vůbec. Postupně se skladatelé dostávají na hranice tonální harmo-
nie (R. Wagner). Tvorba romantická tak přechází na jedné straně do tvorby atonální
a na druhé straně do tvorby impresionistické. Instrumentace bohatě pracuje s barevnými
možnostmi nástroje.
Na romantická díla byl obecně požadavek, aby nesla ideovou výpověď. Vznikaly proto
nové typy skladeb, například symfonické básně. Jednalo se o jednovětou formu s mimo-
hudebním námětem. Mnoho romantických autorů tíhlo k monumentálnosti a okázalosti,
tomu odpovídalo i složení orchestru [38, 39].
Formy a žánry
Období romantismu je charakteristické rozmachem programní hudby, tj. hudby, která má
mimohudební podtext. Vedle nové symfonické básně se užívá forma čtyřvěté symfonie.
Na poli instrumentálně-vokální tvorby zůstává vedoucí formou opera. Provádí se také
menší vokální formy, např. operety a v oblasti duchovní hudby oratoria [49].
Romantický orchestr
Skladatelé mají v oblibě zvuk dechových nástrojů, a to jak dřevěných, tak žesťových.
Zejména dřevěné dechové nástroje dostávají v orchestru stěžejní úlohu. Nové, rozšířené
využití mají i bicí nástroje a harfa. Žesťová sekce bývá doplňována novými nástroji,
např. Wagnerovými tubami. Ve smyčcových nástrojích je upřednostňován temnější zvuk
viol a violoncell [39].
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Obr. 1.7: Dvořák: Symfonie č.9, Op. 95 [9]
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2 Dataset
Jelikož metoda MIR využívá algoritmů strojového učení či neuronových sítí, jsou kvalitní
data nutným základem. Dataset se obvykle dělí na dvě množiny:
• trénovací data
• testovací data.
Trénovací data tvoří 60 % až 80 % z celého datasetu. Výstup této množiny je předem
známý a zvolený model se tzv. „učí“ vztah mezi daty a výstupem [15]. Testovací data
tvoří zbytek datasetu. Tato data jsou během trénovací fáze skrytá a mají neznámý vý-
stup. Na této množině se daný model otestuje a pokud určí výstup správně, je připraven
k použití.
2.1 Datasety klasické hudby
Podobných ýzkumů na poli klasické hudby zatím neproběhlo mnoho. Existující datasety
jsou často přizpůsobeny typu výzkumu a zároveň, z důvodu možného porušení autor-
ských práv, nejsou veřejně přístupné. Ismir.net uvádí databázi několika set existujících
datasetů vhodných pro analýzu pomocí metody MIR. Z oblasti klasické hudby je zde na-
příklad veřejně přístupný dataset Cross-Composer, který obsahuje 1100 děl od 11 autorů.
Aby bylo možné jej distribuovat veřejně, neobsahuje dataset žádné audio nahrávky, nýbrž
chromagramy vytvořené pomocí algoritmu NNLS chroma dostupného volně jako součást
pluginu VAMP. Jak už napovídá název, je dataset určen především pro identifikaci au-
tora z audio nahrávky. Dataset obsahuje nenormalizované nahrávky orchestrální, vokální
i sólové [2, 15].
Další podobný dataset je Cross-Era obsahující 2000 děl ze 4 různých období hudeb-
ních dějin, konkrétně je zastoupeno baroko, klasicismus, romantismus a hudba 20. století.
Aby autoři datasetu předešli porušení autorských práv, jsou všechna data opět ve formě
chromagramů. Každá epocha je zastoupena 200 orchestrálními nahrávkami a 200 klavír-
ními. Další nahrávky z dané epochy obsahují také data nazvaná „add-on“. Jedná se o díla
autorů ze všech epoch, která mají zacelit mezery mezi jednotlivými epochami. V každé
epoše je vždy minimálně 5 autorů ze 3 různých zemí. Autoři datasetu upozorňují na fakt,
že pokud se jedná o orchestrální nahrávku, je vždy instrumentální a zároveň se nejedná
o koncerty sólového nástroje, kde by byl orchestr v doprovodné funkci. Za zmínku také
stojí, že klavírní skladby zařazené do barokní éry (a ještě také část klasicistních klavírních
skladeb) jsou interpretovány na moderní klavír, nikoli na cembalo. Přestože to z historic-
kého hlediska není ideální, autoři datasetu tak zajistili, aby se model „neučil“ typickou
barvu cembala a nevznikala tak chyba. Z datasetu byly také vyřazeny skladby Beetho-
vena a Schuberta, jelikož se, dle autorů datasetu, nacházejí na rozhraní dvou epoch a jejich
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Obr. 2.1: Cross-Era dataset
 
Cross-Composer dataset 









Obr. 2.2: Cross-Composer dataset
Volně šiřitelné audio nahrávky obsahuje dataset MusicNet. Jedná se o 330 skladeb
deseti autorů. Skladby jsou netradičně celé, ne jen formou vzorků. Dataset tedy obsahuje
2 048 minut hudby. Především se jedná o skladby pro sólové nástroje nebo pro menší
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uskupení do velikosti kvintetu. Dataset je tedy ideální například na detekci nástroje nebo
skladatele. Na detekci hudebního slohu se příliš nehodí, jelikož jednotlivé slohy nejsou













Obr. 2.3: MusicNet dataset
2.2 Dataset orchestrálních nahrávek
Protože žádný z již existujících datasetů není vhodný pro řešení problému, kterým se
zabývá tato práce, byl pro účely rozpoznání slohů z orchestrálních nahrávek vytvořen
nový dataset. Všechny nahrávky jsou ve formátu MP3 a byly pomocí batch processingu
zkráceny na vzorky o délce 30 s a normalizovány na hladinu -1,5 dB. Dataset obsahuje








Obr. 2.4: Vlastní dataset orchestrálních nahrávek
Barokní část datasetu tvoří z poloviny zástupci německého baroka G. F. Händel
a J. S. Bach, italské baroko zastupuje A. Vivaldi, A. Corelli a G. Torelli, francouzské
baroko potom J. B. Lully a J.-P. Rameau. Vesměs se jedná o concerta, concerta grossa,
orchestrální suity, předehry a instrumentální části z oper či oratorií.
 
A. Vivaldi 
J. S. Bach 
G. F. Händel 
J. B. Lully 
J.-P. Rameau 
A. Corelli 
G. Torelli Baroko 
Obr. 2.5: Dataset: baroko
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Klasicistní část obsahuje ze tří čtvrtin skladby autorů tzv. první vídeňské školy, to
jest W. A. Mozarta, J. Haydna a L. van Beethovena. Styl posledního jmenovaného stále
spadá do klasicismu, nicméně je silně individuální a dle hudebních historiků „otvírá dveře
romantismu“. Proto bývá někdy pro dosažení lepších výsledků systému z datasetů vyřa-





























Obr. 2.7: Dataset: romantismus
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Romantismus sám o sobě obsahuje několik vývojových etap a na rozdíl od předešlých
epoch se na svém konci rozvětvuje do několika naprosto rozdílných stylů. Raná fáze ro-
mantismu je zastoupena F. Schubertem a F. Mendelssohnem, novoromantismus zastupuje
H. Berlioz, vrcholný romantismus A. Dvořák, B. Smetana, J. Brahms, P. I. Tchaikovsky,
C. Saint-Saëns a pozdní romantismus je zastoupen G. Mahlerem. Z formálního hlediska
se jedná o symfonické básně, symfonie a předehry z oper (tzv. ouvertury).
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3 Music Information Retrieval
Metoda Music Information Retrieval (dále MIR) se zabývá získáváním informací z hu-
debních dat. Jedná se o komplexní metodu zahrnující analýzu dat, extrakci vybraných
parametrů a jejich porovnání pomocí algoritmů strojového učení, popřípadě pomocí umělé
neuronové sítě. Metoda MIR staví na faktu, že zpracovávaná hudební data vykazují urči-
tou míru podobnosti, která definuje jejich vztah. Každý vzorek je reprezentován hodnotou
parametrů. Míru podobnosti zjišťujeme jejich porovnáváním a na základě výsledků potom
daný vzorek připadne k určité skupině dat.
Metodu MIR lze využít k řešení široké škály problémů. Typově podobná problema-
tika jako rozpoznání hudebních slohů, je například určení hudebního žánru z nahrávky.
V praxi se metoda MIR používá například pro usnadnění vyhledávání v osobních zaří-
zeních určených k přehrávání hudby (iPod, MP3 přehrávače). Streamovací služby využí-
vají tuto metodu k vyhledávání skladeb podobných těm, které daný uživatel poslouchá
(Spotify Radio, Pandora, iTunes Radio). V neposlední řadě lze tuto metodu využít v apli-
kacích identifikujících skladby pomocí nahrávání vzorků či broukání melodie (Shazam,
SoundHound)[37].
 
BAROKO KLASICISMUS ROMANTISMUS 




Obr. 3.1: Metoda MIR
Podle toho jaká data obsahuje zvolený dataset rozlišujeme parametry na obsahové
a kontextové. V případě řešení problému pomocí kontextu skladby využíváme data pat-
řící ke skladbě, nikoli skladbu samotnou. Může se jednat o obal CD na kterém skladba
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vyšla nebo o hodnocení a recenze na webu. Pokud využíváme k řešení problému obsah
skladby, můžeme využít obsah symbolický nebo vlastní nahrávku. Za symbolický obsah
bývá považována reprezentace skladby v MIDI, popřípadě partitura. Při extrakci parame-
trů z vlastní nahrávky pracujeme buď v časové nebo frekvenční doméně. V případě této
práce se parametry extrahují z audio dat, pracuje se tedy s obsahem hudební nahrávky.
Jak jde vidět z obrázku, v prvním kroku je nutné každý hudební sloh definovat po-
mocí typických nahrávek. Každé nahrávce z trénovací části datasetu je přiřazen štítek
a jsou z ní extrahovány parametry. Štítky a parametry jsou využívány k natrénování vy-
braného klasifikátoru. Natrénovaný klasifikátor se otestuje na testovací části datasetu tak,
že předpoví slohy obsažených nahrávek [17].
3.1 Klasifikátory
Klasifikátor je centrální částí metody MIR. Tato část metody MIR spadá do oblasti strojo-
vého učení (Machine Learning), popřípadě do oblasti práce s umělými neuronovými sítěmi
(Artificial Neural Network). Nicméně v obou případech jde o užití umělé inteligence (Ar-
tificial Intelligence, AI). Úkolem klasifikátoru je na základě daných informací (parametrů,
štítků) rozlišit do jaké skupiny bude analyzovaná nahrávka zařazena. V závislosti na tom,
zda jsou klasifikátoru poskytnuta specifikovaná data v podobě trénovací množiny, rozli-
šujeme proces učení na „učení s učitelem“ a „učení bez učitele“. Jak již bylo zmíněno,
v případě učení s učitelem je klasifikátoru poskytnuta trénovací množina nahrávek se
štítky a známými parametry. Takto natrénovaný klasifikátor se dále zkouší na testovací
množině. V případě učení bez učitele trénovací množina poskytnuta není a klasifikátor
parametry zjišťuje sám. Na základě odlišnosti či podobnosti hodnot parametrů rozděluje
dataset do tříd.
3.1.1 kNN
K-Nearest-Neighbor, v češtině k-nejbližší-soused, je základní klasifikátor pro klasifikaci
dat a detekci struktur. Klasifikátor počítá vzdálenost parametrů umístěných v rovině
a zakládá se na předpokladu, že parametry instancí stejné třídy budou k sobě blíže.
Ke každému bodu v rovině je možné najít k-nejbližší bod. Tímto způsobem jsou v případě
kNN definovány třídy [1, 20]




(𝑥𝑖 − 𝑦𝑖)2, (3.1)
kde 𝑛 je rozměr vektoru parametrů.
V datasetu s body (𝑥𝑖, 𝑦𝑖), (𝑥2, 𝑦2), ..., (𝑥𝑛, 𝑦𝑛), kde 𝑥𝑖 reprezentuje vektor parametrů
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a 𝑦𝑖 reprezentuje cílovou třídu. Pro nový bod 𝑥 bude třída určena:
𝑛𝑛(𝑥, 1) = 𝑦𝑝, 𝑝 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑖‖𝑥 − 𝑥𝑖‖2. (3.2)
Vektory parametrů se seřadí podle vypočtené vzdálenosti a poté platí, že 𝑘 = 1 odpovídá
nejbližším sousedním vektorům, a ty tím pádem spadají do stejné třídy jako nový bod 𝑥. Se
zvětšujícím se 𝑘 se roztahují pomyslné hranice třídy a spadá do ní tedy více vektorů[17, 20].
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Obr. 3.2: Hranice třídy pro různá k
3.1.2 Gaussovy smíšené modely
Gaussovy smíšené modely (Gaussian Mixture Models, GMM) jsou klasifikační meto-
dou, která pracuje s hustotou pravděpodobnosti. Model třídy je odvozen prostřednic-
tvím hustot pravděpodobnosti z vektorů parametrů, které jsou s danou třídou asociovány.
GMM jsou charakterizovány počtem 𝐾 Gaussových rozdělení. Tato rozdělení jsou de-
finována středními hodnotami 𝜇𝑘 a kovariancemi
∑︀
𝑘 (míra lineární závislosti veličin).
Každému rozdělení je přidělena váha 𝑤𝑘, která reprezentuje počet hodnot (vektorů para-
metrů), které rozdělení obsahuje. Součet vah všech rozdělení musí odpovídat hodnotě 1.
Váhy slouží jako indikace pravděpodobnosti, že nový vektor parametrů spadá do jedné






kde 𝑝𝑘𝑚 vyjadřuje normální hustotu [6, 17].
Vlastnosti GMM bývají obvykle upravovány metodou maximalizace očekávání (Ex-
pectation Maximization, EM). Tato metoda se skládá ze dvou kroků, a to:
• zjištění kvality modelu GMM a posouzení, zda-li je model vhodný pro zpracovávaná
data (expectation),
• adaptace modelu na zpracovávaná data, úprava jeho vlastností (maximization).
Po natrénování každý GMM určí, s jakou pravděpodobností spadá nový prvek do jeho
třídy. Nový prvek je následně přiřazen do třídy, u které je určena největší pravděpodobnost
[17].
3.1.3 Lineární diskriminační analýza
Tato metoda je často používaná při řešení rozpoznávání hudebních žánrů. Využívá se také
při analýze klasické hudby. Podstatou lineární diskriminační analýzy (Linear Discriminant
Analysis, LDA) je projekce všech dat do prostoru tak, aby byla snížena korelace mezi pa-
rametry. V tomto modifikovaném prostoru se pomocí výpočtů Euklidovských vzdáleností
definují třídy. LDA má blízko k jiným lineárním klasifikátorům jako je analýza hlavních
komponent, která se využívá k redukci dimenzionality nebo logistická regrese. Na rozdíl
od logistické regrese však podporuje jak řešení binárních problémů, tak řešení problémů
s více třídami a zůstává stabilní i v případech, kdy jsou jednotlivé třídy jednoznačně
odděleny. Počet klasifikátorů odpovídá počtu tříd [20, 46].
3.1.4 Support Vector Machines
V češtině se někdy tato metoda označuje jako podpůrné vektory, zkratkou SVM. Základním
krokem je nalezení nadroviny, která nejlépe rozdělí pomyslný multidimenzionální prostor
s hodnotami parametrů do dvou tříd. Nadrovina se umísťuje mezi hodnoty, které jsou
od sebe v prostoru nejvíce vzdálené. Pokud nelze tuto nadrovinu najít přímo, používá
se heuristické řešení a navýšení počtu dimenzí tak, aby byly jednotlivé třídy lineárně
oddělitelné. Při řešení nedělitelnosti tříd se pro převod hodnot do vyšší dimenze používá
jádrová transformace (kernel function)[22].
Nevýhodou SVM je, že dokáže hodnoty rozdělit pouze do dvou tříd, tudíž musí být
celý proces klasifikace upraven. Nejběžnějším postupem je zredukovat každý krok tak, aby
jej šlo řešit rozdělením na pouhé dvě třídy. Výhodou naopak je, že můžeme kontrolovat
správnost procesu učení nezávisle na dimenzi řešeného problému [20, 22].
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Obr. 3.3: Rozdělení prostoru nadrovinou na dvě třídy
3.1.5 Umělé neuronové sítě
Vzorem umělých neuronových sítí (Artificial Neural Network, ANN) je chování biologické
neuronové sítě. Jedná se tedy o paralelní zpracování dat. Nejmenší jednotkou neurono-
vých sítí je umělý neuron. Všechny neurony jsou propojeny do sítě. Každý neuron má
specifické chování (local computation). Běžně se používají různé varianty, některé mají
pouze nelineární přenosovou funkci, jiné simulují biologický neuron. Chování neuronu je
tedy závislé na jeho naprogramované funkci a na neuronech se kterými je propojen [44].
Neurony jsou rozděleny do vrstev:
• vstupní vrstva,
• 𝑛 skrytých vrstev,
• výstupní vrstva.
Počet skrytých vrstev závisí na implementaci. Sítě s menším počtem se dají rychleji na-
trénovat a jsou ekonomičtější na složitost výpočtu[20, 44].
Každý neuron má tři části:
• synapse – propojení s dalšími neurony, každé propojení je váhováno,
• sumační bod – kombinuje váhované vstupní signály,
• aktivační funkce – vnáší do procesu nelinearity, kontrola výstupu.
V trénovací fázi jsou nastaveny synaptické váhy tak, aby vektory parametrů spadaly
do „svých“ tříd. Každá třída má odpovídající neuron, ten je aktivován, pokud je rozhod-
nuto, že vektor parametrů do dané třídy spadá. Existuje několik variant umělých neuro-
nových sítí. Na poli analýzy hudebního signálu se nejvíce používá vícevrstvý perceptron
(Multilayer Perceptron, MLP). Neurony mají více vstupů, ale pouze jeden výstup[20, 45].
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Obr. 3.4: Schéma neuronu
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4 Parametry
Metoda MIR se snaží přiblížit rozhodovacímu procesu reálného posluchače. V ideálním
případě by tedy analýza i rozhodovací proces měli nějakým způsobem, krom zřejmých
parametrů, obsáhnout také osobu posluchače. Jedná se tedy o velmi náročný proces,
jelikož na rozhodnutí posluchače má vliv několik faktorů:
• samotný hudební obsah – rytmus, melodie, harmonie, hudební barva, hlasitost. . .
• hudební kontext – videoklip, grafická úprava alba, umělec. . .
• stav posluchače – momentální nálada, sociální kontext, psychologické aspekty. . .
• vlastnosti posluchače – poslechová zkušenost, znalosti z oblasti hudebního umění,
hudební preference, demografie. . .
Jelikož jsou některé z výše zmíněných faktorů do určité míry abstraktní, jsou i para-
metry rozděleny podle míry abstrakce do tří skupin:
• parametry nízké úrovně (vlastnosti audio signálu, např. energie, počet průchodů
nulou,. . . )
• parametry střední úrovně (kombinace více parametrů nízké úrovně s poznatky z vy-
soké úrovně, popisují základní aspekty zvuku, vyplňují „významovou mezeru“ mezi
parametry nízké a vysoké úrovně, např. MFCC, FP,. . . )
• parametry vysoké úrovně (přibližují se vnímání posluchače, rozpoznání motivů, té-
mat, melodie,. . . ).
Z hudebního hlediska parametry popisují následující vlastnosti skladby.
• Dynamika je intenzita zvuku, která se v čase mění. Skladatelem požadované změny
dynamiky jsou zapsané v notovém zápise a interpret je uplatňuje dle dobových tradic
a svého estetického cítění. Dále je dynamika dána především hudebním nástrojem,
množstvím hrajících nástrojů a zpracováním nahrávky.
• Výška vnímaného zvuku je závislá především na frekvenci, ale také na intenzitě
a délce. Proto bývá rozlišena tzv. absolutní výška tónu, která je dána frekvencí
čistého tónu. Relativní výška, která je dána intervalem a subjektivní výška, která
byla vytvořena empiricky a zohledňuje vliv intenzity a délky [41]. Subjektivní výška
má jednotku 1 mel.
• Barva (témbr) je určena spektrálním složením zvuku, tedy množstvím a silou
vyšších harmonických složek a výskytem formantových oblastí. Je závislá rovněž
na výšce i dynamice, jelikož se změnou těchto vlastností dochází k přesunu formanto-
vých oblastí ve frekvenčním spektru [41]. Každý hudební nástroj je charakteristický
svojí barvou, která většinou obsahuje rejstříky, tj. mírné změny barvy v závislosti
na výšce hraného tónu.
• Harmonie je souzvuk více tónů. V závislosti na frekvenčním poměru znějících tónů
vnímá lidské ucho souzvuk jako konsonantní (libozvučný) nebo disonantní (neli-
bozvučný). Akord je souzvuk tří a více tónů. Shluk více tónů, které spolu těsně
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sousedí se nazývá klastr.
• Rytmus je dán střídáním delších a kratších not během taktu.
• Metrum je střídání přízvučných a nepřízvučných dob během taktu. Stálou součástí
skladeb se stalo ke konci baroka.
• Tempo je rychlost, kterou je skladba hrána. Často se během skladby mění a je
tak závislé na čase. V případě historických hudebních slohů tempo buď není za-
dáno vůbec nebo je zadáno slovně. Závisí tedy především na interpretech, v případě
orchestrů na dirigentovi. V současné hudbě je tempo značeno i v BPM (beats per mi-
nute) nebo indikací metronomu (např. čtvrťová nota odpovídá tempu 80).
• Melodie je rytmický sled tónů vyjadřující hudební myšlenku. V hudbě identifiku-
jeme motiv – krátký úryvek reprezentující ucelenou myšlenku a téma – delší, výrazná
hudební myšlenka. Motiv i téma nebývají výrazné jen melodicky, ale také rytmicky.
4.1 Parametry nízké úrovně
Parametry nízké úrovně popisují měřitelné vlastnosti nahrávky a jsou extrahovány přímo
z časové nebo frekvenční domény. Daný parametr je počítán pro jeden rámec. Počet výsled-
ných hodnot tedy odpovídá počtu rámců. Na konci extrakce dochází ještě ke zpracování
získaných hodnot, a to buď statistickou sumarizací (průměr, maximum, medián), kdy
dochází k datové ztrátě nebo modelováním distribuce hodnot (Gaussův smíšený model,
skrytý Markovův model), kdy k datové ztrátě nedochází.
Parametry časové domény
Amplitudová obálka (Amplitude Envelope, AE) je maximální hodnota amplitudy všech
vzorků v jednom rámci. Jedná se tedy o parametr citlivý na veškeré odchylky hodnot
amplitudy. Dalšími parametry jsou střední hodnota energie signálu (Ē) a efektivní hod-
nota energie (Root-Mean-Square Energy, RMS) signálu popisují intenzitu nahrávky. Spolu















Efektivní hodnotu energie signálu lze krom zjištění intenzity využít také k detekci
nových událostí v průběhu nahrávky [17, 19].
Dalším často používaným parametrem je počet průchodů nulou (Zero-Crossing Rate,
ZCR). Prakticky se jedná o počet změn znamínka amplitudy signálu. Jedná se o často
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využívaný parametr v analýze mluveného slova, v hudbě se užívá na detekci perkusivních
zvuků a hluků. Vyšší hodnoty parametru ZCR obvykle znamenají detekci vyšší frekvence.
Pro skladby s absencí perkusních zvuků dosahují parametry ZCR nižších hodnot a jsou







|𝑠𝑔𝑛(𝑠(𝑘)) − 𝑠𝑔𝑛(𝑠(𝑘 + 1))|. (4.3)
 
















Obr. 4.1: Proces získání parametrů nízké úrovně
Parametry frekvenční domény
Poměr energie v pásmech (Band Energy Ratio, BER) je parametr hojně využívaný při
problému rozlišení mluveného slova a hudby. Dále se využívá k určení hudebního žánru.
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Energie ve vyšších pásmech se dávají do poměru k energiím nízkých pásem. Tímto způ-
sobem lze získat informaci o tom, jak moc dominantní roli hrají nízké frekvence. Využívá
se také inverzní parametr k BER, který popisuje, jak moc jsou vyšší frekvence slabší vůči






𝐹 je hraniční frekvence rozdělující pásma na vyšší a nižší. Volba hraniční frekvence
může zásadně ovlivnit výsledné hodnoty parametru [17].
Spektrální těžiště (Spectral Centroid, SC) určuje frekvenční pásmo s největší koncent-
rací energie, popisuje barvu zvuku (míru ostrosti a světlosti). Nižší a stabilnější hodnoty
ukazují na zvukově světlejší, popř. ostřejší nahrávku. Parametr SC je velmi citlivý na radi-
kální podvzorkování nahrávek (např. ze 44,1 kHz na 11,025 kHz) a filtraci dolní propustí.
Oba tyto postupy totiž značně mění původní frekvenční spektrum [17]. Pro výpočet pa-
rametru ze spektra existuje vzorec:
𝑆𝐶𝑡 =
∑︀𝑁
𝑛=1 𝑚𝑡(𝑛) · 𝑛∑︀𝑁
𝑛=1 𝑚𝑡(𝑛)
. (4.5)
Šířka pásma (Bandwidth, BW) a spektrální rozsah (Spectral Spread, SS) popisují frek-
venční rozsah v okolí spektrálního těžiště. U klasické hudby se dají očekávat spíše nižší




𝑛=1 |𝑛 − 𝑆𝐶𝑡| · 𝑚𝑡(𝑛)∑︀𝑁
𝑛=1 𝑚𝑡(𝑛)
. (4.6)
Parametrem popisujícím spektrum je také spektrální šikmost (Spectral Skewness, SKW).
V podstatě se jedná o míru asymetrie rozložení spektra kolem jeho průměrné hodnoty.
Pokud se parametr 𝑆𝐾𝑊 = 0, spektrum je rozložené symetricky. Pokud je 𝑆𝐾𝑊 < 0,
více energie je detekováno vpravo a pokud 𝑆𝐾𝑊 > 0, je více energie vlevo [17].
Parametr tloušťka spektra (Spectral Kurtosis, SK) vyjadřuje, jak ploché či špičaté je
spektrum v okolí průměrné hodnoty. Pokud je 𝑆𝐾 > 3 je spektrum spíše špičaté, pokud je
𝑆𝐾 < 3 je spektrum spíše ploché. Normální distribuce spektra odpovídá hodnotě 3 [17].
Dalším parametrem může být například spektrální tok (Spectral Flux, SF), který popi-
suje změnu v energii po sobě následujících rámců. Detekuje tedy změny na lokální úrovni.




(𝐷𝑡(𝑛) − 𝐷𝑡−1(𝑛))2. (4.7)
Parametr SF je tedy suma rozdílů energií v sousedících rámcích ve všech frekvenčních
pásmech [17].
Spektrální roll-off (Spectral Roll-Off) je bod ve spektru, pod kterým se nachází 95 %,
popř. 85 % energie signálu [17, 19].
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4.2 Parametry střední úrovně
V této skupině parametrů jsou zakomponovány psychoakustické modely a proto se více
přibližují vnímání posluchače. Jelikož lidské ucho nevnímá absolutní výšku, ale subjektivní
výšku tónů, jsou některé parametry týkající se výšky uváděny se stupnicí v melech. Stejně
subjektivní je i vjem hlasitosti. Lidské ucho se vyznačuje rozdílnou citlivostí v různých
frekvenčních pásmech. Proto byla zavedena veličina hladina hlasitosti jejíž jednotkou je
fón. Vnímanou hlasitost v závislosti na intenzitě a frekvenci udávají tzv. křivky stejné hla-
sitosti (Fletcher-Munsonovy křivky, Kingsburyho křivky). Nutno podotknout, že křivky
platí za určitých podmínek a pouze pro sinusové signály. Hladina hlasitosti neodpovídá
subjektivnímu vjemu úplně. Dvojnásobek hlasitosti ve fónech se posluchači nejeví jako
dvojnásobně hlasitý vjem. Proto byla zavedena veličina hlasitost, která má stupnici v so-
nech, přičemž 1 son odpovídá hladině hlasitosti 40 fónů pro tón s frekvencí 1 kHz [41].
Parametry střední úrovně můžeme dále rozdělit podle toho, zda-li je parametr počítán
z jednoho rámce nebo z většího bloku nahrávky. Parametry počítané z většího bloku
nahrávky (v řádu sekund) jsou schopny popsat tempo [17].
Mel-frekvenční kepstrální koeficienty
Mel-frekvenční kepstrální koeficienty (Mel Frequency Cepstral Coefficients, MFCC) jsou
získávány ze spektrogramu. Spadají tedy do skupiny parametrů extrahovaných z frek-
venční domény. V prvním kroku se zjistí hodnoty frekvencí pro každý rámec. Tyto hod-
noty v hertzích jsou následně převedeny na mely. Z logaritmu hodnot v melech je pomocí
diskrétní kosinové transformace získáno spektrum frekvencí v melech, které přímo repre-
zentuje parametry MFCC. Tímto postupem se získá kepstrum ze všech rámců. Výsledkem
jsou vektory parametrů MFCC. Jeden vektor tedy popisuje periodicity nalezené v hod-
notách frekvencí obsažených v jednom rámci.
Běžně se počítá 13 až 25 parametrů pro jeden rámec. První parametr MFCC jako
jediný nepopisuje frekvence v daném rámci, ale celkovou energii rámce. U dalších para-
metrů v pořadí platí, že s narůstajícím číslem parametru roste i periodicita.
Výpočet MFCC parametrů je náročný na velikost výsledných dat. Často se tedy jako
poslední krok zařazuje statistická sumarizace, kvantizace vektorů nebo se aplikuje prav-
děpodobnostní model. Tím je možné získat MFCC parametry popisující celou nahrávku
[17, 19].
Fluktuace
Fluktuace (Fluctuation Pattern, FP) popisuje, které frekvence se opakovaně objevují, v ja-
kých intervalech, a to v blocích o délce 6 s.
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Poté, co je nahrávka rozdělena do bloků, je z každého z nich spočítáno výkonové
spektrum pomocí rychlé fourierovy transformace (FFT). V následujících krocích jsou
aplikovány psychoakustické modely (barková stupnice, frekvenční maskovací křivky. . . ).
Na takto zpracované spektrum, které je rozděleno na kritická pásma, je aplikována další
FFT. Tím je možné získat frekvenční struktury v jednotlivých pásmech a ty jsou repre-
zentovány, co by závislost periodicity na frekvenci. Víme tedy, jaké frekvenční struktury
(tj. fluktuace) se objevují opakovaně. Jelikož je vnímání těchto struktur závislé na jejich
periodicitě, aplikuje psychoakustický model síly fluktuace. Tím lze detekovat rytmické
struktury. Při zjišťování míry podobnosti se porovnávají vektory hodnot globálně repre-
zentující rytmické struktury obou nahrávek[17].
Parametr fluktuace má v praxi několik variant. Běžně používanou variantou je loga-
ritmická fluktuace (Logarithmic Fluctuation Pattern). Na rozdíl od klasické fluktuace je
místo lineárního měřítka použito logaritmické. To umožňuje zobrazení periodicit nezávisle
na tempu[19].
Spektrální struktura
Spektrální struktura (Spectral Pattern, SP) slouží k detekci témbru a extrahuje se ze spek-
trogramu každého bloku. Blok je rozdělen na 10 rámců a spektrogram je rozdělen na
98 pásem. Nejedná se tedy o kritická pásma – frekvenční osa je v centech. Výsledkem je
matice o rozměrech 98x10.
Stejně jako v případě fluktuace se i tento parametr používá v různých variantách
k zjištění specifických vlastností spektra. Například Delta Spectral Pattern slouží k de-
tekci počátku jednotlivých tónů [17].
Korelace
Korelace (Correlation Pattern, CP) popisuje harmonické vztahy mezi frekvenčními pásmy.
V prvním kroku je spektrogram rozdělen na 52 pásem. Jedná se o doporučený kompro-
mis mezi dostačujícím frekvenčním rozlišením a náročností na výpočet. Jednotlivé bloky
nahrávky jsou dále děleny do 256 rámců. Korelace je potom počítána pro všechny dvo-
jice frekvenčních pásem. Vznikají tedy matice o rozměrech 52x52. Všechny matice se dále
zpracují statistickou sumarizací (výpočet mediánu) [17, 19].
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5 Přehled dosavadních prací souvisejících s roz-
poznáváním hudebních slohů
Rozpoznávání slohů klasické hudby je problém, který se na poli zpracování audio nahrávek
metodou MIR, řeší velmi vzácně. Frekventovaněji se vyskytují témata rozpoznávání hu-
debních žánrů a identifikace autora skladeb. Obě úzce souvisí s rozpoznáváním hudebního
slohu a postup práce je prakticky stejný. Co se týče dat, vychází výzkumy buď ze symbo-
lických dat (MIDI, partitury) nebo z audio nahrávek.
5.1 Rozpoznávání hudebních žánrů
Yusuf Yaslan a Zehra Cataltepe ve své práci z roku 2006 hledají nejúspěšnější kombinaci
parametrů a metody jejich vyhodnocení. Využívají Tzanetakisův dataset (GTZAN), což
je databáze obsahující 10 žánrů. Ke každému z nich 100 vzorků, které jsou dlouhé 30 s.
K získání parametrů z audio nahrávek využívají software MARSYAS. Zkoumány jsou
konkrétně sety Beat (6 parametrů), STFT (Short-Time Fourier Transform, 9 parame-
trů), MFCC (Mel-Frequency Cepstral Coefficients, 10 parametrů), MPITCH (5 parame-
trů) a set All, který zahrnuje všechny dříve zmíněné sety. Zkoumané metody jsou potom
tyto: Fisherův klasifikátor, LDC (lineární klasifikátor předpokládající normální rozložení
hustot), UDC (kvadratický klasifikátor předpokládající normální nekorelované hustoty),
QDC (kvadratický klasifikátor předpokládající normální hustoty), NBC (naivní Baye-
sův klasifikátor), PDC (metoda Parzenových okének), kNN (metoda nejbližšího souseda),
kNN1 (s 1 nejbližším prvkem), kNN3 (se 3 nejbližšími prvky) a kNN5 (s 5 nejbližšími
prvky). Trénovací množina byla volena jako 90 % datasetu, testovací data obsahovala
zbylých 10 % [48]. Úspěšnost kombinací:
• Fisher s parametry MFCC 79 %,
• různé verze kNN s MFCC 59 % až 79 %,
• kNN a set MPITCH 70 %,
• LDC a set All 70 %,
• QDC při kombinaci 10 parametrů 61 %,
• UDC nejlepší při 25 parametrech,
• Fisher a PDC nejlepší výkon se setem All,
• NBC nejlepší při užití 10 parametrů 78 %.
Z této práce rovněž vyplývá, že větší přesnosti lze dosáhnout kombinací klasifikátorů,
např. PNU (kombinace PDC, NBC a UDC) dosahoval přesnosti 80 %. Při užití trans-
formace PCA (analýza hlavních komponent) klesla dimenzionalita setu All a tím stoupla
přesnost u metod kNN a QCD na 80 % [48].
42
Se stejným datasetem pracovali také P. Kozakowski a B. Michalak. Jejich cílem bylo
rovněž rozlišení hudebních žánrů z dané databáze. Dataset byl využit v poměru 7:3 na tré-
nování a testování. Ze vzorků byly extrahovány především spektrální parametry (ze spek-
trogramů v melech). Autoři zvolili metodu konvolučních neuronových sítí a dospěli k cel-
kové úspěšnosti 67 % [18].
Podobně, avšak s jiným datasetem zpracovávali tuto úlohu M. Haggblade, Y. Hong
a K. Kao. V práci uveřejněné v roce 2011 používali k řešení opět software MARSYAS.
Zvolili set parametrů MFCC a na tomto setu porovnávali metody kNN, k-means, SVM
a řešení pomocí neuronových sítí. Zvolený dataset byl GTZAN Genre Collection, ze kte-
rého extrahovali 4 žánry (classical, jazz, metal, pop). Ve výsledku se tedy jednalo o dataset
se 400 vzorky (22,05 kHz, 16 bit, AU formát, mono). Trénovací množinu tvořilo 70 % cel-
kových dat [11]. Výsledky:
• metoda KNN a k-means, obě cca 80 %,
• SVM 87 %,
• neuronová síť 96 %.
Výborných výsledků dosáhli F. Medhat, D. Chesmore a J. Robinson při rozpoznávání
hudebních žánrů pomocí neuronových sítí (konkrétně metodou MCLNN: Masked Condi-
tional Neural Networks). Jako dataset volili vzorky hudby pro společenské tance ze sbírky
Ballroom. Cílem bylo odlišit 8 subžánrů taneční hudby ze 698 vzorků (30 s, 22,05 kHz,
16 bit, mono, WAV formát). Parametry nahrávek byly v tomto případě odečítány z spek-
trogramů v melech. Úspěšnost tohoto řešení dosahovala cca 92 % [28]. V článku autoři
poukazují také na výsledky předchozích studií, které se stejným datasetem, ale jinou me-
todou dosáhly ještě lepších výsledků. Např. Ballroom dataset zkoumaný metodou SVM
s 28 tempovými parametry vykazuje úspěšnost 96 % [34]. Druhou nejúspěšnější kombinací
(93 %) je potom metoda kNN s využitím spektra modulace (Modulation Scale Spectrum),
které zobrazuje zastoupení frekvencí v čase a tím poskytuje také informaci o rytmu. Ten
zásadně odlišuje subžánry taneční hudby [23].
Některé studie využívají k analýze zvukové vzorky ve formátu MIDI. Například práce
Ponce de Leona zkoumala úspěšnost algoritmů na vlastním MIDI datasetu, a to se žánry
jazz a klasická hudba. Parametry datasetu: 110 vzorků, z toho 45 vzorků klasické hudby
a 65 jazzových. U vzorků jsou zjištěny tempové, rytmické, frekvenční a tonální parametry,
v celkovém počtu 28 parametrů. Další řešení se pak ubírá dvěma směry, a to využitím
metody bez učitele a naopak dvou metod s učitelem. Nejúspěšnější byla metoda kNN s uči-
telem a využitím všech 28 parametrů – 96,4 %. Úspěšností se jí blížila i naivní Bayesova
metoda s učitelem a využitím 10 parametrů – 95,5 %. Nejnižší úspěšnost měla metoda
bez učitele, a to konkrétně neuronová síť typu SOM (Self-Organizing Map) s využitím
6 parametrů – 90,7 % [36]. Tento výzkum ve srovnání s výše zmíněnými výzkumy po-
dává velmi dobré výsledky, nicméně v praxi je využívání formátu MIDI často omezeno
pouze na určité aplikace. Velké databáze hudebních děl, které je nejčastěji nutné nějakým
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způsobem třídit užívají zvukové formáty (WAV, MP3).
Pro velké databáze hudebních děl je poměrně praktické tzv. multi-label rozpoznávání
žánrů. V tomto případě není rozhodující pouze analýza audia, ale také analýza textu,
obalu alba apod. Tímto typem analýzy se zabýval například S. Oramas a spol. K analýze
je v tomto případě nutné využít dataset obsahující celá alba, texty a přebaly CD. Proto
byl využit dataset MUMU obsahující 250 žánrů (přes 31 000 alb) skládající se z části da-
tasetu MSD (Million Song Dataset) a z části datasetu Amazon Reviews. Autoři pracují se
spektrálními parametry a metodou konvolučních neuronových sítí se čtyřmi konvolučními
vrstvami. Data byla rozdělena na množiny – 80 % trénovací, 10 % validační a 10 % tes-
tovací. Celková úspěšnost dosáhla 88,8 % [33].
Frekventovaně se na poli MIR řeší také odlišení jednotlivých skladatelů klasické hudby.
Ch. Weiss, M. Mauch a S. Dixon pracují ve své studii s datasetem o 1600 vzorcích ve for-
mátu MP3. Mezi vzorky jsou různé hudební formy - klavírní sonáty, orchestrální přede-
hry k operám apod. Autoři článku rovněž dělí skladatele podle období do čtyřech skupin,
a to baroko, klasicismus, romantismus a moderna. Každé období je zastoupeno 400 různo-
rodými vzorky (200 orchestrálních, 200 klavírních) od různého počtu skladatelů [47]. Zde
je nutné zmínit, že autoři záměrně používají barokní nahrávky hrané na moderní klavír,
ne na cembalo. Z historického pohledu je to samozřejmě chyba, jelikož moderní podoba
klavíru se ustálila až v průběhu 19. století. Nicméně cílem jejich práce bylo k identifi-
kaci skladatele využít především parametry nesouvisející s barvou zvuku a témbr cem-
bala je tak výrazně odlišný od klavíru, že bylo nutné z datasetu tento nástroj vyřadit.
K identifikaci byly využívány chromatické a tonální parametry z Chroma Toolboxu (pro
Matlab)[31], ty byly dále zpracovávány pomocí metody SVM, implementované v knihovně
LIBSVM. Dle výsledků dosahuje metoda přesnosti 82,5 % při kombinaci nejúspěšnějších
parametrů [47].
Ještě větší úspěšnosti dosáhla studie F. Clara, která porovnává přesnost metod SVM
a Random Forest. Použitý dataset obsahoval téměř 10 000 skladeb od celkem 106 autorů.
Z parametrů byly voleny především ty, popisující tóninu a chromatiku skladeb (odečet
hodnot z chromagramů apod.). Jako úspěšnější se prokázala metoda Random Forest, která
s 91 % úspěšností určila skladby spadající do klasicistní éry [7].
Jiných výsledků dosáhl ve své studii G. Ruiz. Jeho cílem bylo určit autora klasické
hudby, přičemž dataset obsahoval 800 vzorků (30 s, 44,1 kHz, formát WAV) od 2 barokních
autorů, 3 klasicistních a 3 autorů spadajících do éry romantismu. Ze vzorků extrahoval
parametry popisující především spektrum a k jejich zpracování použil metodu SVM imple-
mentovanou ve WEKA Toolbox (Waikato Environment for Knowledge Analysis). Tímto
postupem dosáhl autor pouze 55 % úspěšnosti [24].
Ch. Weiss ve své disertační práci pojednává o třídění klasické hudby podle slohů. Vy-
tvořil dataset o 1600 vzorcích. Zkoumá čtyři slohy: baroko, klasicismus, romantismus a mo-
dernu, tj. hudbu 1. poloviny 20. století. Pro každé období používá tedy 400 vzorků. Dataset
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zohledňuje také různou popularitu autorů tím, že od často hraných autorů obsahuje více
skladeb. Co se týče parametrů, Weiss zjišťuje poměr mezi výskytem plagálních (subdo-
minanta - tónika) a autentických (dominanta - tónika) závěrů v jednotlivých skladbách
pomocí pluginu Chordino. Sleduje také, jak často se vyskytují disonance. Dále pracuje pře-
devším s tonálními a chromatickými parametry (MFCCs, plugin NNLS chroma). Na para-
metry týkající se chromatiky je aplikována lineární diskriminační analýza. Parametry jsou
zpracovávány metodou využívající Gaussovy smíšené modely (GMM - Gaussian Mixture
Models). Neúspěšnější kombinace (GMM + NNLS chroma) dosahuje cca 75 % přesnosti
pro celý dataset a 79 % pro orchestrální skladby [46].
Typově podobným problémem je odlišení jednotlivých orchestrálních těles z nahrávek,
popř. odlišení jednotlivých dirigentů. Například C. Liem a A. Hanjalic ve své práci dospěli
k závěru, že je tento problém řešitelný pomocí analýzy hlavních komponent (metoda
PCA), přičemž jako parametry jsou použity spektrogramy nahrávek. Daná metoda poté
odliší rozdíly mezi spektrogramy. Dataset obsahoval 24 celých nahrávek Beethovenovy
symfonie č. 3 a 6 celých nahrávek Straussovy Alpské symfonie [21].
Přehled dalších výzkumů v oblasti rozlišení slohů klasické hudby či rozlišení skladatelů
je uveden v následující tabulce (Tab. 5.1).
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Tab. 5.1: Výzkumy na poli klasické hudby
Autor Třídy Data Parametry Úspěšnost
McKay &
Fujinaga[26]
3 slohy MIDI různé 85 %
Mearns et
al.[27]
7 autorů partitura intervaly, kontrapunkt 66 %
Geertzen[10] 3 autoři partitura melodie, rytmus 80 %
Van
Kranenburg[43]
5 autorů partitura intervaly, kontrapunkt 80 %
Hontanilla
et al.[14]










MIDI melodické n-gramy, statistika 75 %
Dor &
Reich[46]
9 autorů partitura melodie, oktávy, tóny 79 %
Hu et
al.[46]
9 autorů audio MFCC 76 %
Izmirli[16] tonalita-
atonalita
audio chromagramy 91 %




Postup práce při řešení problému pomocí metody MIR byl popsán v předešlých kapito-
lách. Na začátku stojí vždy dataset nahrávek, který musí být dostatečně velký a kvalitní.
V případě této práce byl vytvořen vlastní dataset, který obsahuje 600 nahrávek ze tří
historických období vývoje hudebního umění. Jelikož se jedná o nahrávky pocházející
z různých zdrojů bylo nutné je předzpracovat, tj. upravit délku, normalizovat hlasitost
a sjednotit vzorkovací frekvence (viz 2.2). Bez fáze předzpracování by byly parametry
ovlivněny například různou hlasitostí nahrávek, která sice může do určité míry souviset
s počtem hrajících nástrojů, ale především souvisí s tím, za jakým účelem byla nahrávka
zpracována, což není předmětem zkoumání.
Následuje rozdělení datasetu na trénovací a testovací množinu. Trénovací množina ob-
sahuje 480 nahrávek a testovací množina zbylých 120. Trénovací množina tedy tvoří 80 %
z celkového počtu nahrávek. Nahrávkám v testovací množině jsou přiděleny štítky značící
sloh, do kterého spadají. Štítky usnadňují přehlednost a orientaci v nahrávkách.
Extrakce parametrů se provádí u obou množin v prostředí Matlab, konkrétně po-
mocí toolboxu MIRtoolbox. Pro popis nahrávek klasické hudby jsou využívány přede-
vším parametry MFCC, parametry popisující spektrum a harmonii, či tonální parametry
(např. chromagramy). Méně jsou potom používány parametry popisující tempo či ryt-
mus, a to především proto, že tyto vlastnosti jsou proměnné a nebo nemusí být v dané
skladbě vůbec obsaženy, jako je tomu například u barokní fugy (viz 5.1). Získány budou
parametry popisující všechny oblasti a jejich evaluace bude provedena metodou minimum
Redundancy Maximum Relevance.
Po extrakci parametrů jsou již všechny nahrávky reprezentovány pomocí vektorů pa-
rametrů a v případě trénovací množiny také pomocí štítků. V dalším kroku začíná učení
vybraného klasifikátoru (viz 3.1). Na poli klasické hudby jsou nejefektivnější klasifikátory
LDA a SVM (viz 5.1). Neuronové sítě se využívají v kombinaci s převodem nahrávek
na spektrogramy (Image-Based Approach)[21].
Po natrénování klasifikátoru jsou známé modely slohů, které se testují na paramet-













































Obr. 6.1: Návrh implementace
6.2 Výpočet parametrů
K získání parametrů z obou datasetů byly využity funkce, které jsou obsaženy v ba-
líčku MIRtoolbox. Pomocí tohoto toolboxu je možné získat množství parametrů přímo
popisujících rytmus, harmonický vývoj skladby, témbr a dynamiku. Také je možné získat
parametry statisticky hodnotící spektrum (tvar, těžiště atd.). V případě této práce bylo
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celkem získáno 110 parametrů ze všech skupin. Získané parametry byly uloženy do ma-
tice tak, aby pro každý hudební vzorek existovala řada číselných hodnot. Z tohoto důvodu
bylo nutné provést také redukci hodnot parametrů pomocí statistických úprav. Provedeny
byly tyto statistické úpravy:
• Průměr - průměrná hodnota parametru napříč vzorky.
• Medián - rozděluje řadu hodnot parametru na dvě poloviny.




𝐸(𝑋 − 𝐸𝑋)2. (6.1)
Kde 𝑋 je daný parametr a 𝐸 je jeho střední hodnota.
• Rozptyl - vyjadřuje variabilitu rozdělení náhodných hodnot kolem střední hodnoty




[𝑥𝑖 − 𝐸(𝑋)]2𝑝𝑖. (6.2)
Kde 𝑥𝑖 jsou hodnoty, kterých může parametr 𝑋 nabývat s pravděpodobností 𝑝𝑖 a 𝐸(𝑋)
je jeho střední hodnota.
6.3 Výběr parametrů metodou mRMR
Ke zhodnocení výpovědní hodnoty parametrů byla použita metoda minimum Redundancy
Maximum Relevance (dále mRMR), a to ve verzi od čínského vědce Hanchuana Penga.
Vstupní proměnné této metody jsou data ve formě matice, kde počet řádků odpovídá
počtu hudebních vzorků a počet sloupců odpovídá počtu získaných parametrů, dále také
vektor s informací o zařazení každého hudebního vzorku do dané třídy. Cílem metody
je najít podskupinu parametrů, která optimálně charakterizuje jednotlivé třídy. Metoda
mRMR nahlíží na parametry z několika hledisek. Prvním hlediskem je maximální rele-
vance. Vybrány jsou tedy parametry, které danou třídu popisují nejvýznamněji. Relevance
parametrů vůči třídě se dá popsat pomocí vzájemných informací (definovaných hustotou
pravděpodobnosti), které charakterizují vztahy a závislosti mezi jednotlivými parametry
a třídou. Z hlediska maximální relevance jsou vybrány parametry, které mají největší
vzájemnou informaci s cílovou třídou, tj. mezi těmito parametry a cílovou třídou existuje
silná závislost [35].
Pokud jsou parametry vybrány pouze individuálně, nemusí být výsledná skupina
těchto parametrů příliš účinná. Proto probíhá také výběr parametrů z hlediska minimální
redundance, tak aby z výsledné skupiny mohly být redundantní parametry odstraněny.
Tento výběr probíhá heuristicky. Autor H. Peng ve své práci předpokládá velkou úspěš-
nost vybrané skupiny parametrů především s klasifikátory Naive Bayes, SVM a LDA [35].
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Jednotlivé parametry byly seřazeny podle své výpovědní hodnoty, jak jde vidět z grafu
6.2. Dle autora toto seřazení nutně neznamená, že první parametr je individuálně účinnější
než druhý. Seřazení popisuje jak vztah parametru k třídě, tak i vztah mezi parametry.
Tedy například: kombinace prvního a druhého parametru má větší výpovědní hodnotu
než kombinace druhého a třetího parametru [30].
Výpovědní hodnota všech parametrů podle metody mRMR

























Obr. 6.2: Výpovědní hodnota všech parametrů
V případe této práce byly vybrány různě početné skupiny parametrů a byla ověřena
jejich účinnost s jednotlivými klasifikátory. U klasifikátoru SVM měl počet parametrů vliv
na přesnost klasifikace rozdílně pro každý hudební sloh, jak lze vidět na grafu 6.3. Podle
grafu 6.5 jsou ve skupině prvních 20 parametrů obsaženy především parametry spektrální.
Tím je dána vysoká úspěšnost v identifikaci barokního slohu, jelikož baroko, díky odliš-
nému nástrojovému složení, vykazuje výrazně jinou hudební barvu než zbylé dva slohy.
Identifikace klasicismu byla nejúspěšnější se skupinou 38 parametrů. K předešlým pře-
vážně spektrálním parametrům byly přidány parametry dynamické, rytmické a tonální.
Klasicismus je charakteristický užíváním převážně durových tónin a oproti baroku jsou
zavedeny nové rytmické postupy a odlišná práce s dynamikou, což s malými obměnami
přetrvává i během romantismu. Proto je klasifikátor úspěšný v identifikaci rozdílu mezi
barokem a klasicismem, ale neúspěšný v identifikaci romantismu. Dalším zvýšením počtu




















Závislost klasifikátoru SVM na počtu parametrů
Baroko Klasicismus Romantismus


















Závislost klasifikátoru kNN na počtu parametrů
Baroko Klasicismus Romantismus
Obr. 6.4: Závislost přesnosti klasifikátoru kNN na počtu parametrů
V případě klasifikátoru kNN měla nejlepší výsledky skupina čtyřiceti parametrů. Ve
většině případů měl klasifikátor kNN velkou úspěšnost v identifikaci rozdílu mezi ba-
rokem a romantismem. Menší úspěšnost měl při identifikaci klasicismu, který nejčastěji
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zaměňoval s romantismem. Což je velmi pravděpodobně způsobeno expresivní tvorbou
Beethovena, která se od zbylých klasicistních autorů liší a přibližuje se romantismu. Třídy
klasicismus a romantismus od sebe tedy nejsou tak dobře odděleny jako baroko a klasicis-
mus nebo baroko a romantismus. Klasifikátory LDA a GMM dosahovaly největší přesnosti
se skupinou čtyřiceti nebo padesáti parametrů.
Vybrané podskupiny obsahovaly parametry popisující hudební vzorky ze všech hledi-
sek. Nejvíce byly zastoupeny parametry obsahující informaci o spektru a hudební barvě
(témbru), méně potom parametry tonální, rytmické či dynamické. Přesné zastoupení jed-
notlivých skupin parametrů je znázorněno v grafu 6.5. Celkový seznam parametrů je



























Obr. 6.5: Závislost přesnosti klasifikátoru kNN na počtu parametrů
6.4 Optimalizace hyperparametrů
Další funkcí, která byla při klasifikaci často využívána je funkce optimalizace hyperpara-
metrů. Díky této funkci je možné optimalizovat natavení klasifikátoru, tak aby co nejlépe
reagoval na vstupní data. Každý klasifikátor je popsán jinými parametry. U klasifikátoru
kNN je například nutné nastavit N počet nejbližších sousedů a také vzdálenostní funkci,
kterou bude vzdálenost mezi nejbližšími sousedy počítána. U klasifikátoru LDA je naopak
nutné nastavit parametr Delta, což je rozhodovací úroveň pro koeficienty modelu a para-
metr Gamma, který udává množství regularizace při určení matice kovariance vstupních
parametrů. Funkce optimalizace hyperparametrů využívá metodu sekvenční optimalizace,
která je založená na náhradním modelu, tzv. Bayesovská optimalizace [25].
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Obr. 6.6: Příklad výsledků optimalizace hyperparametrů pro klasifikátor LDA
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7 Úspěšnost klasifikátorů
V této části práce jsou shrnuty výsledky všech zkoumaných klasifikátorů. Klasifikátory
byly hodnoceny jednak na celém datasetu, kdy bylo cílem rozdělit hudební vzorky do tří
tříd - baroko, klasicismus a romantismus. Dále byl tento úkol převeden do binární podoby,
a to dvěma způsoby. V prvním případě byl jeden ze slohů z datasetu vyřazen a klasifikátory
tak určovaly pouze dvě třídy. Ve druhém případě byl zachován celý dataset, ale klasifikátor
hledal pouze hudební vzorky jednoho ze slohů. Rovněž tedy vznikly dvě třídy, přičemž
jedna třída byla tvořena vybraným slohem a druhá třída byla tvořena zbylými dvěma
slohy. Kompletní číselný přehled všech výsledků je v příloze B.1.
7.1 kNN
V případě metody kNN měla nejlepší výsledky skupina 40 parametrů, viz. 6.4. K opti-
malizaci modelu kNN byla využita funkce optimalizace hyperparametrů (parametry kla-
sifikátoru). V případě metody kNN je nutné nastavit především správný počet „sousedů“
a také najít správnou funkci, podle které je vzdálenost mezi těmito „nejbližšími sousedy“
určena. Jak ukazují grafy 7.1, 7.2 a 7.3, různý počet N sousedů a různá vzdálenost mohou


















kNN: vliv vzdálenostní funkce 1
mahalanobis 15N seuclidean 15N



















kNN: vliv vzdálenostní funkce 2
mahalanobis 3N minkowski 3N


















kNN: velikost N (množství sousedů)
seuclidean 6N seuclidean 15N seuclidean 20N
Obr. 7.3: Závislost přesnosti klasifikátoru kNN na počtu sousedů
Z grafů 7.1 a 7.2 je patrné, že při zachování všech parametrů a změně vzdálenostní
funkce může dojít ke značné změně přesnosti klasifikace. Vliv množství N sousedů na přes-
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nost klasifikace je mírně menší. Jelikož jsou tyto změny rozdílné pro každou třídu, je
nutné hledat kompromis. Změna hyperparametrů dobře fungující pro jednu třídu, může
mít přesně opačný vliv na třídu druhou. Pomocí funkce optimalizace parametrů je možné
získat ideální kompromis v nastavení vzdálenostní funkce a počtu N sousedů.
V případě celého datasetu, kdy klasifikátor rozděloval hudební vzorky do tří tříd,
dosahovala nejvyšší celková úspěšnost 67,5 % (baroko: 75,0 %, klasicismus: 55,0 %, ro-
mantismus: 72,5 %). Jako vzdálenostní funkce byla přitom určena euklidovská vzdálenost
a N = 5 sousedů.
V druhé části testování byly v celém datasetu hledány vzorky odpovídající hudeb-
nímu slohu X. Úspěšnost klasifikátoru se v tomto případě rapidně snížila, a to především
u klasicismu a romantismu. Již dříve bylo zmíněno, že dvojice klasicismus - romantismus
vykazuje teoreticky větší podobnost než dvojice baroko - klasicismus a baroko - roman-
tismus. Proto také v tomto případě dosahuje identifikace baroka větší úspěšnosti.
Sloh X Vzdálenostní funkce Počet sousedů Úspěšnost
Baroko korelační N = 3 67,5 %
Klasicismus Mahalanobis N = 1 40,0 %
Romantismus korelační N = 20 42,5 %
Tab. 7.1: Úspěšnost klasifikátoru kNN při určení jednoho slohu z celého datasetu
Nejvyšší úspěšnosti dosahoval klasifikátor v případě, kdy byl z datasetu vyloučen jeden
ze slohů a klasifikátor tak řešil binární problém. Z grafu 7.4 je patrné, že dvojice klasi-
cismus - romantismus je pro správnou identifikaci nejnáročnější. Nejlépe naopak funguje
klasifikace v případě dvojice baroko - klasicismus. Vzhledem k tomu, že většina použitých
parametrů je spektrálních, dobrá identifikace barokního ansámblu se specifickou hudební
barvou je opodstatněná.
Dvojice Sloh Vzdálenostní funkce Počet sousedů Úspěšnost
BA vs. KL Baroko korelační N = 1 85,0 %
Klasicismus korelační N = 1 87,5 %
BA vs. RM Baroko korelační N = 1 77,5 %
Romantismus korelační N = 1 80,0 %
KL vs. RM Klasicismus Mahalanobis N = 11 72,5 %
Romantismus Mahalanobis N = 11 67,5 %





















kNN: srovnání dvou tříd
Baroko Klasicismus Romantismus
Obr. 7.4: Úspěšnost klasifikátoru kNN při řešení binárního problému





Obr. 7.5: Úspěšnost klasifikátoru kNN při řešení binárního problému
V grafu 7.6 je vyobrazeno shrnutí úspěšnosti klasifikace všech řešených úkolů. Nejlep-
ších výsledků bylo dosaženo při odebrání jednoho slohu z datasetu. Nejméně přesná byla
naopak klasifikace při rozpoznávání hudebních vzorků jednoho slohu z celého datasetu.
Co se týče úspěšnosti identifikace jednotlivých slohů, baroko bylo identifikováno s nejvyšší






















X vs Y (1) X vs Y (2) X vs celek Celý dataset
Obr. 7.6: Celková úspěšnost klasifikátoru kNN
7.2 LDA
Lineárně diskriminační analýza byla jediným klasifikátorem, který vykazoval nejnižší
úspěšnost v případě barokního slohu. Klasifikátor pracoval se stejnou skupinou parame-
trů jako ostatní klasifikátory. Počet parametrů měl však na přesnost klasifikace minimální
vliv. Nejvyšší přesnost byla dosažena jak se 40, tak s 50 parametry. V případě klasifikace
všech tří tříd dosahovala přesnost těchto hodnot:
• baroko: 55,0 %,
• klasicismus: 62,5 %,
• romantismus: 72,5 %.
K optimalizaci klasifikátoru byla opět použita funkce optimalizace hyperparametrů.
V tabulce 7.3 jsou výsledky řešení binárního problému. Z datasetu byl vždy vyloučen
jeden ze slohů a zkoumány byly zbývající dva. Vyloučení jednoho slohu vedlo ke zvýšení
úspěšnosti klasifikace v průměru o 10 %. Z výsledků také vyplývá, že mezi skupinou
40 a 50 parametrů je stále minimální rozdíl, tak jako tomu bylo při hodnocení všech tří
tříd. I v případě binárního problému je nejnižší úspěšnost klasifikace u barokního slohu.
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X vs. Y Sloh 40 parametrů 50 parametrů
BA vs. KL Baroko 67,5 % 65,0 %
Klasicismus 87,5 % 85,0 %
BA vs. RM Baroko 62,5 % 65,0 %
Romantismus 82,5 % 82,5 %
KL vs. RM Klasicismus 72,5 % 72,5 %
Romantismus 77,5 % 77,5 %
Tab. 7.3: Úspěšnost klasifikátoru LDA v závislosti na počtu parametrů
7.3 GMM
Maximální úspěšnosti dosahuje klasifikátor GMM při použití 40 a 50 parametrů. Na rozdíl
od klasifikátoru LDA je však více závislý na počtu parametrů, a to především při klasifikaci
romantismu a klasicismu. Naopak v případě barokního slohu není na počtu parametrů
závislý téměř vůbec. Graf 7.7 ukazuje výsledky tohoto klasifikátoru při hodnocení všech
tří tříd s různým počtem vstupních parametrů. Stejně jako v případě klasifikátorů kNN


















GMM: závislost na počtu parametrů
Baroko Klasicismus Romantismus
Obr. 7.7: Úspěšnost klasifikátoru GMM v závislosti na počtu parametrů
Po vyloučení jednoho slohu z datasetu, jde vidět, že problematická je opět dvojice
klasicismus - romantismus, kde přesnost klasifikace klasicismu nedosahuje ani 50 %. Kla-
sifikace klasicismu ve dvojici s barokem přitom dosahuje téměř 80 %. Výsledky ukazují,
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že zatímco v případě dvojic baroko - klasicismus a baroko - romantismus jsou vždy obě
třídy dobře odděleny. V případě dvojice klasicismus - romantismus třídy dobře odděleny
nejsou. Tento fakt je ve shodě s hudebně-teoretickým pohledem na oba slohy.
X vs. Y Sloh 40 parametrů 50 parametrů
BA vs. KL Baroko 70,0 % 70,0 %
Klasicismus 77,5 % 77,5 %
BA vs. RM Baroko 75,0 % 70,0 %
Romantismus 80,0 % 82,5 %
KL vs. RM Klasicismus 45,0 % 42,5 %
Romantismus 65,0 % 65,0%
Tab. 7.4: Úspěšnost klasifikátoru GMM v závislosti na počtu parametrů
7.4 SVM
Metoda Support Vector Machines (SVM) dosahuje při klasifikaci klasické hudby zpravi-
dla vysoké úspěšnosti. Jak již bylo zmíněno v kapitole 3.1.4, je tato metoda určena pro
řešení binárních problémů. Pomocí klasifikátoru SVM tedy byla řešena identifikace slohu
X z celého datasetu a zařazení hudebního vzorku do správné třídy v případě, že je dataset
tvořen pouze dvěma slohy. Na klasifikaci měl značný vliv počet vstupních parametrů.
X vs. zbytek 20 parametrů 38 parametrů 50 parametrů
Baroko 80,0 % 72,5 % 65,0 %
Klasicismus 12,5 % 70,5 % 60,0 %
Romantismus 27,5% 30,0 % 65,0 %
Tab. 7.5: Úspěšnost klasifikátoru SVM v závislosti na počtu parametrů
Při řešení binárního problému, zda-li daný hudební vzorek spadá do vybraného slohu
X nebo ne, pracuje klasifikátor se dvěma třídami. První třídou je vybraný sloh X a dru-
hou třídu tvoří zbytek datasetu, tedy kombinace dvou zbývajících slohů. Z tabulky 7.5
vyplývá, že pro každý sloh je ideální jiné množství parametrů. Nejlepším kompromisem
byla skupina 50 parametrů, kde úspěšnost identifikace každého slohu přesahovala nebo se
rovnala hodnotě 60 %. Tento kompromis, ale v případě barokního slohu znamená snížení
úspěšnosti identifikace o 20 %.
Při řešení druhého binárního problému, dojde k vyloučení jednoho slohu z datasetu.
Klasifikátor tedy opět pracuje se dvěma třídami. Každá třída reprezentuje jeden sloh.
Přesnost klasifikace dosahovala ve všech případech hodnot přes 70 %. Podle očekávání
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byla klasifikace nejméně přesná u dvojice klasicismus - romantismus. Naopak nejvyšší
přesnosti dosahovala dvojice baroko - klasicismus při použití skupiny 40 parametrů. Kom-
pletní výsledky jsou uvedeny v tabulce 7.6.
X vs. Y Sloh 30 parametrů 40 parametrů 50 parametrů
BA vs. KL Baroko 77,5 % 82,5 % 77,5 %
Klasicismus 82,5 % 87,5 % 90,0 %
BA vs. RM Baroko 80,0 % 77,5 % 75,0 %
Romantismus 80,0 % 75,0 % 80,0 %
KL vs. RM Klasicismus 72,5 % 60,0 % 57,5 %
Romantismus 77,5 % 77,5 % 35,0 %
Tab. 7.6: Úspěšnost klasifikátoru SVM v závislosti na počtu parametrů
Z tabulky 7.6 rovněž vyplývá, že pro dvojice slohů, které se vyznačují velkými od-
lišnostmi (baroko - klasicismus a baroko - romantismus) nehraje počet parametrů příliš
velkou roli. Úspěšnost klasifikace zůstává prakticky zachována. U dvojice klasicismus - ro-
mantismus, kde tak výrazný rozdíl mezi oběma slohy není, způsobuje postupné přidávání
parametrů rapidní pokles úspěšnosti. Jak již bylo zmíněno v teoretické části práce, bě-
hem přechodu klasicismu do romantismu zůstaly mnohé hudebně-teoretické postupy za-
chovány. Rapidní pokles je tedy způsoben přidáváním nerelevantních parametrů a jejich
redundancí.
7.4.1 Error-Correcting Output Codes a SVM
Metoda Error-Correcting Output Codes (dále jen ECOC) se využívá v klasifikaci většího
množství tříd při použití binárních klasifikátorů. V případě této práce, byl využit kla-
sifikátor SVM. Metoda ECOC spočívá ve vytvoření matice, kde počet řádků odpovídá
počtu tříd a počet sloupců odpovídá délce kódu. K řešení klasifikace více tříd je vytvořen
kód o délce x bitů, obsahující x-1 funkcí. Každá třída je tak charakterizována specifickým
kódovým slovem [8].
Model klasifikátoru ECOC SVM byl optimalizován pomocí funkce optimalizace hy-
perparametrů. Z grafu 7.8 je zřejmé, že na klasifikaci má opět značný vliv počet para-
metrů. Nejlepších výsledků bylo dosaženo se skupinou 30 parametrů. Největším problé-
mem klasifikace pomocí této metody byla správná identifikace hudebních vzorků z období
klasicismu. Maximální dosažená úspěšnost klasifikace klasicismu činila 47,5 %. Z povahy
metody ECOC lze předpokládat, že rozšířením problému klasifikace klasické hudby o další
třídy (např. moderna, impresionismus) se zlepší celková úspěšnost této metody. Pro me-





















SVM: vliv počtu parametrů na model ECOC
Baroko Klasicismus Romantismus
Obr. 7.8: Závislost úspěšnosti klasifikátoru ECOC SVM na počtu parametrů
7.4.2 Wavelet Scattering
Transformace typu Walevet Scattering (česky také vlnková transformace rozptylu) je způ-
sob získávání parametrů, vhodný pro datasety s menším množstvím dat. Jedná se o kom-
binaci vlnkové transformace a filtrace. Díky této kombinaci minimalizuje metoda rozdíly
dat uvnitř jedné třídy a maximalizuje rozdíly mezi třídami. Celý proces klasifikace zobra-
zuje diagram 7.9. Parametry získané z trénovacích dat pomocí metody Wavelet Scattering
jsou použity ve vybraném typu klasifikátoru. V případě této práce se jedná o klasifiká-
tor SVM. Proces klasifikace pokračuje poté stejně, jak to bylo popsáno v kapitole 3.1.4.
Metoda Wavelet Scattering je použitelná jak v kombinaci se strojovým učením, tak v kom-
binaci s neuronovými sítěmi. Rozdíl mezi touto metodou a neuronovou sítí je v tom, že
použité filtry jsou nastaveny pevně a není sledována jejich odezva.
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Obr. 7.9: Klasifikace s využitím metody Wavelet Scattering
Diagram 7.10 ukazuje celý proces získávání parametrů ze vstupních dat. V první fázi
projdou vstupní data konvolucí s vlnkou. Tím dojde k vytvoření koeficientů rozptylu nul-
tého řádu, které reprezentují vstupní data. Poté jsou počítány koeficienty vyšších řádů
tak, že z výsledku konvoluce je spočítán modul a ten je dále průměrován škálovací funkcí
či low-pass filtrem. Platí, že koeficienty nultého řádu popisují energii signálu vstupních dat
a jako reprezentace jim také nejvíce odpovídají. Energie koeficientů klesá se zvyšujícím
se řádem. Vstupními daty pro výpočet koeficientů prvního řádu jsou průměrované mo-
duly koeficientů nultého řádu. Celý proces výpočtu se tak opakuje znovu, dokud nedojde












Obr. 7.10: Získávání parametrů metodou Wavelet Scattering
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Klasifikátor SVM s parametry, které byly získány pomocí metody Wavelet Scattering,
dosahuje velmi vysoké přesnosti v identifikaci barokního a romantického slohu. Identi-
fikace klasicistního slohu je i v tomto případě nejméně přesná. Graf 7.11 ukazuje, že
problematická je opět dvojice klasicismus - romantismus, respektive pouze klasicismus.
Zatímco hudební vzorky romantického slohu byly identifikovány s přesností 95,5 %, hu-
dební vzorky klasicistního slohu byly správně zařazeny pouze ve 32,5 % případů. Podobně
tomu bylo i při hodnocení všech tří tříd s použitím modelu ECOC :
• baroko: 82,5 %,
• klasicismus: 30,0 %,




















SVM: úspěšnost metody Wavelet Scattering
Baroko Klasicismus Romantismus
Obr. 7.11: Výsledky klasifikátoru SVM/Wavelet Scattering - binární problém
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8 Závěr
Cílem této práce je zjistit, jak úspěšné jsou algoritmy umělé inteligence v rozpoznávání
slohů z orchestrálních nahrávek na základě parametrů. V první kapitole je nástin vý-
voje hudebního umění a jsou charakterizovány jednotlivé slohy. Krátce je také pojednáno
o tom, které faktory určují sloh v případě rozpoznání posluchačem.
Druhá kapitola je věnována datasetům. První část obsahuje přehled existujících data-
setů klasické hudby, které jsou ovšem dostupné pouze ve formě spektrogramů. Na základě
toho byl vytvořen nový dataset, který je popsán v druhé části. Úloha rozpoznávání slohů
klasické hudby je nutností tvorby vlastního datasetu značně ztížena.
Ve třetí kapitole je popsána metoda Music Information Retrieval, její uplatnění v praxi
a rovněž jsou zde teoreticky popsány použité klasifikátory. Ve většině případů se jedná o al-
goritmy strojového učení. Výběr klasifikátorů obsahuje jak základní typy (kNN, GMM),
tak typy které dosahují značné úspěšnosti na poli klasické hudby (SVM, LDA).
Ve čtvrté kapitole jsou popsány parametry, jejich dělení, způsob extrakce z nahrávek
a využití. Nejde o seznam parametrů, které byly z datasetu extrahovány. Počet a typ
parametrů určila během počáteční analýzy jejich efektivita. V zásadě platí, že pro každý
klasifikátor je vhodné jiné množství parametrů.
V páté kapitole jsou uvedeny výsledky některých dosavadních výzkumů. Jedná se
o porovnání úspěšnosti klasifikátorů v závislosti na použitých parametrech a datasetech.
Tabulka potom poskytuje shrnutí výsledků souvisejících s rozpoznáváním slohů či klasic-
kých autorů.
V šesté kapitole je návrh implementace celého projektu. Návrh odpovídá běžnému
postupu u metody MIR. Dále šestá kapitola pojednává o získávání parametrů pomocí
funkcí z toolboxu MIRtoolbox. Získané parametry bylo nutné evaluovat. Pomocí metody
minimum Redundancy Maximum Relevance byly určeny parametry, které jsou nejvíce re-
levantní, a to jak samostatně, tak v kombinaci s ostatními vybranými parametry. O tom
pojednává podkapitola 6.3. Poslední podkapitola pojednává o funkci, která byla použita
k optimalizaci klasifikátorů.
V sedmé kapitole jsou uvedeny výsledky všech klasifikátorů. Nejvyšší přesnosti při
hodnocení všech slohů dosáhl klasifikátor SVM v kombinaci s modelem ECOC a s pa-
rametry získanými pomocí metody Wavelet Scattering. Průměrná úspěšnost mezi všemi
slohy zde dosáhla 68,33 %. Při řešení binárních problémů bylo zjištěno, že nejproblema-
tičtější dvojice tříd je klasicismus a romantismus. Tyto dvě třídy od sebe nejsou odděleny
tak významně, jako dvojice tříd baroko - klasicismus a baroko - romantismus. Toto zjiš-
tění se shoduje s hudební teorií slohů uvedené v první kapitole této práce. Svou roli
zde hraje také specifická tvorba L. van Beethovena, která je zařazena do klasicismu, ale
od tvorby ostatních klasicistních autorů se liší značnou expresivitou a také častým užitím
mollových tónin. Dvojice klasicismus - romantismus byla problematická pro většinu kla-
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sifikátorů. Nejvyšší přesnosti v identifikaci těchto hudebních vzorků dosáhly klasifikátory
LDA a SVM. Oba byly úspěšné na 75,00 %. V klasifikaci u dvojice baroko - klasicismus
byl nejúspěšnější klasifikátor kNN s průměrnou úspěšností 86,25 %. U dvojice slohů ba-
roko - romantismus dosáhl nejvyšší úspěšnosti klasifikátor SVM v kombinaci s modelem
ECOC a s parametry získanými pomocí metody Wavelet Scattering. Průměrná úspěšnost
dosahovala 93,75 %. Dle historického i hudebně-teoretického hlediska je největší rozdíl
právě mezi barokem a romantismem. Jsou zde významné rozdíly ve složení orchestru,
v práci s rytmikou a dynamikou, v práci s agogikou, v harmonii, ve vedení melodie atd.
V rámci této diplomové práce byla shrnuta hudební teorie charakterizující zkoumané
slohy. Rovněž byla shrnuta teorie metody Music Information Retrieval a také teorie všech
použitých klasifikátorů. Jedna kapitola byla věnována také teoretickému popisu parametrů
získávaných z hudebních vzorků. Dále byly shrnuty dosavadní výsledky výzkumů na poli
rozpoznání hudebních žánrů, slohů klasické hudby a identifikace klasických autorů. Poté
byl proveden návrh praktického řešení a dle tohoto návrhu bylo řešení zpracováno v pro-
středí MATLAB. Dosažená úspěšnost klasifikace odpovídá výsledkům prací jiných autorů
a výsledek se shoduje s hudebně-teoretickou charakteristikou zkoumaných slohů.
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Seznam symbolů, veličin a zkratek
AI Artificial Intelligence (česky: umělá inteligence)
ANN Artificial Neural Network (česky: umělá neuronová síť)
BA baroko
BPM Beats Per Minute (česky: počet úderů za minutu)
ECOC Error-Correcting Output Codes model
FFT Fast Fourier Transform (česky: rychlá fourierova transformace)
FP Fluctuation Pattern (česky: parametr fluktuace)
GMM Gaussian Mixture Models (česky: Gaussovy smíšené modely)
KL klasicismus
k-NN K-Nearest-Neighbor (česky: K-nejbližší soused)
LDA Linear Discriminant Analysis (česky: lineárně diskriminační analýza)
MFCC Mel Frequency Cepstral Coefficients (česky: mel-frekvenční kepstrální
koeficienty)
MIDI Musical Instrument Digital Interface
MIR Music Information Retrieval
mRMR minimum Redundancy Maximum Relevance
RM romantismus
RSM Root-Mean-Square (česky: efektivní hodnota)
SVM Support Vector Machines (česky: podpůrné vektory)
WST Wavelet Scattering Transform
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A Seznam parametrů
Tab. A.1: Seznam parametrů vybraných metodou mRMR
Pořadí Název Upřesnění Oblast
01 Tonal Centroid 4. dimenze Tonalita
02 Brightness 3 kHz, Global Description Spektrum
03 Roll-Off 95 %, Global Description Spektrum
04 Decay Leap Median Spektrum
05 RMS Median Dynamika
06 Brightness 1,5 kHz Spektrum
07 Mode Global Description Tonalita
08 Irregularity Median Spektrum
09 Roll-Off 85 %, Median Spektrum
10 Spectral Centroid Global Description Spektrum
11 Spectral Spread Median Spektrum
12 Skewness Median Spektrum
13 Irregularity Global Description Spektrum
14 Tonal Centroid 5. dimenze Tonalita
15 Spectral Spread Global Description Spektrum
16 Roll-Off 85 %, Mean Spektrum
17 Tonal Centroid 3. dimenze Tonalita
18 Attack Slope Mean Spektrum
19 Tonal Centroid 3. dimenze Tonalita
20 Brightness 1,5 kHz, Mean Spektrum
21 Decay Leap Mean Spektrum
22 Activity (Spectral Flux) Median Rytmus
23 Zero Cross Global Description Spektrum
24 Roll-Off 85 %, Global Description Spektrum
25 Low Energy Average Silence Ratio Dynamika
26 Flatness Median Spektrum
27 RMS Mean Dynamika
28 Fluctuation Standard Deviation Rytmus
29 Decay Slope Standard Deviation Spektrum
30 Kurtosis Median Spektrum
31 Inharmonicity Global Description Tonalita
32 RMS Mean, Global Description Dynamika
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Pořadí Název Upřesnění Oblast
33 Tonal Centroid 1. dimenze Tonalita
34 Brightness 1,5 kHz, Global Description Spektrum
35 Brightness 1 kHz, Global Description Spektrum
36 RMS Median, Global Description Dynamika
37 Spectral Flux Median Rytmus
38 Tempo Global Description Rytmus
39 Attack Slope Median Spektrum
40 Activity (Spectral Flux) Mean Rytmus
41 Roll-Off 85 %, Quasi-Silent Frames, Mean Spektrum
42 Fullness (Spectral Flux) Mean Rytmus
43 Flatness Global Description Spektrum
44 Roll-Off 85 %, Quasi-Silent Frames, Median Spektrum
45 Irregularity Standard Deviation Spektrum
46 Mode Sum Tonalita
47 Flatness Mean Spektrum
48 Decay Slope Median Spektrum
49 MFCC 1 MFCC
50 Fullness (Spectral Flux) Variance Rytmus
Legenda
• Dimenze - tonální těžiště (Tonal Centroid) je pro každý hudební vzorek počítáno
jako šestidimenzionální veličina
• Global Description - parametr byl počítán globálně pro celý hudební vzorek [19]
• Mean, Median, Standard Deviation, Variance - statistické úpravy, viz. kapitola 6.2
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B Úspěšnost klasifikátorů








kNN: 3 slohy 75,0 55,0 72,5
kNN: sloh X 67,5 40,0 42,5
kNN: BA vs. KL 85,0 87,5 -
kNN: BA vs. RM 77,5 - 80,0
kNN: KL vs. RM - 72,5 67,5
LDA: 3 slohy 55,0 62,5 72,5
LDA: BA vs. KL 67,5 87,5 -
LDA: BA vs. RM 65,0 - 82,5
LDA: KL vs. RM - 72,5 77,5
GMM: 3 slohy 70,0 35,0 62,5
GMM: BA vs. KL 70,0 77,5 -
GMM: BA vs. RM 75,0 - 80,0
GMM: KL vs. RM - 45,0 65,0
SVM: sloh X 80,0 70,5 65,0
SVM: BA vs. KL 82,5 87,5 -
SVM: BA vs. RM 80,0 - 80,0
SVM: KL vs. RM - 72,5 77,5
SVM: ECOC 80,0 47,5 75,0
SVM+WST+ECOC 82,5 30,0 92,5
SVM+WST: BA vs. KL 85,0 72,5 -
SVM+WST: BA vs. RM 90,0 - 97,5






• LDA: Linear Discriminant Analysis
• GMM: Gaussian Mixture Models
• SVM: Support Vector Machines
• ECOC: Error-Correcting Output Codes
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• WST: Wavelet Scattering Transform
• MFCC: Mel Frequency Cepstral Coefficients
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C Obsah přiloženého CD
• Diplomova prace Jelinkova.pdf - kompletní text diplomové práce
• Parametry.m - skript v prostředí Matlab, slouží k výpočtu parametrů
• mRMR - metoda pro evaluaci parametrů
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