The currently available meta-analytic methods for correlations have restrictive assumptions. The fixed-effects methods assume equal population correlations and exhibit poor performance under correlation heterogeneity. The random-effects methods do not assume correlation homogeneity but are based on an equally unrealistic assumption that the selected studies are a random sample from a well-defined superpopulation of study populations. The randomeffects methods can accommodate correlation heterogeneity, but these methods do not perform properly in typical applications where the studies are nonrandomly selected. A new fixed-effects meta-analytic confidence interval for bivariate correlations is proposed that is easy to compute and performs well under correlation heterogeneity and nonrandomly selected studies.
The purpose of this article is to describe an interval estimation procedure for a bivariate correlation using information obtained from m different studies with no participant belonging to more than one study. In each of the m studies, a random sample is obtained from the study population of interest. In each study, a correlation is computed from a random sample of the study population. The sample correlation estimates the unknown value of the correlation ( i ) in the specified study population of study i. The correlation estimate from study i may be used to make a statement regarding the possible values of i with some specified level of confidence. Statements of this type are called confidence intervals. For a given level of confidence, the width of the confidence interval depends on the sample size, and narrow confidence intervals often require large sample sizes. If measurements are costly or participants are difficult to obtain, a single researcher may not have the resources that are needed to obtain a sufficiently large sample. One solution to this problem was recognized over 100 years ago by Karl Pearson, who combined correlation estimates from five different studies to obtain a more precise estimate of the correlation between inoculation for typhoid fever and mortality (Pearson, 1904) . The practice of combining estimates from multiple studies, also called meta-analysis (Glass, 1976) , is now a standard statistical tool in psychology, medicine, and the social sciences.
Several different meta-analytic methods for combining sample correlations from m different studies have been proposed. These methods may be classified into two general categories: random-effects (RE) methods and fixed-effects (FE) methods. The RE methods assume that m study populations have been randomly sampled from a specific and clearly defined superpopulation that consists of a large number of study populations. A Gaussian distribution is assumed for the set of all i values in the superpopulation. The researcher's goal is to estimate the mean and standard deviation of the Gaussian distribution. Two RE methods for correlations are described by Hedges and Vevea (1998) and Hunter and Schmidt (2004) . These methods are referred to as HV-R and HS-R, respectively. Computational formulas for the HV-R and HS-R methods are given in Appendix A.
The HV-R and HS-R methods have been recommended because they do not make the unrealistic assumption that all i values are identical. However, unless the m study populations are randomly sampled from a specific superpopulation, the researcher cannot make a statistical inference from the m study populations to the superpopulation. A random sample of studies has the property that every possible subset of m study populations in the superpopulation has exactly the same probability of being included in the meta-analysis. Additionally, to obtain a random sample of studies, the selection of any particular study into the meta-analysis sample must not differentially alter the probabilities of any other study from the superpopulation being selected into the meta-analysis sample. In a typical meta-analysis, the m studies selected for analysis are likely to have been published sequentially over time, with each study intentionally designed to be similar or dissimilar to one or more previous studies, and this would be inconsistent with a random selection process. The random selection assumption of the RE methods is a critical assumption that, as noted by Hedges and Vevea (1998) , will virtually never be justified in practice.
The FE methods do not make the unrealistic assumption that the m study populations have been randomly selected from a superpopulation. With FE methods, the researcher's goal is to estimate the average correlation ( 1 ϩ 2 ϩ . . . ϩ m )/m. The most frequently used FE method is described by Hedges and Olkin (1985, p. 231) . A second method is described by Shadish and Haddock (1994, p. 268) , who explained how the general FE approach might be applied to correlations. These methods are referred to as HO-F and SH-F, respectively. Computational formulas for the HO-F and SH-F methods are given in Appendix A. The HO-F and SH-F methods assume 1 ϭ 2 ϭ . . . ϭ m . Hunter and Schmidt (2000) argued convincingly that this assumption will almost never be satisfied in practice.
The HV-R, HS-R, HO-F, and SH-F methods may be used to test a hypothesis or construct a confidence interval for the unknown average correlation. Confidence intervals are almost always preferred to null hypothesis tests in scientific studies (Rozeboom, 1960) , and a new confidence interval for an average correlation is proposed here. The proposed confidence interval is based on an FE approach. The proposed method does not assume that the m studies have been randomly selected from a superpopulation and does not assume 1 ϭ 2 ϭ . . . ϭ m .
Proposed Confidence Interval
Let i denote a sample Pearson correlation from study i based on a random sample of size n i . Each sample correlation is an estimate of an unknown population correlation i , and the average value of these population correlations, denoted as , may provide important practical or scientific information. The following point estimate of ϭ m Ϫ1 ¥ iϭ1 m i is proposed:
which is a type of analog estimate (Goldberger, 1991, p. 117) . Note that Equation 1 is an unweighted average of the sample correlations. The HV-R, HS-R, HO-F, and SH-F methods all use a weighted average of sample correlations (see Appendix A) to estimate the unweighted average of study population correlations. A weighted average will have a smaller mean square error (MSE) than an unweighted average will under certain conditions. In a typical metaanalysis where the sample sizes vary across studies and correlation homogeneity cannot be assumed, a weighted average of sample correlations will not necessarily have a smaller MSE than the MSE of , as explained in Appendix B. Fisher (1921) and Hotelling (1953) showed that the small-sample variance of tanh
/2 is closely approximated by 1/(n i -3). Applying the delta method (see, e.g., Stuart & Ord, 1996, p. 350) 
where var
. The sampling distribution of is nonnormal partly because it is bounded on the interval Ϫ1 to 1. The sampling distribution of tanh
is unbounded and should more closely approximate a normal distribution than the sampling distribution of . Applying the delta method (see, e.g., Stuart & Ord, 1996, p. 350) , an estimate of the approximate variance of tanh
Assuming approximate normality of tanh Ϫ1 ( ) and using the approximate variance of tanh Ϫ1 ( ) given in Equation 3, the following approximate 100(1 Ϫ ␣)% confidence interval for is proposed:
where
and z ␣/2 is a two-sided critical value of the standard normal distribution. When m ϭ 1, Equation 4 reduces to the confidence interval for a single Pearson correlation coefficient (see, e.g., Glass & Hopkins, 1996, pp. 357-358) . Equation 4 also may be used with partial Pearson correlations by replacing n i Ϫ 3 with n i Ϫ 3 Ϫ q, where q is the number of control variables. The bivariate normality assumption may be difficult to justify for certain quantitative variables, and the Spearman rank correlation may be used in these situations. The Spearman correlation is simply a Pearson correlation applied to rank-transformed scores for each of the two quantitative variables. Spearman correlations may be used in Equation 4 but var( i ) should then be replaced with (1 ϩ i 2 / 2)(1
2 /(n i -3) on the basis of the results of Bonett and Wright (2000) . If the Pearson or Spearman correlations have been computed from a contingency table, it is necessary to replace var( i ) with the special variance estimates derived by Brown and Benedetti (1977) . As explained by Brown and Benedetti (1977) , the commonly used variance estimates for Pearson and Spearman correlations assume continuous bivariate distributions, and these variance estimates are inappropriate when the correlations have been estimated from contingency tables.
Simulation Study
In a preliminary investigation for m ϭ 5 and m ϭ 10, it was found that Equation 4 had a coverage probability very close to 1 -␣ for every condition examined. However, the performance of the other meta-analytic confidence intervals (HS-R, HV-R, HO-F, SH-F) had coverage probabilities that varied considerably depending on the pattern of sample sizes and the pattern of population correlations. To provide an accurate description of how the HS-R, HV-R, HO-F, SH-F methods perform under realistic conditions, it is necessary to examine many different patterns of sample sizes and population correlations. Sample sizes from 20 to 400 and population correlations from 0 to 0.9 were examined. A computer simulation study was performed in which the coverage probabilities of the five meta-analytic confidence intervals were estimated under 1,500 different patterns of sample sizes and population correlations for m ϭ 5 and m ϭ 10. For each of the 1,500 conditions, the coverage probabilities and confidence interval widths for Equation 4, HS-R, HV-R, HO-F, and SH-F were estimated from 50,000 Monte Carlo trials. Each trial involved the computer generation of bivariate normal samples of size n i within each of the m ϭ 5 or m ϭ 10 study populations. The simulation program was written in GAUSS and executed on a Pentium 4 computer. The results of the simulation study are summarized in Tables 1 and 2 . Table 1 describes the performance of the five 95% metaanalytic confidence intervals broken down by six subdivisions of the 1,500 conditions, with 250 different patterns of sample sizes and population correlations within each subdivision. For instance, within the first subdivision, the sample sizes could range from 20 to 100 and the population correlations could range from 0 to 0.3. Within a given subdivision, the population correlations ranged from 0 to 0.3, 0.3 to 0.6, or 0.6 to 0.9. These correlation ranges were selected to reflect the degree of heterogeneity that has been observed in published meta-analyses (see Field, 2005) . The sample sizes and population correlations within a single condition were randomly selected with equal probability from the specified ranges. The computer simulations attempted to mimic a typical meta-analysis where the sample sizes are almost always unequal, the population correlations vary across the study populations, and the m studies have not been randomly selected from a specific superpopulation with statistical inference applying only to the m studies. Under conditions of unequal correlations, unequal sample sizes, and nonrandomly selected studies, none of the currently available methods can be expected to perform properly.
Each number in Table 1 is a summary of 250 coverage probabilities for a 95% level of confidence. Table 2 extends the results to 90% and 99% confidence levels for sample sizes 20 to 100. Tables 1 and 2 present the average coverage probabilities across 250 conditions, the smallest coverage probability across 250 conditions (minimum coverage probability), and the average interval width across 250 conditions. The best confidence interval method will have an average coverage probability close to 1 -␣ and a minimum coverage probability that is not too far below 1 -␣. If two methods have similar average and minimum coverage probabilities, then the method with the smallest average interval width is preferred. From Tables 1 and 2 , it is clear that Equation 4 is superior to all other methods. The minimum coverage probability is perhaps the most important performance characteristic because it reveals how poorly a method may perform for certain patterns of sample sizes and population correlation. The pattern of population correlations will not be known to the researcher, and it is essential that a given method performs well for any pattern of population correlations and sample sizes. In Tables 1 and  2 , it can be seen that the HO-F and SH-F methods have smaller average interval widths than the other methods. However, interval widths among competing methods are not comparable unless the competing methods have similar coverage probabilities. The HO-F and SH-F methods can have true coverage probabilities that are far below the specified 1 Ϫ ␣ value. The RE methods have average widths that are wider than that of Equation 4 and also may have coverage probabilities that are below the specified confidence level.
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Assessing Correlation Heterogeneity
The results of the simulation study indicate that the proposed meta-analytic confidence interval (Equation 4) performs remarkably well under the wide range of conditions examined. Additional simulation studies suggest that Equation 4 also performs well under far more extreme degrees of correlation heterogeneity. For instance, using the methodology that produced the results in Table 1 , with m ϭ 5, sample sizes that vary from 20 to 100, and population correlations that vary from Ϫ0.9 to 0.9, the average coverage probability for Equation 4 is .950 and the minimum coverage probability across the 250 conditions is .940. However, if the population correlations are highly heterogeneous, it could be argued that , the average of the m population correlations, is not a meaningful parameter to estimate. In applications where the population correlations are believed to be highly disparate, the researcher may want to estimate the average of two or more subsets of population correlations where the correlations within subsets are believed to be more homogeneous. The formation of subsets could be motivated by known demographic or design differences across the m study populations that are believed to moderate the magnitude of the correlation under investigation.
The traditional test of correlation homogeneity (see, e.g., Hedges & Olkin, 1985, p. 153) has been misused in metaanalytic applications. Contrary to popular belief, failure to reject the null hypothesis of equal population correlations does not imply that the population correlations are equal, and rejection of the null hypothesis does not imply that there are meaningfully large differences among the population correlations. To assess the magnitude of the difference between any two population correlations or subset averages of population correlations, the researcher should use a confidence interval approach.
Let A denote a single population correlation or the av- 
where A and B represent sample correlations from a single study or unweighted averages of sample correlations from two or more studies. Equations 5 and 6 also may be applied with partial or Spearman correlations.
Computational Example
The .418, 0.618). Thus, the researcher can be 95% confident that the average correlation between students' course grades and course evaluations in the four study populations is in the range of 0.418 to 0.618.
The 95% confidence intervals for the HS-R, HV-R, HO-F, and SH-F methods in this example are (0.484, 0.676), (0.425, 0.666), (0.515, 0.655), and (0.539, 0.673), respectively. It is not appropriate to compare the interval widths of these five methods because they do not have the same true levels of confidence. A small simulation study with m ϭ 4, n 1 ϭ 55, n 2 ϭ 190, n 3 ϭ 65, and n 4 ϭ 35 was conducted to get an idea of the approximate levels of confidence for these five methods. The population correlations for the simulation were set equal to the sample correlation values in this example. The estimated coverage probabilities for Equation 4, HS-R, HV-R, HO-F, and SH-F were found to be .950, .828, .924, .571, and .296, respectively. Although the HO-F and SH-F confidence intervals are narrower than the confidence interval of Equation 4 in this example, the interval (0.418, 0.619) from Equation 4 is a 95.0% interval, whereas the interval (0.515, 0.655) from the HO-F method is an approximate 57.1% confidence interval and the interval (0.539, 0.673) from the SH-F method is an approximate 29.6% confidence interval.
It was stated in the introduction that a primary goal of meta-analysis is to obtain a more accurate estimate of the parameter of interest by combining sample information from multiple studies. If the sample sizes in the m studies are similar, Equation 4 will yield a confidence interval that is similar to a confidence interval that would be obtained from a single sample of size n 1 ϩ n 2 ϩ . . . ϩ n m . For instance, if a single sample of size 55 ϩ 190 ϩ 65 ϩ 35 ϭ 345 produced a sample correlation of 0.525 (the same as above), the 95% confidence interval for the population correlation would be (0.444, 0.598), which is only slightly narrower than the meta-analytic confidence interval reported above using Equation 4.
Suppose that the instructors in Studies 1 and 4 have little teaching experience whereas the instructors in Studies 2 and 3 have extensive teaching experience and the researcher believes that instructor experience may moderate the correlation between students' course grades and course evaluations. The point and 95% interval estimates for A ϭ ( 1 ϩ 4 )/2 are 0.425 and (0.231, 0.587), respectively; the point and 95% interval estimates for B ϭ ( 2 ϩ 3 )/2 are 0.625 and (0.527, 0.707), respectively. Applying Equations 5 and 6 gives a 95% confidence interval for B -A equal to (Ϫ0.011, 0.389). The results are inconclusive at the 95% level because the 95% confidence interval for B -A includes zero. The confidence interval is wide primarily because of the small sample sizes in Studies 1 and 4. Future studies that examine the relation between students' course grades and course evaluations could be combined with the correlations in this meta-analysis to obtain a more accurate estimate of B -A .
Concluding Remarks
The classic FE meta-analytic confidence intervals (the HO-F and SH-F methods) for an average Pearson correlation have unacceptable performance characteristics under correlation heterogeneity and unequal sample sizes. Hunter and Schmidt (2000) discussed the serious limitations of the classic FE methods and warned of potentially misleading results in the many published studies that have used these methods. The results in Tables 1 and 2 clearly support and reinforce the Hunter-Schmidt recommendation to discontinue use of the classic FE methods. The National Research Council (1992) also concluded that the classic FE methods should rarely, if ever, be used because of their unacceptable performance characteristics under effect-size heterogeneity.
If researchers comply with the recommendations of Hunter and Schmidt (2000) and the National Research Council (1992), researchers must then choose between HS-R, HV-R, and Equation 4 when conducting a metaanalysis of bivariate correlations. None of the three methods require the unrealistic assumption that 1 ϭ 2 ϭ . . . ϭ m . The following four criteria may then be used to choose between HS-R, HV-R, and Equation 4: (a) coverage probability bias, (b) confidence interval width, (c) performance of heterogeneity assessment methods, and (d) ability to generalize beyond the m study populations.
For the first criterion, Equation 4 is the clear winner because it has a true coverage probability very close to the specified 1 -␣ confidence level. The RE methods can have true coverage probabilities that are far before the specified 1 -␣ confidence level. This fact alone is enough to recommend Equation 4 over the RE methods. Even if the RE methods did have true coverage probabilities close to 1 -␣, Equation 4 would be preferred to the RE methods with respect to the second criterion of confidence interval width. One consequence of the wider RE confidence intervals is that the total sample size would typically need to be considerably larger if an RE method is used instead of Equation 4.
Heterogeneity assessment, the third criterion, is fundamentally different in FE and RE methods. With FE methods, the researcher deliberately selects m studies to combine and each i is interesting in its own right. Equations 5 and 6 may be used to compare any pair of individual i values or any pair of subset average values. Equations 5 and 6 may be used for m values as small as 2 and n i values as small as 15. Equations 5 and 6 yield a true coverage probability that is very close to 1 -␣ when the distributional assumptions within each study are satisfied.
Heterogeneity assessment in RE methods is fraught with serious problems. Unlike FE methods, RE methods assume that the m studies have been randomly selected from a superpopulation of studies and that the set of i values in the superpopulation follows a Gaussian distribution with unknown mean and unknown standard deviation . Heterogeneity assessment in an RE model involves the estimation of , which describes the variability of the set of all i values in the superpopulation. Note that 2 in Equation A3 is a point estimate of 2 . A primary purpose of an RE metaanalysis is to obtain a confidence interval for (Equations A3 and A4) and also a confidence interval for (although some meta-analysts inappropriately report only point estimates of and ). Even if the random sampling and Gaussian assumptions of the RE model could be satisfied, Field (2005) found that the HV-R and HS-R confidence intervals for have poor performance even for very large values of m. Confidence intervals for also have serious problems. Viechtbauer (2007) found that the currently available confidence interval methods for exhibit poor performance and their use cannot be recommended. Viechtbauer (2007) proposed a new method that works well if the effect-size variances within each study are treated as known constants. This assumption is not a problem in the HV-R method where the variance of tanh
Ϫ1
( i ) is a function of known sample sizes. However, in the HV-R method, describes the standard deviation of tanh Ϫ1 ( i ) values and not the standard deviation of i values. The currently available confidence interval methods for are not robust to violations of the Gaussian assumption, and methods to detect a non-Gaussian distribution are not effective. Viechtbauer (2007) also examined the performance of a nonparametric bootstrap confidence interval that does not assume a Gaussian distribution but found that this method did not perform well. Furthermore, in many applications, m must be prohibitively large to obtain an acceptably narrow confidence interval for .
Generalization beyond the m study populations is the fourth criterion by which to compare Equation 4 with the RE methods. The RE methods assume that the m studies are a random sample from a superpopulation of studies. If this assumption could be satisfied, then the SH-R and HV-R confidence intervals would provide statements about the mean of all i values in the superpopulation. In contrast, Equation 4 only provides a statement about the value of ( 1 ϩ 2 ϩ . . . ϩ m )/m. The random sampling assumption is critical: It cannot be taken lightly or ignored as is commonly done in RE meta-analyses. No researcher who understands elementary statistics would take a nonrandom sample of men, woman, and children from a nearby neighborhood, apply some inferential statistical method, and then claim that the results generalize to all men, women, and children in the world. From elementary statistics, we know that the researcher must specify a study population from which the random sample has been obtained and that the results of inferential statistical methods generalize from the random sample to the study population.
In a single study, the study population is often a small subset of some target population that the researcher wants to investigate. For instance, the study population may consist only of students enrolled in a large introductory psychology course. Statements about the study population parameter may be generalized to a larger target population using logical arguments rather than statistical inference. If the researcher can argue convincingly that the study population parameter should not be moderated by the demographic or design characteristics of the study population, then others may be willing to accept the researcher's claim that the study population parameter should be similar to a corresponding parameter in a particular target population. This same process of logical argumentation may be used with Equation 4 to extend the results beyond the m study populations to some clearly defined target population.
If Equation 4 is used and generalization to a larger target population is desired, it is the responsibility of the metaanalyst to provide a detailed description of each study population and convincing reasons why ( 1 ϩ 2 ϩ . . . ϩ m )/m should be similar to the average correlation in some larger target population. This information should be made public so that others may decide for themselves if such a generalization is justified. Likewise, if RE methods are used to describe a superpopulation, it is the responsibility of the meta-analyst to provide convincing evidence that the m studies represent a legitimate random sample from a clearly defined superpopulation. If meta-analysts are held to this requirement by journal editors and reviewers, RE metaanalysis methods will be used only on rare occasions.
In applications where m study population correlations are not expected to be equal and where the selected studies are not a random sample from a clearly defined superpopulation, Equation 4, which is simple to compute and performs remarkably well, should be used instead of the HO-F, SH-F, HV-R and HS-R methods. Equations 5 and 6 are recommended for assessing heterogeneity among the m study population correlations.
is an MVLU estimator of ␤ and cov(␤ ) ϭ (XЈV (Judge et al., 1985, p. 170) .
These results show that a weighted average using inverse variance weighting with known values in the standard error will have a smaller variance than an unweighted average. However, the choice between and should be based on the estimator mean squared error (MSE) rather than the variance. The MSE of an estimator is the sum of its variance and squared bias. The bias of and also must be taken into consideration.
For a meta-analysis of sample Pearson correlations where i ϭ i and ϭ , it is known that E( i -i ) rapidly approaches zero as the sample size increases (Olkin & Pratt, 1958) . The sample Pearson correlation is nearly unbiased and we write E( i ) Ϸ i . The bias of the unweighted average of correlations is E ͩ Ϫ m The bias in may result in an MSE of that is considerably larger than the MSE of . The bias of a weighted average increases as the weights and the population correlations become more heterogeneous. In Tables 1 and 2 , it can be seen that the average widths of the Hedges and Olkin (1985) FE method (HO-F) and SH-F are smaller than the average width of Equation 4 because var() Յ var( ). However, the average coverage probabilities of the HO-F and SH-F methods can be far below the specified level because of the bias of the weighted averages.
