of D. For e = (x, y) ∈ E let x = t(e) and y = h(e). Let T (D) (T cb (D)) be the digraph with vertex set V ∪ E such that (v, e) is an arc in T (D) (resp., in T cb (D)) if and only if v ∈ V , e ∈ E, and vertex v = t(e) (resp., v = t(e)) in D. Similarly, let H(D) (H cb (D)) be the digraph with vertex set V ∪ E such that (e, v) is an arc in H(D) (resp., in H cb (D)) if and only if v ∈ V , e ∈ E, and vertex v = h(e) (resp., v = h(e)) in D. Given a digraph D and three variables x, y, z ∈ {0, 1, +, −},
Introduction
We will consider finite digraphs with possible loops and multiple arcs. All notions on graphs and matrices that are used but not defined here can be found in [1, 3, 7, 11, 25] . Hamiltonicity theory [1] . (Strengthenings and extensions of the Ryzácek result are given in [12] ). Graph operations introduced by Kelmans in [13, 17] turned out to be very useful because they are monotone with respect to some partial order relations on the set of graphs [14, 16] . Gross and Tucker introduced the operation of voltage lifting on a graph which can be generalized to digraphs [6, 9] . By this operation one can obtain the derived covering (di)graph and the relation between the adjacency characteristic polynomials of the (di)graph and its derived covering (di)graph [5, 6, 24] .
The goal of this paper is to consider (and establish some properties of) certain operations depending on parameters x, y, z ∈ {0, 1, +, −}. These operations induce functions
We put T xyz (D) = D xyz and call D xyz the xyz-transformation of D, which is similar to the xyz-transformation of an undirected graph (see, for example, [4] ).
For an undirected graph G, some graph properties of the transformations G xyz with
x, y, z ∈ {+, −} were discussed in [22, 26, 27] . For a regular undirected graph G, the adjacency polynomials and spectra of G 00+ , G +0+ , G 0++ , and G +++ were given in [2] (pages 63 and 64). Yan and Xu obtained the adjacency spectra of the other seven transformations G xyz with x, y, z ∈ {+, −} in terms of the adjacency spectrum of G [29] . In 1967 Kelmans established the formulas for the Laplacian polynomials and the number of spanning trees of G 0++ , G 0+0 , G 00+ , and L(G) [19] . Recently, Deng, Kelmans, and Meng presented for a regular graph G and all x, y, z ∈ {0, 1, +, −} the formulas of the Laplacian polynomials and the number of spanning trees of G xyz in terms of the number of vertices, number of edges, and the Laplacian spectrum of G [4] . The zeta functions of G 0++ and G +++ and their coverings were discussed in [21] . The transformations G 00+ , G 0++ , and G +++ for a (di)graph G were also called subdivision (di)graph, middle (di)graph, and total (di)graph of G, respectively [2, 19, 21, 30] .
In [30] by Liu and Meng [23] .
In this paper we give descriptions of the adjacency characteristic polynomials of xyztransformation of all r-regular digraphs for all x, y, z ∈ {0, 1, +, −} as well as for some nonregular digraphs, for example, for so-called digraph-functions. From these descriptions it follows that the spectrum S a (D xyz ) of the xyz-transformation of any r-regular digraph In Section 2 we introduce main notions, notation, and simple observations. Some preliminaries are given in Section 3. In Section 4 we present the adjacency polynomials of some transformations D xyz with z ∈ {0, 1}. In Section 5 we describe the adjacency polynomials of some transformations D xyz with z ∈ {+, −} and {x, y} ∩ {0, 1} = ∅ for regular digraphs. We also were able to obtain similar results for some non-regular digraphs. In Section 6 we consider a special class of non-regular digraphs called the digraph-functions, give some criteria for a digraph to be a digraph-function, and describe the adjacency polynomials of some transformations D xyz for digraph-functions D and their inverse. In Section 7 we summarize some previous constructions providing various pairs of non-isomorphic and cospectral digraphs (including xyz-transformations) and give some more results of this nature. Section 8 contains some additional remarks and questions.
In Appendix we provide for all x, y, z ∈ {0, 1, +, −} the list of formulas for the adjacency polynomials of the xyz-transformations of an r-regular digraph D in terms of r, the number of vertices n, the number of edges m = nr, and the adjacency polynomial of D.
A general directed graph D (or a digraph with possible multiple arcs and loops) is a triple (V, E, ψ), where V and E are finite sets, V is non-empty, and ψ is a function from E to V × V (and so ψ(e) is the ordered pair of ends of arc e in E). If ψ(e) = (v, v) for Given two general digraphs
We say that digraph D is isomorphic to digraph F (or equivalently, D and F are isomorphic) and write D ∼ = F if there exists an isomorphism from D to F .
In other words, a digraph D is a pair (V, E), where V is a non-empty set and E ⊆ V × V , and so D has no multiple arcs but may have at most one loop in each
As above, we say that digraph D is isomorphic to digraph F (or equivalently, D and F are isomorphic) and
is called simple if D has no loops, and so E ⊆ {V × V }, where
If e ∈ E is an arc in D and ψ(e) = (u, v) (possibly, u = v), then u is called the tail of arc e and v called the head of arc e and we put t(e, D) = t(e) = u and h(e, D) = h(e) = v.
Obviously, t and h are functions: t : E → V and h : E → V . The functions t and h can also be described by the corresponding (V × E)-matrices T and H: (t) the tail incidence matrix T (D) = T = {t ij } of D, where t ij = 1 if v i = t(e j ) and t ij = 0, otherwise, and (h) the head incidence matrix H(D) = H = {h ij } of D, where h ij = 1 if v i = h(e j ) and
The line digraph of D, denoted by D l , is a digraph with vertex set E(D) and arc set
Obviously, D l has no multiple arcs and if D is simple, then D l is also simple.
, and so every r-regular digraph with r ≥ 1 is balanced.
An undirected graph G is the underlying graph of a digraph
and [x, y] ∈ E(G) if and only if x = y and either (x, A digraph D is called strongly connected if D has a directed path from x to y for every ordered pair (x, y) of vertices in D. Obviously, a connected balanced digraph is strongly connected.
The digraph D 
is an arc in T (D) (resp., in T cb (D)) if and only if v ∈ V , e ∈ E, and vertex v = t(e) (resp., v = t(e)) in D, and so T (D) is a (V, E)-bipartite digraph and T cb (D) is the (V, E)-
) be the digraph with vertex set V ∪ E and such that (e, v) is an arc in H(D) (resp., in H cb (D)) if and only if v ∈ V , e ∈ E, and vertex v = h(e) (resp., v = h(e)) in D, and so
The main notion of the digraph transformations we are going to discuss is using the notion of K-complement of a digraph D and is defined as follows.
Definition 2.1. Given a simple digraph D and three variables x, y, z ∈ {0, 1, +, −},
and W is the union of complete (V, E)-bipartite and (E, V )-bipartite digraphs if z = 1. Obviously, if D is a simple digraph, then D xyz is also a simple digraph for x, y, z ∈ {0, 1, +, −}.
Examples of the xyz-transformations of a 3-vertex directed path D are given in Figure   1 . We call digraphs D and F adjacency cospectral or simply cospectral and write
In what follows, we will often omit D from the notation by writing V instead of V (D),
when the digraph D is clear from the context.
Preliminaries
We start with some simple and useful observations about digraph D xyz .
Lemma 3.1. Let D = (V, E) be a simple digraph and x, y, z ∈ {0, 1, +, −}. Then 
Using Theorem 1.2 in [2] it is easy to prove the following spectrum property of line digraphs.
Lemma 3.3. Let D be a digraph with n vertices and m arcs. Then
We will need the following two simple lemmas on the matrices
Lemma 3.5. Let D be a simple r-regular digraph with n vertices and m arcs. Let k be a positive integer. Then
(a5) J kn A = rJ kn , and
We will also need the following classical fact on matrices.
Lemma 3.6. [7, 11] Let A and D be square matrices. Then
The other preliminaries we give below include the important Reciprocity Theorem on the relation between the Laplacian spectra of the complement digraphs and the corresponding Reciprocity Theorem for the adjacency spectra of regular digraphs D and D c [20] . In particular, because of this theorem it is sufficient to describe the adjacency characteristic polynomials of xyz-transformations of regular digraphs up to the graph operation of taking the complement. a set of eigenvectors X 1 , · · · , X n such that X n = J n1 and X i is orthogonal to X n for every
Proof Obviously, every connected balanced digraph is strongly connected, and so every
By definition of L = L(D), LJ n1 = 0, and so J n1 is an eigenvector of L corresponding to a zero eigenvalue. Since D is balanced, we also have:
(p1) Suppose that D is connected. Then by Lemma 3.7, the multiplicity of the zero eigenvalue of L is equal to one. Let λ i , i = 1 . . . , n, be an eigenvalue and X i be the corresponding eigenvector of L and let λ n = 0 and X n = J n1 . Then λ i = 0 for i = n. Now
and so each D s is strongly connected. Then by Lemma 3.7, the multiplicity of the zero eigenvalue
Let n s be the number of vertices of D s , and so n 1 + · · · + n k = n. Let λ 
n of L corresponding to the zero eigenvalues, and
Obviously, J 1n Z = 0 if and only if
of L corresponding to a zero eigenvalue and Z j is orthogonal to X n .
Here is the important Reciprocity Theorem for the Laplacian spectrum of simple balanced digraphs. Let S l (D) be the set of all Laplacian eigenvalues of D except for one zero eigenvalue.
Theorem 3.9. [18, 20] Let D be a simple balanced digraph with n vertices. Then
or, equivalently, 
where K is the simple complete digraph with n vertices. Therefore
Thus, λ The following Reciprocity Theorem is true for all simple digraphs.
Theorem 3.10. [18, 20] Let D be a simple digraph with n vertices. Then
From Theorem 3.10 we also have a similar corollary for digraphs with possible loops and no multiple arcs.
Corollary 3.13. [15, 18] Let D be an n-vertex digraph with possible loops. Suppose that
Lemma 3.14. Let D be an r-regular digraph with n vertices and let {α 1 , . . . , α n } be the set of eigenvalues of A(D) = A, where α n = r. Let f (x, y) be a polynomial with two variables and real coefficients. Then matrix f (A, J nn ) has the eigenvalues f (r, n) and
. Therefore by Lemma 3.8, there exists a basis {X 1 , . . . , X n } of eigenvectors of A such that AX i = α i X i for every i = 1, . . . , n and X i is orthogonal to X n = J n1 . Then
4 Adjacency spectra of D xyz with z ∈ {0, 1}
Given a digraph D, we always denote by A, T , and H the adjacency matrix, the tail and the head incidence matrices of D, respectively. If D is r-regular, then e(D) = rv(D).
Spectra of D
xyz with z = 0 and − ∈ {x, y} Using Lemma 3.3 it is easy to prove the following theorem.
Theorem 4.1. Suppose that one of the following holds:
(c1) D is a simple digraph and x, y ∈ {0, 1, +, −} or (c2) D is a general digraph and x, y ∈ {0, +}. 
From (a1) and (a2) in Theorem 4.2 we have a simple but very interesting observation.
. Therefore from Lemma 3.3 we have:
Theorem 4.4. Let D be a simple digraph with n vertices and m arcs. Then 
4.3 Spectra of D xyz with z = 1 and x, y ∈ {0, 1} for a simple digraph D Theorem 4.6. Let D be a simple digraph with n vertices and m arcs. Then
Proof
We give only the proof of claim (a2). The proofs of the remaining claims are similar. The adjacency matrix of D 101 is
Using Lemmas 3.6 and 3.14 and assuming that λ = 0, we obtain: 
Using Lemmas 3.6 and 3.14 and assuming that λ = 0, we obtain:
Theorem 4.8. Let D be a general r-regular digraph with n vertices and m arcs. Then
Then we have:
Now by Lemma 3.3, (r ± √ r 2 + 4mn). Moreover, if r > 1, 
4.5 Spectra of D xyz with z = 1 and {x, y} = {1, +} or − ∈ {x, y} for a simple regular digraph D Theorem 4.11. Let D be a simple r-regular digraph with n vertices and m arcs. Then
The proof of the above theorem is similar to those for Theorems 4.6 or 4.7.
Theorem 4.12. Let D be a simple r-regular digraph with n vertices and m arcs. Then
Proof Let S a (D) = {α i : i = 1, . . . , n} and α n = r. The adjacency matrix of D −01 is
The adjacency polynomials of D xyz for the other cases when z = 1 and − ∈ {x, y} can be found in Appendix. The proofs of these cases are using Lemmas 3.3, 3.4, 3.6, and 3.14 and are similar to that of Theorem 4.12.
5 Adjacency spectra of D xyz with z ∈ {+, −}
In this section we consider mainly the adjacency spectra of D xyz for z ∈ {+, −} and |{x, y}∩{+, −}| = 1. We also describe the spectrum of D ++− for a general regular digraph
and D 0++ for a general digraph D can be found in [30] . The spectra of the other D xyz with x, y, z ∈ {+, −} for simple regular digraph D are given in [23] . All these formulas are also included in Appendix.
5.1 Spectra of D xyz with z = + and |{x, y} ∩ {0, +}| ≤ 1 for a simple regular digraph D Theorem 5.1. Let D be a simple r-regular digraph with n vertices and m arcs. Then
Proof Let S a (D) = {α 1 , . . . , α n }, where α n = r. The adjacency matrix of D 11+ is
By Lemma 3.5 (a2), J mn T = J mm . Hence multiplying the first row of the above block determinant by −J mn and adding the result to the second row, we obtain:
Now assuming that λ = −1 and using Lemmas 3.4 (a1), 3.5 (a1), 3.6, and 3.14, we obtain:
Note that m = nr. Hence
The remaining situations when z = + and |{x, y} ∩ {0, +}| ≤ 1 can be considered similarly (see Appendix). 
Spectra of D
Multiplying the first row of the above block matrix by (H + (1 − n) −1 J mn ) and adding the result to the second row, we obtain:
Using Lemmas 3.4, 3.5 (a5), and 3.6 and assuming that λ = 0, we have:
Again using Lemmas 3.4, claims (a1), (a3), and (a5) of 3.5, and 3.14, we obtain noting that m = nr:
Similarly, we can obtain the following result for general regular digraphs.
Theorem 5.3. Let D be a general r-regular digraph with n vertices and m arcs. Then
, D). 
Proof Let S a (D) = {α 1 , . . . , α n }, where α n = r. The adjacency matrix of
Thus,
Using Lemmas 3.4 (a1), 3.5 (a1), (a3), and 3.6, and assuming that λ = 0, we obtain:
Now using Lemma 3.14 we obtain:
The formulas for the remaining cases when z = − and |{x, y} ∩ {0, +}| ≤ 1 can be found similarly (see Appendix). Let F denote the set of digraphs F such that each component of F is either a digraphfunction or its inverse. Let CF denote the set of connected digraphs in F. It is easy to see that if F ∈ CF, then F has a unique directed cycle C (possibly, a loop). Let c(F ) = v(C).
Digraph-functions and their xyz-transformations
A digraph D = (V, E) is called a digraph-function [15] if
Digraph-function criteria
The following simple observation provides different digraph-function criteria.
Lemma 6.1. Let D be a connected digraph with n vertices. Then the following statements are equivalent:
(a1) D is a digraph-function (resp., the inverse of digraph-function),
(a2) each vertex of D has out-degree one (resp., in-degree one),
H(D) = I n and T (D) = A(D), and ), and A(D
Here is another interesting criterion for a digraph to be a digraph-function or its inverse. Suppose, on the contrary, that D has a vertex u such that
We can assume that d out (u) ≥ 2 (the case d in (u) ≥ 2 can be considered similarly).
First we define special digraphs which we call claws. Given three disjoint dipaths p P p, q Qq, and rRr with p = p and q = q , let digraph Y be obtained from p P p, q Qq, and rRr by identifying three vertices p , q , and r with a new vertex c. We call Y an Since d out (u) ≥ 2, clearly D has a 2-leg claw T with center u as a sub-digraph. 6.2 Spectra of digraph-function xyz-transformations for z = 0 or z ∈ {1, +} and x, y ∈ {0, z}
In this subsection we will consider the triples xyz such that z = 0 or z ∈ {1, +} and
x, y ∈ {0, z}, and describe A(λ, F xyz ) for every connected graph-function F and its inverse in terms of the spectrum of F (i.e., in terms of v(F ) and c(F )).
Theorem 6.3. Let F ∈ CF, C be the directed cycle in F , v(F ) = n, and c(
Proof Claim (a1) is obvious. We prove (a2). By Lemma 3.2 (a1), it is sufficient to prove our claim for a digraph-function F . Then d out (x, F ) = 1 for every x ∈ V (F ). Now (a2)
follows from (a1) by Corollary 3.12 with r = 1. Now we can easily describe A(λ, F xyz ) for F ∈ CF in terms of v(F ) and c(F ) when
Proof Obviously, F ++0 = F ∪ F l . By Theorem 6.1, F and F l are isomorphic. Therefore it is easy to see that claims (a1) -(a3) are true. The other cases follow directly from Theorem 6.3.
It is also easy to describe A(λ, F xyz ) for F ∈ F when z = 1 and x, y ∈ {0, 1}. Actually, it is just a special case of Theorem 4.6.
Theorem 6.5. Let F ∈ F and v(F ) = n. Then
It turns out that if F ∈ CF, z = +, and x, y ∈ {0, +}, then A(λ, F xyz ) is also uniquely defined by v(F ) and c(F ).
, where
Proof By Remark 2.2, F 00+ is the subdivision digraph of D. Obviously, F 00+ is also a digraph-function with v(F 00+ ) = 2v(F ) and c(F 00+ ) = 2c(F ). Therefore claim (a1)
follows from Theorem 6.3.
(p1) We prove claim (a2). By Lemma 3.2, it is sufficient to prove our claim when F is the inverse of a connected digraph-function.
Let A = A(F ), T = T (F ) and H = H(F ). We assume that V (F ) and E(F ) are ordered in such a way that T = A and H = I n . Since F is the inverse of a degreefunction, such orderings exist by Lemma 6.1 (a4). By Lemma 3.4 (a2), A(F l ) = H T , and so A(F l ) = A. Therefore
By Lemma 3.6, we have from (6.1) and (6.2):
Now the last equality follows from Theorem 6.3 (a1).
(p2) Finally we prove (a3). By Lemma 3.2, it is sufficient to prove our claim when
. By Lemma 6.1, F and F l are isomorphic, and so n = v(F ) = e(F ) = v(F l ) and A(λ, F ) = A(λ, F l ). We assume that V (F ) and E(F ) are ordered in such a way that T = I n and, accordingly,
is a digraph-function, by Lemma 6.1 (a4), such orderings of V (F ) and E(F ) exist. By
Adding the second row of the above block matrix to the first row, we obtain
By Lemma 3.6, we have from (6.3): F ) , where x 1 and x 2 are the roots of
(2λ + 1 − √ 4λ + 1).
Isomorphic and non-isomorphic xyz-transformations of digraph-functions
First we describe some pairs of triples (xyz, x y z ) with x, y, z, x , y , z ∈ {0, 1, +, −} such that D xyz and D x y z are isomorphic for every digraph-function and its inverse.
Theorem 6.7. Let F ∈ F. Then F xyz and F yxz are isomorphic (and therefore, cospectral) for all x, y ∈ {0, 1, +, −} and z ∈ {0, 1}.
Proof We prove for z = 1. Since F ∈ F, by Lemma 6.1, there is an isomorphism α
The proof for z = 0 is similar.
Our next result is on pairs of triples (xyz, x y z ) with x, y, z, x , y , z ∈ {0, 1, +, −} such that D xyz and D x y z are isomorphic for every 1-regular digraph.
Theorem 6.8. Let D = (V, E) be a 1-regular digraph and x, y, z ∈ {0, 1, +, −}. Given
. Therefore we assume that x = y.
(p1) Clearly, ε is a bijection from V ∪ E to V ∪ E, where V ∩ E = ∅. Moreover, we have We also need the following fact. By Claim 2, ε is also an automorphism of D 00+ . Therefore ε is an isomorphism from
. Thus, our claim is true for z = +.
Since
c , our claim is also true for z = 1. Also
c . Therefore our claim is also true for z = −.
An example illustrating Theorem 6.8 is shown on Fig. 3 . Theorem 6.9. Let F ∈ CF and x, y, z ∈ {0, 1, +, −}. Then the following are equivalent:
(a1) F xyz and F yxz are not isomorphic and (a2) z ∈ {+, −}, x = y, and F is not regular.
Proof It is sufficient to prove our claim for connected digraph-functions. By Theorems 6.7 and 6.8, (a1) ⇒ (a2). We prove (a2) ⇒ (a1). By Lemma 3.1 (a1), it is sufficient to prove our claim for z = +. Therefore we have to prove our claim for every two elements subsets {x, y} of set {0, 1, +, −}, and so we have six corresponding cases to consider.
Therefore by Definition 2.1, if x ∈ {+, 0}, then 
Therefore, F +0+ and F 0++ are not isomorphic.
An example illustrating Theorem 6.9 is shown in Fig. 4 . 
Cospectral xyz-transformations of digraph-functions
In subsection 6.2 we described the adjacency polynomials of some xyz-transformations of every degree-function and its inverse. As a byproduct, we have the following theorem on pairs of non-isomorphic digraphs D and F such that D, F ∈ CF and D xyz and F xyz are cospectral for some triples xyz with x, y, z ∈ {0, 1, +, −}.
Theorem 6.10. Let D, F ∈ F and x, y, z ∈ {0, 1,
, +}, and Proof It is easy to prove (a6). Claims (a1) − (a5) follow from Theorems 6.4 -6.6.
Theorem 6.9 provides the characterization of all triples xyz and F ∈ CF such that F xyz and F yxz are not isomorphic. In this subsection we provide the characterization of triples xyz such that F xyz and F yxz are cospectral for every F ∈ F.
Theorem 6.11. Let F be a digraph-function or its inverse and x, y, z ∈ {0, 1, +, −}.
Then F xyz and F yxz are cospectral.
Obviously, if F xyz and F yxz are isomorphic, then they are cospectral. Therefore it is sufficient to prove the above theorem for xyz and F ∈ F such that F xyz and F yxz are not isomorphic, i.e. for xyz and F ∈ F satisfying condition (a2) in Theorem 6.9: F is not regular, x = y, and z ∈ {+, −}.
By Lemma 3.1 (a1), if D is a simple digraph and x, y, z ∈ {0, 1, +, −}, then digraphs D xyz and D x y z are complement if and only if each of {x, x }, {y, y }, {z, z } is either {0, 1} or {+, −}. Therefore by Corollary 3.12, it is sufficient to prove our theorem for z = +. Thus, as in the proof of Theorem 6.9, there are six two element subsets {x, y} of set {0, 1, +, −} to consider. Now Theorem 6.11 will follow from Lemmas 6.12, 6.13, and 6.14 below.
Proof It is sufficient to prove our claim for a connected digraph-function. Let A = A(F ),
, and H = H(F ). We assume that V (F ) and E(F ) are ordered in such a way that T = I n and H = A. Since F is a digraph-function, by Lemma 6.1 (a4), such ordering exists. By Lemma 3.4 (a2),
Therefore by definition of F −++ ,
Similarly, by definition of
Subtracting in the last matrix in (6.4) the second block column from the first one, we obtain:
Similarly subtracting in the last matrix in (6.5) the first block row from the second one, we obtain:
by Lemma 3.6, we have from (6.6): 8) and
Now we have from (6.8) and (6.9): A(λ, F −++ ) = A(λ, F +−+ ).
Lemma 6.13. Let F ∈ F. Then F xy+ ∼ A F yx+ for x ∈ {0, 1} and y ∈ {+, −}.
Proof The proof can be obtained from the proof of Lemma 6.12 as follows. Consider the last matrices M 1 and M 2 in (6.4) and (6.5) in the proof of Lemma 6.12.
Suppose that y = +. Let us replace (λ+1)I n −J nn +A in M 1 and M 2 by (λ+1)I n −J nn if x = 1 and by λI n if x = 0. Then we obtain the proofs of F 1−+ ∼ A F −1+ and
Now suppose that y = −. Let us replace λI n − A in M 1 and M 2 by (λ + 1)I n − J nn if x = 1 and by λI n if x = 0. Then we obtain the proofs of
Proof It is sufficient to prove our claim for a connected digraph-function. By definition of F 01+ , A(λ, F 01+ ) is obtained from the last matrix in (6.5) by replacing λI n − A by λI n and (λ + 1)I n − J nn + A by (λ + 1)I n − J nn . Similarly, by definition of
is obtained from the last matrix in (6.5) by replacing λI n − A by (λ + 1)I n − J nn and (λ + 1)I n − J nn + A by λI n . Now applying the first alternative of Lemma 3.6 to the matrix of A(λ, F 01+ ) and the second alternative of Lemma 3.6 to the matrix of A(λ, F 10+ ), we obtain:
From Theorems 6.9 and 6.11 we have the following result.
Corollary 6.15. Let F be a digraph-function or its inverse and x, y, z ∈ {0, 1, +, −}.
Then F xyz and F yxz are non-isomorphic and cospectral if and only if F is non-regular, x = y and z ∈ {+, −}.
For the case when {x, y} = {+, 0} we have more general results which are given in Corollaries 4.3, 4.9 and 5.4 corresponding to z = 0, 1, −, respectively. It is also easy to prove the following result for general digraphs when z = +. 
More on cospectral transformation digraphs
The above results give various constructions providing adjacency cospectral digraphs.
Here is an overview of some of those constructions providing infinitely many pairs of cospectral and, obviously, non-isomorphic digraphs.
Theorem 7.1. Let D and F be digraphs. Then has m − 1 eigenvalues equal to zero, n − 1 eigenvalues −α i , where i = 1, . . . , n − 1, and two additional eigenvalues 1 2 (n − r ± (n − r) 2 + 4rn 2 ).
