We propose a sequential method to construct approximate confidence limits for the ratio of two independent sequences of binomial variates with unequal sample sizes. Due to the nonexistence of an unbiased estimator for the ratio, we develop the procedure based on a modified maximum likelihood estimator (MLE). We generalize the results of Cho and Govindarajulu (2008) by defining the sample-ratio when sample sizes are not equal. In addition, we investigate the large-sample properties of the proposed estimator and its finite sample behavior through numerical studies, and we make comparisons from the sample information view points.
Introduction
The ratio of two binomial proportions and constructing its confidence interval represents an important tool to measure risk ratio (Katz et al., 1978; Bailey, 1987) or relative risk (Gart, 1985; Gart and Nam, 1988) in comparative prospective studies and in biomedical experiments. The ratio or odds ratio of two binomial proportions is also related to vaccine efficacy and attributable risk (Walter, 1976) , which arises frequently in epidemiological problems (e.g. cohort study involving two groups).
Among sequential methods for constructing an interval for an unknown parameter based on the fixed-sample size, Ray (1957) and Starr (1966) studied the fixed-width confidence interval for the mean of a normal distribution. Khan (1969) explored a general method to determine stopping rules to obtain a fixed-width confidence interval for an unknown parameter involving some possible unknown nuisance parameters. In addition, Siegmund (1982) investigated a sequential confidence interval for the odds ratio.
The article is organized as follows. In Section 2, we begin with the notations and describe the characteristics of the problem and the proposed method. In Section 3, we study the desirable properties of the proposed estimator in terms of asymptotics. In Section 4, we examine the properties of the proposed procedure. Then, finally in Section 5, we illustrate the procedure with the Monte Carlo examples to make brief comparisons and summarize our conclusions with further remarks.
Formulation
Suppose that X 1 , X 2 , . . . and Y 1 , Y 2 , . . . are two independent sequences of Bernoulli random variables with probabilities 0 < p 0 < 1 and 0 < p 1 < 1, respectively. Define a ratio, θ = p 1 /p 0 . With samples of size n on X and n 1 on Y, let R = ∑ n i=1 X i and S = ∑ n 1 j=1 Y j , assuming that n 1 = κ · n such that κ · n is an integer and κ is known. We call the constant κ(= n 1 /n) the sample-ratio. We want to find optimal values of n (and n 1 ) and construct an interval having specified width 2d and confidence coefficient γ
Then, R and S are two independent binomial random variables with parameters (n, p 0 ) and (n 1 , p 1 ), respectively. Since there does not exist an unbiased estimator of the ratio θ, we consider a modified estimatorθ
When we observe R = r and S = s, the likelihood (of θ and p 0 ) is
in which p 1 = p 0 θ. From the log-likelihood function of θ and p 0 ,l (θ, p 0 ), we have the following maximum likelihood estimates:p 0,n = r n and sinceθ mle = (1/κ)(S /R) = nS /n 1 R, we havê
Furthermore, the Fisher information about θ is given by 4) and the information about p 0 is given by
Similarly, the joint information about θ and p 0 is
It follows from Equations (2.4)-(2.6), the information matrix about (θ, p 0 ) denoted by I (θ, p 0 ), is then
and the determinant of the information matrix, det I becomes
Hence, from the inverse of I, namely, I −1 we have the asymptotic variance ofθ mle
For the special case n 1 = n, Equation (2.8) reduces to
which coincides with the result obtained in Cho and Govindarajulu (2008, Equation (1.10) ).
Properties of the Estimatorθ
In this section, we investigate the desirable properties of the modified estimatorθ n for the proposed procedure. Even though, there is no unbiased estimator of the true ratio θ, the modified estimator is asymptotically unbiased and soθ mle is. Therefore, we must show the asymptotic equivalence of the estimators,θ n andθ mle through their variances.
Asymptotic unbiasedness ofθ n
Consider the expectation ofθ n . That is,
In order to expand, we can rewrite
Then, after algebraic simplification
Combining Equations (3.1) and (3.2), we have
Therefore, for sufficiently large n
Thus,θ n is an asymptotically unbiased estimator of θ. Next, we investigate the variance of the modified estimatorθ n .
Asymptotic variance ofθ n
Now, we obtain the asymptotic variance ofθ n = κ −1 (S + 1/2)/(R + 1/2) assuming that κn = n 1 is an integer.
refer directly to Theorem 1.1 in Cho and Govindarajulu (2008) .
Asymptotic normality ofθ n
From the modified ratio given in Equation (2.2), we have √ κn
wherep 0,n = r/n andp 1,n = s/n. For sufficiently large n and from Slutsky's theorem, the above modification transforms to
where
Now we consider determining n such that
Thus,
Moreover, the optimal fixed-sample size for the procedure becomes the smallest integer n * such that n ≤ n * ≤ n + 1, for estimating θ with specified d and z. That is,
where ⌊·⌋ indicates the greatest integer function. However, since both θ and p 0 are unknown, we resort to the following adaptive sequential rule: We stop sampling after N observations on X, and κN observations on Y where
where m (≥ 2) is the initial sample size,σ 2 n =θ n { 1 + κθ n −θ np0,n (1 + κ) } andp 0,n = (R + 1/2)/n. Upon stopping we give the γ × 100% confidence interval estimate of length 2d for θ as
Asymptotic Properties of the Procedure
In this section we investigate the asymptotic behavior of the proposed sequential procedure and various properties of the (random) stopping time N.
Finite sure termination
Toward its finite sure termination, we have the following theorem:
Theorem 2. Let N be the stopping time associated with the sequential procedure. Then P{N < ∞} = 1.
Proof: Using the stopping rule in Equation (3.5)
n converges in probability to σ 2 as n → ∞. Therefore, the proposed sequential procedure terminates finitely with probability one.
First order asymptotics
We apply the criteria given in Chow and Robbins (1965) to establish the asymptotic efficiency and consistency of the procedure as d tends to zero.
The stopping rule given by Equation (3.5) can be written as
1) whereσ 2 n =θ n {1 + κθ n −θ np0,n (1 + κ)}/p 0,n . From this, Equation (4.1) takes the form.
and
Thus, {Y n } is a sequence of random variables such that Y n > 0 almost surely (a.s.), lim n→∞ Y n = 1 a.s. becausep 0,n converges a.s. to p 0 andθ n /θ converges a.s. to 1 as n → ∞. Additionally, we see that g(n) → ∞ and g (n) /g (n − 1) → 1 as n → ∞. Since the stopping rule N is well-defined and non-decreasing as a function of t, we can apply the results of Chow and Robbins (1965) and obtain the first order asymptotics for the proposed sequential procedure.
Theorem 3.
(i) lim d→0 N = ∞ a.s.,
Proof: For (i) and (ii) proceed as in Cho and Govindarajulu (2008) . For the proof of (iii), since N/n * converges in probability to one, √ n * (p 0,N − p 0 ) is asymptotically normal with mean zero and variance p 0 (1 − p 0 ). Furthermore since N/n * converges in probability to one, √ κn * (p 1,κN − p 1 )) is asymptotically normal with mean zero and variance p 1 (1 − p 1 ). Then, from Anscombe's theorem (1952) , it follows thatp 0,N converges in probability to p 0 . Using Slutsky's theorem, we infer that
Applying the Anscombe's condition specialized for sums of independent and identically distributed (i.i.d.) random variables on the right-hand side in (4.2), it follows that
where σ 2 = θ {1 + θκ − θp 0 (1 + κ)} /p 0 . Therefore, we have
as d → 0, and hence, Theorem 3 is proved.
Next, we assert the asymptotic efficiency of the proposed sequential procedure by proceeding as in Cho and Govindarajulu (2008) .
Numerical Studies

Simulation setup
A Monte Carlo experiment is used to investigate the behavior and performance of the stopping rule in the proposed sequential procedure. The results of the experimentation are summarized in the following tables, which show the values of the parameter θ, namely θ = 1.0, 1.5, 2.0 and 4.0 with selected values of p 0 , p 1 , and the sample-ratio κ, 0 < κ ≤ 1. For instance, κ = 1 means that both sample sizes n and n 1 are taken equally. If κ = 0.8, the sample of X i has taken 25% more than Y j 's, and if κ = 0.5, the sample size of X i is two times more than Y j 's and so on. Without loss of generality (WLOG) we can assume that p 0 ≤ p 1 and hence consider only situations in which θ ≥ 1 because the roles of X and Y can be interchanged when θ ≤ 1. Further since p 0 ≤ p 1 , we expect to sample more from the rare population, WLOG, we can assume that κ ≤ 1 for simulation purposes.
In the table, every value in each row is based on 5,000 independent replications with initial sample size m = 10 for each experiment. Using the sample ratio κ = n/n 1 = 0.8 or 0.5, we present the coverage probability (CP) of the intervalθ ± d, and the expected stopping time and optimal sample Table 1 : θ = 1.0 with p 0 = 0.5 and p 1 = 0.5 Table 2 : θ = 1.5 with p 0 = 0.4 and p 1 = 0.6 Table 3 : θ = 2.0 with p 0 = 0.3 and p 1 = 0.6 Table 4 : θ = 4.0 with p 0 = 0.2 and p 1 = 0.8 size denoted by E (N) and n * for X i 's, and E(N 1 ) and n * 1 for Y j 's, respectively. The nominal level of confidence γ for the interval is .90 or .95 for each value of θ.
From Table 1 to Table 4 , we observe that the expected stopping time E (N) monotonically increases (to infinity) as the sample ratio κ becomes smaller (i.e., sample of x i 's getting more) or d decreases (to zero). We observe that as d decreases the coverage probability (CP) is getting close (eventually) to the nominal probability γ, which is referred to as asymptotic consistency. It should be noted that if one takes X i 's (or Y j 's) more, then the CP is comparatively higher than the one in equal sample sizes. Therefore, the above numerical evidence indicates that the finite-sample behavior lends support to the asymptotic behavior of the proposed sequential procedure when d → 0.
Increasing the starting sample size m results in the increase of both E (N) and CP. Accordingly, when the CP is below the nominal level, choosing a moderate size of m is a trade-off for obtaining a Table 5 : θ = 2.0 with p 0 = 0.3 and p 1 = 0.6 Table 6 : θ = 4.0 with p 0 = 0.2 and p 1 = 0.8 higher coverage probability. For practical purposes, the size of d can be determined from the standard error (S.E.) of the estimateθ.
Comparison: Equal-sample sizes versus Unequal-sample sizes
In this subsection we compare the results from the unequal-sample sizes with values of the sampleratio κ = 0.8 and κ = 0.5 with the results from the equal-sample sizes (κ = 1) on x and y. For brevity, we summarize and present part of the results in the following two tables, Tables 5-6 for θ = 2.0 with 90% nominal level and θ = 4.0 with 95% nominal level, respectively. Each table shows three values of κ, the coverage probability (CP), and the expected stopping times E(N) for each values of κ.
From the above tables, as the sample-ratio κ decreases (i.e., take more samples with smaller p) we observe that the coverage probability (CP) for the interval of width 2d improves. For instance, when sample-ratio κ = 0.8, comparing to the equal sample sizes (κ = 1), the CPs have increased by 3.4% points for γ = 0.90 and 4.4% points for γ = 0.95, respectively. Therefore, for a more stable estimation of the ratio for two binomial variates it is reasonable to take more samples from the population having smaller probability p even though the equal-sample sizes minimize the expected stopping times..
The expected stopping time E(N) is uniformly bigger than E(N 1 ) when κ < 1. At the same time, it seems to be generally true that κ < 1 gives the higher CP than the one with equal-sample sizes; however, we need to note that eventually the CP approaches the nominal level γ as d gets smaller. From these, we surmise that reducing variability (in the denominator of the statistic used) by taking (reasonably) more samples (i.e., getting 'more' information from the rare population) seems to be fair and is a better idea for a more stable estimation of the true ratio θ.
Concluding remarks
We have proposed a sequential method to obtain the approximate confidence limits for the ratio of two binomial variates that may have unequal sample sizes. The proposed method offers a relatively new perspective on the information aspects. The procedure is developed based on a modified MLE in terms of the sample-ratio κ; subsequently, the large-sample properties of the proposed estimator are investigated. The finite sample behavior was verified through numerical studies. In addition, by comparing the expected stopping times and the coverage probabilities of the intervals, it is recommended to take more samples from the rare population to have more precise intervals for the ratio parameter θ = p 1 /p 0 .
We also note that it might be preferred to have a confidence interval based on the likelihood-ratio since it would be invariant. Future studies should include dealing with advantages and disadvantages
