Discontinuous Finite Element Methods (DFEM) have been widely used for solving S n radiation transport problems in participative and non-participative media. In the DFEM S n methodology, the transport equation is discretized into a set of algebraic equations that have to be solved for each spatial cell and angular direction, strictly preserving the following of radiation in the system. At the core of a DFEM solver a small matrix-vector system (of 8 independent equations for tri-linear DFEM in 3D hexehdral cells) has to be assembled and solved for each cell, angle, energy group, and time step. These systems are generally solved by direct Gaussian Elimination. The computational cost of the Gaussian Elimination, repeated for each phase-space cell, amounts to a large fraction to the total compute time. Here, we have designed a Machine Learning algorithm based in a shallow Artificial Neural Networks (ANNs) to replace that Gaussian Elimination step, enabling a sizeable speed up in the solution process. The key idea is to train an ANN with a large set of solutions of random one-cell transport problems and then to use the trained ANN to replace Gaussian Elimination large scale transport solvers. It has been observed that ANNs decrease the solution times by at least a factor of 4, while introducing mean absolute errors between 1-3 % in large scale transport solutions.
Introduction
Radiative transfer deals with the transport of particles in a background medium, which absorbs, emits and scatters these particles [1] . This process is of great transverse importance across science and engineering. For instance, it describes the heat transfers taking place in semitransparent stellar and planetary atmospheres. Moreover, it describes the transport of neutrons and photons in nuclear reactors, as well as in shielding and medical diagnose applications. The radiative transfer equation (RTE) is a complicate linear integral-differential equation, which can be solved analytically only for very simple cases. Hence, there have been historically a large effort to develop numerical methods that can solve this equations across different media, which lead to a large set of numerical methods used for its solution.
Among these methods, the Discontinuous Galerkin(DG) Finite Element Method (FEM) was first introduced by Reed and Hill [2] and Lesaint and Raviart [3] in the early 1970s. This is a local Finite Element (FE) method, where the inner-element continuity in the discretized grid is released and the shape functions are constructed on each element.
Compared to others grid-based schemes, DGFEM combines the salient features of both the continuous finite elements and the finite volume methods. Furthermore, this method is generally combined with a discretization in discrete ordinates in the angular direction, a binned discretization in the energy dependence, and a discretization in time for transient problems [4] . By examining the space dependence, DGFEM reduces the RTE problem to a balance problem in one computational cell, which is connected to its neighbours by the radiative fluxes at interfaces. This problem is generally solved by direct Gaussian elimination given the small number of equations involved. However, it needs to be solved for all cells in the domain, for each of the discrete directions and energies and, eventually, for each time step in transient problems. The solution of these systems is the core of the computational cost of DGFEM for radiation transport . Nevertheless, the construction of these systems presents a certain structure, which motivated the study of the implementation of Machine Learning algorithms to accelerate the solution process of these systems.
For this purpose, shallow artificial neural networks (ANN) were analyzed the present case [5] . This is because, the objective is to find light ANN structures that can emulate the solution of the system of algebraic equations obtained in the DGFEM discretization of transport problems at a reduced computational cost. Thus, the number of operations in the forward evaluation of the network must be minimized. Furthermore, we then applied a Dropout technique [6] to the ANNs in order to reduce even further the number of operations required in the forward evaluation of the network.
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A PREPRINT - JUNE 11, 2019 In relation to radiation transport problems, neural networks has been scarcely used in radiation transport problems in comparison to other engineering disciplines. Some experience exist in using deep neural networks for building a parametric solar radiation spectrum [7] and to improve the radiative scalar flux approximation in space radiation sensors [8] . However, they have not been yet applied to accelerate the computationally expensive transport problems. Hence, in the present article, we demonstrate how to use neural networks for this purpose.
This work is organized as follows. In the next section, the DGFEM discretization of transport problems is analyzed in detail. Then, a review of the process leading to the design of the shallow ANNs used in this work is provided. Finally, the fitted ANNs are applied to four different test cases, which have been designed to incrementally test the performance of ANNs.
DGFEM formulation of radiation transport problems
The equation for radiation transport is an integro-differential equation that deals with the conservation of particles in space, angle, energy and time [9] . Lets assume a domain in space r, defined as D, which is a spatial subdomain of R d (with d = 1, 2, 3 depending on the dimension of the problem). Lets also assume that ∂D is its boundary that have an outward unit normal vector n. We suppose that the angular direction of flight of particles can be represented by projecting this direction of flight on a references unit sphere, thus indicating the solid angle Ω that this direction of flight makes in the sphere. This projection is generally made in S 2 for 3D problems (D ⊂ R 3 ) and on a unit circle for 1D and 2D problems (D ⊂ R 1,2 ). Moreover, we assume a continuous representation of energy E ∈ R and time t ∈ R.
Following a probabilistic approach, the probability density function for a particle can be defined as n = n(r, Ω, E, t).
To deal with reaction rates of particles that are streaming through a domain, it is more convenient to define the angular flux of particles as ψ(r, Ω, E, t) = vn(r, Ω, E, t), where v is the velocity of the streaming particle. Without loosing generality, we will assume that the problem is steady state and that particles are monoenergetic. For transient energy dependent problems, a time-marching scheme and a multigroup formulation can be applied for generalizing the results in the present article. In terms of the angular flux, the equation for conservation of particles states that for a differential element in the representative variables, the total loss of particles by streaming and absorption in the material is equal the number of particles produced by the sources in the material. This equation reads as follows:
3 A PREPRINT - JUNE 11, 2019 Where the total interaction cross section σ(r) has been defined, which specify the number of collisions per unit volume of the material once multiplied by its density and the angular flux. Moreover, the total source term comes from two different sources. First, particles that coming from an angle Ω interact with the atoms in the material and recoils into the angle Ω. Second, due to the external production of particles in the material. In mathematical terms this reads as follows:
where we have defined the differential scattering cross section as σ s (r, Ω → Ω, which can be associated to the probability of a particle streaming in direction Ω to recoil into direction Ω. This differential scattering cross section should be a function of the cosine of the angle formed between the incident and outgoing directions, i.e. σ s (r, Ω → Ω) = σ s (r, Ω • Ω). In order to be able to solve the problems numerically, it is customary to expand this cross section into Legendre polynomials as follows:
Since the Legendre polynomials satisfy the addition theorem [10] , the differential dependence of the scattering cross section can be expanded as follows:
where Y n,m are spherical harmonics functions of polar angle order n and azimuth angle order m and Y n,m is its complex conjugate. This allows to get a separable expression for the differential cross section as follows:
Applying this back into the source term 2 and injecting the source term into the transport equation, the following expression is obtained:
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where the (n, m) moments of the flux φ n,m (r) have been defined in equation 7. In general, an iterative process is carried out for the solution of equations 6 and 7 known as scattering source iteration for the solution of this system. In this one, ψ(r, Ω) is solved from equation 6 assuming a known distribution of φ n,m (r), this solution is injected back into equation 7, the moments of the flux φ n,m (r) are recomputed and injected back into equation 6 to carry on iterations.
For being able to deal with this equation computationally, a discretization needs to be performed both in angle (Ω) and space (r). First, the S N is used for the angular discretization. This one consists in solving the angular flux in equation 6 on a set of quadrature directions in angle (Ω d ) that then allows approximating with good accuracy the integral in equation 7. By introducing this approximation, the set of coupled equations 6-7 reads as:
where the individual sets (Ω d , ∆Ω d ) represent the direction and the weight of the quadrature. Different quadrature sets may be choosen according the the type of particles and the characteristics of the material in the problem being solved.
The hyperbolic problem is closed with the specification of the inlet fluxes in the boundaries of the domain as follows:
In order to perform the space discretization, the Discontinuous Finite Element Method is used, as previously mentioned.
In this one we assume that the space is discretized into a set of computational cells of volume V and boundary surface ∂V. For compatibility with the angular discretization it results convenient to split the boundary of the cell in an inflow (+) and an outflow (-) boundary, i.e. ∂V = ∂V + ∪ ∂V − . The positive part of the boundary is defined so that the incident direction have a negative projection over the normal to the cell boundary, i.e. n ∂V • Ω d < 0; thus, radiation streaming in direction Ω d will be entering the cell V over the positive boundary ∂V + . Oppositely, the negative boundaries are defined such that n ∂V • Ω d > 0 and, hence, radiation streaming in direction Ω d will be existing the V over the boundary
Once the domain have been identified, the next step is to propose a set of J trail functions for representing the spatial dependence of the angular flux in any cell V i . This reads as follows:
Where u ij (r) is the j'th trial function for cell i. A similar decomposition can be performed for the moments of the scalar flux (φ n,m ). The next step, as is classically done in finite elements, consists in adding degrees of liberty in the representation by multiplying with a set of K weight function w ik (r) for cell i and integrating over the volume of cell V i . By performing these operations in equation 6 and introducing the trial representation of the angular flux 11 the following terms are obtained:
Streaming:
Total interaction:
Source term:
where Green's theorem has been used in the streaming term. Furthermore, the upwind streaming matrix L + , the downwind streaming one L − , the gradient matrix L, the mass matrix M, and the external source term vector Q d have been introduced. Moreover, equation 9 can be put in matrix form as φ = Dψ d . Note that the shape and size of these matrices and vector, will depend in the order and shape of the trial and test functions. In the present case, the results presented were computing using P 1 Galerkin Finite Elements. The final system of equations reads as follows:
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These system of equations have to be solved for each cell V i in the domain. However, the fluxes in the inflow faces and the ones in the outflow faces still need to be determined this system of equations. Interpolations of different orders can be performed to find these values based in spatial moment balances of equations 12 and 13 [12] . However, in the present case, we limit ourselves to first order interpolations [13] . In these ones, the inlet fluxes ψ 
where we have defined
The solution process for this system 14 for a direction Nevertheless, as seen in the definition of the system 14, there is an analogous structure repeating when solving the system in each cell and direction.
For instance, when changing the sweeping direction, the weight of the gradient (L) and downwind (L − ) matrices will change in the matrix of coefficients A ψ , but their structure will be unchanged. Moreover, when changing the sweeping 7 A PREPRINT -JUNE 11, 2019 direction, the influence of the upwind matrix (L + ) will change in the right hand vector, but the way in which this vector changes will be uniform in space by L + .
In a similar manner, changing the shape of the cells will change the construction of the upwind, downwind, gradient and mass matrix, but it will do it in a proportional way for all of them as observed in the integral definition of these matrices.
Finally, not that the right hand side vector is also composed by the scattering and external source. The external source is fixed for every-cell during source iterations and, generally, it is considered to be constant within the cell for a sweeping direction. Hence, it only add a constant additive factor to the right hand side. Moreover, the scattering term, add a source that is proportional to the scalar flux level within the cell, which could already be predicted by the previous solution obtained for the angular flux.
The objective of this work was to exploit the structure observed in system 14 in order to develop a faster way to solve equation for the angular fluxes. For this purpose, different Machine Learning techniques were studied, including kernel regression, support vector machines, self-organized mapping methods, and Artificial Neural Networks (ANNs).
Of these techniques, it was found that ANNs provided the best ratio between computational performance and fitting accuracy. For this purpose, ANNs are presented in further detail in the next section.
An artificial neural network as a predictor for DGFEM solutions
Artificial Neural Networks (ANNs) has proven to be highly efficient for modeling non-linear processes without a-priori specified relationships between the input and the output variables [15] . In particular, there is a growing interest in using these ANNs for fitting highly nonlinear processes in continuum mechanics [16] , as well as for model discovery [17] . In the present case these ANNs will be used for being able to determine the solutions for the angular fluxes in system 14, without the need of inverting the matrix of coefficients.
The first approach developed consisted on trying to train a shallow neural networks as a replacement for Gaussian Elimination. For this purpose, the coefficients of A ψ ∈ R 64 and the right-hand-side vector b ψ in equation 14 were feed as inputs to the neural networks, building an input vector I ∈ R 72 . The output vector consisted on the angular fluxes O ∈ R 8 . However, the number of connections that should be evaluated by this network for a simple one layer case is already 640. Even though some optimization techniques could be envisioned, the cost of a feed-forward evaluation of this network is larger than the cost of doing Gauss Elimination in 14. Hence, this approach was abandoned. In order to design a better approach, the number of inputs in the ANN have to be reduced. For this purpose, the general transport problem for one cell was re-examined as solved in the present case. An example sketch of the problem for an hexaheral cell is shown in Figure 1 . The independent input values are:
• 4 input values from each of the 3 inflow faces (ψ
• 2 independent angles that determine the sweeping direction (µ, η)
• 8 input values determine the scattering and external source in the cell q ∈ R 8 ,
• 1 input value determine the total cross section in the domain σ t ∈ R + ⊂ R
• 3 input values determine the shape of the cell (∆x, ∆t, ∆z
Hence, generalizing, an input vector in I ∈ R 2 6 fully determine the solution in the one cell problem. The desired output vector are still the values of the angular fluxes in each of the 8 nodes used for the linear finite element discretization in the hexahedral cell O ∈ R 8 . Note that for a fully connected one layer network, the total number of connections is of 272, which provides a promising path for optimizing the number of operations performed with Gauss Elimination.
A simple multi-layer, feed-forward neural network [18] was proposed to be used as the starting point in this case. An example configuration of a densely connected one layer network used in this case is shown in Figure 2 In this analysis, we have the non-typical constraint of wanting rapid feed-forward evaluations of the ANN.
For any given number of input nodes, the model complexity may be increased by increasing the hidden layers and/or increasing the number of nodes in the hidden layer(s). For the purposes of this analysis we used three-layered networks only. Each node is connected to all other nodes of adjacent layers and receives input and sends output through these connections. In the hidden layers the nodes simply sum the weighted values of the input variables, adds a bias term, and passes the value through a scaling function (or activation function in the neural net jargon). A three-layered neural network may mathematically be represented by
where h k is the hidden-layer output, which is scaled by the activation function f (x) defined below. The first subscript in the weights, w, indexes the nodes in the preceding layer and the second indexes the nodes in the current layer, I j , where j = 1, ..., 26 are the input values of the input layer, b is the bias term, and n is the number of the input-layer nodes. The hidden-layer output becomes the input values for the output layer, o t , which uses the output scaling function θ(x) (defined below) to scale the output values to appropriate range for use in the transport problem.
Different popular choices exist for the activation function, regarding the application for which they are implemented [19] .
Two popular functions for example are the linear rectifiers (ReLU) or sigmoid activation functions. In the present case, different popular choices were implemented. However, afterwards, we found convenient to tailor specific activation functions for our desired applications.
For this purpose, two critical aspects were remarked. First, for incident fluxes into the cell, the fluxes obtained as solution should show a behaviour ∝ e −σts , where s is the distance traveled by a radiation ray within the cell. Furthermore, for the internal sources, this solution should behave as ∝ (1 − e −σts ). However, the transport problem is linear on its inputs and sources, so a non-linear combination of inputs and sources in not desired. Moreover, the DFEM formulation that we have implemented can predict negative angular fluxes for some of the angular flux wights within cell V i , i.e. were identified a-priori for each input j and each input was rescaled as follows: Moreover, α j was a parameter that was adjusted to maximize the linear behaviour of the solution after the hidden layer, in the present case we have used α j = 0.27 for all cases presented.
The second step, was to give an exponential behaviour by providing a filtering function that allowed to give exponential behaviour to with respect to the total cross section, but also allowed to maintain the linear behaviour on the fluxes and the sources of the transport problem. For this purpose, an hyperbolic tangent was proposed as activation function for the hidden layer. This one is:
Observe that in the limit as x → 0 the hyperbolic tangent can be approximated by tanh(x) ≈ x, which allows to retain a linear behaviour near zero. Moreover, as we increase or decrease the values in x we have tanh(±x) ∝ e ±x . Hence, we expect that the incident fluxes and the sources will be mapped into the linear regions of f (x) by the wights w jk and that the weights associated to the total cross section will help map the net flux and source term in the cell towards the region were the activation function behaves exponentially. This behaviour was observed in practice after optimizing the ANNs.
To be able to use the neural network output directly as the solutions for the angular flux, we have allowed the output values to be scaled by the actual values that they show in the solution. For this purpose, exponential linear units (ELUs) [20] are used for the output layer. This means that the functions θ t (x) were defined by:
The advantage of this function is that the positive outputs can be linearly scaled with the weights of the ANN, thus, extending the support for the output of the net to R + for positive solutions. However, it filters the negative solutions for the angular fluxes to a maximum value of −β and, hence, it reduces the influence of large negative solutions that may be obtained for the angular fluxes in the DFEM discretization. In short, the output of the ANN is bounded to O ∈ (−β, +∞). The value of β is then optimized to improve the performance of the net under negative solution, without affecting significantly the mechanics of the transport process in the domain. In the present case a value of β = 0.1max(ψ Once the ANN has been formulated, the next step was studying the sensitivity of the ANN to the set of hidden layers and number of neurons in this hidden layer. For this purpose we build a dataset with 10 5 different one-cell problems.
In this problems, random values are imposed for the input values of the ANN and solutions for the angular fluxes are obtained. Then, we select 90% of these problems in the training set of the ANN, i.e. they are used in the loss function to fit the weights in the connections of the ANN by back-propagation. Furthermore, 10% of this problems are used in the testing set, i.e. for evaluating the performance of the ANN in problems that have not been specifically used for training.
The results obtained for the above mentioned study are presented in Figure 3 . It is observed that the mean quadratic error over the training set is reduced as the number of hidden layers and the number of neurons in this hidden layer augment. However, it is also observed that for 8 or more neurons in the hidden layer, the error rapidly decreases when adding one hidden layer and remains approximately constant as more hidden layers are added. Since the objective in the present case is to reduce the number of operations in the feed-forward evaluation of the ANN, an ANN with 1 hidden layer and 8 neurons in the hidden layer, as the one shown in Figure 2 ,is selected.
Furthermore, in order to reduce even more the number of operations required in the feed-forward evaluation of the ANN, a Dropout technique is implemented [6] . This one consists of an implicit regularization technique. In this one,
13
A PREPRINT -JUNE 11, 2019 the connection in the ANN with the weakest weight is dropped, the network is retrained, and a the mean square error of the network is analyzed. If the performance was not affected by dropping this connection, then the new weakest connection if drop, in the opposite case, the process stops. This process is performed in the proposed ANN until the mean square error over the training set deteriorates in more than 0.1%.
A schematic representation of the final ANN obtained after the dropout technique has been implemented is presented in Figure 4 . In this one, the dropped out connections have been colored in white. The final ANN with has 16% less connections and, hence, a feed-forward evaluation of the ANN can be performed 10% faster than a fully connected ANN.
As a final comparison in this section, the number of computational operations required for the assembly and Gauss elimination of the system in the Equation 14 is compared against the one required for a feed-forward evaluation of the ANN in Figure 5 The results obtained in the present section show that a big acceleration may be possible when solving transport problems, while introducing only small errors (< 0.1%) for these problems. Nevertheless, this bounded small errors may not be maintained when solving transport problems in bigger domains, where the solution of the problem in one cell is coupled to its neighbours. Thus, in the next section we examine the performance of the net for four 3D test cases.
Evaluating the performance of ANNs in four test cases
In the present case, the performance of the the developed ANN in evaluated against the classical solution obtained with assembling system 14 and solving it by Gauss Elimination. Four different test cases are proposed to test the performance of the ANN architecture in incrementally more complex problems. These problems are: The training of the ANNs in each direction is performed on a set of 9 × 10 4 solutions to one-cell problems. These problem were generated by performing a uniform random sampling on the incident fluxes, internal sources, total cross section, sweeping direction and shape of the cell and retrieving the solutions for the angular fluxes in the hexahedral cells. The testing set for the ANN consists of 1 × 10 4 test problems produced by following an equivalent methodology than the one used for the training set. The error function is defined as the mean absolute lost over the training set with a regularizer that induces the optimization algorithm to obtain the homogeneous solutions as follows:
The first term in the RHS of equation is simply the mean absolute difference between the solutions obtained by Gauss Once the ANNs have been trained, they were replaced into a 3D DGFEM solver. In this sense, the modified solver works similarly than the classical solver, with the exception that the assembling and solution of system 14 is replaced by the construction of the input vector (I) and a feed-forward evaluation of the ANN. The results obtained for the four test problems proposed are shown in the following subsections.
Problem 1: Incident flux in a strong absorbing medium
As previously mentioned, Problem 1 consists of an incident flux on a thick purely absorbing medium. The parameters for Problem 1 are shown in Table 1 . A sketch of the problem is shown in Figure 6 . Incident fluxes of (ψ In order to compare the solutions obtained with Gauss Elimination and with the ANN the mean absolute error over the domain is defined by: The first test, consists of changing the discretization in angle of the problem, while keeping the spatial discretization fixes with (∆x, ∆y, ∆z) = (0.1, 0.1, 0.1)cm. The results obtained for an angular discretization using using S 2 , S 4 , S 6
and S 8 are presented in Table 2 . It is observed that for S 2 the errors obtained are scaled by one order of magnitude with respect to the mean errors obtained in the testing set. This is because, despite the regularizer introduced introduced in the cost function 19, there is still a small monotonous behaviour in the errors near zero that causes a build up in the errors as radiation propagates downstream.
To explain this better, let's suppose that a small δ error is produced in a cell when solving the radiation transport problem with the ANN in one cell. Then a flux of ψ d + δ will be input as the upstream flux to the neighbours. Since the problem is linear and the behaviour of the error in the ANN is monotonous, it is expected that the neighbours will produce an error on the flux of 2 * δ. Moreover, the neighbours of the neighbours will in turn produce errors of 3 * δ, and so on.
Nonetheless, this error build up is generally small because of the regularizer developed.
It can be further observed in Table 2 that the performance of the ANN is deteriorated as the number of sweeping direction per octant are increased. This is logical since the variance in the input vector of the ANN is increased and, hence, the variance of error in the expected output should also be increased. However, it is noted that this phenomenon approximately stabilizes for N ≥ 6. The mean errors obtained in these conditions are of less than 2%, which is completely acceptable for the present requirements.
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A PREPRINT -JUNE 11, 2019 Furthermore, the results obtained using a S 8 discretization for the angular quadrature and changing the number of cells in the mesh is shown in 3. It is observed that the error augments as the number of meshes augments due to the error build up phenomena previously addressed. In this sense, the less cells the mesh have, the less times information is upstreamed through neural networks, and, hence, the less build up error is produced. It is observed that the influence of the build-up in the error approximately stabilizes for N ≥ 6. This is because for smaller cells, the dissipation induced by the random errors in the weights of the ANN becomes more important. Moreover, the mean absolute errors obtained for this case are less than 2% for all cases, which is completely acceptable regarding the current requirements.
Problem 2: Incident flux in a light absorbing medium
As previously mentioned, Problem 2 consists of an incident flux on a light absorbing medium. The parameters for Problem 2 are shown in Table 4 . A sketch of the problem is shown in Figure 7 . Incident fluxes of (ψ The first test, once again, consists of changing the discretization in angle of the problem, while keeping the spatial discretization fixes with (∆x, ∆y, ∆z) = (0.1, 0.1, 0.1)cm. The results obtained for an angular discretization using using S 2 , S 4 , S 6 and S 8 are presented in Table 5 . It is observed that for S 2 the mean absolute error obtained are smaller than the one in the previous case. This is because, the relative influence of the error introduced by the neural network presents less influence in this because the angular fluxes are only mildly attenuated.
It can be further observed in Table 5 that the performance of the ANN is deteriorated as the number of sweeping direction per octant are increased. Once again, this is logical since the variance in the input vector of the ANN is increased. However, as was observed in the previous case, it is noted that this phenomenon approximately stabilizes for N ≥ 6. It is observed that the performance in this case is more rapidly deteriorated than the one in Problem 1 when increasing the number of directions per octant. This is logical since this case presents a larger amount of streaming and, hence, the expected variance in the output of the ANN will be more sensitive to the variance in its input. Nonetheless, the mean errors obtained in these conditions are of only slight larger than 2%, which is also acceptable for the present requirements.
Furthermore, the results obtained using a S 8 discretization for the angular quadrature and changing the number of cells in the mesh is shown in 6. It is observed that the error increases as the number of meshes augments. In this case, this is mainly due to errors produced when evaluating the fluxes in the streaming process. The errors in evaluating the upwind fluxes will propagate to downstream cells, producing a similar phenomenon than the error build up previously observed.
However, it is observed that this build up stabilized for large discretization in the angle and the errors obtained are, once again, within the acceptable limits.
Problem 3: Incident flux in an absorbing medium with an internal source
As previously mentioned, Problem 3 consists of an incident flux on a strong absorbing medium. The parameters for Problem 3 are shown in Table 7 . A sketch of the problem is shown in Figure 8 . Incident fluxes of (ψ The first test, once again, consists of changing the discretization in angle of the problem, while keeping the spatial discretization fixes with (∆x, ∆y, ∆z) = (0.1, 0.1, 0.1)cm. The results obtained for an angular discretization using using S 2 , S 4 , S 6 and S 8 are presented in Table 8 . Table 10 . A sketch of the problem is shown in Figure 9 . Incident 22 A PREPRINT -JUNE 11, 2019 
where φ (n) (x i , x j , x k ) is the scalar flux computed in the current source iteration either by Gauss Elimination or the ANN and φ (n−1) (x i , x j , x k ) is the one computed in the previous iteration. Source iterations were finished when
The first test, once again, consists of changing the discretization in angle of the problem, while keeping the spatial using S 2 , S 4 , S 6 and S 8 are presented in Table 11 . It is observed that errors comparable to Problem 3 are obtained.
Once again, this is because there is a larger flux in the domain, which decreases the relevance of the build up error in 19. A similar behaviour is observed in 12 for the discretization in space, where the errors are comparable to the ones obtained in Problem 3. All the errors obtained in this case are within the acceptable limits.
One further interesting phenomenon observed is that the solutions obtained with ANNs converge in less source iterations than the ones obtained with Gauss Elimination. In fact, the effective spectral radius of system 14 is approximately 0.957 when computing the solution with Gauss Elimination but is of 0.859 when computing the solutions with the ANNs.
This behaviour was explained since the noise present in the connections of the network diffuses through the domain reducing directional the marked directionality of the S N transport process and, hence, accelerating the convergence in source iterations. To measure this acceleration, the overall acceleration has been defined as the time to compute the solution by Gauss Elimination divided by the time to compute the solution with ANNs in Tables 11 and 12 . It is observed that an overall acceleration factor of 12 is obtained in the present case. However, note that this acceleration factor will be reduced as the scattering ratio is reduced, going asymptotically to the speed-up introduced by the ANN in the solution process as the scattering ratio goues to zero.
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Conclusions
The present works deals with the development of a Machine Learning technique for accelerating radiation transport.
In the present work, radiation transport is solved numerically with a S n discretization in angle and discontinuous finite elements in space. This discretization yields a set of small matrix-vector systems that have to be solved for the angular radiation fluxes for cell in the spatial domain and for each sweeping direction in the angular domain. Hence, the problem of finding the angular fluxes is localized to each cell and direction. The key idea motivating this work was that the systems obtained for these one-cell one-direction problems have a certain structure which is learned by a Machine Learning approach. Then, the resulting artificial neural network is employed to solve more rapidly the local linear systems, generated for each cell in the domain and direction in the angular quadrature.
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A PREPRINT -JUNE 11, 2019 For this purpose, the discretization process of the transport equation have been first analyzed in detail in order to show how the structure in these matrix-vector systems appears. This analysis motivated the usage of Artificial Neural Networks (ANNs) as a Machine Learning approach to map the inputs of the one-cell problems into the angular fluxes over this sell, i.e. to solve the one cell problems. The design process for the ANNs was subjected to two competing constraints. First, the regression error in the ANNs should be small for the one-cell transport solutions used to train these ANNs. Then, the number of connections in the ANN should be reduced, to improve their evaluation speed and, hence, improve the speed of transport solvers when implementing the ANNs as their solution kernels. Thus, special attention was given to the design of these ANNs. The ANNs were then included into a 3D transport solver and tested against the solutions provided by regular Gauss Elimination solver. Four different 3D test problems were selected for this purpose, which allowed to incrementally test the performance of the ANN. It was observed that a buildup in the error was obtained when sweeping the solution process through the domain. However, in transport problems with large fluxes, the built up error is not large compared to the values obtained for the fluxes ( 2%). Moreover, a regularizer was introduced in the cost function of the ANN in order to limit the influence of this error when the fluxes are small and, hence, errors of less than 2% were obtained for thick absorbers.
There are several perspectives for the present work. For instance, the solutions provided by ANNs can be tested on neutronic benchmark problems in order to assess their performance in non-homogeneous domains. Moreover, the activation functions in the ANN can be computationally optimized in order to improve the regression performance of 27 A PREPRINT -JUNE 11, 2019
ANNs. In addition, the train and test sets could be replace with exact solutions to one cell problems, allowing the ANN to learn form more accurate solutions. Furthermore, ANNs can be used as low order operators in order to reduce their influence over the global error. It is worth to mention that this are just some few of the plethora of possibilities that ANNs presents for improving the efficiency and accuracy in radiaiton transport.
