the closest correspondence to the experimental data and can be used to determine the effective N.A.s of the microscope objectives tested.
II. Background
The N.A. of a microscope objective is defined as N.A. = sina 0 , (1) where ao is half the total angle determined by the limiting aperture of the microscope objective illustrated in Fig. 1 . As the N.A. becomes larger, the rays from larger incidence angles will get through the objective. Because of this, the fringe spacing increases, and fewer fringes are present. Since fewer fringes are present, a normal interpretation of the fringes having half a wavelength spacing would yield surface heights which are too small. This means that as the limiting cone angle of the objective increases, the actual height change from fringe to fringe increases and is greater than simply half a wavelength per fringe. Various theories have been published to describe this phenomenon.
1 -5 A paper by Tolmon and Wood started a series of papers discussing the effects of the obliquity angle on fringe spacing and height measurements using interferometric microscopes. 1 They published experimental data showing that the heights measured are smaller with high-power objectives than with low-power objectives. Gates then responded to this paper with a derivation of an N.A. factor which depends upon the limiting cone angle of the objective. 3 In this work, the fringe spacing is determined by inte- grating over a circular aperture out to the maximum cone angle assuming a perfect optical system and weighting the aperture by the sine of the cone angle to weigh outer zones less than inner ones. The N.A.
factor f determined by Gates is which assumes collimated light incident upon the objective and approximates cosa 0 with 1-0.5ao. For large angles, this equation is not very accurate. However, it is better than that proposed by Gates. A paper which predates all of the previous work by Schulz 2 gives an expression for the N.A. factor of where N.A.eff = sina is the effective N.A., which is discussed in more detail below. Ingelstam assumes a partially spatially coherent source, a homogeneously illuminated circular entrance pupil, and a spectral coherence of the source much greater than the path difference. The intensity distribution of the interference fringes is found by integrating over the extended source.
In practice, the limiting aperture of the microscope is not necessarily equal to the nominal value listed on the objective. The tilt of the test surface, focal position of the test surface, local slope variations on the test surface, illumination, and coherence of the source can all affect this limiting cone angle. Because of this, the effective N.A. of the objective should be used to determine the performance of the system. However, the effective N.A. is difficult to determine theoretically. A few of the factors which influence the effective N.A. are illustrated below. The effective N.A. is best determined experimentally.
For a flat object tilted with respect to the reference surface which is assumed normal to the optical axis of the microscope, the effective N.A. can be easily written as 7 N.A.eff = sin(a 0 -0) = sina, (6) where ao is the maximum cone angle of the objective, and 0 is the tilt of the object surface (see Fig. 1 ). Note that this equation is 1-D. A more accurate theory needs to account for the change in area of the aperture.
The maximum tilt of the surface is limited by the depth of field of the objective. When the change in height of the surface equals the depth of field, the largest measurable tilt is determined by the arctangent of the depth of field divided by the profile length. The depth of field for a microscope objective is defined as 9
where X is the wavelength of illumination. The profile length is given by the size of the image plane divided by the magnification. Using these definitions, the effective N.A.s for some typical microscope objectives with a 1-cm wide image plane are given in Table I . For N.A.s >0.25 the maximum tilt has a minimal impact on the effective N.A.
Other factors which can influence the effective N.A. are the focus position of the test surface relative to the reference surface, variations in the local slope of the test surface, the coherence of the source, and variations in illumination of the aperture. The focus position of the test surface relative to the reference surface, i.e., the position of the zero-order (equal path) fringe, affects the measurement by varying the cone angle with relative path length. The cone angle is larger on one side of focus than on the other side-thus changing the effective N.A. for different focus positions. It is assumed that focus is set for zero path difference so that the object and reference surfaces are both in focus. This effect is smaller than that caused by tilt when at the limits of the depth of field. Variations in the local slope of the object can also affect the effective N.A. Different field points will have different effective As pointed out by Ingelstam, all of the theories for the N.A. factor should be written in terms of the effective N.A. When the surface under test is flat, smooth, positioned so that the fringes are fluffed out (less than one fringe of tilt), and the zero-order (darkest) fringe is in the field of view, then the effective N.A. is as close to the nominal value as possible. In this situation, the most accurate measurements can be made. Phasemeasuring interferometry (PMI) techniques are ideal for this purpose because measurements can be made when the fringes are fluffed out.
Ill. Experiment
The instrument used in this work is the WYKO TOPO-3D. This instrument is a computer-controlled interferometric optical profiler using phase-measurement techniques to determine surface profiles. Its measurement principles have been explained in detail elsewhere.
1 0 A schematic of the system is shown in Fig. 2 . Michelson, Mirau, and Linnik objectives are all used with this instrument (see Fig. 3 ). Low magnifica- A piezoelectric transducer (PZT) moves the reference surface of the interferometer. Five frames of interferometric intensity data are taken at 90° relative phase increments of the path difference between the where Io(x,y) is the average intensity at each detector point, By is the modulation of the fringe pattern, and ai is the value of the relative phase shift between the object and reference beams for the ith exposure. These five frames of intensity are then combined point-by-point to determine the phase of the wavefront reflected from the test surface relative to the reference surface as imaged at the detector. The phase of the object's displacement O(x,y) at the point (x,y) is given by
where I,, I2, I3, I4, and I5 are given by Eq. (8) with ai = -7r,-7r/2, 0, r/2, and r. Once the phase is determined, the surface heights are linearly related to the phase using (10) where X is the wavelength of the source illumination, and f is N.A. factor. This technique enables the surface profiles to be measured directly without the need to interpret the interference fringes. It also can be used without placing tilt fringes within the field of view, so that the effective N.A. can be maximized.
The effect of the numerical aperture on step height measurements was determined experimentally by measuring four different VLSI step height standards which are traceable to NIST (The National Institute of Standards and Technology, formally The National Bureau of Standards, NBS). Each of these steps was measured using six different magnification objectives, each with a different N.A., on the computer-controlled interferometric optical profiler described above. A number of measurements were averaged for each objective, and multiple objectives at each magnification were used. The results for one magnification were averaged to determine the average step height for each N.A. At each location five separate measurements of the step were made without moving the step. Table II shows the objectives used, their magnification, N.A., the number of objectives measured, and the total number of measurements averaged to get the step height for each magnification.
The geometry of the VLSI steps and the measure- VLSI certifies these steps by measuring them with a stylus. The scan length = 350 m with five points sampled per pm. The step is measured in 10 different locations. These measurements are averaged with the highest and lowest thrown out. The step height is determined by averaging points at the top and the bottom of the step and taking that difference. The stylus is calibrated with a known step of the same height as being measured. The four steps used for this study are 43.5 nm 4.80%, 48.0 nm 4.76%, 83.4 nm ± 2.45%, and 85.5 nm 2.55%. These are the values quoted on the certificates provided by VLSI. For this experiment, step heights are determined by first finding the step (largest discontinuity), and excluding the data in the immediate vicinity of the step. Lines are then fit in a least squares sense to the top and bottom of the steps. For a single-sided step, these lines are then extrapolated to the step discontinuity and the step height is the difference of these two lines at the discontinuity. For a double-sided step, lines are fit to the base and the top of the step and then the difference at the center of the step area is used as the step height. The step height is measured over many lines across a 3-D plot of the step and averaged to yield the step height. The limit to the number of lines averaged is the extent of the data, and the number of lines to average can be changed. Figure 5 shows the various parameters. The number of pixels excluded in the step region depends upon the field of view. For a large field of view, fewer points are discarded than for a small field of view. Discarding points in the step region ensures that the fit of the line does not include the rounded edges of the step.
For all measurements, each magnification head is calibrated and its repeatability measured to ensure that the system is functioning correctly. The darkest fringe (highest contrast) is always placed in the center of the field of view, and the reference surface is adjusted so that there is less than one fringe across the field of view. The tilt of the standard step is kept constant between measurements after being levelled. Two numbers, the step height and the standard deviation of the step heights for that measurement, are recorded. Five readings are taken for each step, only adjusting the focus to keep the darkest fringe in the center of the field of view. These readings are averaged to give an average step height for each step with each magnification head. Then the heights for each step height are averaged over all the different objectives used at one magnification.
IV. Results
A summary of the measurements is shown in Table  III . Shown are the average step height using an N.A. factor of 1.0 to calculate the height for each magnification of 5X and greater, and the standard deviation of the step height values obtained with different objectives and operators. The N.A. factors for these raw data assuming that the stated VLSI step heights are correct are plotted in Fig. 6. The N. A. factors are found by dividing the stated height of the step by the measured height of the step. Note that the data all follow the same trend. The reason for the shifts in heights between the plots is due to inaccurate calibration of the step height standards. Assuming that the heights measured with the 5X objective are the correct heights (N.A. factor = 1.0 for 5X), and after shifting the data for each step so that they line up as well as possible to minimize the standard deviation at any objective, the data are replotted in Fig. 7, and the N Factors. As can be seen from the data, the numerical aperture scaling factor has little effect for 40X objectives and below.
V. Comparison with Theory
The theories of Schulz, Gates, Bruce and Thornton, and Ingelstam have been used to tabulate the data shown in Table V 
NA
Step Height From the plot of Fig. 8 , it is obvious that the equation by Ingelstam has the best agreement with the measured data at high N.A. This is in agreement with Dowell et al. 7 who show that Ingelstam's equation fits their data best. Dowell et al. 7 also show that the data Table V ). The effective N.A.s of the Linnik objectives are very close to the nominal values, but the Mirau objectives have a lower effective N.A. than expected. This is most likely due to the central obscuration caused by the reference surface.
VI. Conclusions
An experiment to measure the N.A. factors of microscope objectives with N.A.s ranging from 0.1-0.95 shows that at large N.A., scaling factors are necessary to give accurate height measurements. The N.A. factors can be determined by averaging many measurements using different step height standards and different objectives. For objectives of 40X magnification or 
