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Rotylenchulus reniformis is a nematode species affecting the cotton crop and
quickly spreading throughout the southeastern United States. Effective use of nematicides
at a variable rate is the only economic counter measure. It requires the intra-field variable
nematode population, which in turn depends on the collection of soil samples from the
field and analyzing them in the laboratory. This process is economically prohibitive.
Hence estimating the nematode infestation on the cotton crop using remote sensing and
machine learning techniques which are cost and time effective is the motivation for this
study. In the current research, the concept of multi-temporal remote sensing has been
implemented in order to design a robust and generalized Nematode detection regression
model. Finally, a user friendly web-service is created which is gives trustworthy results
for the given input data and thereby reducing the nematode infestation in the crop and
their expenses on nematicides.
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CHAPTER I
INTRODUCTION
1.1

Introduction
Cotton is an important cash crop in 16 states in the US including Mississippi.

According to the National Agricultural Statistics Service, an annual turnover of 18.3
million bales (one bale = 480 lbs) was recorded in the year 2010, of which 4% was from
the state of Mississippi. With the present global economic conditions there are severe
economic pressures being placed on cotton producers to decrease their costs and increase
yields. The productivity of the cotton crop is often affected by many factors such as
parasites, pests, weeds, etc. Among the plant parasites, Rotylenchulus reniformis (Linford
and Oliveira 1940) is a nematode species which is widely distributed in the tropical and
sub-tropical regions and is quickly spreading throughout the southeastern United States.
The concentration of the reniform nematodes is relatively high in Alabama, Louisiana,
and Mississippi incurring an economic loss of over $128 million dollars in these three
states alone [1]. A total loss as high as 60% has been observed in the yield due to these
nematodes, which in turn accounts for millions of dollars.
Cotton producers are taking the necessary counter measures that keep all the
damages caused by these factors under economic threshold levels, so that a profitable
yield is obtained [2]. Strategies often include application of nematicides, use of recently
developed nematode resistant cotton, crop rotation, planting cover crop and soil
amendments. Usage of resistant varieties for a better yield is a potential solution, but
1

incorporating this resistance into commercial cultivars is a very difficult task [3]. Crop
rotation is another reasonable method which helps ensure a good yield, but this practice is
expensive. This makes the use of nematicides a better economic counter measure when
compared to the resistive cotton seeds and crop rotation. Applying nematicides results in
lowering reniform numbers and an increased crop yield, but proves to be a costly practice
and offers temporary protection [1].
The conventional method of using these nematicides at a single rate across the
cotton fields without regards to the spatial distribution of the in-field variation in
nematode numbers is often inefficient and also causes environmental pollution. Effective
use of nematicides at a variable rate which is site specific ensures successful reniform
nematode management. This requires the detection of actual numbers of reniform
nematode present in the field which in turn depends on the collection of soil samples
from the field and analyzing them in the laboratory. This process is often cumbersome
and expensive. Remote sensing technology has made significant impact in precision
agriculture and could be an alternative integration tool for the prediction of this nematode
concentration.
Application of remote sensing technologies in the field of agriculture has been
increasing. Advanced remote sensing instruments such as Analytical Spectral Devices
(ASD) facilitate the collection of a target's (e.g. cotton crop) reflected energy distributed
over a wide range of bands of the Electromagnetic (EM) spectrum, and can provide
insight into the health of the plants. Interpretation of the radiometric information gathered
on the vegetation by using the available technologies helps us to determine the nematode
numbers without collecting the soil samples from the field.

2

Large infestations of R. reniformis nematodes tends to reduce the host's ability to
take up moisture content and nutrients from the soil, which results in stress and moisture
deficiency in the plants [2]. So, the goal of this thesis is to identify the effects of R
.reniformis nematode present in the soil based upon the reflected energy from the cotton
plants using hyperspectral remote sensing technologies. Ultimately, we determine
whether there exists any correlation between the reniform nematode numbers present in
the soil of the cotton plants with their hyperspectral reflectance values. This can be
achieved by inverting the canopy reflectance model on the field ASD measurements to
retrieve the biophysical parameters and relate them to the nematode infestation numbers.
1.2

Why LAI & Cab?
Although there are many variables involved in the canopy reflectance, only a few

bio-physical variables are actually estimated. So according to [4] there is a need to
identify the canopy bio-physical variables which are synthetic, effective, and pertinent:
 Synthetic, as very little information is available in the hyperspectral data
and we need to choose a variable which combine structural and the optical
properties of the canopy.
 Effective, as the biophysical variable and the canopy reflectance should be
related strongly such that they yield better results from prediction.
 Pertinent, as these biophysical variables act as input for proper working of
the canopy reflectance model
Taking all the above factors into consideration we choose Leaf Area Index (LAI)
and Chlorophyll A & B (Cab) as the biophysical parameters which are to be retrieved.

3

1.3

Why not NDVI?
There are many ways to retrieve the biophysical parameters from the available

hyperspectral canopy reflectance. One way is through the use of classical vegetation
indices. As there is no single vegetation index which proves to be the best in all
circumstances, many experiments were conducted by [4] and they came to the
conclusion, if the calibration data set and the validation data sets of one type were derived
under similar conditions, then excellent results were produced. But, testing the calibration
data sets of one type on data on the other type gave poor results. This kind of behavior is
seen especially in NDVI because it does not accurately correct for the soil back ground
and the atmospheric effects [4]. This makes us think about an alternative solution which
is the radiative transfer model.
1.4

Radiative Transfer Model
Radiative

transfer

models

approximate

the

interaction

of

the

sun’s

electromagnetic radiation with the atmosphere and the Earth’s surface considering both
the scattering and absorption. This method is highly non-linear and intense simulations
are needed to understand these intricate interactions. Modeling of the interaction of the
solar radiation with vegetation explains the biome operations and can result in the
retrieval of major canopy characteristics. Among all the extraction methods, those relying
on physically based models that calculate top-of-canopy reflectance have proved to be a
promising alternative to estimating vegetation biophysical parameters. Inverting the
canopy reflectance models is likely a more robust and accurate method than to use
empirical relationships for deriving biophysical parameters from images obtained from
space [5].

4

1.5

Methods of Inversion
This inversion of canopy reflectance can be achieved by many methods; each

having its own pros and cons. Inversion of canopy reflectance through optimization
techniques to derive various model parameters is performed by minimizing a merit
function. An n-dimensional optimization problem consists of a total of “n” parameters to
be solved [6]. There are many algorithms for minimizing the merit function, and
depending on the mathematical properties of the function to be minimized a particular
algorithm is chosen. Commonly used algorithms are the Downhill simplex method, the
Quasi-Newton method and the Conjugate direction set method [7]. However, these
methods are computationally intensive and showed huge inaccuracies in the estimation of
the biophysical parameters.
Look-up table (LUT) and Artificial Neural Networks (ANN), are other methods
which can be used for the canopy reflectance model inversion. The LUT approach is an
easy approach. Altering the structural and radiometric properties results in simulated
canopy reflectance, which is the primary component in the construction of the LUT [5].
Model inversions for the retrieval of biophysical variables using ANN have also been
used in the recent past. Application of genetic algorithms to the model inversion is a new
approach.
Both the ANN and LUT methods performed in a better way in most of the
conditions, but inadequate generalization capabilities to take any arbitrary subset of
directional or spectral combination has been a major disadvantage. There are many
structures and techniques that may accomplish this generalization, however, a single
neural network structure is not developed to handle any random subset of data [8].
5

As mentioned in [5] the problem of biophysical parameters estimation by
inversion of canopy radiative transfer models is known to be ill posed. Regularization
techniques can be used to provide stable and reliable solutions to these ill posed
problems.
1.6

SVM
Support Vector machines (SVM) are a group of supervised learning methods

which examines the data and identify the patterns required for classification and
regression analysis. The original SVM algorithm was invented by Vladimir Vapnik and
the current standard incarnation (soft margin) was proposed by Corinna Cortes and
Vladimir Vapnik. A support vector machine is used for finding a hyper-plane or a set of
hyper-planes in a high dimensional space that can be used for various classification and
regression problems. Apparently a good classifier constructs a hyper-plane that has the
largest distance to the nearest training data points of any class, and results in lower
generalization error for the classifier [9]. SVMs usually have excellent generalization
capacity, hi-speed, robust to high input space dimensionality, require minimum samples,
and produce sparse solutions by weighing only the most relevant samples of the training
data which results in low computational cost and memory requirements [5].
SVMs have applications in many areas. For example, they have been used for
isolated handwritten digit recognition, object recognition, charmed quark detection, face
detection in images, and text categorization. For the regression estimation case, SVMs
have been compared on benchmark time series prediction tests, the Boston housing
problem and on the PET operator inversion problem. In most of these cases, SVM
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generalization performance either matches or is significantly better than that of the
competing methods [10].
1.7

Web services
In order to make the results from this work available to users, we created any easy

to use web-service. The end user can upload the ground hyperspectral reflectances of
their fields and see the results of the prediction models in an easy to use interface which
is graphically appealing. This was developed using the J2EE Java servlets in Google Web
Tool Kit (GWT) (Google map AJAX API) and deployed using the apache tomcat server.
GWT gives the web developers a great opportunity to write complex Java Script
applications in Java [11]. Once the Java code is compiled, GWT converts the Java code
into JavaScript. Apache tomcat server is widely used in a number of business applications
and has a very robust architecture with great functionality, management and security
tools. The ease of implementation using the commons API for uploading large files, the
ease of integrating backend C/C++/java script code to the servlet and previous experience
in the use of the technology was the motivation of using these servlets. The Google map
API is also rich in functionality and follows a modular design which facilitates the
invoking of functions to implements tools like creating markers, mapping listener events,
reading and writing to XML files and geocoding. Many sample tutorials were referred
online to create a visually appealing user interface along with documentation on
installation and dependencies required to deploy our project.

7

1.8

Objectives
The following are the objectives of my thesis:
 The presence of R.reniform nematode causes stress in the cotton plant and
has a direct effect on the biophysical parameters of the crop such as LAI,
Cab etc. Therefore the primary objective of this project is to develop a
direct relationship between the ground data and the biophysical
parameters, in turn deriving a relationship between the ground
hyperspectral data and the nematode infestation at spatially distributed
across the fields in all multi-temporal intervals.
 Parameter selection, test case elimination, running the canopy reflectance
model, and model inversion using SVM regression to generate a multilevel machine learning model.
 Validating the derived results with the available ground reference data.
 Creating a user friendly web-service which is globally available to the
farmers all the time, giving trustworthy results for the given input data and
thereby reducing the nematode infestation in the crop and their expenses
on nematicides.

1.9

Thesis organization
The organization of this thesis is as follows:
Chapter 2 presents the literature review and gives a detailed description of

Nematode species, the methods implemented for inverting the radiative transfer models
and also a summary of the radiative transfer models has been discussed. Chapter 3
presents the algorithm of the proposed methodology along with the web services
8

provided and discusses in detail the main components involved in this research. Chapter 4
presents the results of this proposed methodology along with the developed web portal
and their analysis. Chapter 5 draws conclusions and suggests future work.

9

CHAPTER II
LITERTURE REVIEW
2.1

Rotylenchulus reniformis

Figure 2.1

R.reniformis extracted from the soil [17]

Rotylenchulus reniformis is a ‘semi-endoparasitic species’ (partially inside the
roots) that is commonly found around the tropical and sub-tropical regions of the world
[12, 13, and 14]. Very few species are found in warm temperate climates. The name
‘reniform’ takes origin from the species, R.reniformis (Linford and Oliveira, 1940), as the
body of sedentary mature females resembles a kidney-like shape which characterizes all
members of the genus Rotylenchulus [15]. Females of the R. reniformis species penetrate
into the root cells of the host plant altering the flow of nutrients of the plants, thereby
affecting the growth of the host plant [12, 13, and 16]. Figure 2.1 shows male and young
10

female of reniform nematode, Rotylenchulus reniformis (Linford & Oliveira, 1940),
stages typically found in soil. The female has a strong stylet (needle-shaped mouthpart).
Male (curved specimen) has a weak stylet and a spicules (at posterior) for insemination
[17].
Nematodes are usually found inside the roots of the cotton plant in the soil. This,
along with their small size, does not allow an inexperienced observer to detect the
damage caused by them. The normal observed symptoms of a nematode affected crop
usually include stunting, poor fruit set, and signs of potassium deficiency and are
generally confused with those caused by acid soils, hardpans, nutritional deficiencies and
other diseases [18].

Figure 2.2

Plants severely stunted by reniform nematodes [18]

The main reason for the spread of these nematodes in the soil is human beings.
These nematodes usually spread from one field to another through the nematode infested
agricultural equipment, and also through the farmer’s shoes. Once the nematodes are
introduced into the field, they grow gradually and spread throughout the field, and once
they are established, it is a difficult task to eradicate them [18]. It is observed that the
11

presence of large number of R. reniformis nematodes tends to decrease the host’s
capacity to take up moisture content and nutrients from the soil. This can in turn cause a
large amount of stress and moisture deficiency in the plants. The effects of this nematode
may vary depending upon the type of host and the population of nematodes in the soil. It
is possible to have no or negligible visual above ground symptoms. R. reniformis
numbers are usually very low during the planting and increase exponentially (under
favorable conditions) at crop maturity [12, 13, 14, 16, and 19]. It is estimated that R.
reniformis tend to decrease the cotton yield as high as 60%, with losses running into the
millions of dollars [18].

Figure 2.3

Female reniform nematodes (stained pink) parasitizing a cotton root [53]

Figure 2.3 shows a microscopic view of the female nematode in the cotton root.
Due to the small size of the nematode it makes it difficult to notice their presence. Also
the normal distribution of the nematodes lacks uniformity throughout the field [12]. So,
the damage varies according to the number of nematodes present in that particular
location in a cotton field. Managing the nematode numbers after a certain threshold
12

reached can be expensive and it is almost equivalent or even more than the cost caused
due to total yield loss [12, 13, 14, and 19]. By taking the nematode infested soil samples
and processing them in a laboratory, one can provide a detailed analysis of the effects
caused by the percentage of nematode numbers present in those samples [18]. This
method is extremely costly and time consuming. This inspired us to analyze the problem
in a different way and we made use of the above ground effects caused by the R.
reniformis nematodes on cotton plants to examine whether there is any relation between
the actual nematode numbers and the effect it causes. The above ground effects are
collected using remote sensing technology [12, 13, 14, 16, 18, and19].
2.2

Remote Sensing Technology
Remote sensing technology is the process of acquiring information of an object,

by the use of either recording or real time sensing devices that are not in physical or
intimate contact with the object [20]. It mainly consists of three components: 1. Source
which radiates energy. 2. Target of interest. 3. Sensor which accumulates and analyses
the energy reflected by the target. Many advanced remote sensing instruments directly
measure the target’s reflected energy as a function of wavelength and is known as
reflectance [12]. The remote sensing analyst usually ascertains the nature of the target
(i.e., whether it is vegetation, soil, rock, etc) by collecting the reflected energy from the
target and accounting for the level of interaction of the energy with the atmosphere [21].
A detailed investigation may be carried out once the target is identified. For instance, in
the plant kingdom, various species reflect different amounts of energy at different
wavelengths in the electromagnetic spectrum depending upon the absorption
characteristics of the plants [12, 22]. Also different regions of the EM spectrum provide
13

different information about the plants. The visible region (350-650 nm) along with the
NIR region (650-1350 nm) provides information about the cellular structure and the
stress in the plants while the Mid – IR region (1300-2500 nm) gives information about
the moisture content in the plants [23]. There are also some specific bands which contain
some unique information about the plants. In applications such as agriculture,
hyperspectral reflectances of the crop may not vary only according to the season, but also
according to the stress induced upon them by both internal and external factors [12, 22].
This has been the core of this thesis.
2.3

Traditional Inversion Methods
In the previous chapter a brief outline about the inversion methods is given. This

section gives a detailed description of those methods. The methods used for inversion of
physically based models are the Iterative optimization techniques, the Look-Up tables,
and the Artificial Neural Networks.
2.3.1

Iterative Optimization techniques
All the optimization techniques try to accommodate the free parameters so that a

close resemblance appears between the reflectance obtained from the model and that
measured from the field. This takes place iteratively. The extent of resemblance is
determined by the merit function which is given by [8] as:
2

n
j 1

R *j )

w j (R j

2

(2.1)

where Rj is the spectral reflectance obtained from the field and Rj* is the modeled
reflectance and wj is the weighting function [8]. So the optimization techniques try
inverting the model for which the

2

is minimum. There are three optimization
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techniques which are commonly used - Downhill simplex method, the Conjugate
direction set method, and the quasi-Newton method.
2.3.2

Downhill simplex method
This method usually contains p+1 simplex vertices in the p-parameter space.

Starting with a vertex which contributes to the largest merit function value, the algorithm
tries to find a vertex which produces a merit function value lower than the previous one.
If the new merit function is not better than the second worst vertex, the simplex
compresses and moves the worst vertex closer to the rest. This method is an iterative
process and it aims to make its way “downhill” until it finds an appropriate minimum [8].
2.3.3

Conjugate direction set method
This method contains a set of p conjugate directions. This algorithm starts by

assuming an initial position and performs single line minimizations in each of the p
conjugate directions and produces a minimum for the respective iteration. This is then
compared to the previously computed iteration’s minimum and if the variation between
them is less than the user defined tolerance, then the algorithm stops. If the variation is
greater than the user defined tolerance, then the conjugate directions are redefined basing
on the vector between the two minima [8].
2.3.4

quasi-Newton method
In every iteration, the quasi-Newton method tries to approximate the second

partial derivative matrix by relying on the information available for the new search
direction. This method is used the most of the three optimization algorithms available,
but it works best with continuous functions having first and second partial derivatives [8].
15

All the above discussed iterative methods are suitable for lower dimensional
problems. However, they fail for computationally intensive operations which are per
pixel based as they are time consuming and do not always yield satisfactory results.
2.4

Look-Up table
The basic concept applied in constructing a look-up table is that the estimation of

the modeled reflectance for different combinations of the Bidirectional Reflectance
Distribution Function (BRDF) parameter set prior to the inversion. This allows us to just
select the modeled reflectance set that is in close resemblance to the reflectance obtained
from the field. Three important attributes are considered in building the look-up table
algorithm. They are (1) the space D for all modeled reflectance (2) the space P for all the
measured set of reflection and (3) a relationship F between the two spaces such that for
every element p in P spaces there is a F (p) in D space. Thus, the inverse problem can be
defined as [8]:
F (p) = d

(2.2)

If Eq. (2.2) has a unique solution it can be solved as p = F-1(d), but if it has
multiple solutions then an alternate analysis is required. Normally the solution provided
by the look-up table is independent of the canopy radiation model implemented. The
look-up table results are more accurate when there is large set of measured data as this
method provides convergence for the retrieval technique [8].
2.5

Artificial Neural networks
Inversion of the physically based models mainly involves finding the appropriate

mathematical relationship between the input and the output parameters. The output of the
physically based models can be given to the supervised artificial neural network
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architectures in the form of testing and training data containing network inputs and
known outputs. The supervised ANNs try to approximate the underlying mathematical
relationship between the input and the output parameters with good accuracy. If the
existing mathematical relationship is weak then the results obtained are poor [8]. There
are 3 types of artificial neural network architectures which are generally used: supervised
feed forward network, supervised feed backward network, and the unsupervised network.
The main disadvantage of using the LUT’s and the ANNs is that they lack robust
generalization capabilities. When a random set of input data is given, these techniques
fail to handle them. Moreover the accuracy of the inversion depends on the accuracy of
the physically based models used for the forward simulation [8].
Considering all these factors we tried to implement the model inversion using the
Support vector machines which were discussed in the previous chapter.
2.6
2.6.1

Canopy Reflectance Models
SAIL
According to [24] the SAIL (Scattering by Arbitrarily Inclined Leaves) model is

developed from a previous model using the Kubleka-Munk approximation of the
radiative transfer equations by Suits. The radiative transfer through a vegetation canopy
is characterized into three “streams”: a downward flux of direct radiation and an upward
and downward flux of diffuse radiation. It can be described as a complex model that
considers the canopy is a resemblance of small absorbing and scattering elements, with
known optical properties, which are abruptly distributed in horizontal layers and with a
known angular distribution. There is a tremendous increase in the use of the SAIL model
for estimating the spectral and directional reflectance properties of the vegetation canopy.
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Simulations to explain the effects of off-nadir viewing and spectral shifts of the red-edge
can be done using the SAIL model. Model inversions for the estimation of the canopy
properties using the available remote sensing data is the primary advantage form the
SAIL model [24].
2.6.2

PROSPECT
The leaf reflectance and transmittance can be estimated using the PROSPECT

model. According to [25] “The PROSPECT model is based on Allen’s multiple layer
plate models but adopts a solid angle of incident radiation instead of an isotropic
direction. A leaf is taken as several absorbing plates with rough surfaces giving rise to
scattering of light. The model assumes the leaf is a stack of N identical elementary layers
separated by N-1 air spaces. Layers are defined by their refractive index (n) and
absorption coefficient Ki. The number of layers mimics the scattering within the leaf.
Absorption is the linear summation of the concentrations of the biochemicals
(chlorophyll, water, dry water etc) and the corresponding specific absorption coefficients.
Leaf optical spectra from 400 nm to 2500 nm are simulated through the upward and
downward hemispherical radiation flux. The model can be inverted by numerical iteration
to derive the leaf biophysical contents from the leaf spectra. Using an optimization
algorithm, leaf biophysical constituents can be numerically iterated by comparing
hemispherical reflectance and transmittance with the measured leaf reflectance and
transmittance”.
2.6.3

PROSAIL
Inversion of the multispectral and hyperspectral data by the SAIL model leads to

an uncertain system if there is an increase in the number of wavebands. The three
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wavelength-dependent input variables of SAIL are leaf reflectance, leaf transmittance,
and soil reflectance. Implementing this model for the retrieval of biophysical variables
from canopy reflectance spectra at particular solar and viewing angles in a defined
relative azimuthal plane requires at least three times as many variables as wavelengths.
Due to this, inversion of the SAIL model is practically impossible without several
viewing angles [26]. To reduce the dimensionality of the inverse problem SAILH was
coupled with PROSPECT early in the 1990’s to derive PROSAIL [27]. Analysis of the
spectral and directional reflectance of the field data as sampled by the sensors was
facilitated after coupling the PROSPECT model with the SAIL model. When PROSAIL
model is run in the forward direction it generates databases and can test new spectral
indices. It also helps in testing the spectral properties of the sensors so that a better design
can be obtained before they come into use. The large diffusion of PROSPECT and SAIL
in the research community is attributed to their simplicity accuracy and, above all their
availability [26].
2.7

Problem of Inversion
Empirical modeling provides a finite and sampled dataset. Due to the non-uniform

sampling and high dimensionality problem, data is scattered in the input space. Therefore
the problem is always ill posed [28]. Estimating biophysical variables by virtual canopy
reflectance model inversion is known to be ill posed [29]. According to [30] “Ill posed
means that when finding a p that satisfies the equality Ap = F, where A is a linear
operator, we have large deviations in the resolved p corresponding to small deviations in
F. This is due to the measurement, model errors and the inadequacy between the model
and reality, which produces similar reflectances for different combinations of the input
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parameters into the radiative transfer model. Also, nonlinear interactions between the
variables can lead to unstable solutions”.
The problem of inversion can be solved if and only if it is well posed, in the sense
defined by Hadamard, i.e., a unique solution which is continuous with the data exists for
a well posed problem [29]. Regularization techniques are generally employed to solve
these kinds of inversion problems. They derive consistent solutions. According to
[5],“Regularization solves the problem of choosing among the infinite number of
functions that all pass through the finite number of data points by imposing a smoothness
constraint on the final solution”. Eq (3) is the result of shrinking the cost function
(2.3)
Where ||f||2k tells the variation from smoothness of the solution f [31] and the
aggregate is the variation of the function from the given data. λ co-ordinates the model
complexity and minimization of the training errors (first term on the right hand side of
Eq. (2.3)) such that there is a balance between them. In other words, regularization is
equal to finding the estimator which minimizes the energy usage in determining the
output. However, this method is ill-posed and could not guarantee better results for the
prediction. There is a necessity to reduce the association of the empirical error over
existing data and a penalty factor that removes solutions which are intricate: supervising
the smoothness functions is essential [31]. To implement this type of regularization we
use Support Vector Machines (SVM) which are based on statistical learning theory and
provides a similar type of regularization as the solution of Eq. (2.3).
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CHAPTER III
METHODOLOGY
In this chapter, a detailed explanation of the developed algorithm for the detection
of Nematode infestation in the cotton crop is discussed. Different techniques of machine
learning have been used to design this algorithm. This algorithm makes use of the various
physical properties of the cotton crop and tries to predict the amount of nematode
infestation in field.
3.1

Overview of the Algorithm
The overall process of developing Nematode infestation detection model consists

of the following steps:
1. Parameter Combinations
An optimum number of parameter combinations are selected from the available
huge set in order to design a fast and efficient algorithm. Generation of the test cases is
done using a pair wise testing tool called Jenny. This selection is based on research works
of various people which are discussed in the further sections.
2. Forward Modeling of PROSAIL
Forward modeling of the PROSAIL with the test cases derived from the Jenny as
input gives a set of hyperspectral reflectances as output for the corresponding parameter
combination. This is used to analyze the bidirectional and spectral reflectance of the
canopy.
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3. Kernel PCA computation
Feature extraction using the Kernel Principal Component Analysis is carried out
in this algorithm to derive the weighted features which have distinct properties.
4. Regression
Regression of the available feature data set is performed using a set of related
supervised learning method called Support Vector Machines (SVM). In order to
implement this SVM regression we used a Matlab routine called LIBSVM.
5. Web service portal
A web application project is built in JAVA using Google Web Tool Kit (GWT).
Use of the Google maps in the Graphical User Interface in order to display the amount of
nematode infestation in a particular field makes it visually appealing. The concept of
JAVA servlets is used for the purpose of client-server communication.
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Figure 3.1

3.2

Block diagram of the proposed methodology for estimation of Nematode
Infestation in cotton crop

Selection of parameter combinations
Different methods sample the input variables in a different manner. Combal et al.,

2002 [29] used 280,000 values for each variable, such that they were abruptly picked up
with a combination definitive to each variable. Sampling of the space of model input
variables was done arbitrarily by drawing values within particular distribution functions
[5]. Choosing of parameters ranges were done by scaling the parameters intrafield
variability in the method proposed by [32]. Bacour et al. (2002) [33] used a parameter
range where the lowest values corresponds to the lower margin of the range of variation
increased by 5% and vice versa. There is a steady spacing in the remaining levels
between these two bounds. We adopted a method similar to that in [5] and selected a set
of seven free parameters which are classified into 7 classes that are considered as the
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range values for the biophysical parameters during the entire growing period of the cotton
crop. These parameters include leaf area index (LAI), mean leaf inclination angle (θ1),
the hot spot parameter (S1), a spectral soil parameter that controls the soil reflectance
levels (αsoil), the leaf structure parameter (N), chlorophyll A and B (Cab) and soil
brightness (S). The seven free parameters are shown in Table 3.1, each having a range of
seven values.
Table 3.1

Input parameters for PROSAIL model and their range of variation [5]

Parameter

Unit

Range of
Variation

Values

LAI

m2 m-2

0–7

0.4, 1.4, 2.5, 3.5, 4.6, 5.6, 6.7

Cab

μg cm-2

1–80

5, 17, 29, 41, 52, 64, 76

θ1

degrees (°)

5–85

9, 21, 33, 45, 57, 69, 81

s1

0.01–1

αsoil

0.5–2

N

2.5

0.06, 0.21, 0.36, 0.51, 0.65, 0.80,
0.95
0.57, 0.80, 1.02, 1.25, 1.48, 1.70,
1.93
1.1, 1.3, 1.5, 1.8, 2.0, 2.2, 2.4

S

0.3-1.5

0.3, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5

There are a total of 77 (i.e., 823,543) simulations when all combinations of the
parameters are taken. LAI and Cab operate nonlinearly in almost all the cases, and also
more number of range values would gradually increase the number of simulations. This is
the main reason for choosing seven levels for each of the free parameter [33].
The huge set of simulations is reduced by [33] using exhaustive testing.
According to [33] “The number of combinations is reduced by treating the problem in a
similar manner to a fractional factorial experimental design where data from the
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computer runs are collected using a Hyper Graeco Latin Geometric sampling scheme and
all factors have the same number of levels. This reduced the number of simulations to
343 from an exhaustive set of 280,000”. In this research we adopted an alternative
method called the pseudo exhaustive testing (as in [5]) which attempts to reduce the large
test time required for exhaustive testing. This methodology is generally used for software
testing purposes, which involves heterogeneous parameter combinations. Software testing
is used for identifying and removing software errors. Obtaining good test cases is the
main criteria to effectively test any software, but the wide range of input produces a huge
set of simulations and there is a definite need to decrease these simulations by selecting
those cases which generate the possible errors. The objective is to select only those set of
vectors which are most probable to give a varied distribution of test cases; thereby
eliminating repetitive sets of input test cases.
We tried to implement this methodology (as in [5]) in our research by generating
the input test cases for the forward modeling in PROSAIL. For this purpose we used a
pair-wise testing software package named Jenny (Jenkins, 2005) [34]. In the exhaustive
testing method there is an exponential increase of the test cases with the number of
dimensions to be tested together, but if we restrict the testing space by covering all pairs
(triples, quadruples, n-tuples) of features and allowing every test case to cover many ntuples, the required number of test cases thus obtained just grows with the log of the
dimensions [34].
3.2.1

Reasons for using Jenny
Features are generally analyzed based on their dimensions, and a test case selects

each feature individually from each dimension. Each variable comprises of a data type
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which can be taken as a dimension: the variable should correspond to only one of various
data types. Comparison of the variables can then be done. The data type of the other
variable corresponds to another dimension. A very few comparison types (<, >, =) are
available and each of them can be separately considered as another dimension. One
feature from each dimension is selected for each test case individually [34].
Jenny confines itself to exhaustive testing. Exhaustive testing usually selects one
test case for every combination of the parameters in the cross-product of all dimensions.
For example, exhaustive testing of 12 dimensions with 2 features each (for example 12
flags that can each be on or off) requires 212 = 4096 test cases, and that's
what Jenny produces [34]:
PROMPT>jenny -n12 2 2 2 2 2 2 2 2 2 2 2 2 | wc
4096

49152 167936

For our usage, we considered triples in our feature set of seven parameters. By
implementing Jenny we have 400 test cases as input into the PROSAIL model. The
output format of Jenny is shown below.
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Figure 3.2
3.2.2

Parameter Combinations from Jenny software

Algorithm analysis for Jenny
Jenny primarily considers single features, followed by pairs of features, then

triples, and so on until all the n-tuples requested by the user. Each test case inspects if
that particular combination covers all the tuples, and if they are missing any, it then
creates a list and increases the number of test cases so that all tuples are covered. It
attempts to identify test cases that follow all the constraints and cover most of the new
tuples. It prepares a list of constraints if there are any tuples which cannot be covered by
obeying all the disciplines. Then, it gradually increases the number of tuples. The running
time is empirically about O(d2.3f4.6) for d dimensions all of size f (for -n2) [34].
3.3

Radiative Transfer Models
The PROSPECT model has been coupled to the SAIL model to obtain PROSAIL

model and three variables are used to analyze the canopy structure, the LAI, the average
leaf angle, and a hot spot parameter. Both spectral and directional reflectances are
estimated by selecting the type of sensor and the number of viewing angles for particular
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input set of parameters [5]. Many sensors like the AVIRIS, MODIS, MERIS, HRV, TM,
MISR, AVHRR, and handheld Spectroradiometer can be simulated using the PROSAIL
model [35]. We have simulated the directional reflectance of the handheld
spectroradiometer sensor with a wavelength range of 400-2500 nm using the PROSAIL
model.
The PROSAIL binaries are wrapped in a Matlab code and compiled continuously
altering the input file as per the generated Jenny output. The raw reflectance values
generated by PROSAIL gives a wide range of training data sets over the complete
growing period of the cotton crop which enables a multi-temporal analysis of nematodes
infestation. The package used for the application of the SVM Regression is LIBSVM
(Chang & Lin, 2001) [36] software. The multiple spectroradiometer reflectance values
generated from the forward PROSAIL model are written into a file in the LIBSVM
format for the purpose of regression.
3.4
3.4.1

Testing and Training Data
Prediction Model1
The range of the input parameters shown in the Table 3.1 form the basic set of

biophysical parameters to be used in the forward modeling of the PROSAIL model. The
set of 77 inputs is reduced to 400 test cases by applying the pseudo exhaustive testing
method using Jenny software which was discussed in the section 3.2.2. Jenny software
filters out the test cases which are repeated and gives a final set that has a varied
distribution of the input. This set of biophysical variables is used as input for the
PROSAIL model. The generated set of reflectance values for the handheld
spectroradiometer is in the range of 400-2500 nm with a step of 5nm. As mentioned
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above the output of the PROSAIL model is written in LIBSVM format in order to
perform Support Vector Regression.

Figure 3.3

LIBSVM format of PROSAIL output for biophysical variable Cab

Figure 3.4

LIBSVM format of PROSAIL output for biophysical variable LAI
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Figures 3.3 and 3.4 show the generated reflectance values with the corresponding
LAI and Cab. For the PROSAIL model the soil is characterized by a typical Lambertian
soil reflectance spectra multiplied by a brightness parameter S. This allows the inclusion
of soil roughness and moisture variation on the reflectance [29]. By implementing
Support Vector Regression, the reflectance values obtained from the PROSAIL can be
used to train the various biophysical parameters like LAI, Cab. But when the reflectance
values in the training data set are subjected to Kernel Principal Component analysis
(KPCA) and extracted features along with the target vector (LAI, Cab taken individually)
are used as input for the regression process gave good results. The regression model thus
obtained is the Prediction Model 1 of the methodology and is tested for accuracy using
cross validation to get the mean squared error and the correlation coefficient.
3.4.2

Prediction Model 2
The ground reference data consisting of the nematode population with the

corresponding hyper-spectral reflectance measured using the handheld spectroradiometer
in the band width range 350-2500 nm with a step of 1 nm, from North farm and Green
house in Mississippi and one field in Tennessee Valley Research and Extension Center,
Alabama is collected over the complete growing period of the cotton crop. The ground
reference data also contains the corresponding LAI and Cab of each plant which are
measured using the LI-COR 2000 and the SPAD 502 plus meter. After processing the
data we integrated the all the data points to obtain a set of 200 points each with the
nematode count (obtained by manually collecting the samples from the soil followed by
processing in the lab), hyper-spectral reflectance, LAI, and Cab. The nematode count is
taken as target vector and the biophysical variables are taken as feature vectors in
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building the prediction model 2 of the proposed methodology. A 10 fold cross validation
is implemented for the purpose of testing. The testing data is primarily given to the
prediction model 1 from which the biophysical parameters are derived and are used as
feature vectors in the model 2 to predict the actual nematode count. Then we calculate the
correlation coefficient and the mean square error from the model. This model derives a
relationship between field hyperspectral data and R. reniformis nematode population
density in the cotton crop.
3.4.3

Ground Truth Data Collection
The multi-temporal field data sets consisted of the nematode numbers, hyper-

spectral reflectance, and the biophysical parameters LAI, Cab. These were collected for
different dates in the year 2010 from the cotton fields in Mississippi and Alabama. The
dates include: 25th March - North farm, Mississippi, 25th June – Green house, Mississippi,
25th July – Tennessee Valley Research and Extension Center, Alabama. The analysis of
the data is done after combining the data from all the fields. In addition to these, tests are
being conducted in producer fields and data is collected from the micro plots located on
the North Farm Plant Sciences Research Farm at Mississippi State University. Micro
plots are fiberglass cylinders, which are 2' long x 2' in diameter and inserted 18" into the
ground. These are similar to large isolated pots in which we can critically control
nematode numbers while subjecting the cotton plants to natural conditions. These
experiments evaluate the hyper-spectral reflectance for differentiating plant stress due to
population levels of the reniform nematode.
The primary difference between the data collected from the microplots and the
data collected from various fields is that the R. reniformis nematodes are growing under
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controlled experimental conditions in the microplots and their population is also known
where as they are naturally present in the fields and their population is unknown.
The biophysical parameters LAI and Cab of each plant are measured using the LICOR 2000 and the SPAD 502 plus meter. Sufficient training was given by Dr. Gary
Lawrence for the appropriate use of the instruments to obtain precise measurements of
these parameters. Figure 3.5 shows a LI-COR 2000 instrument. Figure 3.6 shows the
measurement of LAI using LI-COR 2000 in the North Farm, Mississippi.

Figure 3.5

LI-COR 2000 Instrument [54]
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Figure 3.6

Measurement of LAI using LI-COR 2000

Figure 3.7

SPAD 502 Plus Meter [55]
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Figure 3.8

Measurement of Cab using SPAD 502 plus meter

SPAD 502 Plus meter used for measurement of Cab is shown in figure 3.7.
Measurement of the Cab using SPAD meter in North Farm, Mississippi is shown in figure
3.8.
3.4.3.1

Data Processing
The ground reference data consists of a text document comprising the raw

hyperspectral reflectance of the individual plants whose wave length range varies from
350 – 2500 nm with a step size of 1 nm, an Excel file containing the information about
the place, date, and the nematode population of the corresponding plants and another
Excel file containing the data for the biophysical parameters LAI and Cab. The raw
hyperspectral reflectance data is preprocessed using a Matlab program called
reflect_data.m, so that the wave length range of the data changes from 400 – 2500 nm
with a step size of 5 nm. Using macros in the Microsoft Excel spreadsheet the columns
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containing the nematode count, LAI, Cab, are pulled and written into separate text
documents. A Matlab program called model2.m takes all four text documents as input
and creates a final text document which consists of nematode count as target vector and
LAI, Cab, hyperspectral reflectance of the corresponding points as feature vectors for each
user defined range. This procedure is repeated for all the data collected from different
places and combined to form a final data set comprising of 200 points.
The data of the biophysical variables LAI and Cab are collected using LI-COR
2000 and 502 SPAD plus meter as mentioned above. The data collected using LI-COR
2000 is processed using FV2000 version 1.1. The necessary data is pulled from the
available file and written into an Excel file. To be more precise in the data collection of
chlorophyll content (Cab) after collecting the data from 1st field i.e., North Farm
Mississippi using the 502 SPAD plus meter we gathered the leaves of the cotton plants in
separate bags which are labeled and we experimentally determined the chlorophyll
content (Cab) in the leaves in the Nematology lab of Mississippi State University under
the guidance of Dr. Raja Reddy. Then we developed a Cab regression model using the
data collected from the field and that derived from the experiments. From then onwards
we collected the Cab data using the SPAD meter and used the regression model to obtain
the experimental data which was used in our methodology.
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Figure 3.9

SVM toy output of Cab regression model

Figure 3.9 shows regression model developed using the data collected from the
SPAD meter and the experimental data. The regression model is obtained using
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LIBSVM, and the result is shown using SVM toy tool integrated in the LIBSVM. The
correlation coefficient and the root mean squared error are shown in the Table 3.2
Table 3.2

Accuracies of the developed Cab regression model
Type

RMSE

Correlation Coefficient

Cab Regression model

9.5529

0.8444

3.5
3.5.1

Feature Extraction Methods
Principal Component Analysis
Principal component analysis (PCA) is a statistical technique that converts a

group of likely correlated variables into a group of uncorrelated variables using an
orthogonal transformation. These uncorrelated variables are called - principal
components [38]. In other words, Principal component analysis (PCA) is an efficient
mathematical procedure in which the dimensions of an unlabeled high-dimensional
dataset can be decreased with minimal change to its spatial characteristics. PCA tries to
convert the existing dataset into a new coordinate system so that the projection onto the
first coordinate has the largest variance amongst all available projections, and the
projection onto the second coordinate has the second largest variances, and so forth. After
estimating the successive coordinates (or principal components), visualization of the
distribution of the original dataset can be done by projecting it onto a low-dimensional
space.

PCA

is

also

named

the

discrete Karhunne-Loeve transform (KLT),

the Hotelling transform or proper orthogonal decomposition (POD) based on the area of
application. [37].
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PCA always tries to find the linear relationships in the variables of the data which
is unknown. But this cannot be true all the time and there exists non-linear relationships
between the variables where PCA might fail. So there is an alternative method for the
non-linear relationships which is called Kernel Principal Component Analysis.
3.5.2

Kernel Principal Component Analysis
Kernel Principal Component Analysis (KPCA) is a non-linear extension of the

PCA that is formulated by implementing kernel methods. The linear relationships
obtained by the Principal Component Analysis can be projected into Hilbert space using a
non-linear mapping. According to [39] “Kernel Principal Component Analysis (KPCA) is
an efficient generalization of the traditional principal component analysis (PCA) which
computes the principal components in a high-dimensional feature space F, which is
nonlinearly related to the input space that allows for the detection and characterization of
the low-dimensional nonlinear structure in the multivariate datasets”.

Figure 3.10

KPCA and PCA feature extractions [39]
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3.6

Support Vector Regression (SVR)
The application of Support Vector Machines for both classification and regression

problems has been increasing. In case of classification we find an optimal hyper-plane or
a set of hyper-planes which separates the given number of classes. We shrink the norm of
the vector w that characterizes the hyper-plane. This is proportional to increasing the
margin between the classes (shown in Figure 3.11). In case of regression we evaluate an
unknown continuous - valued function depending on a finite number set of noisy samples
(shown in Figure 3.12) [5].
The assumed statistical model for data generation has the following form:
(3.1)
where r(s) is an unknown target function (regression), and δ is additive zero mean noise
with noise variance σ2 [40].
Usually in SVM regression, the input s is first mapped onto an m-dimensional
feature space using some fixed (nonlinear) mapping, and then a linear model is built in
this feature space [41]. The linear model (in the feature space) f(x,w) is given by
(3.2)
where Фj (s), j=1,2,….m corresponds to a high-dimensional feature space that is
nonlinearly mapped from the input space s, and b is the “bias” term. Often the data are
assumed to be zero mean, so the bias term in Eq. (3.2) is removed [5].
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Figure 3.11

Linearly separable case; only support vectors (dark circled) are required to
define the optimally defined hyper-plane [5].

Figure 3.12

A continuous function for the application of SVM Regression on data [57]
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3.7
3.7.1

LIBSVM PROCEDURE
Categorical Feature
A necessary requirement of SVM is to project each data instance as a vector of

real numbers. Therefore, all categorical attributes, are converted into numeric data before
starting the process. We use p numbers to represent a p-category attribute. Only one of
the p numbers is one, and the others are zero. For example, a three-category attribute such
a red, green, blue can be projected as (0, 0, 1), (0, 1, 0), and (1, 0, 0). A smaller number
of values in each attributes makes the coding more stable [36].
3.7.2

Scaling
Scaling before applying SVM is very important [42]. There are a few advantages

of scaling: Domination of attributes in greater numeric ranges over those in smaller
numeric ranges can be eradicated by scaling. Numerical complications during the
calculation can be avoided by scaling, as the dependency of the kernel values on the inner
products of feature vectors, e.g. the linear kernel and the polynomial kernel, large
attribute values result in mathematical problems. It has been to recommend linearly scale
each attribute to the range [1; +1] or [0; 1]. We also have to use the same method to scale
both training and testing data. For example, suppose that we scaled the first attribute of
training data from [10; +10] to [1; +1]. If the first attribute of testing data lies in the range
[11; +8], we must scale the testing data to [1:1; +0:8] [36].
3.7.3

Parameter Selection
The trade-off between maximum margin and the classification error (during

training) is defined by the value C. The value C is called the Error Penalty. A high error
penalty will force the SVM training to avoid classification errors [46]. When a high value
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of C is chosen there is a tendency to obtain better accuracies. Conversely, when a huge
set of data is taken there are chances that all the points will fail to converge when C is set
higher than 1000. So the optimum value of C is taken as 1000. Very Low value of ‘ ’ is
ideally suitable for any case. So ‘ ’ is taken as 1e-7. A Gaussian kernel is used in the
KPCA feature extraction process. And finally a polynomial kernel with degree (t) = 1 and
epsilon (p) in loss function of epsilon-SVR as 0.05 is selected to perform Support Vector
Regression using LIBSVM software
3.8

Service Oriented Architecture
Service Oriented Architecture (SOA) is a formable set of rules used in the

development of systems and integration stages of computing. An SOA system will
necessarily contain the functionalities as a set of services which can be implemented
within different and individual systems from many business areas. A loose coupling of
services with the operating systems, and other technologies that underlie applications is
preferred by Service-orientation [45]
According to [46] a Service Oriented Architecture (SOA) is typically
characterized by the following properties:
1. Logical View: A service can be taken as a logical view of the program,
database, or business typically describing the operation it is going to
perform.
2. Message Orientation: Using SOA architecture the end user need not know
how an agent implementing a service is constructed.
3. Granularity: Services normally use a small number of operations with
relatively large and complex messages.
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4. Network Orientation: Services try to be oriented towards use over a
network, although it is not a necessary condition.
5. Platform Neutral: Transmission of messages is done on a neutral platform,
standardized format and delivered through the interfaces. The apparent
format which meets all the restrictions is XML.
Figure 3.13 illustrates a basic service-oriented architecture. It shows a service
consumer at the right sending a service request message to a service provider at the left.
The service provider returns a response message to the service consumer. The request and
subsequent response connections are defined in some way that is understandable to both
the service consumer and service provider [47].

Figure 3.13
3.9

Basic implementation of Service Oriented Architecture [47]

Web Services
The World Wide Web (WWW) provides many services which can be easily

accessible by users from any place. Web services are a natural consequence of the
evolution of the Web. According to [44] “A Web service is a networked application that
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is able to interact using standard application-to-application Web protocols over a well
defined interfaces, and which is described using a standard functional description
language”. Simply, web services are modular, self-describing, and self-contained
applications that not only provide static information, but allow the users to take some
immediate reaction or a change in their respective field. The use of these web services
allows the data to be customized corresponding to the need of the end user.
As the use of web service technologies via Service oriented architectures has been
increasing in many application fields, we thought of providing the farmers an easily
accessible user friendly graphical web portal. This portal is developed to facilitate the end
users to use their field collected data to determine the extent of the nematode infestation
in their crop and also retrieve other spatio-temporal statistics. The web portal interacts
with nematodes detection service which is being built based on the Services Oriented
Architecture (SOA). The client prototype is developed in Ajax using Java Servlets in
Google Web Toolkit (GWT). The Java Client-Server architecture is explained in detail in
the further sections. The client application is powered by Google maps to bring
interactive behavior to it.

A visually appealing interface can hide the complicated

operations which take place on the data from the users and thereby provide simple access
to the required information.
3.10 Google Web Toolkit
The Google Web Toolkit (GWT) is an open source tool box that gives the web
developers an opportunity to create Ajax applications in Java. It is used for developing
intricate client-side JavaScript functions in the Java language on any supported platforms.
After the application in the Java code is written it is then compiled, and GWT converts
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the Java application into JavaScript code. The GWT has technologies that allow
deploying a web applications quicker compared to other technologies [48].
Google Web Toolkit offers many features. Some of them are:
1. Remote Procedure Calling
2. Dynamic User Interface components
3. Server communication using Asynchronous HTTP
4. Assists third party library features
5. Supports Google infrastructure
6. Dealing with different browser issues
7. Handling Exceptions
In this work, a simple interactive web portal is developed in GWT for
implementing the Nematode detection service.
3.11 Servlet Life Cycle
A servlet is a small Java program that runs within a Web server. It receives
requests from clients and return responses. Figure 3.14 shows the whole life cycle of a
servlet [49]:
1. Initialization: After the client requests the servlet is loaded and initialized. Very
few web portals give the users a chance to load and initialize the servlets during the start
up so that the servlets loads quickly.
2. Service: Once the servlet is initialized, they serve clients on the basis of
request, by executing the application logic of the web application to which they belong.
3. Destruction: The server usually destroys the servlets and the resources they
occupy, once all the pending requests are processed.
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Figure 3.14

Life Cycle of a Servlet

3.12 Servlet Container (Apache Tomcat)
“Apache Tomcat is an open source software implementation of the Java Servlet
and JavaServer Pages technologies. The Java Servlet and JavaServer Pages specifications
are developed under the Java Community Process”. [51]
The Nematode Detection Service servlets resides in the Apache Tomcat container
and it is responsible for serving the request/response from the client. This acts as a
middleware between the sensor data and the client.
The

Nematode

Detection

Service

uses

Tomcat

version

5.5

(http://tomcat.apache.org/download-55.cgi). Java 5 or above must be installed in the
system running Tomcat. The only configuration to be set for running Tomcat in case of
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Windows is setting an environment variable “JAVA_HOME”, to determine the base path
of a J2SE 5 Java Running Environment (JRE). See http://tomcat.apache.org/tomcat-5.5doc/setup.html for details of the platform specific configuration. The Nematode Detection
Service has to be deployed in Apache Tomcat as a web application archive (WAR) file
[52].
3.13 Google Maps API
Google Maps can be integrated into our own web pages with JavaScript using the
Google Maps API (Figure 3.15). This API provides a number of utilities for manipulating
maps (just like on the http://maps.google.com web page) and adding content to the map
through a variety of services, allowing us to create robust maps applications on a website.
We need to sign up for a key for using the Google maps so that it works in all subdomains and directories. Google Maps can be inserted into your web page by using the
GWT or directly as a JavaScript function. In this work we have used a JavaScript
implementation.
3.13.1 Google Map functions implemented
1. Overview: We have integrated a main Google map interface and created an
overview map for the same which is placed on the bottom right corner of the map for
easy navigation of the user.
2. Geocoding: Geocoding allows the user to search for any particular place and
using the API features a request is made to search for the location by giving the name,
address, or the GPS points of that location.
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LIBSVM is written both in C++ and Java programming languages. So LIBSVM
jar file is imported into the Java Web application project so that the regression analysis
can be done using it.

Figure 3.15

Google Maps to be integrated into our webpage using GWT [56]

3.14 Proposed Methodology
The Block diagram of the proposed methodology for estimation of Nematode
infestation in cotton crop is shown in Figure 3.1. The first step in of the process involves
taking the biophysical properties of the cotton plant which comprises of the Leaf
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Properties (LAI, LAD, and S1), the Geometric Illumination Properties of the sensor, and
the Leaf Optical Properties (N, Cab, and Cw) as inputs and implementing the parameter
reduction technique described in section 3.1.1. By using jenny software we arrive at a set
of 400 test cases as input to the PROSAIL model. Using these as inputs we implement
the radiative transfer model PROSAIL in the forward direction to arrive at sensor specific
reflectance of the vegetation for the specified field conditions. The PROSAIL binaries are
wrapped in a Matlab code and compiled continuously altering the input file as per the
generated Jenny output. The raw reflectance values generated by PROSAIL gives a wide
range of training data sets over the complete growing period of the cotton crop which
enables a multi-temporal analysis of nematodes infestation.
The reflectance values in the training data set are subjected to Kernel Principal
Component Analysis (KPCA) using Gaussian kernel and the extracted features along
with the target vector (LAI, Cab taken individually) are used as input for the regression
process. The package used for the application of the SVM Regression is LIBSVM [36]
software. We use a Polynomial Kernel for training the given data set. The parameters C,
and the kernel options selected are discussed above. With these parameters we
implement the machine learning algorithm (SVR) to arrive at a regression model that
maps each of the aforementioned biophysical parameter to the given set of ground
hyperspectral reflectance. This model is highly portable and can be used to predict the
same biophysical parameters for any set of user collected ground hyperspectral data. This
is the prediction model 1 of the process (Figure 3.1).
Now we use the collected ground reference data for building prediction model 2.
The ground reference data consists of raw hyperspectral reflectance, LAI, Cab, and the
corresponding nematode counts. After the preprocessing of the raw hyperspectral
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reflectance, the biophysical variables as features along with the nematode count as target
are taken as input for the regression process. We implement the Support Vector
Regression Process with the same parameters that were used in Prediction model 1 and
arrive at a new model which derives a relationship between field hyperspectral data and
R. reniformis nematode population density in the cotton crop. This is Prediction model 2
of the process. An analysis was conducted where raw hyperspectral reflectance’s are used
as features for Prediction model 1 and in another KPCA extracted reflectances are used as
feature vectors, however the later gave best results.
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CHAPTER IV
RESULTS
This chapter describes the outputs of each stage in the proposed methodology
along with the corresponding quantitative measures. The results section is divided into
two parts namely; The Machine learning results and the Web Services Results. Metrics
such as mean, variance, root mean squared error, and correlation coefficient have been
presented for the performance analysis of the proposed methods. This chapter also gives a
detailed description of the web services implemented according to the standards
discussed in the previous chapter.
4.1
4.1.1

Machine Learning Results
Test Case Reduction

Figure 4.1

Bar graph showing different parameter combinations
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As discussed in chapter 3, a set of size 400 x 7 containing the test cases is formed
using Jenny. This parameter combination set is used for implementing the feature
extraction and in building the prediction model 1 of the algorithm. Figure 4.1 is a
diagrammatic representation of the parameter combinations selected by jenny software.
The height of each bar shows the range value of the parameter selected for that
combination. The huge set of simulations (i.e., 823,543) has been reduced to 400 test
cases by using a pair wise testing tool called Jenny. The Jenny tool selects the test cases
such that it can exhibit maximum diversity and also avoid any repetition of the test
samples.

Figure 4.2

Norm of each Parameter Combination
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Figure 4.2 gives a clear idea about the norm of each parameter combination
obtained in the 400 test cases obtained from jenny pair wise testing tool. The norm of
each combination is equivalent to the energy produced from it. The variance of the norms
for the above set of data is equal to 398.6 (Figure 4.2). This high variance denotes that the
obtained test cases from the jenny software covers a wide range of the parameters
combinations and enables us to analyze the complete growing period of the cotton crop.
4.1.2

PROSAIL output
Intra-field variability is the main criteria behind this research, so that appropriate

agricultural inputs (fertilizers, nematicides etc.) can be applied to the crop at specific
locations and to obtain profitable results. Analysis of the health of the crop can be done
by obtaining the reflected energy over the wide range of bands of the electromagnetic
spectrum. Interactions between the sun’s electromagnetic radiation and the vegetation
canopy is analyzed using the radiative transfer model PROSAIL. Model simulations help
to quantify the contribution of the canopy biophysical properties to the canopy
reflectance [26]. By successively changing the input parameter combinations we
performed a sensitivity analysis on how the reflectance of the canopy changes with LAI
and Cab.
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Figure 4.3

PROSAIL output for LAI

Figure 4.4

PROSAIL output for Cab

Figures 4.3 and 4.4 show the hyper-spectral reflectance signatures obtained from
the forward modeling of the PROSAIL model along with the input variables LAI and Cab.
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A feature matrix-1 of size 400 x 421 is formed using the parameter combination set of
400 x 7 as input to the canopy reflectance model PROSAIL. A hand held spectroradiometer whose band width ranges from 400-2500 nm with a step of 5nm is selected as
the ‘type of sensor’, for the purpose of simulations. So, this results in a set of 421
reflectance values in the band-width range 400-2500nm. This process is carried out
initially with LAI and Cab as input variables. Wavelength with a band-width range of
400-2500 nm with an increment of 5 nm is shown in the x-axis of Figures 4.3 and 4.4.
The reflectance, LAI, and Cab on the z-axis are represented in terms of logarithmic scales
and the number of data points in the feature set 400 x 7 is shown on the y-axis. The above
figures are also used to visually inspect the data anomalies in the samples and reject them
if necessary. The mean and variance of the target vector is shown in the table below
(Table 4.1). This clearly explains the wide range of the parameter distribution considered
during this simulation process.
Table 4.1

Mean and Variance of the input variables
Input Variable

Mean

Variance

LAI

2.9945

3.2127

Cab

35.0800

406.8307
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4.1.3

Kernel Principal Component Analysis

Figure 4.5

KPCA feature distribution over the training data

Kernel Principal Component Analysis is a feature extraction method in which the
principal components equal to or less than the total sample points (n) and greater than the
dimensionality (d) of the sample points are produced. This method is very useful in cases
where the dimensionality is less than the number of sample points, so that the data
distribution can be explained in higher dimensional space [58]. Also, KPCA selects the
features such that the 1st component is having highest variance followed by the 2nd
component and so on. This is clearly shown in Figure 4.5 as the highest variance is
observed in the 1st component and the variance gradually decreases. The KPCA features
extracted are used in training the SVM regression model. Although the number of
features extracted is 400, it is not necessary to use all the components as maximum
variance is being explained in few components itself. Figure 4.5 shows that the variance
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of the KPCA features is explained in the first 60 components, and even the improvement
in performance is very less with inclusion of further components. A logarithmic
distribution of the Eigen values for the Eigen vectors obtained using KPCA is shown in
Figure 4.6. It is seen that the Eigen value is less than -6 after 60 components.
By projecting the KPCA Eigen vectors on the kernels of training and testing data
sets, we derive the principal component features. The above extracted features are used in
developing the SVM regression model. As maximum variance is being explained in the
first 60 components itself, we need not use all the 400 feature components. Although
there is a very little increase in the performance of the regression model with the increase
of the number of the features, the computational time of the model increases
exponentially with the increase of the number of features.

Figure 4.6

Logarithmic distribution of Eigen values to the number of Eigen vectors
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4.1.4

Model 1
Model 1 for LAI and Cab is obtained separately by applying support vector

regression on the kernel principal components features of reflectance values with the
target as LAI and Cab. The training parameters are discussed in chapter 3. A comparison
of the performance analysis of the model with the raw reflectance values and their KPCA
features found that the later gives better results.

Figure 4.7

Predicted LAI from Model 1

Figure 4.8

SVR prediction model for LAI
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A feature matrix of 400 x 421 obtained from the forward modeling of PROSAIL
is used as the input for the regression process. A significant improvement is seen in the
regression model by the implementation of the feature extraction techniques (KPCA in
this methodology). A 10 fold cross validation is implemented on the feature matrix of
400 x 421 and Figure 4.7 is the result of the prediction model for one validation. When
the raw reflectances are used as input an RMSE of 2.5489 and a correlation coefficient of
0.7125 is seen for the LAI model. When the KPCA derived components are used as
feature vectors for the regression process an RMSE of 0.330 and a correlation coefficient
of 0.9954 is obtained for the LAI model. The crests and troughs pattern in the data (in
the Figure 4.7) gives a clear indication of the obtained accuracies. Figure 4.8 shows the
epsilon SVR tube formed from the predicted values for the test sample set for LAI model.

Figure 4.9

Predicted Cab from model 1
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Figure 4.10

SVR prediction model for Cab

A Cab regression model is also built in the same way and the prominent
improvement is also seen in the regression model when KPCA components are used as
feature vectors. Figure 4.9 shows the prediction result for the test samples from the Cab
regression model and Figure 4.10 shows the epsilon SVR tube formed from the predicted
values for the test sample set for Cab model.. When the raw reflectances are used as input
an RMSE of 3.3468and a correlation coefficient of 0.6946 is seen for the LAI model.
When the KPCA derived components are used as feature vectors for the regression
process an RMSE of 0.1033and a correlation coefficient of 0.9544 is obtained for the LAI
model. The 10 fold cross validation metrics of the models with & without using KPCA is
shown in Table 4.2. The prediction model 1 also showed significant results when tested
with unknown ground reference data.
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Table 4.2

10-Fold Cross Validation Metrics for Prediction Model 1

Metric

LAI Without
KPCA

LAI With
KPCA

Cab without
KPCA

Cab with
KPCA

RMSE

2.5489

0.330

3.3468

0.1033

Correlation
Coefficient

0.7125

0.9954

0.6946

0.9544

4.1.5

Ground Reference data

Figure 4.11

Ground Truth Data

Figure 4.11 shows the ground reference data collected from the different fields in
Mississippi and Alabama. The hyper-spectral reflectance along with the LAI and Cab are
taken as feature vectors and the nematode count is taken as target. The reflectance, LAI,
Cab, and the nematode count on the z-axis are represented in terms of logarithmic scale.
The total number of the samples collected is shown on the y-axis (Figure 4.11). Figure 28
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is used for analyzing the consistencies in the ground reference data and preprocessing of
the data is done to remove any anomalies.
4.1.6

Model 2
Model 2 is trained by implementing support vector regression on the ground truth

data (containing 200 samples) by taking the biophysical parameters LAI and Cab as
features and the nematode count as target. The training parameters are discussed in
chapter 3. For the purpose of testing the corresponding reflectance values from the
available ground truth data are given to the model 1 and the predicted LAI and Cab are
given to model 2 to predict the final nematode count. An RMSE of 1.1527 (shown in
Table 4.3) and a correlation coefficient of 0.5867 are observed when raw reflectances are
used. An RMSE of 0.5744 and a correlation coefficient of 0.8442 are obtained when the
KPCA components are used as feature vectors. An improvement in the RMSE and
correlation coefficient is clearly seen when the KPCA components are considered as
features. Figure 4.12 shows the predicted nematode count for the given set of 20 samples
from the prediction model 2.
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Figure 4.12
Table 4.3

4.2

Predicted nematode count vs Actual nematode count
10-Fold Cross Validation metrics for Prediction Model 2
Metric

Without KPCA

With KPCA

RMSE

1.1527

0.5744

Correlation Coefficient

0.5867

0.8442

Web Services Results
This section presents the detailed description of the web portal developed for a

better intuitive visualization of the user community such as farmers. Figure 4.13 is a
AJAX client prototype developed in JAVA using Google Web Toolkit (GWT) based on
the Service Oriented Architecture discussed in Chapter 3. This web portal runs the
nematode detection service embedded inside it and provides a user friendly environment
for all who wants to interact with it. Whenever the user uploads the required data and
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runs the models the web portal returns the results on a visually appealing Google Map
which makes the analysis easy for them.

Figure 4.13

Interactive web portal

Usually, all GWT applications run a JavaScript code in the web browser of the
end user and we also need to interact with the server by sending requests and receiving
updates for all web based applications. Every time a client communicates with the web
server they produce entirely new HTML page. Adversely, AJAX applications
communicate with the server asynchronously to manipulate only the data itself. This
makes the graphical user interface of an AJAX API to be much more active and flexible
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and also bandwidth required for the application can be reduced and ultimately the load on
the server can be decreased. This was the main reason for developing the web application
in JAVA using GWT as it converts the client side JAVA code into JavaScript during
compilation [11].
Communication with the server was by building and sending custom HTTP
requests using GWT’s HTTP client classes. Working of HTTP requests in GWT is very
much similar to any other language or framework, although there are two important
points to be remembered. They are:
1. As most of the websites operate on single thread execution, lengthy
synchronous operations like the client-server calling can make the AJAX
GUI to become inactive. In order to prevent the network connection error
and the avoid browser to hang we GWT communicates with the server
asynchronously. Handling the response (whether it is successful or an
error message) is done through the call back method written on the client
side code [11].
2. The GWT applications running as JavaScript in the web pages follow the
same origin policy (SOP) of the browser. SOP does not allow making the
asynchronous HTTP requests on any other web browser on which the
GWT module is not loaded [11].
As discussed in 3.13 the Google Map functions implemented in this web
application are the “mapoverview” and “geocoding”. The overview map generally covers
a larger area than the main map. The part of the map displayed in the main map is placed
within a small rectangle inside the overview map. The functionality of mapoverview
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control implemented in this web page provides an easy navigation for the user on the
Google Map.

Figure 4.14

Google Map overview
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Another feature implemented in this web page is geocoding. If the user wants to
navigate to a particular place based on the name of the geographic location or the GPS
co-ordinates of the location, it can achieved with the help of geocoding. A request can be
sent to the server by typing the name or the corresponding GPS co-ordinates in the space
after “Enter an address to geocode” and then click “Go!”, the map immediately shifts to
the place of interest and a marker is placed at the corresoding point.

Figure 4.15

Google Map Geocoding
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The necessary steps to be followed by the user to interact with the web portal are
discussed below:
1. The user must upload the GPS co-ordinates file of the field of interest by
providing the URL of the path of the specified file as input to the GUI
(Figure 4.14)
2. The GPS points are shown in the form of markers on the Google Map
(Figure 4.16).
3. The user must now upload the input file containing the reflectance of the
same field by providing the URL of the path of the specified file as input
to the GUI (Figure 4.16)
4. A text box window showing the “Input file has been loaded” appears, and
the user can click “OK” (Figure 4.17).
5. Now clicking the “RUN” buttons runs the models in the nematode
detection service and output is shown on the Google Maps in a pop up
window by clicking the corresponding marker (Figure 4.18).
Uploading and parsing the variables in the input files is done through two servlets
namely “Readtextfileservlet1” and “Readtextfileservlet2” which are added to the
web.xml using the <servlet> and <servlet-mapping> tags. When the user clicks the
“RUN” button a request is submitted to the server through the “ModelNemImplservlet”
which calls the Nematode detection service.
The user need to upload the file containing the GPS co-ordinates of the field for
which they intend to find amount of nematode infestation. A marker is placed at each
GPS co-ordinate of the individual sample.
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Figure 4.16

Uploading a sample GPS file

The user needs to upload the file containing the reflectance data of the field for
which the GPS co-ordinates are already entered. Once the user uploads the file an alert
window displaying “The input file has been loaded”, appears and the user can click
“OK”.
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Figure 4.17

Uploading a sample input reflectance file

By clicking the “RUN” button the user request for the nematode detection service,
which actually implements the proposed methodology and returns the nematode count as
response. The nematode population at each sample is shown in a pop-up window above
the corresponding marker.
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Figure 4.18

Displaying the Nematode count after running the models

71

CHAPTER V
CONCLUSIONS & FUTURE WORK
5.1

Conclusion
The presence of reniform nematodes in cotton crop is adversely affecting the yield

of the crop and consequently losses to the cotton producers in millions of dollars. There is
a need to mitigate the population of these nematodes in order to increase the yield of the
crop and consequently raise the economic returns. Use of nematicides has been proven to
be a viable solution for this problem. However, excessive use of the nematicides results
in soil and air pollution. Determining the nematode population in the cotton crop is very
essential for an effective use of the nematicides. This estimation is done in the
laboratories, sampling the cotton crop from the field and it is often very expensive.
Estimating the nematode infestation on these cotton crops using remote sensing and
machine learning techniques which are cost and time effective is the motivation for this
study. In the current research, the concept of multi-temporal remote sensing has been
implemented in order to design a robust and generalized Nematode detection regression
model.
In this work, a machine learning based algorithm is developed which exploits the
available multi-temporal hyper-spectral data of the cotton crop and derives a relationship
between the biophysical variables of the plant and the corresponding amount of nematode
infestation in it. The algorithm exploits the usage of jenny software for the purpose of test
case reduction; a radiative canopy reflectance model known as PROSAIL which provides
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an analysis of the reflectance from the vegetation based on the interaction of the solar
radiation and the canopy. Use of feature extraction techniques and feature subset
selection allowed the derivation of a more heterogeneous feature space to design a
generalized regression model. A combination of the Kernel PCA feature extraction
technique and support vector machine regression is used in deriving a robust model. A
user friendly web portal is developed in Java using Google Web Toolkit, which allows
the users to interact with the Nematode detection model. A Nematode detection service is
developed using the Service Oriented Architecture (SOA) which performs the same steps
involved in the proposed methodology and displays the result on a visually appealing
Google Map.
The proposed methodology is implemented and the results have been analyzed
using standard metrics such as, RMSE and correlation coefficient. A 10-fold cross
validation correlation coefficient of 0.8442 is obtained for the nematode detection model,
which is a significant achievement. The 2-D and 3-D visualizations developed emphasize
the importance of each stage of the algorithm.
5.2

Future Work
The stresses caused by various other factors (such as heat index, fungus etc)

similar to that of the nematodes in the vegetation could be analyzed for more accurate
estimation of the population of nematodes. The experimentation could be improved over
larger data sets for further scalability analysis
Information regarding the taxonomic grouping of the effects of nematode
population on the vegetation could further help in aiming for the development of a

73

classification model instead of a regression model. Building a classification model on
such analysis would greatly increase the commerciality of the product.
Adding a database to the existing web portal and creating a user login module can
help keep track of the nematode infestations for the cotton producers. It could be more
economical than many of the existing techniques. Furthermore, a sensor web concept can
be implemented in this project so that the required data can be directly accessed from the
field of interest into the database and the processed result can be provided to the user.
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