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Introduction
We consider the Hardy averaging operator A given at a function f ∈ L The operators M and A are bounded on L p (0, 1) whenever 1 < p ≤ ∞, and this result cannot be essentially improved within the context of Lebesgue spaces. However, an improvement is possible if we are willing to settle for other, more general function spaces and classes. In [9] , the spaces S p and T p were constructed for 1 < p < ∞, as the collections of all functions on (0, 1) having finite norms 
respectively. These spaces satisfy T p ֒→ L p ֒→ S p and A : S p → T p (here, as usual, ֒→ denotes a continuous embedding and → a boundedness of an operator). Moreover, S p and T p are optimal in the following sense; if X, Y are Banach function spaces such that X T p and S p Y then A is no longer bounded from S p to X of from Y to T p . Thus, the spaces of type S p or T p have interesting applications, while, at the same time, they are relatively new (although it should be noted that spaces similar to T p were considered in connection with different matters by GrosseErdmann in [6] , where, among other results, also their discrete versions were introduced). It is therefore desired to study their intrinsic properties.
In this paper, we focus, among other things, on the duality relationship between spaces of type S p and T p . We will in fact work in a more general context, studying certain weighted versions of these spaces and also their variable-exponent likes. In our main result we characterize associate spaces of the weighted versions of the optimal target and source spaces for the operator A. Interestingly, we shall see that the two types of spaces are linked together by a certain duality relation. The proof is based on an elementary discretization method which leads to several other characterizations of the spaces in question. We also consider applications to variable-exponent spaces which have been recently extensively studied because of the wide range of their application in mathematical physics.
We also note that the duality relation can be used in quite an obvious way to obtain corresponding optimality results for the associate operator A ′ g(t) := 1 t g(s) s ds. We omit the details. The paper is organized as follows. Section 2 contains background material. In Section 3 we introduce weighted and variable-exponent versions of the spaces S p and T p ; we also study the action of the operator A on these spaces and show their optimality. In Section 4 we carry out a discretization procedure that will be needed later in the proof of the main duality results. By doing that, we obtain an alternative characterization of the optimal spaces. Finally, in Section 5, we characterize the associate spaces of the optimal spaces and point out the link between them.
Preliminaries
Let M(0, 1) denote the class of all Lebesgue-measurable functions on (0, 1). Denote by |E| the Lebesgue measure of any measurable subset E of (0, 1) and by χ E the characteristic function of E.
We recall the definition of Banach function spaces from [1] . We note that the terminology is not unique in the literature. In particular, we shall assume the so-called Fatou property, given below as the axiom (P3). Definition 2.1. We say that a normed linear space (X, · X ) is a Banach function space (BFS for short) if the following five conditions are satisfied: (P1) the norm f X is defined for all f ∈ M(0, 1) and f ∈ X if and only if
Note that the condition (P3) immediately yields the following property:
If(X, . X ) is a BFS, then its associate space X ′ is defined as the collection of all functions in M(0, 1) having finite the norm Then X ′′ = X, and the Hölder inequality
Let X, Y be two Banach spaces (not necessarily Banach function spaces). We say that X is (continuously) embedded into Y , written X ֒→ Y , if there is a positive constant C > 0 such that f Y ≤ C f X for all f ∈ X. It is known ( [1, Theorem 1.8]) that, for a pair of if Banach function spaces X and Y , the set-inclusion X ⊂ Y already implies (and therefore is equivalent to) the embedding X ֒→ Y .
We denote by B the set of all functions p(·) ∈ M(0, 1) defined on (0, 1) such
Given a function p(·) ∈ B and α ∈ R, we define the functional
and the corresponding weighted variable-exponent Lebesgue space
Under our assumptions on p(·), m p(·) is a convex modular, and L p(·) α is a Banach space under the Luxemburg norm. We write
0 . By a standard technique, one can show that, for a given p(·) ∈ B, one has
We also recall that the Hölder inequality for L p(·) spaces reads as follows (see [8, Theorem 2.1]). Let p(·) ∈ B, then there exists a positive constant r p(·) such that
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The action of the operator A on function spaces
In the theory of variable-exponent Lebesgue spaces, the following notion is of great importance.
We say that p(·) is weak-Lipschitz at zero if there exist constants δ ∈ (0, 1) and C > 0 such that
for all x ∈ (0, δ).
It has been known for several years that the condition (3.1) plays a crucial role in connection with the action of integral operators on L p(·) (see [10] for example). In this paper we introduce a weighted version of the maximal operator, defined for β ∈ R at a function f ∈ M(0, 1) by
We have the following result due to Kokilashvili and Samko ( [7, Theorem A]): whenever p(·) ∈ B is weak-Lipschitz and β ∈ R, then
We write M f instead of M 0 f . Our aim is to to characterize those spaces L p(x) α on which the maximal operator is bounded. To this end, we shall first prove a key lemma of a technical nature.
Assume that there exist constants 0 < δ < 1 e and C > 0 such that for all x ∈ (0, δ)
Then there is a positive constant D such that, for every x ∈ (0, 1),
A. Nekvinda and L. Pick
Proof. By symmetry, it suffices to prove just
and denoting
proving the claim.
By the above observation, this is equivalent to
This establishes the "if" part of the theorem. The "only if" part can be proved along the same line of argument (in the opposite direction).
We will now introduce a new function space which will turn out to be the optimal range for the average operator. Given a function f (x) on (0, 1), set
Definition 3.4. Let f ∈ M(0, 1), p(·) ∈ B and α ∈ R. We define the functional
and the corresponding space
In cases when p(·)
α . Using the Hölder inequality, we obtain
Furthermore, thanks to our assumption α < p(0) − 1,
As p(·) is weak-Lipschitz at zero, one has
. Now, Lemma 3.2 and (3.5) yield
L p ′ (·) < ∞, and the assertion follows. Remark 3.6. When p(·) ∈ B is weak-Lipschitz at zero and −1 < α < p(0) − 1, then, actually, T p(·) α is a BFS. Indeed, we already noticed that T p(·) α always satisfies the conditions (P1) and (P2). By a standard technique, one can prove (P3), which in turn implies (P6). Since f (x)dx =: K < ∞, which gives
It remains to estimate A 2 . By (3.6), we have
dx.
Since p(0) = q(0), we have |p(x) − q(x)| ≤ |p(x) − p(0)| + |q(x) − q(0)|. This, together with the weak-Lipschitz property at zero of p and q, yields (3.4) for x sufficiently close to zero. This enables us to use Lemma 3.2, and we arrive at An important consequence of the preceding theorem is the relation between spaces of type T and L.
Corollary 3.8. Let p(·) be weak-Lipschitz at zero. Set p = p(0) and assume
Proof. The assertion is readily seen from
α , in which the former embedding follows from Theorem 3.7 while the latter and the latter was observed in Remark 3.6.
We shall now investigate the role of T p(·) α as the target space for the averaging operator.
Lemma 3.9. Assume that p(·) ∈ B is weak-Lipschitz and that
Proof. Let f be defined on (0, 1). When appropriate, we consider its extension by zero outside (0, 1). Set g(x) = A|f |(x). In [9, (5.1)], the inequality
α , but one can obtain the corresponding boundedness of A just the same way as it is done for the identity operator, e.g., in [1, Theorem 1.8]).
Theorem 3.10. Let p(·) ∈ B be weak-Lipschitz at zero and set p := p(0).
Proof. Let C and δ be the constants from (3.2). Set
Since p(·) ∈ B, we have d > 1, and so q(·) ∈ B.
We claim that q(x) ≤ p(x). Assume first D ≥ C. Then
is nonincreasing in x, we have
where we used the estimate p − C log e 2 x ≤ p(x), x ∈ (0, δ), which follows from the weak-Lipschitz property at zero.
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The case D = 0 or, equivalently, d = p, is analogous. Thus, assuming f ≥ 0 and
Observe that, by [9, Lemmas 5.4 and 5.3], q(·) is weak-Lipschitz. This fact enables us to apply Lemma 3.9, and we get 1 0
Af (x) q(x) x α dx < ∞. Finally, we obtain, by Theorem 3.7, applied to p(x) ≡ p,
Af (x) p x α dx < ∞, which finishes the proof.
We shall now introduce another new space, S p(·) α , and study its basic functional properties. This space is in a counterpart of the space S p(·) α in the sense that it serves as an optimal source space for the average operator A.
Definition 3.11. Let f ∈ M(0, 1), p(·) ∈ B and α ∈ R. We define the functional
, and the corresponding space
is a convex modular and S p(·) α is a Banach space with respect to the norm · S p(·) α . Theorem 3.12. Let p(·) ∈ B be weak-Lipschitz at zero. Set p = p(0) and assume
α . By Theorems 3.10 and 3.7, we have Af ∈ T p(·) α , i.e.,
α . Now, we will prove S
Af (x) = ess sup
α , and the assertion follows. Clearly, r(x) ≤ q(x). Moreover, r(x) < q(x) on an interval (0, a) for some a > 0. Hence, L
can be shown in an analogous manner.
Remark 3.14. For every 1 < p and −1 < α < p − 1, we have T 
Proof. The assertion (i) is an immediate consequence of the definitions of the spaces S p α and T p α , (ii) follows from (i), Corollary 3.8 and Theorem 3.12, and, finally, (iii) is an easy consequence of Remark 3.14 and (i).
We shall now prove that the spaces S Theorem 3.17. Let 1 < p and −1 < α < p − 1. Assume that Z be a BFS such that S p α
By the Fubini theorem, and denote by S p α the corresponding space. We are going to use discretization and anti-discretization methods in the spirit of [4, 6] . We will need three auxiliary lemmas, the first of which is just a special case of [4, Lemma 3.1 (i)], apparently first proved in [5] . 
