Confronting with complex and troublesome optimization problems, Particle Swarm Optimization (PSO) algorithm maybe easy to be led to local optimum and suffer the unacceptable phenomenon as premature convergence. This paper proposes a new rapid PSO algorithm (RPSO), utilizing all particles' individual best positions found so far to update its velocity; providing a distinguishing weight according to the particles' different positions; and an adaptive learning factors turning strategy based on particle's fitness value. Then Jury Criterion is adopted to make convergence analysis of our proposed algorithm. Ultimately, the optimization performance of RPSO is simulated by searching the optimums of four common benchmark functions and training a RBF network for approximating a nonlinear system. The simulation results reveal the satisfactory efficacy of our proposed algorithm.
INTRODUCTION
Nature-inspired heuristic optimization algorithms mainly consist of physically-inspired heuristics Xie et al. [2011] , Ding et al. [2012] and biologically-inspired heuristics Kuo et al. [2013] , Müller et al. [2002] , Walton et al. [2011] , Pan [2012] , which all have gained widespread popularity in solving complex global optimization problems. In general, these heuristic optimization algorithms suffer somewhat limitations that may give rise to slow convergence or premature to their local optimum.
Since Particle Swarm Optimization (PSO) was first proposed by Kennedy in 1995, it has gradually gained widespread popularity in the research community for its simplistic implementation, reported satisfactory performance on various practical application problems, e.g. resource allocation Fan et al. [2013] , training RBF neural network Fathi et al. [2013] , and optimizing controller parameters Hu et al. [2011] . Kadirkamanathan et al. [2006] made a stability analysis of PSO using Lyapunov stability analysis and the concept of passive systems, and revealed that the selections of inertia weight w and learning factors 1 c , 2 c have profound influence on the convergence performance of PSO. Then a lot of adaptive PSO algorithms have been proposed Hu et al. [2012] , Xu [2013] , Alireza [2011] to adjust the inertia weight and learning factors of PSO.
In these previous PSO algorithms, each particle updates its velocity according to the information of its current individual best position found so far. While in our view, this way is lack of activity to exploit more useful information to help individuals find better solutions. Therefore a new rapid PSO (RPSO) algorithm was proposed in this paper. We suggest that each particle takes the advantage of all particles' individual best positions found so far, which are better than its current position, to update its velocity. Then a distinguished weight based on its corresponsive object function value to the individual best position is given, to guarantee particles to quickly converge to acceptable position. And a adaptive learning factors turning strategy was also proposed according to the change of particle's fitness value. Furthermore, convergence analysis in view of Jury Criterion is presented here. Ultimately, the optimization performance of RPSO is simulated by searching the optimums of four common benchmark functions and training RBF network for approximating a nonlinear system, and the basic PSO (BPSO) is also used as comparison.
2.A RAPID SWARM OPTIMIZATION ALORITHM
In basic PSO algorithm, each particle is defined as a potential candidate solution to an optimization problem in ddimensional space. The i-th particle's position and velocity in one dimensional space were given by:
where w is the inertia weight, 1 c and 2 c are learning factors and typically equal to 2, 1 r and 2 r are uniformly distributed random numbers between 0 and 1. X are the i-th particle's velocity and position at t-th iteration.
k ibest represents the best position found so far by the k-th particle, and gbest X mean.
Obviously, the PSO algorithm possesses the characteristic of simplistic implementations. However, in face of complex and troublesome optimization problems, the PSO will be easy to be lost in local optimum and suffer the unacceptable phenomenon of premature convergence. In this paper, a novel rapid PSO (RPSO) algorithm is proposed to strengthen it's exploration ability.
First of all, the velocity updating formula of i-th particle velocity in RPSO is given by:
where
f X is the objective function value at the individual best position of the k-th particle, k  is regarded as the contribution of previous best position of the individual k and used to weight the position information adopted by RPSO. In RPSO algorithm, each particle utilizes all particles' individual best position found so far, which is better than its current position, to update its velocity. Thus each particle's velocity embodies more advantageous information, including the information of global best position and its individual previous best position. On the other hand, the contribution k  is updated as follows: Secondly, a new strategy for adaptive learning factors turning based on the change of particle's fitness value is proposed:
where  is a positive number that determines the change speed of learning factor. 
, the learning factor of particle i will diminish so that particle i can carry out local search; otherwise the learning factor of particle i will largen so that particle i can implement global search.
Thirdly, particle's position updating way is proposed as equation (6).     , a is the initial amplitude of local search, max gen is the maximum value of generation.  is the random number between 0 and 1. Additionally, the particle's velocity and position are limited to their feasible boundaries to let all candidate solutions feasible.
The algorithm that uses the AEPSO to solve optimization problem is described as follow:
Step 1: Initialize population: both position X and velocity V , and set parameters, the number of population N , D , the maximum number of iterations G , the initial learning factors 0 K C , and inertial weight w , etc.
Step 2: Evaluate all individuals using corresponding objective function (fitness function), and record the corresponsive useful information gbest lbest X X , , etc.
Step 3: Calculate the contribution of all related particles' individual previous positions by Eq. (3) and adaptively adjust the learning factors by Eq. (4).
Step 4: Updating the velocity and position of particle by Eq. (5) and Eq. (6), and evaluate all individuals using corresponding objective function (fitness function).
Step is met. If the terminal condition is satisfied, the optimization process will stop, otherwise, go back to Step 3.
3.CONVERGENCE ANALISIS
The convergence proof of RPSO is developed in this section. It reveals the essential convergence conditions under which RPSO is guaranteed to converge to a fixed equilibrium point. Since the RPSO algorithm is inherently stochastic (each particle's position is a random variable), the convergence for stochastic sequences is defined as follows. converges to the constant value
that is, Without loss of generality, the convergence of RPSO is investigated by observing one-dimensional RPSO model and the particle i is chosen arbitrarily. best X is assumed to be a constant over some number of iterations when current iteration number t is big enough, so that  in Eq. (6) approximates to be zero, and then all particles update their velocities and positions according to equation (5) and (2).
The position updating Eq. (2) can be rewritten by substituting Eq. (5) into (2) to obtain:
With the following definitions
Assume that the fitness landscape is so smooth that the (1 )
In order to obtain the convergence properties of RPSO, the corresponsive convergence of stochastic sequence
 may be analyzed. For the stochastic case, adding the expected value operator to Eq. (10) yields
By inspection, the characteristic equation of Eq. (11) is:
As stable solutions of LTI system exist if and only if its eigenvalues all lie inside the unit circle in the complex  -plane. The solutions of Eq. (14), in turn, will converge to a deterministic limit under the converging conditions. And, the necessary converging condition will be proved in Theorem 3.1. To better complete the proof of Theorem 3.1, Jury Criterion is cited as Lemma 3.1. 
Thus the necessary converging condition is demonstrated in Theorem3.1. Proof. According to Lemma 3.1 and Eq. (14), the convergence conditions of Eq. (11) 
Thus, the stable conditions of Eq. (11) 
To simplify Eq. (17) 
Which may be written:
According to the definition 3.1, a limit of sequence { } (15) is met. Thus, to take the limit on both sides of Eq. (5) and Eq. (6), with the result: Considering that k r is a random number between 0 and 1, thus if and only if
Eq. (18) is satisfied. So   i X t will converge to gbest X .
4.SIMULATIONS AND RESULTS
Some simulation experiments were conducted as employing four commonly used benchmark functions and training RBF networks to investigate the optimization performance of the RPSO algorithm proposed in this paper.
four benchmark functions
Benchmark functions are widely applied on inspecting the optimization performance of various algorithms due to their characteristics of diversity of decision space topologies. Four common benchmark functions shown in Table 1 are used in this paper to examine the usefulness of RPSO, and the basic PSO (BPSO) algorithm is chosen as comparisons.
To keep the fairness of performance comparison between RPSO and BPSO, their initial swarm population size N , maximum number of iterations G and feasible searching space are all in the beginning stage. In detail, N =30, is G =2000, the inertial weight w =0.75 in BPSO, the inertial weight and learning factors of RPSO are w = 0 K C =0.9, and uniformly distributed random numbers on
. For each experimental setting, 20 independent runs of BPSO and RPSO are performed. The implement results on the functions of 1 f~4 f with dimension 10, 20, 30 are in terms of the best (minimum) fitness value (B), worst (maximum) fitness value (W) and average fitness value (A) over 20 runs as shown in Table 2 . [ 50, 50] 
parameters identification for a RBF network based nonlinear system
Considering a single-input two outputs nonlinear system in Du [2010] :
where the system input ( ) u k is uniformly distributed within [-0.5, 0.5] . 1 ( ) y k and 2 ( ) y k are the system outputs.
RBF network consists of three separate layers, named input layer, hidden layer and output layer respectively, is considered here with a common Gaussian function: 
u k  are regarded as the inputs of RBF network, whose initial conditions are all set as zero, and 200 sample data are generated for training.
Relative parameters are set as: Number of hidden nodes=10; Number of inputs/outputs=6/2; Number of centers =10; Number of weights =20.
A least-squares error criterion e J is utilized to evaluate the efficacy of algorithms. Table 3 . It can be easily seen that the values of RPSO are all smaller than BPSO's revealing the prior optimization capability of RPSO. And Fig. 1 shows the training errors for one output of RBF constructed by RPSO and BPSO respectively, averaged for 20 runs. The simulation results show the better performance and acceptable robustness of RPSO based RBF network. This paper proposed a rapid PSO (RPSO) algorithm aiming to improve PSO's optimization performance. A novel velocity updating way is proposed taking advantage of all particles' individual best positions found so far; secondly, a distinguishing weight is given based on its corresponsive object function value to guarantee particles to quickly converge to a acceptable position; thirdly, a new parameter turning strategy is presented for learning factor based on the change of particle's fitness value to enhance the performance of the RPSO. Then, a Jury Criterion has been applied to obtain the convergence conditions of RPSO with simplistic and efficient. Finally, the optimization performance of RPSO is assessed by searching the optimums of four common benchmark functions and training RBF network for approximating a nonlinear system, and the basic PSO is chosen as comparison. The simulation results have reflected the prior performance of RPSO.
