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In this paper we discuss the role of the model of computability in the cycle
of real number programming. We argue that problems occurring in practice, like
instability or degeneracy problems, are caused by the real number model. As a
more realistic approach we propose the point of view of computable analysis and we
present a feasible real number model which is compatible to this approach. Finally,
we briefly discuss a general theory of continuous data structures which is based on
computable analysis.
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1 Introduction
We will start to discuss the role of the model of real number computation in the cycle
of real number programming. Typically, this cycle can be characterized by the following
three steps (cf. Figure 1):
(1) Description: in a first step the problem under consideration is described in terms
which are offered by some given model of computation on the real numbers.
(2) Programming: in a second step the model of computation is used to develop some
algorithm which solves the problem. Thus, “programming” here means “developing
algorithms”
(3) Implementation: last not least, the algorithm is implemented in some concrete
programming language on a physical computer.
It is easy to realize that this cycle of real number programming sensitively relies on
the chosen model of computability on the real numbers. This model already determines
the description of the problem, as well as the construction of the algorithm. Moreover, it
depends on the model of computability whether a correct implementation of the algorithm
on physical computers will be possible or not.
It is the real number model which is used as the standard model of computability on
the real numbers in various parts of computer science and mathematics. This model is
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Figure 1: The cycle of real number programming
based on the idea that real numbers are entities and formally it is introduced via register
machines or so-called real random access machines which are equipped with real number
registers and which can perform arithmetic operations as well as comparisons and equality
tests on real numbers precisely.
The real number model is the standard model in computational geometry (cf. Preparata
and Shamos [PS85] $)$ ; it has been used by Blum, Shub and Smale [BSS89] to introduce
a theory of computational complexity and by Traub, Wasilkowski and Woz’niakowsky
[TWW88] to describe the complexity of algorithms in numerical analysis.
From a certain point of view the real number model is the mathematical formalization
of the semantics which is offered by typical imperative programming languages on the
real numbers. Languages like JAVA, $\mathrm{C}$ , PASCAL and FORTRAN offer a data type “real”
together with arithmetic operations and comparisons. But unfortunately, this semantics
cannot be realized precisely on physical computers. This is not just a precision problem
of floating point arithmetic but it is a general limitation of physical computers.
Heuristically, the problems of the real number model are well-known to practitioners,
$\mathrm{e}.\mathrm{g}$ . numerical analysts know that comparisons with zero can be problematic and have
to be avoided. Special terminologies have been invented to describe the problems: the
problem under consideration can be called ill-conditioned, or a specific input can be called
degenerated, or the algorithm can be called instable.
Rom the point of view of computable analysis the cardinal problem is that real num-
bers are infinite objects and in finite time we can only handle finite portions of information.
Consequently, discontinuous problems cannot be solved by physical machines. Especially,
the precise comparisons and equality tests of the real number model cannot be performed
by physical computers.
The importance of the discontinuity problem depends on the specific area of applica-
tion. For instance, in numerical analysis most of the algorithms treat continuous problems
like numerical integration; discontinuous problems like numerical differentiation have been
realized as unsolvable in the general case. Even if an algorithm uses some discontinuous
test (like the Heron algorithm) this causes no problems in practice, since the correspond-
ing problem is continuous (like the square root function). The situation in computational
geometry is quite different. There the problems under consideration are typically discon-
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tinuous (e.g. test whether a point belongs to some convex hull) and thus they cannot be
solved without the discontinuous basic operations of the real number model (cf. Hertling
and Weihrauch [HW94] and Burnikel, Mehlhorn, and Schirra [BMS94] $)$ . In the worst case
this can lead to algorithms which map typical inputs to completely incorrect outputs.
This phenomenon can also be illustrated by the function
$f$ $:\subseteq \mathbb{R}arrow \mathbb{R},$ $(x, y)-\rangle\{$
1 if $x\in \mathbb{Q}$
$0$ if $x\not\in \mathbb{Q},$ $x^{2}\in \mathbb{Q}$ )
undefined in all other cases, which can be computed according to the real number model
but which can neither be approximately computed in a realistic sense nor be implemented
correctly using floating point arithmetic (cf. Weihrauch $[\mathrm{W}\mathrm{e}\mathrm{i}98|$).
This highly unsatisfactory situation could be resolved by a Copernican turn: instead
of developing the best possible algorithms according to the real number model, one should
search for the best possible model according to the abilities and limitations of physical
computers. As soon as such a model has been discovered, computer scientists should feel
free to replace the semantics of imperative programming languages by a semantics which
perfectly fits together with the new model.
Computable analysis is the right tool to figure out such a realistic model because
it is based on Turing machines. Following Church’s thesis, we can assume that Turing
machines describe the possibilities of handling finite information by physical machines in
the most realistic way according to our current knowledge.
We close the introduction with a short survey on the organization of the paper: in
the following Section 2 we will shortly discuss the model of computability which is used
in computable analysis. In Section 3 we present the feasible real random access machine
model, which has been introduced in a joint project with Peter Hertling [BH98] and
which is a realistic modification of the real number model with respect to computability
and complexity. Finally, in Section 4 we briefly discuss a general theory of continuous
data structures and we sketch how the ideas that have been applied to the real numbers
can be transferred to other objects like compact sets and continuous functions.
2 Computable analysis
In this section we would like to present some basic definitions and results from computable
analysis which show how a realistic Turing machine based model of computability on the
real numbers can be defined. The origins of computable analysis go back to Turing’s
paper [Tur36] in which he presented his famous machine model. It is not very well-
known that one of his purposes was to introduce a formal definition for the notion of a
computable real number. The corresponding notion of a computable real number function
has systematically been studied by Grzegorczyk [Grz57] and Lacombe [Lac55] in the
fiftieth. Later on, the theory of computable analysis has been developed by Hauck [Hau73],
Pour-El and Richards [PER89], Ko [Ko91] and Kreitz and Weihrauch [KW84] and many
others. The presentation here will be mainly based on Weihrauch [WeiOO]. The basic idea
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Figure 2: A Turing machine computing the square function $x-\rangle$ $x^{2}$
of computable analysis can be described in the following way: fix some representation
of the real numbers by infinite sequences and call a real number function computable, if
there exists a Turing machine that transfers each sequence which represents some input
into a sequence which represents the corresponding output of the function. Figure 2
illustrates the situation for the square function with input $\pi$ in decimal representation.
More formally, we will first fix the notion of a representation.
Definition 2.1 (Representation) A representation of the real numbers $\mathbb{R}$ is a surjective
function $\delta:\subseteq\Sigma^{\omega}arrow \mathbb{R}$ .
Here $\Sigma^{\omega}$ denotes the set of infinite sequences over the alphabet $\Sigma$ the inclusion symbol
$”\subseteq$
” indicates a potentially partial functions. An example of a representation is the
ordinary decimal representation. Now it is straightforward to define the notion of a
computable real number function.
Definition 2.2 (Computable real number function) A function $f:\subseteq \mathbb{R}arrow \mathbb{R}$ is
called computable with respect to some representation $\delta:\subseteq\Sigma^{\omega}arrow \mathbb{R}$ , if there exists some
Turing machine $M$ (with one-way output tape) which computes infinitely long and which
in the long run transforms each sequence $p\in\Sigma^{\omega}$ which represents some $x:=\delta(p)\in \mathbb{R}$
into some sequence $q\in\Sigma^{\omega}$ which represents $f(x)$ , i.e. $f(x\grave{)}=\delta(q)$ .
It is straightforward how to extend this definition to multi-dimensional functions
$f:\subseteq \mathbb{R}^{n}arrow \mathbb{R}$ . It is easy to observe that this definition of a computable real number
function sensitively relies on the chosen representation of the real numbers. Turing, who
chose the ordinary decimal representation of the real number in his first attempt, realized
in a correction of his famous paper [Tur37] that the decimal representation has some se-
rious disadvantages and other representations are preferable. Especially, he realized the
following:
Proposition 2.3 (Decimal representation) Multiplication by 3, $i.e$ . the real function
$f$ : $\mathbb{R}arrow \mathbb{R},$ $x->3x$ is not computable with respect to the decimal representation.
The proof by contradiction is quite easy: each machine which would compute multi-
plication by 3 w.r.t. the decimal representation has to transform the input $p=0.33333\ldots$
65
either to $q=$ 0.9999... or to $q’=$ 1.0000.... Especially, the machine has to write 0.9 or
1.0 on the output tape after some finite time, but no finite prefix of the input sequence $p$
suffices to decide whether the correct output sequence has to start with 0.9 or with 1.0.
Consequently, such a machine cannot exist.
As a consequence of this phenomenon Turing did not abandon his machine model
for computations with real numbers but he replaced the decimal representation by some
other representation. One possible choice of some reasonable representation is the so-
called “signed-digit $\mathrm{r}\mathrm{e}\mathrm{p}\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}^{)}$’ which is defined like the decimal representation but
which also allows negative digits. From now on we will assume that $\delta$ is the binary signed-
digit representation of the real numbers which operates with base 2 and digits $-1,0,1$ .
Computability of real number functions will be understood w.r.t. this representation.
Most concrete continuous functions which are used in analysis are computable in this
sense.
Proposition 2.4 (Computable real functions) The real arithmetic $operations+,$ -,
$.,$
$\div:\subseteq \mathbb{R}^{2}arrow \mathbb{R}$ and the functions $\mathrm{s}\mathrm{i}\mathrm{n},$ $\mathrm{c}\mathrm{o}\mathrm{s},$ $\exp$ : $\mathbb{R}arrow \mathbb{R}$ are computable real number
functions.
The proof for this and the following results in this section can be found in [WeiOO].
One of the main observations of computable analysis is that all computable real number
functions are continuous.
Theorem 2.5 (Continuity of computable functions) All computable real functions
$f$ $:\subseteq \mathbb{R}^{n}arrow \mathbb{R}$ are continuous.
Since each finite prefix of the output has to be computed from some finite prefix of
the input, each finite prefix of the output has at least to depend on some finite prefix of
the input. But this dependency is nothing but continuity. As a direct consequence one
obtains that the equality test on the real numbers is not decidable.
Proposition 2.6 (Undecidability of the equality) The equality test on the real num-
bers is not decidable, $i.e$ . the function




Now one could ask whether the undecidability of the equality is just a bad property
of the signed-digit representation (in the same sense as the non-computability of the
multiplication by 3 is just a bad property of the decimal representation). Unfortunately,
there is an easy cardinality argument which shows that equality is undecidable with
respect to all representations of the real numbers [WeiOO]. In other words: there is no
way to represent real numbers which could enable physical computers to decide equality!
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Real number model Computable analysis
arbitrary constants only computable constants
arithmetic operations are computable arithmetic operation are computable
precise tests $=,$ $<$ only finite precision tests
$\mathrm{s}\mathrm{i}\mathrm{n},$
$\mathrm{c}\mathrm{o}\mathrm{s},$ $\exp$ are not computable $\mathrm{s}\mathrm{i}\mathrm{n},$ $\mathrm{c}\mathrm{o}\mathrm{s},$ $\exp$ are computable
Table 1: Models of computability on the real numbers
The following table summarizes some joint properties and some differences between the
real number model and the model of computability as it is used in computable analysis.
The property stated in the first line of the table is due to the fact that in the formal-
ization of the real number model of Blum, Shub and Smale [BSS89] arbitrary constants
are allowed. This enables BSS machines to decide arbitrary discrete problems (the char-
acteristic function can simply be stored in a constant). Thus, if one insists on arbitrary
constants then the model is not only unrealistic for topological reasons but also for recur-
sion theoretic reasons. Moreover, the basic real number model is not only unrealistic but
also incomplete, since many important functions (like the trigonometric functions) are
not computable in this model because it does not offer any limit construction. Finally,
also the class of recursive sets which have been defined with the help of the real number
model is not very reasonable, since easy sets like the graph or the closed epigraph of the
exponential functions are not recursive in this sense $[\mathrm{B}\mathrm{r}\mathrm{a}99\mathrm{a}]$ .
3 Feasible real random access machines
In the previous section we have seen how a realistic Turing machine based model of
computability on the real numbers can be defined. One problem related to this model is
that it will be difficult to convince practitioners in computational geometry or numerical
analysis to describe their algorithms in terms of Turing machines. In this section we
would like to introduce the so-called feasible real random access machine model (feasible
RAM) which overcomes this problem since it characterizes the Turing machine approach
of computable analysis in terms as close as possible to the real number model. The feasible
real random access machine model as well as all presented results are due to ajoint project
with Peter Hertling [BH98]. The feasible real RAM can be characterized by the following
features:
$\bullet$ rational constants,
$\bullet$ usual arithmetic operations on $\mathrm{N}$ and $\mathbb{R}$ ,
$\bullet$ ordinary tests $<,$ $=\mathrm{o}\mathrm{n}\mathrm{N}$ ,
$\bullet$ finite precision test $<_{k}$ on $\mathbb{R}$ ,
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$\bullet$ approximative semantics,
$\bullet$ logarithmic time complexity measure.
We will not formalize the definition of our feasible real RAMs but we will describe it
intuitively. Roughly speaking, a feasible real RAM is a register machine with two types
of registers: natural number registers $n_{i}$ and real number registers $r_{j}$ . A finite number of
these registers can be used as input and output registers. The program of a feasible real
RAM is controlled by some finite flowchart. A precise list of all basic operations which
are allowed in flowcharts of the feasible real RAM together with there logarithmic costs
is given in the following table. The logarithmic cost $\ell(x)$ denotes roughly speaking the
length of the binary representation of the integer part of $x$ . More precisely, for $x\in \mathrm{N}$
or $x\in \mathbb{R}$ we use $\ell(x)=1+\lfloor\log(\max\{|x|, 1\})\rfloor$ . Here $\log$ denotes the binary logarithm:
$\log(x):=\log_{2}(x)$ .
$op$ cost $(op)$ explanation
assignment of constants $n_{i}:=m$ 1 $m\in \mathrm{N}$
$r_{i}:=q$ 1 $q\in \mathbb{Q}$
simple copy instructions $n_{i}:=n_{j}$ $l(n_{j})$
$r_{i}:=r_{j}$ $\ell(r_{j})$
mixed copy instructions $r_{i}:=n_{j}$ $\ell(n_{j})$
$n_{i}:=\lfloor r_{j}\rfloor_{n_{k}}$ $\ell(r_{j}, n_{k})$
natural arithm. operations $n_{i}:=n_{j}\otimes n_{k}$ $\ell(n_{j}, n_{k})$ $\otimes\in$ { $+$ , $-,$ $*,$ $\mathrm{d}\mathrm{i}\mathrm{v}$ , mod}
real arithmetic operations $r_{i}:=r_{j}\otimes r_{k}$ $\ell(r_{j}, r_{k})$ $\otimes\in\{+)-, *\}$
$r_{i}:=r_{j}/r_{k}$ $\ell(r_{j}, \frac{1}{r_{k}})$
tests $n_{i}=n_{j}$ $P(n_{i}, n_{j})$
$n_{i}<n_{j}$ $\ell(n_{i)}n_{j})$
$r_{i}<_{n_{k}}r_{j}$ $\ell(r_{i}, r_{j}, n_{k})$
Table 2: Feasible RAM operations and their costs
The finite precision test $<_{k}$ with precision $k$ can be defined precisely by
$(X<_{ky})\ni\{$
TRUE $:\Leftrightarrow x<y$
FALSE $: \Leftrightarrow x>y-\frac{1}{k+1}$
for $x,$ $’\iota’j\in \mathbb{R},$ $k\in$ N. In other words: if the test $x<_{k}y$ answers with TRUE, then
always $x<y$ holds; and if the answer is FALSE, then $x>y- \frac{1}{k+1}$ holds. In the small
overlapping area of uncertainty of length $\frac{1}{k+1}$ the answer of the test might be TRUE
as well as FALSE (cf. Figure 3). The reader should notice that the costs of the test
operation increase if the length $\frac{1}{k+1}$ of the overlapping area decreases. For complexity
reasons we will also use a finite precision staircase operation, giving one of the values in
$\lfloor x\rfloor_{k}:=\{n\in \mathrm{N}|n-\frac{1}{k+1}<x<n+1\}\cup\{0|x<0\}$ for $x\in \mathbb{R}$ and $k\in \mathrm{N}$ .
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$x$
Figure 3: The finite precision test
It is an important observation that the finite precision test introduces an indeterminism
into our feasible real RAM. More formally, a feasible real RAM computes a relation
$R_{M}\subseteq X\cross Y$ where $(x, y)\in R_{M}$ if there is some computation path on input $x$ with
output $y$ . Here, $X,$ $Y$ denote finite products of $\mathrm{N}$ and $\mathbb{R}$ . But in contrast to the kind of
nondeterminism which is used in complexity theory, our indeterminism can be realized
on physical machines. Indeterminism and nondeterminism have in common that a single
input does potentially lead to several computation paths. While nondeterminism means
that only some computation paths have to lead to a “valid result”, indeterminism means
that all computation paths have to lead to a $‘\langle \mathrm{v}\mathrm{a}\mathrm{l}\mathrm{i}\mathrm{d}$ result”. Thus, nondeterminism comes
with an existential quantification and indeterminism with an universal quantification in
the definition of semantics. To make this more precise we define our approximative
semantics.
Definition 3.1 (Approximative semantics) Let $M$ be a feasible real RAM with input
space $X\cross \mathrm{N}$ and output space $Y$ and let $f:\subseteq Xarrow Y,$ $t:\subseteq X\mathrm{x}\mathrm{N}arrow \mathrm{N}$ be functions.
Then $M$ is said to approximate $f$ in time $t$ if $dom(f)\cross \mathrm{N}\subseteq \mathrm{d}\mathrm{o}\mathrm{m}(R_{M})$ and
(1) $d(f(x), y)<2^{-n}$ for all $(x, n)\in \mathrm{d}\mathrm{o}\mathrm{m}(f)\cross \mathrm{N}$ and $y\in R_{M}(x, n)$ ,
(2) $t_{M}(x, n)\leq t(x, n)$ for all $(x, n)\in \mathrm{d}\mathrm{o}\mathrm{m}(f)\cross$ N.
Here $d$ denotes the maximum metric on $Y$ , where $Y$ is a finite product of the spaces
$\mathrm{N},$
$\mathbb{R}$ which are equipped with the discrete metric, Euclidean metric, respectively. Fur-
thermore, $t_{M}:\subseteq X\mathrm{x}\mathrm{N}arrow \mathrm{N}$ denotes the logarithmic time complexity of the feasible real





for $(x, n)\in \mathrm{d}\mathrm{o}\mathrm{m}(R_{M})$ where the last sum is over all operations $op$ in a computation path
on input $(x, n)$ and the maximum is over all computation paths on input $(x, n)$ . Thus, the
logarithmic time complexity measure charges each operation with costs depending on the
size of the operands. Now we are prepared to define time complexity classes for feasible
real RAMs. For $t:\subseteq X\cross \mathrm{N}arrow \mathrm{N}$ we define
$\mathrm{T}\mathrm{I}\mathrm{M}\mathrm{E}_{\mathrm{R}\mathrm{A}\mathrm{M}}(t):=\{f$ $:\subseteq Xarrow Y|Y$ is a finite product of $\mathrm{N}$ and $\mathbb{R}$ and there is
a RAM $M$ approximating $f$ in time $\mathcal{O}(t)\}$ .
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Our main result in this section will compare these time complexity classes with the cor-
responding time complexity classes for Turing machines. We recall the fact that in com-
putable analysis the time complexity of a function measures the number of Turing ma-
chine steps which are used in order to produce the result with precision $2^{-n}$ (cf. Ko [Ko91],
M\"uller $[\mathrm{M}\ddot{\mathrm{u}}186]$ , Weihrauch [WeiOO] $)$ . Thus, a function $f:\subseteq Xarrow Y$ is in $\mathrm{T}\mathrm{I}\mathrm{M}\mathrm{E}_{\mathrm{T}\mathrm{M}}(t)$ if
and only if there is a Turing machine $M$ which computes $f$ with respect to the binary
signed-digit representation and which produces an approximation of $f(x)$ with precision
$2^{-n}$ for each input sequence $p$ which represents $x$ in at most $t(x, n)$ steps. Precise defini-
tions can be found in [BH98]. Now our main result can be stated as follows.
Theorem 3.2 (Feasible real RAM) For regular time bounds $t:\subseteq X\cross \mathrm{N}arrow \mathrm{N}$ the
following inclusion holds: $\mathrm{T}\mathrm{I}\mathrm{M}\mathrm{E}_{\mathrm{T}\mathrm{M}}(t)\subseteq \mathrm{T}\mathrm{I}\mathrm{M}\mathrm{E}_{\mathrm{R}\mathrm{A}\mathrm{M}}(t)\subseteq \mathrm{T}\mathrm{I}\mathrm{M}\mathrm{E}_{\mathrm{T}\mathrm{M}}(t^{2}\cdot\log(t)\cdot\log\log(t))$.
Here a time bound $t:\subseteq X\cross \mathrm{N}arrow \mathrm{N}$ is called regular, if $P(x)+k+t(x, k+1)\subseteq \mathcal{O}(t(x, k))$
and $t(x, k)\geq 2$ . This condition is fulfilled by all time bounds of practical interest. In
other words our result states that feasible real RAMs are a polynomially realistic model
of computability and complexity on the real numbers (compared to the Turing machine
based model of computable analysis). One of the surprising parts of the result is that is
suffices to use the logarithmic time complexity measure which only counts the sizes of the
operands but which does not measure the precision of the local RAM operations which is
necessary to compute the result.
Figure 4: The simulation of a RAM $M$ by a TM
The proof justifies this by the fact that the basic arithmetic operations are online
computable in polynomial time, $\mathrm{i}.\mathrm{e}$ . there are polynomial-time Rring machine programs
for these operations such that the output precision is equal to the input precision minus
a certain fixed delay depending on the input size. This result can be extended to other
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larger classes of (smooth) basic operations like the exponential function or trigonometric
functions (cf. [BH98]).
The main part of the proof which shows that feasible real RAMs can be simulated by
Turing machines is based on the idea to start the simulation with a fixed input precision
$m$ and to restart it again and again with a doubling of the input precision until the output
precision suffices. Because of regularity of the time bounds this doubling of precision will
not effect the time complexity substantially. The flowchart in Figure 4 illustrates the idea.
4 Theory of continuous data structures
In the previous section we have seen how an abstract description of the model of com-
putability of computable analysis can be developed, which is realistic with respect to
computability and complexity. From a certain point of view we can interpret this re-
sult such that we have found an efficient data structure for real and natural numbers.
This data structure can be summarized by the following table (where we have omitted
operations which are not necessary from the point of view of computability).
$\mathrm{N}$ Naturals $\{0,1,2, \ldots\}$ , discrete topology
$0$ constant $0$
$n$ identity $\mathrm{i}\mathrm{d}:\mathrm{N}arrow \mathrm{N},$ $n-\rangle$ $n$
$n+1$ successor function $s$ : $\mathrm{N}arrow \mathrm{N},$ $n..\mapsto n+1$
$\mathbb{R}$ Reals computable real numbers, Euclidean topology
$0$ constant $0$
1 constant 1
$x+y$ addition $\mathbb{R}\cross \mathbb{R}arrow \mathbb{R},$ $(x, y)-,$ $x+y$
$-X$ negation $\mathbb{R}arrow \mathbb{R},$ $x-,$ $-x$
$x\cdot y$ multiplication $\mathbb{R}\cross \mathbb{R}arrow \mathbb{R},$ $(x, y)-tx\cdot y$
$1/x$ inversion $\subseteq \mathbb{R}arrow \mathbb{R},$ $x->1/x$
$\lim_{narrow\infty}x_{n}$ limit Lim $:\subseteq \mathbb{R}^{\mathbb{N}}arrow \mathbb{R},$ $(x_{n})_{n\in \mathbb{N}}-* \lim_{narrow\infty}x_{n}$
dom(Lim) $:=\{(x_{n})_{n\in \mathbb{N}} : (\forall n>k)|x_{n}-x_{k}|\leq 2^{-k}\}$
$x<_{k}y$ finite precision test $<_{k}$ : $\mathbb{R}\cross \mathbb{R}\cross \mathrm{N}=\mathbb{N}$
Table 3: The structure of natural and real numbers
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Of course, in the feasible real RAM the limit operation was not an explicit basic
operation but it was hidden in the approximative semantics.
In several areas of computer science we do not only want to compute with real numbers,
but we also want to compute with sets of real numbers and real number functions. In
numerical analysis we want for instance transform a program for a continuous function
$f$ : $[0,1]arrow \mathbb{R}$ into a program for its integral function $x-\rangle$ $\int_{0}^{x}f(t)dt$ . Or in CAD we
want to compute with compact sets of real numbers and perform operations like the union
operation.
Consequently, the question appears how we can find suitable data structures not only
for the real numbers but also for other spaces like hyper and function spaces. We just want
to mention that an answer to this question can be given by the theory of perfect structures
$[\mathrm{B}\mathrm{r}\mathrm{a}99\mathrm{b}]$ . These structures, taken as data structures for a suitable high-level program-
ming language or computability model (like the feasible RAM model) allow to compute
exactly the same operations as the Turing machine model together with a correspond-
ing representation. Moreover, perfect data structures have the following nice property
$[\mathrm{B}\mathrm{r}\mathrm{a}99\mathrm{c}]$ .
Theorem 4.1 (Stability Theorem) Perfect structures characterize their own compu-
tability theory.
Instead of defining the notion of a perfect structure formally, we just mention two
further examples.
$C[0,1]$ Continuous computable functions,
functions topology of uniform convergence
1 constant function $\{()\}arrow C[0,1],$ $()\mapsto\hat{1}$
$\hat{1}$ : $[0,1]arrow \mathbb{R},$ $x\mapsto 1$
$f$ identity $C[0,1]arrow C[0,1],$ $f-\rangle f$
$y\cdot f$ scalar product $\mathbb{R}\cross C[0,1]arrow C[0,1],$ $(y, f)-ry\cdot f$
$f+g$ addition $C[0,1]\cross C[0,1]arrow C[0,1],$ $(f, g)-tf+g$
$f\cdot g$ multiplication $C[0,1]\cross C[0,1]arrow C[0,1],$ $(f, g)rightarrow f\cdot g$
$||f||$ norm $||||$ : $C[0,1]arrow \mathbb{R},$ $f-,$ $\sup_{x\in[0,1]}|f(x)|$
Lim limit $\mathrm{L}\mathrm{i}\mathrm{m}:\subseteq C[0,1]^{\mathbb{N}}arrow C[0,1],$ $(f_{n})_{n\in \mathbb{N}} \mapsto\lim_{narrow\infty}f_{n}$
dom(Lim) $:=\{(f_{n})_{n\in \mathbb{N}} : (\forall n>k)||f_{n}-f_{k}||\leq 2^{-k}\}$
Table 4: The structure of continuous functions
If we add to our data structure of the natural and real numbers the data structure
for the space $C[0,1]$ of continuous functions from Table 4 and for the space $\mathcal{K}(\mathbb{R}^{n})$ of
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non-empty compact subsets of $\mathbb{R}^{n}$ the data structure from Table 5, then we obtain again
a perfect structure.
$\mathcal{K}(\mathbb{R}^{n})$ Compact subsets recursive compact sets,
Vietoris topology
$\{x\}$ injection $\mathbb{R}^{n}arrow \mathcal{K}(\mathbb{R}^{n}),$ $x-\rangle\{x\}$
$A$ identity $\mathcal{K}(\mathbb{R}^{n})arrow \mathcal{K}(\mathbb{R}^{n}),$ $Arightarrow A$
$A\cup B$ union $\mathcal{K}(\mathbb{R}^{n})\cross \mathcal{K}(\mathbb{R}^{n})arrow \mathcal{K}(\mathbb{R}^{n}),$ $(A, B)-\rangle A\cup B$
$d_{\mathcal{K}}$ Hausdorff metric $d_{\mathcal{K}}$ : $\mathcal{K}(\mathbb{R}^{n})\cross \mathcal{K}(\mathbb{R}^{n})arrow \mathbb{R}$ ,
$(A, B) \mapsto\max\{\sup_{a\in A}\inf_{b\in B}d(a, b),\sup_{b\in B^{a}}\inf_{\in A}d(a, b)\}$
Lim limit $\mathrm{L}\mathrm{i}\mathrm{m}:\subseteq \mathcal{K}(\mathbb{R}^{n})^{\mathrm{N}}arrow \mathcal{K}(\mathbb{R}^{n}),$ $(A_{n})_{n\in \mathbb{N}}-, \lim_{narrow\infty}A_{n}$
dom(Lim) $:=\{(A_{n}) : (\forall n>k)d_{\mathcal{K}}(A_{n}, A_{k})\leq 2^{-k}\}$
Table 5: The structure of non-empty compact sets
Thus, we have here two possible data $\mathrm{s}\mathrm{t}\mathrm{r}\mathrm{u}\mathrm{c}\dot{\mathrm{t}}\mathrm{u}\mathrm{r}\mathrm{e}\mathrm{s}$ for computations with objects like
compact sets and continuous functions. Of course, these structures represent only ex-
amples of data structures and there are other structures which correspond to different
topologies and computability notions on the same spaces. The tables mention the under-
lying topologies and the corresponding sets of computable points.
Moreover, the theory of perfect structures can answer the question which asks for
reasonable data structures only with respect to computability and nothing is said about
complexity. For complexity questions, a comprehensive and general theory of computa-
tional complexity of metric spaces is still missing.
5 Conclusion
In the introduction we have described the role of the computability model in the cycle of
real number programming. As the cardinal problem of the real number model we have
singled out the discontinuity of the comparisons and equality tests. On the on hand, this
causes a discontinuous description of the problem under consideration and, on the other
hand, this makes a precise implementation on physical computers impossible.
In Section 2 we have presented some basic results of computable analysis. Especially,
it has been described precisely which computations on the real numbers can be performed
realistically on physical computers. One central result states that only continuous opera-
tions can be performed.
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In Section 3 we have presented the feasible real RAM model which is an approach to
describe the results of computable analysis in terms which are as close as possible to the
real number model.
In Section 4 we have shown, at least on the level of computability, how these ideas can
be transferred to computations with other objects like compact subsets and continuous
functions.
Finally, we propose to replace the original real number model in the cycle of real
number programming by the feasible real RAM model. Such a substitution would have
several advantages: on the one hand, real world problems, especially if they are inspired by
physical questions, are typically continuous. These problems can be described pretty good
by the continuous (but indeterministic!) feasible real RAM model. On the other hand
and maybe more important, each correct algorithm, developed for the feasible real RAM
model, can be implemented on physical computers without any instability or degeneracy
problems!
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