Abstract. It is shown that under suitable conditions an eigenvalue of a product of companion matrices has geometric multiplicity equal to one. The result is used to show that for a class of Random Walks in Periodic Environments recurrence is equivalent to a product of companion matrices having 1 as an eigenvalue of algebraic multiplicity greater than one.
If x is an eigenvalue of B, then it is well-known that all corresponding eigenvectors are multiples of [x n−1 , x n−2 , . . . , x, 1] t . In particular, each eigenvalue of a companion matrix is geometrically simple, that is, its geometric multiplicity is equal to one. We also see that if B 1 , B 2 , . . . , B k are companion matrices of the same dimension, then they have an eigenvalue in common if and only if they have an eigenvector in common. If x is the common eigenvalue, then x k is an eigenvalue of the product B 1 B 2 . . . B k . However, in contrast to the situation of a single companion matrix, the eigenvalue x k of B 1 B 2 . . . B k may have geometric multiplicity greater than one. In this paper we shall give conditions on the matrices B j that ensure that x k is geometrically simple. We also present a method to calculate the algebraic multiplicity of x k without having to multiply out the matrices B 1 , B 2 , . . . , B k . These results are contained in Sections 3 and 4 of this paper.
The problem of determining the multiplicities of an eigenvalue of a product of companion matrices appears in the study of Random Walks in a Periodic Environment (RWPE), a type of Markov Chain studied in [5] in discrete time and in [1] in continuous time. A RWPE is described by a finite number of companion matrices, and the knowledge of the multiplicities of an eigenvalue of their product is necessary in order to distinguish between its recurrent or transient behavior. For the convenience of the reader we present a short introduction to the parts of the theory of RWPE's that are ELA 104 E.S. Key and H. Volkmer relevant to us in Section 2. In Section 5 we apply our general results to such Random Walks.
Products of companion matrices also occur in other areas of mathematics. Consider, for example, the n th order recursion for the scalar sequence (x m ),
This recursion is equivalent to a first order recursion for a n-dimensional vector sequence (X m ),
Here B m is an n × n companion matrix whose first row is
Thus solutions of the recursion can be expressed in terms of products of companion matrices, and the rates of growth of these solutions are determined in part by the structure of the eigenspaces of these products; see [6, pp. 63-85] . The case where the coefficients of (1.2) are periodic in m has been discussed by several authors, including [2, pp. 178-213] , [6, pp. 63-85] and [7, pp. 335-350] . Such difference equations naturally give rise to finite products of companion matrices, yet little seems to be known about the eigenspaces of such products, even in the case where these companion matrices have an eigenvalue in common. For example, there seems to be no mention of the behavior of such matrix products in [4] .
Random Walks in a Periodic Environment.
A Markov chain X on the integers is called a Random Walk if its transition matrix P (x, y) := Pr(X n+1 = y|X n = x) satisfies the condition
for all pairs of integers (x, y). If we interpret X n as the position of a particle on the integer lattice, this condition on P (·, ·) means that the statistical mechanism determining how X n changes does not depend on the current location. It is wellknown that if we define
then we have the following theorem.
Theorem 2.1. Let X be a random walk.
• If µ > 0 then Pr(lim t→∞ X t = +∞) = 1 and we say that the random walk is transient. • If µ = 0 then Pr(−∞ = lim inf t→∞ X t < lim sup t→∞ X t = +∞) = 1 and we say that the random walk is recurrent. • If µ < 0 then Pr(lim t→∞ X t = −∞) = 1 and we say that the random walk is transient.
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If we want the statistical mechanism to vary periodically with the current location x, then we require instead that P (x, y) = P (x + N, y + N ) for some positive integer N and all pairs of integers (x, y). The least such N is called the period of the Markov chain X. In this case the Markov chain is called a Random Walk in a Periodic Environment (RWPE) with period N .
The recurrence and transience behavior of RPWE's in general is discussed in [5, pp. 552-555 ]. There we find that the author defines e(x; a) := P (x, x+a) and imposes the following three conditions on e(·, ·): There must be two positive integers U and V such that Conditions (2.1) and (2.2) are imposed to allow a matrix formulation for the investigation of the problem, and are not probabilistic in nature, whereas condition (2.3) is to insure that the RWPE is irreducible.
Recurrence and transience criteria are given by examining the eigenvalues of the
where A x is the (V + U ) × (V + U ) matrix given by • To apply this theorem we need to determine the moduli of at least V + 1 of the eigenvalues of Q, which may not be possible. However, it is clear from the proof of this theorem that 1 is an eigenvalue of Q, and that if the geometric multiplicity of 1 is 1 while the algebraic multiplicity of 1 is greater than 1, then d V + d V +1 = 0 and the RWPE is recurrent.
What is more, observe that if q(t) denotes the characteristic polynomial of Q, then in the case of an ordinary random walk, where N = 1,
Thus, in the case of a random walk X satisfying (2.1), (2.2) and (2.3), q (1) = 0 if and only if X is recurrent.
We will extend this last result to the case where N > 1 in the following way. We will show that 1 is the only eigenvalue of Q of modulus 1, so if q (1) = 0, then
, and the RWPE is not recurrent. We will also prove that the geometric multiplicity of 1 is always 1 so if q (1) = 0, then the algebraic multiplicity of 1 is greater
It is easy to show that if A x is the matrix defined above, then
x is a companion matrix. Since an eigenvalue λ of an invertible matrix M is geometrically simple iff 1/λ is a geometrically simple eigenvalue of M −1 , we can determine the geometric simplicity of 1 as an eigenvalue of Q by examining whether or not 1 is a geometrically simple eigenvalue of a product of companion matrices. We will show that under certain conditions, if λ > 0 is a common eigenvalue of a finite set of companion matrices, then λ is a geometrically simple eigenvalue of their product. The matrices arising from RWPE's satisfying conditions (2.1), (2.2) and (2.3) will satisfy these conditions.
A Formula for the Product of Companion Matrices.
We consider n companion matrices B 1 , . . . , B n of dimension n. The first row of B j is denoted by
For k = 1, . . . , n we define the upper triangular matrix 
Note that each entry of the first row of B j , j = 1, . . . , k, appears in either the jth row of
If we define sgn(x) := −1, 0, 1 if x < 0, = 0, > 0, respectively, and a i,0 := a i,n , then for any positive real number r,
Let I denote the n × n identity matrix. Lemma 3.1. For k = 1, . . . , n, we have
Proof. We use induction on k. The equation is true for k = 1 because L 1 = 0 and R 1 = B 1 . For the induction step from k − 1 to k we have to verify the equation
is the identity matrix with the kth column replaced by
The product QR k−1 is the same as R k−1 except that the entries in the first column which lie in the first k − 1 rows are replaced by 0. Now the desired equation 
Then λ is an eigenvalue of M iff λ is an eigenvalue of R + λL; in the case that λ is an eigenvalue of both M and R + λL, the λ-eigenspaces for both matrices are the same. Moreover,
Proof. Lemma 3.1 implies that
This equation shows that ker(M − λI) = ker(R + λL − λI). We complete the proof by noting that det(
By (3.5), the determinant of this matrix is equal to the characteristic polynomial of B 1 B 2 B 3 B 4 .
The Multiplicity of Common Eigenvalues.
Our criterion for geometrically simple positive eigenvalues will be stated in terms of the irreducibility of certain nonnegative matrices. Recall that an n × n matrix E is said to be irreducible if the index set {1, 2, . . . , n} cannot be split into two proper complementary sets (without common indices) {i 1 , . . . , i µ } and {j 1 
ν}).
The matrix E is called nonnegative if all of its entries are nonnegative. Proof. It follows from Theorem 3.2 that χ :
is an irreducible nonnegative matrix. It then follows from Remark 3 following Frobenius' theorem in [3, pp. 50-64] that χ is the unique eigenvector (up to constant factors) of the nonnegative matrix C(x k I + B). It then follows from Frobenius' theorem itself that 1 is the eigenvalue of C(x k I + B) of maximum modulus, and that 1 is an algebraically simple eigenvalue of C(x k I + B). Therefore 1 is a geometrically simple eigenvalue of C( It then follows from Theorem 3.2 that x k is a geometrically simple eigenvalue of M .
As an example, consider the case where n = k = 3. Assume x > 0 is a common eigenvalue for B 1 , B 2 , B 3 . Then there are constants a i and b i so that
If we assume that for each i we have (
is an irreducible matrix with no negative entries.
In what follows we will apply Theorem 4.1 directly only if k = n, in which case the matrix R + x k L is particularly simple. When the number of factors k is different from the dimension n of the factors we can reduce the case k = n as follows. The proof of Corollary 4.3 below is an example of this technique. Case 1: n < k In this case, to each B j we associate a k × k companion matrix B j whose first row is given by (B j ) 1,y = (B 1 ) 1,y if y ∈ {1, . . . , n} and (B j ) 1,y = 0 if y ∈ {n + 1, . . . , k}. We can then apply Theorem 4.1 to M := B 1 · · · B k , and give a sufficient condition for x k to be a geometrically simple eigenvalue of M . It remains to show that x k is a geometrically simple eigenvalue of M if x k is a geometrically simple eigenvalue of M . Note that x k is an eigenvalue of both M and M , and one eigenvector associated with x k is χ (with the appropriate dimension). To finish the proof, observe that each B j is lower block triangular, where the "northwest block" is the n × n matrix B j , the "northeast block" is the n × (k − n) zero matrix, and the "southeast block" is an (k − n) × (k − n) nilpotent matrix. Since k > k − n, the last k − n columns of M are all zero, and the "northwest block" of M is M . Let S denote the (k − n) × n "southwest block" of M . If sk > n, proceed as in Case 1. The first row of the companion matrices arising from the study of RWPE's have additional structure which makes it easy to see one way to apply Theorem 4.1:
• There is always exactly one positive entry, and it always appears in the V th column. Bearing this in mind, we say that a companion matrix is Type p if there is a positive integer p such that
• The matrix has a positive entry in the first row and p th column; • All other entries in the first row are nonpositive. It is clear that the techniques described above in Case 1 will preserve the Type p property of a set of companion matrices.
Suppose that B 1 , B 2 , . . . , B n are n × n type p companion matrices, r is any given positive number, and L n and R n are defined as in (3.2) and (3.3), respectively. Let D := R n + rL n . In the following discussion, let
[j] := n if j is divisible by n, j mod n otherwise.
According to (3.4) 
is a cyclic permutation matrix, from which we see that C itself is invertible with
Furthermore, it is clear from (4.2) that if we put B = C −1 −D, then B is a nonnegative matrix as well. Hence CB is nonnegative and R n + rL n = C −1 − B. Thus, if we want to apply Theorem 4.1 to products of Type p companion matrices, we can give conditions under which C(x n I + B) is irreducible for this particular decomposition. This means we need to identify the locations of the positive entries of CB as well as those of the positive entries of C. Note that E := C(x n I + B) is irreducible if any of the following matrices is irreducible: sgn(E), sgn(C), sgn(CB).
Suppose that (i) holds. Consider the directed graph on the cyclic group Z n whose incidence matrix is sgn(C). From the discussion following (4.1), for each node g there is an edge on this graph from g to g − p. Therefore, for any integer m and any node g there is a path from g to g − mp. Since n and p are relatively prime there is a path from g to g − 1, so all the nodes in the graph are connected, and sgn(C) is irreducible.
Suppose that (ii) holds. Consider the directed graph on Z n whose incidence matrix is sgn(CB). It follows from (4.3) that for each node g there is an edge from g to g + (p − q). Since |p − q| and n are relatively prime, it follows (by the same argument as for (i)) that sgn(CB) is irreducible.
Suppose that (iii) holds. Consider the directed graph on Z n whose incidence matrix is sgn(CB). It follows from (4.3) that for each node g there is an edge from g to g + c − p and from g to g + d − p. Since p − c and d − p are relatively prime, it follows (by the same argument as for (i)) that sgn(CB) is irreducible. If k > n we use the method of Case 1 discussed above to reduce to the case just treated.
If k = 1 the theorem is obviously true. If 1 < k < n we use the method of Case 2 with s a power of k.
As an example, consider Notice that it is not sufficient simply to assume that the matrices are Type p. For example, consider k = n = 2, p = 2, r = 1 and
Then 1 is an eigenvalue of B 1 B 2 = I with geometric multiplicity 2.
The following example shows that not having the Type p property can also lead to an eigenvalue with geometric multiplicity larger than 1. Put 2) and (2.3) . Let Q be the matrix defined in (2.4) , and let q be the characteristic polynomial of Q. Then X is recurrent iff q (1) = 0.
Proof. As noted in Section 2, in order to prove that q (1) = 0 implies that X is recurrent we need only prove that 1 is a geometrically simple eigenvalue of Q. To do so we observe that we can apply 3) . In either case we conclude that 1 is a geometrically simple eigenvalue of Q −1 , and, therefore, 1 is a geometrically simple eigenvalue of Q.
To prove the converse it is sufficient to show that 1 is the only root of q of modulus 1. To do so, let P denote the transition matrix of X. It follows from (2.3) that X is irreducible. Observe that if P f = f and that for some state s, |f (s)| ≥ |f (t)| for all states t, then f (t) = f (s) for all states t.
Suppose now that g ∈ C Z . For each x ∈ Z define g x ∈ C U+V by g x (j) = g(x + V + 1 − j). It is easy to check that the following are equivalent.
• P g = g.
• A x g x = g x−1 for all x ∈ Z, where A x is defined following (2.4). 
