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Abstract
Optical fringe patterns are often contaminated by speckle noise, making it difficult to accurately and robustly extract
their phase fields. To deal with this problem, we propose a filtering method based on deep learning, called optical
fringe patterns denoising convolutional neural network (FPD-CNN), for directly removing speckle from the input
noisy fringe patterns. Regularization technology is integrated into the design of deep architecture. Specifically, the
FPD-CNN method is divided into multiple stages, each stage consists of a set of convolutional layers along with
batch normalization and leaky rectified linear unit (Leaky ReLU) activation function. The end-to-end joint training
is carried out using the Euclidean loss. Extensive experiments on simulated and experimental optical fringe patterns,
especially finer ones with high-density regions, show that the proposed method is competitive with some state-of-the-
art denoising techniques in spatial or transform domains, efficiently preserving main features of fringe at a fairly fast
speed.
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1. Introduction
Optical interferometric techniques have been widely
used in scientific research and engineering for its simple
optical devices and the ability to provide high res-
olution and full field measurements in a non-contact
mode, such as electronic speckle pattern interferometry
(ESPI). Noise will unavoidably appear in the process of
formation and acquisition of optical fringe patterns. In
principle, a noisy fringe pattern can be modeled as
z (i, j) = a (i, j) + b (i, j) cos (ϕ (i, j)) + n (i, j) , (1)
where (i, j) is the spatial and temporal coordinate,
a (i, j), b (i, j), ϕ (i, j) and n (i, j) are the background in-
tensity, fringe amplitude, phase distribution and image
noise, respectively [1]∼[3]. The existence of speckle
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noise seriously affects the accurate phase extraction,
which is very important for the success of fringe pattern
demodulation. As the frequency spectrum of fringes
and noise usually superimpose and cannot be separated
clearly, simple filters have a strong blurring effect on
fringe features, especially for fine ones with high dens-
ity. Therefore, it is challenging to suppress the com-
plicated speckle noise in the optical fringe pattern while
preserving the features.
Generally, various algorithms previously suggested
for speckle noise reduction of optical fringe pattern
can be categorized as methods in spatial domain or
transform domain. For the transform domain tech-
niques, Fourier transform [4], windowed Fourier trans-
form(WFF) [5], and wavelet transform [6], have been
applied with inspiring performance. For the spatial do-
main techniques, filtering along fringe orientation [7] is
an effective option, for example, Yu et al. proposed spin
filters [8] to smooth fringe patterns along the local tan-
gent orientation. Tang et al. proposed a technique us-
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Fig. 1. Network architecture of the proposed FPD-CNN.
ing second-order oriented partial differential equations
for diffusion along the fringe orientation [9]. Wang et
al. proposed a coherence enhancing diffusion (CED)
for optical fringe pattern denoising [10]. This technique
controls the smoothing both along and perpendicular to
the fringe orientation. This principle is later developed
for phase map denoising [11]. However, Fu et al.[12]
developed a nonlocal self-similarity filter, which aver-
ages the intensity of similar pixels searched in whole
image instead of in a local fringe direction as the spin
filters do. Involving more pixels with higher similar-
ity levels and being free of the fringe orientation es-
timation, this simple algorithm has stronger robustness
against noise with better filtering results, especially in
the processing of fine optical fringe pattern. The vari-
ational image decomposition technique proposed in the
past few years has been successfully applied to image
denoising, such as ones in [13]∼[18]. The basic idea
of applying these methods for fringe pattern denois-
ing is to decompose the image into low-density fringes,
high-density fringes and noise parts, each of which is
modeled by a different functional space. To this end,
an optimization functional is established by combining
the corresponding norms in uncorrelated space and each
part is filtered by minimizing this functional. Recently,
a denoising method [19] for discontinuous fringe pat-
terns with joint fuzzy c-means (FCM) clustering and
partial differential equations is proposed. Firstly, dis-
continuous regions in fringe images are identified, and
then denoised by an adaptive shape-preserving oriented
partial differential equation model with the controlling
speed function. The noise is eliminated while the shape
of fringes and the discontinuity are kept.
However, when facing fine optical fringe patterns
contaminated by complicated speckle noise (such as
fringes with the width of only few pixels in some high-
density/high-frequency regions, and even the case of
no more than 5 pixels), most existing methods face
the difficulty of making trade-offs between good fil-
ter performance and time cost, especially when para-
meter adjustments and algorithm execution. Although
the method based on the diffusion equation in the spatial
domain is faster, it will produce severe blurring effects
in the fine high-density region, such as the CED method
[10] for its inaccurate estimation of the fringe orienta-
tion. However, the estimation of fringe orientation is
not a trivial work, particularly for high-density regions
whose fringe structure was destroyed by strong speckle
noise, and parameter tuning is extremely complex. An-
other important issue is that the geometry of the fringe
on boundary is easily distorted. The methods in trans-
form domain often have high computational cost and
produce artifacts easily, such as the WFF method [5].
A more recent trend is deep learning [20], which
has arisen as a promising framework providing state-
of-the-art performance for image classification [21, 22]
and segmentation [23]∼[25]. Moreover, regression-type
neural networks have demonstrated impressive results
on inverse problems with exact models such as image
denoising [26]∼[31], deconvolution [32], artifact reduc-
tion [33, 34], super resolution (interpolation) [35, 36].
Central to this resurgence of neural networks has been
the convolutional neural network (CNN) architecture.
Deep learning as a powerful data processing technology
has also penetrated into the field of optics, such as phase
recovery and holographic image reconstruction [37, 38],
identification and classification of objects hidden behind
scattering media [39], coherent noise reduction in three-
dimensional quantitative phase imaging [40].
To address the reduction of speckle noise for finer
fringe pattern with high-density regions, we proposed
an optical fringe pattern denoising convolutional neural
network model (FPD-CNN) based on deep learning.
The design of the architecture according to the deriv-
ation of regularization theory. Especially the residual
learning technique [41] is introduced into the network
model by the solution of regularization model. The ar-
chitecture of the model is divided into multiple stages,
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each of which consists of several convolutional layers
along with batch normalization [42] and Leaky ReLU
[43] activation function (see Fig.1). We also verified the
importance of the activation function leaky rectified lin-
ear unit adopted in the proposed network. It is trained in
an end-to-end fashion using the Euclidean loss function.
One of the main reasons of using deep-learning-based
techniques for fringe denoising is that they learn para-
meters for image restoration directly from the training
data rather than relying on predefined image priors or
filters. Therefore, the proposed method can be regarded
as an adaptive method that relies on large-scale data.
The advantage of the proposed method is that FPD-
CNN model not only has better denoising performance
but also has better performance than the compared al-
gorithm in preserving boundary features of the fringe
pattern, especially the fine ones. Most importantly, the
proposed FPD-CNN has a faster denoising speed, which
is verified by experiments.
The remainder of the paper is organized as follows.
Section 2 briefly introduces the notions and preliminar-
ies of fringe pattern modeling. Section 3 presents the
proposed denoising CNN model in details and the re-
lated mathematical principle. Section 4 shows experi-
mental results of our method by comparing it with other
methods to validate its effectiveness. Section 5 con-
cludes the paper.
2. Notions and Preliminaries of Fringe Pattern
Modeling
In this section, we briefly introduce the modeling of
fringe pattern. Optical interference produces fringe pat-
terns [3]. Given the object beam A0(i, j; t) and the refer-
ence beam Ar(i, j; t):
A0(i, j; t) = a0(i, j; t)ej(−ωt+ε+ϕ0(i, j;t)), (2)
Ar(i, j; t) = ar(i, j)ej(−ωt+ε+ϕr(i, j)), (3)
where (i, j) and t are spatial and temporal coordinates,
a0(i, j; t) and ar(i, j) are the amplitude, and −ωt, ε,
ϕ0(i, j; t) and ϕr(i, j) are phase terms of the correspond-
ing beam. ϕ0(i, j; t) reflects optical path of the object
beam, while the ϕr(i, j) reflects optical path of the ref-
erence beam that is usually time-invariant. If the object
beam and the reference beam vibrate in the same direc-
tion and superpose on the detector, the resulted optical
intensity is
I(i, j; t) = |A0(i, j; t) + Ar(i, j; t)|2 , (4)
and we can derive that
I(i, j; t) = a20(i, j; t) + a
2
r (i, j; t) + 2a0(i, j; t)ar(i, j)
× cos(ϕ0(i, j; t) − ϕr(i, j)). (5)
For two correlated speckle fields at time instances t0 and
t, a speckle correlation fringe pattern is defined as
I(i, j; t) = |I(i, j; t) − I(i, j; t0)|2 . (6)
Assuming that a0(i, j; t) = a0(i, j; t0), Eq.(6) can be de-
rived as
I(i, j; t) = 4a20a
2
r + 4a
2
0a
2
rcos(∆ϕ0(i, j; t0, t) + pi)
+ n(i, j; t0, t),
(7)
which include the noise term
n(i, j; t0, t) = −4a20a2r (1 − cos(∆ϕ0(i, j; t0, t)))×
cos(ϕ0(i, j; t0) + ϕ0(i, j; t) − 2ϕr(i, j)), (8)
where the ∆ϕ0(x, y; t0, t) is the phase difference between
these two time instances t0 and t , i.e
∆ϕ0(i, j; t0, t) = ϕ0(i, j; t) − ϕ0(i, j; t0), (9)
which is a regular function and usually spatial (piece-
wise) smooth. I(x, y; t) becomes a waving structure,
namely, a fringe pattern. The corresponding optical
technique is electric speckle pattern interferometry.
Both fringe patterns in Eq.(5) and Eq.(7) can be gen-
erally and mathematically modeled as Eq.(1), which is
also suitable for fringe patterns formed by many other
modalities.
3. Proposed Method
To make it easier to understand the proposed method,
we first introduce the details of the network architec-
ture, and then introduce the mathematical principle of
the architecture design.
3.1. Architecture of FPD-CNN
For the design of our network architecture, the FPD-
CNN method catains S stages of noise estimation in
the network and each stage has D layers (Ls,d, s =
1, . . . , S ; d = 1, . . . ,D) that means the proposed ar-
chitecture is deeper. Then the denoisied fringe is ob-
tained by simply subtracting the estimated noise from
noisy fringe pattern. Because the noise estimated by
single stage is not accurate, and often still contains some
structural details of the fringe, a multi-stage framework
scheme is adopted to further reduce the error, which is
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similar to iterative regularization. The estimated noise
at each stage serves as the input for the next stage. As
shown in Fig.1, the architecture of each stage s is de-
scribed as follows:
(i) Layer Ls,1(light blue layer) includes the spatial
template convolution filtering (Conv) and the Leaky
ReLU operations, where 64 filters of size 5 × 5 × 1 are
used to generate 64 feature maps, and the Leaky ReLU
is then utilized for nonlinearity. Here 1 indicates that
the data to be processed is one-dimensional.
(ii) Layers Ls,2∼Ls,D−1(blue layers) includes the con-
volution, the batch normalization (BN) and the Leaky
ReLU operations, where 64 filters of 5×5×64 are used,
and the batch normalization is added to the middle of
the convolution and the Leaky ReLU.
(iii) Layer Ls,D(light blue layer) includes only the
convolution operation, where single filter of size 5× 5×
64 is used to reconstruct the output.
Furthermore, we pad zeros before convolution to en-
sure that each feature map of the middle layers has the
same dimension as the noisy input. The batch normaliz-
ation is added to alleviate the internal covariate shift by
incorporating a normalization step and a scale and shift
step before the Leaky ReLU operation in each layer. Fi-
nally, the Leaky ReLU function is defined as
h = max{z, 0} + αmin{z, 0}, (10)
which is a pixel by pixel operation. When α = 0, it will
degenerate into the ReLU function. The Leaky ReLU
activation function inherits the advantages of ReLU in
two aspects [43]: the first is to effectively solve the so
called “exploding/vanishing gradient”; the second is to
accelerate the convergence speed. At the same time, it
can propagate negative gradients forward which can re-
duce the risk of falling into local optimum.
3.2. Mathematical Principle of FPD-CNN
The purpose of training the network in each stage is
actually to solve the following regularization model as
mentioned in [27, 28]:
min
x
E (x) =
1
2
‖z − x‖2F +λ
M∑
m=1
N∑
n=1
ρm
(
( fm ∗ x)n
)
. (11)
Here, z is a noisy observation, x is the ground truth
fringe image, ‖·‖F is the Frobenius norm, N denotes the
image size, λ is a regularization parameter, fm ∗ x stands
for the convolution of the image x with the m-th filter
kernel, and ρm(·) represents the m-th penalty function.
The solution of Eq.(11) can be interpreted as perform-
ing one gradient descent process at the starting point z,
given by
x˜ = z − α
λ
M∑
m=1
(
f ∗m ∗ φm ( fm ∗ z)
)
, (12)
where f ∗m is the adjoint filter of fm (i.e., f ∗m is obtained by
rotating the filter fm 180 degrees), α is a step size and
φm = ρ
′
m (derivative of ρ with respect to m, the influ-
ence function φm can be regarded as pointwise nonlin-
earity operator applied to convolution feature maps), re-
placed by Leaky ReLU activation function in our model.
Eq.(12) is equivalent to the following formula:
v = z − x˜ = α
λ
M∑
m=1
(
f ∗m ∗ φm ( fm ∗ z)
)
, (13)
where v is the estimated residual of x with respect to
z. Hence, we adopt the residual learning formulation to
train a residual mapping defined as
< (z,Θ) = v, (14)
where Θ is the network parameters, including filters and
batch normalization parameters in each layer which are
updated with data training. The residual v is regarded as
the noise estimated from z, and the approximate clean
fringe image can be obtained by
x˜ = z −< (z,Θ) . (15)
Suppose that Z = {(xk, zk)}Kk=1 represents K clean-
noisy training image pairs, and define the Euclidean loss
function for each pixel as
£ (Θ) =
1
2K
K∑
k=1
∥∥∥< (zk,Θ) − (zk − xk)∥∥∥2F . (16)
Therefore, the training task for learning parameters Θ
can be considered as solving the optimization problem:
min
Θ
£ (Θ) = 12K
∑K
k=1
∥∥∥< (zk,Θ) − (zk − xk)∥∥∥2F
s.t vk = < (zk,Θ) = αλ
∑M
m=1
(
f ∗m ∗ φm ( fm ∗ zk)
)
.
k = 1, · · · ,K
(17)
Eq.(17) can be regarded as a two-layer feed-forward
CNN. We apply the back-propagation algorithm to solve
the problem (Eq.(17)). Based on the theory of numerical
approximation, our ultimate goal is essentially to train a
highly nonlinear function (i.e.,<) as an approximation
of the intensity statistical distribution of noisy pixels.
It is well known that increasing the number of lay-
ers appropriately can improve the performance, and we
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naturally add a multi-stage framework to the design of
network architecture. Gradient descent algorithm op-
timizes the parameters Θs, s = 1...S of the s-th stage,
so as to minimize the loss function £ (Θs). Generally,
the training task first randomly divides the total data
{(xk, zk)}Kk=1 into several mini-batches [41], each mini-
batch denoted as Z1...P =
{(
xpq , zpq
)}P
pq=1
of size P, q
represents the q-th mini-batch. And the multi-stage
framework is implemented on each mini-batch sequen-
tially based on the end-to-end joint training fashion. The
mini-batch is used to approximate the gradient of the
loss function with respect to the parameters, by com-
puting 1P
∂£(zpq ,Θs)
∂Θs
. With Gradient descent algorithm, the
training proceeds in steps, and at each step we consider
a mini-batch, so it’s a total of Q = K/P iterations for
each epoch.
4. Experimental Results With Analysis
In this section, we present the results of our proposed
FPD-CNN algorithm on both synthetic and the experi-
mentally obtained fringe patterns. We compare the pro-
posed method with two representative methods, includ-
ing WFF [5] and CED [10], both of which belong to
transform domain and spatial domain, respectively. In
order to quantitatively evaluate and analysis the denois-
ing performance of the proposed method, on the simu-
lation data we will calculate the following three image
quality metrics: the peak signal to noise ratio (PSNR),
the mean of structural similarity index (SSIM) [44], the
mean absolute error (MAE). For on the experimentally
obtained data as we cannot get the clean reference, so
we compare the performance of these methods through
visual subjective evaluation. The skeletons are also ob-
tained by parallel thinning algorithm [45] for the two
types of data. Here, the comparsion of the quality of
the extracted corresponding skeleton lines also reveal
the performance of the algorithm. Another important
evaluation indicator is to compare the execution time of
methods.
4.1. Network Training
In order to train our model, we use Eq.(7) to gen-
erate training and testing dataset. For the phase func-
tion ∆ϕ0(i, j; t0, t) in Eq.(7) are adopted different smooth
(piecewise) functions, as shown in the following for-
mula:
∆ϕ0(i, j; t0, t) =
L∑
l=1
κlχl (i, j) , (18)
where the χl (i, j) are set as compound function in ex-
ponential form, polynomials (such as quadratic poly-
nomial) or the product of compound function in ex-
ponential form and polynomials. The combined coef-
ficients κn take some random values. Its form is sim-
ilar to the function : ∆ϕ0(i, j) = 55e−
(2i−400)2
20000 − (2 j−162)
2
25000 +
2
(
(i−255)2
400 +
( j−5)2
700
)
e
(i−10)2
950000 +
( j)2
65000 +
(2i−155)2
300 +
( j−45)2
200 . And
more detailed process of simulating images can be
found in references [3, 7]. 1700 clean-noisy image pairs
with the size of 256 × 256 are simulated. 100 pairs ran-
domly selected for testing, and the rest for training. Par-
tial sample image pairs are shown in Fig.2. In this art-
icle we standardize the intensity range of image pixels
to [0, 255]. To avoid over fitting to some extent data
augmentation is used, such as horizontal inversion, rota-
tion transformation and other geometric transformation
methods. Finally, 230400 clean-noisy patch pairs with
patch size of 80 × 80 are cropped to train the proposed
CNN model .
The weights are initialized by the method in [46],
and the whole network is trained using the optimization
method of the adaptive moment estimation (ADAM)
[47]. With a batch size of 64 and a learning rate of 1e-3.
For the light blue layer in Fig.1, namely the Ls,1-th layer
of each stage, the slope of Leaky ReLU α is set to be
0.05; for the remaining layers α is 0.5. S and D are set
to be 3 and 8, respectively. The total number of layers
is actually 24. We just trained 35 epochs for our FPD-
CNN. Fig.3 shows the change trend of average PSNR,
average SSIM and average MAE for all training epochs
on the testing data. Experiments are carried out in MAT-
LAB R2017b using MatConvNet toolbox, with an Intel
Xeon E5-2670 CPU 2.6GHz, and an Nvidia GTX1080
Founders Edition GPU. It takes about 40 hours on GPU.
4.2. Ablation Study
The purpose of this section is to illustrate why Leaky
ReLU is used in the proposed CNN model compared
to the well-known ReLU under the limited training
data set. Therefore, An ablation study is performed to
demonstrate the effects of Leaky ReLU in comparison
with ReLU. Here, the same training data is used to train
the proposed network, and the other configuration para-
meters are also the same.
Then, we perform a test on an experimentally ob-
tained fine optical fringe pattern with high-density re-
gions to verify the generalization ability of the proposed
model. As shown in Fig.4, one can see that the result
obtained with the ReLU is seriously blurred. However,
for the result obtained with the Leaky ReLU, not only
noise is effectively filtered out, but also the geometry of
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Fig. 2. Partial sample image pairs simulated for training.
Fig. 3. The change trend of average PSNR, average SSIM and average
MAE.
Fig. 4. Comparison of different activation functions (from left to
right): the experimentally obtained optical fringe pattern, results of
proposed FPD-CNN using ReLU and Leaky ReLU, respectively.
the fringe patten is well preserved and enhanced. The
superiority of the Leaky ReLU activation function can
be attributed to its property that it can propagate negat-
ive gradients forward, avoiding the problem of so-called
“neuronal death”. So we adopt the Leaky ReLU to
enhance generalization performance of proposed CNN
model.
4.3. Results on Simulated Images
Ten fine simulated images in the testing dataset are
are selected to calculate four quantitative evaluation in-
dexes. In favor of the principle of minimizing the MAE,
we adjust the parameters of both WFF and CED to be
optimal. Average quantification results are shown in
the Table 1 with the best in bold. The following ana-
lysis illustrates the reasons why the proposed method
can achieve significant advantages in quantitative com-
parisons.
Table 1. Average Quantification Results on Ten Simulated images
Indexs WFF CED FPD-CNN
PSNR 15.13 12.22 27.88
SSIM 0.684 0.554 0.972
MAE 30.863 42.944 7.642
Running Time(s) 222.17 2.29 0.57
In Fig.5 and Fig.6, we show the denoised results of
different methods for two simulated fine fringe pattern
with high-density regions. In Fig.5, the results obtained
with WFF and CED are not satisfactory, they all pro-
duce significant artifacts or blurring. In order not to
destroy the signal, WFF adopts a wider frequency band,
which also makes partial noise survive in the threshold
processing, and consequently reduces the filtering per-
formance. This problem is particularly noticeable when
dealing with speckle noise, as the speckle noise is often
superimposed on the frequency spectrum of the fringe
pattern, and the simply hard threshold processing can-
not completely separate them. The results of the WFF
processing in Fig.5 reflect the problem just described,
not only artifacts and noise still remain in the denoised
images, but also existing blurs in high-density regions.
The extracted skeleton is also broken in the correspond-
ing region. For CED, its performance is closely related
to the accurate estimation of fringe orientation. When
the frequency increases gradually, CED can still pro-
duce very good results as long as the noise does not
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Fig. 5. Denoising a fine simulated fringe pattern with high-density regions (the 1st row): noise free image, noisy image, WFF, CED, FPD-CNN,
respectively. The 2nd row are the corresponding skeletons.
Fig. 6. Denoising a fine simulated fringe pattern with high-density regions (the 1st row): noise free image, noisy image, WFF, CED, FPD-CNN,
respectively. The 2nd row are the corresponding skeletons.
distort the structure of fringe pattern, as shown in the
4th column of Fig.5. On the contrary, when the noise
has destroyed the structure of the finer regions with high
density, the inaccurate calculation of fringe orientation
for CED leads to damaged results with details of severe
blurring. Consequently, the corresponding skeleton ob-
tained from CED’s results are broken severely and have
branches.
In Fig.6, it still has fine fringe but with the relat-
ively uniformly high-density fringe distribution com-
pared with Fig.5 who has high-variable-density fringe
distribution. And the fringe structure is not seriously
damaged, so WFF and CED achieved significantly bet-
ter results than in Fig.5, especially CED method can
easily estimate the fringe orientation accurately. But
the WFF still generate some artifacts, and CED gener-
ated some blurs. Both in Fig.5 and Fig.6, the results
from WFF and CED is distorted obviously in the image
boundary area. Finally, through a large amount of deep
learning of the proposed network, an accurate nonlinear
mapping from noisy data to noise is approximated by
FPD-CNN, which achieves the best results among three
compared methods: noise is efficiently filtered off while
preserving main features of fringe well, the correspond-
ing skeleton is also quite accurate, although there is a
little branch.
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Fig. 7. Denoising a experimentally obtained fine optical fringe pattern with high-density regions (the 1st row goes from left to right): noisy image,
results by WFF, CED, and FPD-CNN, respectively. The 2nd row are the corresponding skeletons.
Fig. 8. Denoising a experimentally obtained fine optical fringe pattern with general-density regions (the 1st row goes from left to right): noisy
image, results by WFF, CED, and FPD-CNN, respectively. The 2nd row are the corresponding skeletons.
4.4. Results on experimentally obtained Optical Fringe
Patterns
In this section, we test six experimentally obtained
digital interferograms are shown in Fig.7∼Fig.10. In
Fig.7 and Fig.8 each contain one interferogram, the cor-
responding denoised results of three methods and the
corresponding skeleton line for analysis. The size of
these two images are 140 × 105 and 311 × 233, re-
spectively. Fig.9 and Fig.10 all contain two interfero-
grams with size of 310 × 210, respectively. We only
show the corresponding denoising results in Fig.9 and
Fig.10. In Fig.7, it’s a finer and high-density one, the
proposed FPD-CNN and WFF have achieved better fil-
tering results preserving fringe structures. Furthermore,
the FPD-CNN is superior to WFF in preserving image
boundary features, and visually WFF produces a slight
blurring result. It is also seen from the extracted skel-
eton that the proposed method is superior to WFF in pre-
serving fine fringe features. However, CED’s results are
not satisfactory and obtaining a serious discontinuity in
the skeleton. In Fig.8 nice filtering results are obtained
by three methods for the real fine digital interferograms
with general density, through the boundary geometry of
Table 2. Running time(s) of Fig.7∼Fig.10 for comparison
Method Fig.7 Fig.8 Fig.9 Fig.10
WFF 21.71 119.37 23.12 159.64
CED 1.38 7.62 8.23 12.76
FPD-CNN 0.21 0.60 0.46 0.58
the fringes processed by WFF and CED is obviously not
as clear as that of the proposed FPD-CNN. The skeleton
corresponding to WFF has a slight loss at the boundary,
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and in the center of skeleton corresponding to the CED
produces some little branches. The edge positions of the
skeletons extracted from the filtered images of CED also
shift. In Fig.9 and Fig.10, they all achieved satisfact-
ory filtering results. In Fig.9, the noise removed by our
method is more thorough. And our method and WFF
method are better than CED method in detail preserva-
tion. The results obtained by WFF and CED in Fig.10
still have distortion phenomena at the boundary, while
our method still inevitably has a slight overfitting, albeit
better visually. The running time are shown in Table 2,
for Fig.9 and Fig.10 are average time. Our method has
clearly achieved the fastest processing speed.
5. Conclusion
We have proposed a new optical fringe pattern de-
noising method based on CNNs. Residual learning is
used to directly separate noise from noisy image. The
FPD-CNN consists of multiple stages with joint train-
ing in an end-to-end fashion for improved removal of
speckle noise. As an attempt in optical fringe pattern
filtering using CNN, our method performs significantly
better in terms of preserving main features of fringe
with smaller quantitative errors on fine simulated im-
ages with high-density regions. The results on experi-
mentally obtained optical fringe patterns further demon-
strated that FPD-CNN can deliver perceptually appeal-
ing denoising results at a fairly speed. The running time
comparisons showed the faster speed of FPD-CNN. Fur-
ther optimization of the network architecture and the
augmentation of corresponding training data based on
the pixel statistical distribution of real data are future
work.
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