Abstract. Let X be a topological space, and let C * (X) be the complex of singular cochains on X with coefficients in R. We denote by C * c (X) (resp. C * b (X)) the subcomplex of C * (X) given by continuous (resp. locally bounded Borelian) cochains, i.e. by such cochains whose restriction to the space of simplices (endowed with the compact-open topology) defines a continuous (resp. locally bounded Borelian) real function. It is folklore that at least for "reasonable" spaces the inclusion C * c (X) ֒→ C * (X) induces an isomorphism in cohomology. We prove that this is true if X is paracompact, locally path connected and admits a contractible universal covering. Moreover, we prove that for every paracompact, second countable and locally contractible X, the inclusion C * b (X) ֒→ C * (X) induces an isomorphism in cohomology. Similar statements about bounded cohomology are also proved.
Preliminaries and statements
Let X be a topological space. We denote by C * (X) (resp. by C * (X)) the usual complex of singular chains (resp. cochains) on X with coefficients in R. For i ∈ N, we let S i (X) be the set of singular i-simplices in X, and we endow S i (X) with the compact-open topology (see Appendix A for basic definitions and results about the compact-open topology). We also regard S i (X) as a subset of the singular chains C i (X) on X, so that for any cochain ϕ ∈ C * (X) it makes sense to consider its restriction ϕ| S i (X) . For every ϕ ∈ C i (X), we set ||ϕ|| = ||ϕ|| ∞ = sup {|ϕ(σ)|, σ ∈ S i (X)} ∈ [0, ∞].
We denote by C * (X) the submodule of bounded cochains, i.e. we set C * (X) = {ϕ ∈ C * (X) | ||ϕ|| < ∞}. Since the differential takes bounded cochains into bounded cochains, C * (X) is a subcomplex of C * (X). We say that a cochain ϕ ∈ S q (X) is locally bounded if every simplex s ∈ S q (X) has a neighbourhood U s ⊆ S q (X) such that ϕ| Us is bounded (note that this condition does not imply in general that every point x ∈ X admits a neighbourhood U x ⊆ X such that ϕ| Sq(Ux) is bounded). We introduce the following submodules of C * (X), which in fact are easily seen to be subcomplexes of C * (X): C * c (X) = ϕ ∈ C * (X) | ϕ| S * (X) is continuous , C * b (X) = ϕ ∈ C * (X) | ϕ| S * (X) is locally bounded and Borelian , C * c (X) = C * c (X) ∩ C * (X), C * b (X) = C * b (X) ∩ C * (X). We denote by H * (X), H * c (X), H * b (X), H * (X), H * c (X), H * b (X) respectively the homology of the complexes C * (X), C * c (X), C * b (X), C * (X), C * c (X) and C * b (X). Of course, H * (X) is the usual singular cohomology module of X, while H * (X) is the usual bounded cohomology module of X. Also note that the norm on C i (X) descends (possibly after restriction to continuous or locally bounded Borelian cochains) to a seminorm on each of the modules H * (X), H * c (X), H * b (X), H * (X), H * c (X), H * b (X). More precisely, if [ϕ] ∈ H is a class in one of these modules, which is obtained as a quotient of the corresponding module of cocycles Z, then we set
||[ϕ]|| = inf {||ψ||, ψ ∈ Z, [ψ] = [ϕ] in H} .
Such a seminorm may take infinite values on elements in H * (X), H * c (X), H * b (X), and may be a priori null on non-zero elements in H * c (X), H * b (X), H * (X), H * c (X), H * c (X) (but not on non-zero elements in H * (X): it is easy to see that a cohomology class with norm equal to zero has to be null on any cycle, whence null in H * (X) ∼ = (H * (X)) * ).
A map α : E → F between seminormed spaces is norm decreasing if ||α(v)|| ≤ ||v|| for every v ∈ E (this definition makes sense even in the case the seminorms considered take +∞ as value). The natural inclusions C * c (X) ֒→ C * (X), C * c (X) ֒→ C * (X), C * b (X) ֒→ C * (X), C * b (X) ֒→ C * (X) induce norm decreasing maps in cohomology i c * : H * c (X) → H * (X), i c * : H * c (X) → H * (X), i b * : H * b (X) → H * (X), i b * : H * b (X) → H * (X). 1.1. Continuous vs. usual cohomology. It is well-known that bounded cohomology and standard cohomology are very different from each other, while Bott stated in [Bot75] that, at least for "reasonable spaces", the map i c * is an isomorphism. However, Mostow asserted in [Mos76] that the natural proof of this fact seems to arise some (as far as the author knows unsolved) difficulties.
More precisely, it could seem reasonable (and it is still conjectured to be true, as far as the author knows) that continuous cohomology satisfies Eilenberg-Steenrod axioms for singular cohomology theory, so that continuous cohomology should be canonically isomorphic to standard cohomology for a large class of spaces. In fact, continuous cohomology indeed verifies the so-called "dimension axiom" (see Subsection 2.2) and "homotopy axiom" (see Subsection 2.3). However, if Y is a subspace of X it is in general not possible to extend cochains in C * c (Y ) to cochains in C * c (X), so that it is not clear if a natural long exact sequence for pairs actually exists in the realm of continuous cohomology. A maybe still harder issue arises about excision: even if the barycentric subdivision operator consists of a finite sum of continuous self-maps of S * (X), the number of times a simplex should be subdivided in order to become "small" with respect to a given open cover depends in a decisive way on the simplex itself. Thus the dual map of (suitable iterations) of the barycentric subdivision does not necessarily carry continuous cochains to continuous cochains.
In Section 5 we prove the following results: 
admits a right inverse which is an isometric embedding.
Under the hypotheses of Theorems 1.1, 1.2, in Subsection 5.6 we will provide explicit formulae for the inverse maps (i c * ) −1 , i c * −1 .
Low-dimensional continuous cohomology groups.
The following results show that at least in dimension 0 and 1 continuous cohomology is pretty well understood.
Definition 1.4. A topological space X is weakly locally path connected if each point in X admits a path connected neighbourhood (or, equivalently, if the path connected components of X are open). It is locally path connected if each x ∈ X admits a fundamental system of path connected neighbourhoods.
The following results are proved in Section 6: Proposition 1.5. Suppose X is weakly locally path connected. Then the maps i c 0 : H 0 c (X) → H 0 (X), i c 0 : H 0 c (X) → H 0 (X) are isomorphisms. Theorem 1.6. Suppose that X is paracompact, locally path connected and semilocally simply connected. Then the map
is an isomorphism. Moreover, we have H 1 c (X) = 0 (= H 1 (X)).
In Subsection 6.3 we will give examples of path connected (and in one case even simply connected!) spaces whose first continuous cohomology module is not isomorphic (through i c * ) to the standard first cohomology module.
1.3. Locally bounded Borelian cohomology. We mentioned in Subsection 1.1 that the usual proof of the excision axiom does not work for continuous cohomology. However, locally bounded Borelian cochains are much more flexible than continuous ones, and this will allow us to prove that a suitably defined barycentric subdivision (co)operator indeed carries locally bounded Borelian cochains into locally bounded Borelian cochains (see Proposition 2.6). Together with standard arguments from sheaf theory, this will imply the following result, which is proved in Section 3.
Theorem 1.7. Let X be path connected, paracompact, second countable and locally contractible. Then the map i b * : H * b (X) → H * (X) is an isomorphism. Suppose X is second countable. Then a locally Borelian map on X is Borelian, and the machinery developed in Section 4, 5 for studying continuous cohomology also applies to locally bounded Borelian cohomology. Thus the same conclusion of Theorem 1.7 holds if we replace the hypothesis that X is locally contractible with the hypothesis that X admits a contractible universal covering X.
Moreover, using that i c * : H * c (X) → H * (X) factors through H * b (X), in Subsection 5.5 we will show how Theorem 1.3 can be used to promote the isomorphism in Theorem 1.7 to an isometry: Theorem 1.8. Let X be path connected with the homotopy type of a countable CW-complex. Then the map i b * : H * b (X) → H * (X) is an isometric isomorphism. Remark 1.9. The same results we prove here for locally bounded Borelian cohomology also hold for Borelian cohomology, with just the same proofs. The reason for concentrating our attention only on locally bounded cochains is that such cochains can be integrated on compact subsets: this fact will prove crucial when we deal with the proportionality principle for the simplicial volume.
1.4. Simplicial volume. The L ∞ norm on cohomology introduced above naturally arises as the dual norm to the L 1 norm on homology we are going to describe. If X is a topological space and α ∈ C i (X), we set
(Note that the sums in the formula above are indeed finite, due to the definition of singular chain). Such a norm descends to a seminorm on H * (X), which is defined as follows: if α ∈ H i (X), then
Such a seminorm can be null on non-zero elements of H * (X). If X is a n-dimensional connected closed orientable manifold, then we denote by [X] Z a generator of H n (X; Z) ∼ = Z. The inclusion Z ֒→ R induces a map l : H n (X; Z) → H n (X; R) = H n (X), and we set [X] R = l([X] Z ). The simplicial volume of X is ||X|| = ||[X] R ||. It is easily seen that if Y is the total space of a d-sheeted covering of X, then ||Y || = d · ||X||. Thus, if X is non-orientable, it is reasonable to set ||X|| = 2 · ||X ′ ||, where X ′ is the double covering of X with orientable total space.
1.5. The proportionality principle. Suppose now X, Y are closed connected Riemannian manifolds. If X, Y admit a common finite Riemannian covering, then multiplicativity of Riemannian and simplcial volumes under finite coverings implies that ||X||/Vol(X) = ||Y ||/Vol(Y ). Gromov's proportionality principle [Gro82] ensures that this equality still holds even when X, Y only share the universal covering:
.
Detailed proofs of the proportionality principle have been provided by Löh [Löh06] following the "measure homology" approach due to Thurston [Thu79] , and by BucherKarlsson [BK08] explicitely using bounded cohomology, more in the spirit of the original argument by Gromov (however, it may be worth mentioning that, in [Löh06] , the proof of the fact that measure homology is isometric to the standard singular homology, which is the key step towards the proportionality principle, still relies on results about bounded cohomology).
The proof in [BK08] involves continuous cohomology, and lightly relies on the expected equivalence (at least for smooth manifolds) between such theory and the usual singular cohomology theory. In Section 8 we describe how the approach described in [BK08] could be slighlty modified in order to circumvent this difficulty.
1.6. Plan of the paper. In Section 2 we deal with the basic properties of continuous and locally bounded Borelian cohomology. After proving that such theories provide homotopy invariants of topological spaces, we concentrate on barycentric subdivisions of locally bounded Borelian cochains. The obtained results are then used Section 3 for showing, via sheaf-theoretic arguments, that locally bounded Borelian cohomology is canonically isomorphic to standard singular cohomology for a large class of spaces. In Section 4 we introduce the needed algebraic notions for dealing with continuous cohomology and bounded continuous cohomology: in particular, we describe the machinery of injective and relative injective strong resolutions developed in [Iva87, Mon01] . Such machinery is then used in Section 5 for proving Theorems 1.1, 1.2, 1.3, 1.8. Examples of spaces whose continuous cohomology is not isomorphic to the singular one are given in Section 6, together with a detailed description of the 1-dimensional continuous cohomology module. When dealing with smooth manifolds, it is sometimes useful to consider only smooth simplices, and to endow the space of smooth simplices with the C 1 -topology (rather than with the compact-open topology). In Section 7 we describe how definitions and results for continuous and locally bounded Borelian cohomology can be adapted to this setting, proving results that are used in the final section, which is devoted to Gromov proportionality principle for the simplicial volume of Riemannian manifolds.
Basic properties of continuous and Borelian cohomology
We begin by showing that all the theories we have introduced indeed provide homotopy functors from the category of topological space to the category of graded real vector spaces.
is continuous, so its dual map sends continuous (resp. locally bounded Borelian) cochains to continuous (resp. locally bounded Borelian) cochains, thus defining maps f * c :
The same results hold true also for continuous bounded cohomology and Borelian bounded cohomology.
2.2. The dimension axiom. Suppose X consists of only one point. Then the space S n (X) consists of only one point (the constant simplex), so any cochain is automatically continuous and bounded, and all the cohomology theories we have introduced agree with the usual singular cohomology theory. We have thus proved the following: Proposition 2.1. Suppose X consists of only one point. Then
Let now X = i∈I X i be the disjoint union of the topological spaces X i , i ∈ I, and endow X with the disjoint union topology (so Ω ⊆ X is open in X if and only if Ω ∩ X i is open in X i for every i ∈ I). Since each X i is open in X, we have C * (X) = i∈I C * (X i ), whence C * (X) = i∈I C * (X i ). Moreover, we have natural
. This readily implies that ϕ : S n (X) → R is continuous (resp. locally bounded) if and only if ϕ| Sn(X i ) is continuous (resp. locally bounded) for every i ∈ I. Therefore l c is an isomorphism. Moreover, if I is countable, then ϕ : S n (X) → R is Borelian if and only if ϕ| Sn(X i ) is Borelian, so l b is an isomorphism. Finally, if I is finite, then ϕ : S n (X) → R is bounded if and only if ϕ| Sn(X i ) is bounded, so l c , l b are isomorphisms. We can summarize the discussion above in the following:
2.3. Homotopy invariance. We now show that all the cohomology theories we have introduced indeed provide homotopy invariants.
Proposition 2.3. Let f, g : X → Y be continuous maps with induced morphisms
is a homotopy between f and g, then there exists an algebraic homotopy T * : C * (X) → C * +1 (Y ) between f * and g * which is constructed as follows: for any s ∈ S i (X), the chain T (s) ∈ C i+1 (Y ) is obtained as the image through H • (s × Id) of a suitable fixed subdivision of the prism ∆ i × [0, 1]. Therefore T * takes any simplex s ∈ S i (X) to a fixed number of simplices in S i+1 (Y ), each of which continuously depends on s (see Lemma A.1). Thus the dual homotopy T * takes continuous (resp. locally bounded Borelian) cochains into continuous (resp. locally bounded Borelian) cochains, and bounded cochains into bounded cochains, whence the conclusion.
2.4. Barycentric subdivisions. The aim of this subsection is to show that the barycentric subdivision operator on singular chains can be suitably dualized in order to provide a well-defined operator in the realm of locally bounded Borelian cohomology. This fact will play a crucial rôle in the proof of Theorem 1.7, and establishes a deep difference between Borelian and continuous cohomology.
Suppose U = {U i } i∈I is an open cover of X. We say that a simplex s ∈ C * (X) is U-small if its image lies in some of the U i 's, we denote by S * (X) U ⊆ S * (X) the space of U-small simplices, and by C * (X) U the subspace of C * (X) generated by S * (X) U . We also denote by θ U * : C * (X) U → C * (X) the natural inclusion. The usual construction of the barycentric subdivision operator (see i.e. [Hu68,  page 56]) provides operators
such that the following conditions hold:
Moreover, for any given singular simplex s : ∆ n → X, the value of sd n (s) and of D n (s) only involves sums of compositions of suitable restrictions of s with linear parameterizations of convex subsets of ∆ n . Therefore, by Lemma A.1 the restrictions of sd n and D n to S n (X) can both be expressed as sums of a finite number of continuous functions. In particular, if
For every s ∈ C n (X), let us denote by s 0 , . . . , s n the faces of s (i.e. the maps obtained by composing with s the linear inclusions of ∆ n−1 onto the faces of ∆ n ). Let now (k, k 0 , . . . , k n ) ∈ N n+2 . For later purposes, we define the following subsets of S n (X):
Proof: Let s ∈ S n (X) and take i ∈ {0, . . . , n}. The description of sd n given above, together with the very definition of compact-open topology, implies that if sd k n (s) ∈ S n (X) U then a neighbourhood V s of s in S n (X) exists such that ξ(s) ≤ k for every s ∈ V s . Therefore, the set Z k n is open. Let now i ∈ {0, . . . , n} and suppose s ∈ Z k,k 0 ,...,kn n . Since s i of s continuously depends on s and ξ(
We have thus shown that Z k,k 0 ,...,kn n is a neighbourhood of each point it contains, so it is open. In order to conclude it is now sufficient to observe that we have
Following [Hu68] , for every n ∈ N we define the homomorphisms
as the unique linear maps such that for every s ∈ C n (X)
It is easily seen (and shown in [Hu68] ) that for every n ≥ 0 we have
is chain homotopic to the identity of C * (X). Since τ U * • θ U * = Id C * (X) U , this implies that τ U * , θ U * are in fact homotopy equivalences. Let now C n (X) U be the dual space of C n (X) U , and endow C * (X) U with the usual differential. We say that a cochain ϕ ∈ C * (X) U is locally bounded Borelian if it is the restriction to C * (X) U of an element in C * b (X), and we denote by C * b (X) U the subspace of locally bounded Borelian cochains in C * (X) U .
Let us denote by τ n U :
U is obvious, so we concentrate our attention on Ω n U and τ n U . So, let ϕ be an element in C n b (X). We first observe that if k is fixed, then for every s ∈ Z k n−1 ⊆ S n−1 (X) the chain Ω U n−1 (s) ∈ C n (X) is defined as the sum of a fixed number of simplices each of which continuously depends on s. Therefore the
: Z k n−1 → R is obtained by composing a Borelian cochain with a finite sum of continuous maps, and is therefore Borelian. Moreover, by Lemma 2.4 the collection {Z k n−1 } k∈N provides a countable Borelian cover of S n−1 (X), so the cochain Ω n U (ϕ) = ϕ • Ω U n−1 restricts to a Borelian map on S n−1 (X). We will now show that Ω n U (ϕ) is also locally bounded. By Lemma 2.4, the set W k n−1 is open, so it is sufficient to show that the restriction of Ω n U (ϕ) to each W k n−1 , k ∈ N, is locally bounded. However, for every s ∈ W k n−1 we have
For every j = 0, . . . , k, the chain D n−1 (sd j n−1 (s)) is defined as the sum of a fixed number of simplices each of which continuously depends on s. Since ϕ is locally bounded, this readily implies that the restriction of Ω n U (ϕ) to W k n−1 is the sum of k + 1 locally bounded functions, and is therefore locally bounded.
A very similar argument also shows that
is defined as the sum of a fixed number of simplices each of which continuously depends on s. As above, together with Lemma 2.4 this implies that τ n U (ϕ) restricts to a Borelian map on S n (X). The proof of the fact that τ n U (ϕ) is locally bounded depends on the fact that ϕ is the restriction to S n (X) U of a locally bounded cochain ψ ∈ C n b (X). As above, since W k n is open it is sufficient to show that the restriction of τ n U (ϕ) to each W k n , k ∈ N, is locally bounded. However, for every s ∈ W k n we have
Since ψ is locally bounded, we can now conclude as above that the restriction of τ n U (ϕ) to W k n is bounded by a finite sum of locally bounded functions, and is therefore locally bounded (note that the fact that ψ, and not only ϕ, is locally bounded is crucial here: if j < ξ(s i ), then ϕ(D n−1 (sd j n−1 (s i ))) is not even defined). Proposition 2.5 implies that θ * U , τ * U restrict to homotopy equivalences between
is the map induced by θ * U , we have the following: Proposition 2.6. The map α U * :
2.5. A useful consequence. We say that a cochain ψ ∈ C * b (X) is locally zero if there exists an open cover U = {U i } i∈I of X such that ψ| U i = 0 for every i ∈ I, and we denote by 0 C * b (X) ⊆ C * b (X) the subset of locally zero cochains. It is easily seen
, and let U be an open cover of X such that ϕ| U = 0 for every U ∈ U. By the very definition of θ * U we have θ n U (ϕ) = 0, so
, where we also used that δ(ϕ) = 0. Observe that for every Y ⊆ X we have
, and the conclusion follows.
Locally bounded Borelian cohomology
3.1. Sheaves and presheaves: preliminaries and notations. We now introduce some notations and recall some basic results about sheaves and presheaves. For further reference see e.g. [Bre97] . Let X be a topological space. If F is a presheaf of real vector spaces on X, and U ⊆ X is open, we denote by F (U ) the sections of F over U . As usual, if V ⊆ U are open subsets of X and ϕ ∈ F (U ), we denote by ϕ| V the restriction of ϕ to V . A presheaf is a sheaf if the following conditions hold:
If x ∈ X, we denote by F x the stalk of F at x; if x ∈ U and ϕ ∈ F (U ), we denote
We denote by F(U ) the set of continuous sections over U . It is well-known that the association U → F(U ) indeed defines a sheaf (restrictions are easily induced by those of F ). Moreover, there exists an obvious morphism of presheaves ρ F : F → F, which is natural in the following sense: if f : F → G is a morphism of preshaves, then a unique morphism of sheavesf : [X], which we will still denote by δ. We will denote by H * b (X) the homology of the complex
. The same procedure just described can be applied to standard (i.e. not necessarily locally bounded Borelian) cochains: to the preasheaf C n [X] it is associated the sheaf C n [X], and the usual differential on cochains induces a differential on the complex C * (X), whose homology will be denoted by H * (X). As in the case of locally bounded Borelian cochains, we have a natural map ρ * : H * (X) → H * (X). Moreover, the mentioned naturality of the sheafification process provides a chain map of complexes of sheaves ω * : C * b (X) → C * (X). The restriction of such a map to global sections induces in homology a map i sh * : H * b (X) → H * (X) which makes the following diagram commute:
We are now ready to state the following classical result (see e.g. [Bre97] ):
In order to conclude the proof of Theorem 1.7, it is now sufficient to prove the following results:
Proof of Theorem 3.2. We begin with the following:
Lemma 3.4. Let Z be a locally finite closed cover of X, and suppose we are given
We prove the following equivalent statement: let {f Z : S n (Z) → R, Z ∈ Z} be a family of locally bounded Borelian functions such that
We define f as follows: Let s ∈ S n (X) be a simplex. If s lies in some S n (Z), Z ∈ Z, we set f (s) = f Z (s) (note that this is a good definition); otherwise, we set f (s) = 0.
It is easily seen that since each Z ∈ Z is closed in X, then each S n (Z), Z ∈ Z is closed in S n (X). We also claim that the collection {S n (Z), Z ∈ Z} is locally finite in S n (X). In fact, if s 0 ∈ S n (X), the image of s is a compact subset of X; since Z is locally finite, this readily implies that a neighbourhood of Im s 0 in X exists which meets only a finite number of sets in Z. Therefore the neighbourhood S n (U 0 ) of s 0 in S n (X) meets a finite number of the S n (Z)'s, Z ∈ Z.
Let now Θ = S n (X) \ Z∈Z S n (Z). Since the union of a locally finite family of closed sets is closed, Θ is open, whence Borelian. Moreover, since X is second countable and Z is locally finite, Z is countable. By construction, the countable cover {Θ} ∪ {S n (Z), Z ∈ Z} of S n (X) is Borelian, and the restriction of f to each element of this cover is Borelian: therefore, f is Borelian. Take now s 0 ∈ S n (X). If s 0 ∈ Θ, since Θ is open the map f is null in a neighbourhood of s 0 . Otherwise, since {S n (Z), Z ∈ Z} is locally finite, there exists a neighbourhood of s 0 in S n (X) meeting only a finite number of the S n (Z i )'s. Moreover, each S n (Z i ) is closed in S n (X), so we may suppose s 0 ∈ S n (Z i ) for every i = 1, . . . , k. Since f | Sn(Z i ) is locally bounded, a neighbourhood U i of s 0 in S n (X) exists such that f | Sn(Z i )∩U i is bounded. It now obvious that f is bounded on U 1 ∩ . . . ∩ U k . We have thus shown that f is locally bounded.
Since X is paracompact, there exist a locally finite open covering {V i } i∈I of X and a function x : I → X such that V i ⊆ U x(i) . For every y ∈ X we set I(y) = {i ∈ I | y ∈ V i }. Since {V i } i∈I is locally finite, the set I(y) is finite. Moreover, it is easily seen that for every y ∈ Y an open neighbourhood W y of y exists such that the following conditions hold:
for some i ∈ I(y) (by construction, such a definition does not depend on i ∈ I(y)). We now show that the collection of sections ψ ′ y ∈ C n b (W y ), y ∈ X satisfies the following properties:
(
Let now Z = {Z j } j∈J be a locally finite open cover of X such that for every j ∈ J there exists y(j) ∈ X such that Z j ⊆ W y(j) . By property (2) above and Lemma 3.4, a global cochain
is a sheaf, this readily implies that ρ b n (ψ ′′ ) = ϕ, whence the conclusion. We can now conclude the proof of Theorem 3.2. We defined in Subsection 2.4 the subcomplex 0 C * b (X) of locally zero Borelian cochains. By its very definition, 0 C * b (X) is equal to the kernel of the map ρ b * : C * b (X) → C * b (X). By Lemma 3.5 the short sequence of complexes
is therefore exact, where a * is the natural inclusion. This gives a long exact sequence
By Proposition 2.7, we now have
3.4. Proof of Theorem 3.3. We refer to [Bre97] for the definition of soft and fine sheaf. Let R[X] be the sheaf of continuous functions over X. For every open U ⊆ X, the space C n b (U ) is naturally a module over the ring R(U ), with the operation defined
, where e 0 is the first vertex of the standard n-simplex ∆ n . So C n b [X] is a presheaf of modules over the sheaf of rings with unit R[X], and this readily implies that C n b [X] is a sheaf of modules over R [X] . Now, since X is paracompact, the sheaf R[X] is soft (see [Bre97, Example 9 .4]), so C * b [X] is fine [Bre97, Theorem 9.16], whence acyclic. The very same argument also applies to C n [X], which therefore is also acyclic.
Let now R be the constant sheaf on X with stalks isomorphic to R. We recall from Subsection 3.2 that the inclusion induces a chain map of complexes of sheaves ω * : C * b (X) → C * (X) and consider the diagram:
where δ −1 is induced by the usual augmentation map on presheaves which sends t ∈ R to the 0-cochain which takes the value t on every 0-simplex. Recall now that both standard singular cohomology and locally bounded Borelian cohomology are homotopy invariant: since X is locally contractible, this implies that the rows in the diagram above provide exact sequences of sheaves. Moreover, we have seen that both C n b [X] and C n [X] are acyclic for every n ≥ 0. A classical result of sheaf theory (see e.g. [Bre97, Theorem 4.1]) now ensures that i sh
(Bounded) continuous cohomology of topological spaces
In this section we review some definitions introduced in [Iva87, Mon01] , and we set down the fundamental results we will need in the proofs of Theorems 1.1, 1.2 and 1.3.
Let G be a group (which should be thought as endowed with the discrete topology). In what follows, a G-module (resp. a Banach G-module) is a real vector space (resp. a real Banach space) endowed with an action by G (by isometries, in the Banach case) on the left. Sometimes, we will stress the fact that a G-module E is not endowed with a Banach structure by saying that E is an unbounded G-module.
If E is a (Banach) G-module, we denote by E G ⊆ E the submodule of G-invariant elements in E, i.e. we set
A G-map between (Banach) G-modules is a (bounded) G-equivariant linear map.
Relative injectivity. A G-map ι :
A → B between Banach G-modules is strongly injective if there exists a linear map σ : B → A with ||σ|| ≤ 1 such that σ • ι = Id A (we do not require σ to be a G-map; note also that strongly injective obviously implies injective). We now define the important notion of relative injectivity (resp. injectivity) for Banach (resp. for unbounded) G-modules.
Definition 4.1. A Banach G-module U is relatively injective if the following holds: whenever A, B are Banach G-modules, ι : A → B is a strongly injective G-map and α : A → U is a G-map, there exists a G-map β : B → U such that β • ι = α and ||β|| ≤ ||α||.
2. An unbounded G-module U is injective if the following holds: whenever A, B are unbounded G-modules, ι : A → B is an injective G-map and
Note that any injective map between unbounded G-modules admits a (maybe not G-equivariant) left inverse, so the notion of relative injectivity can be considered an extension to the Banach setting of the notion of injectivity for unbounded modules.
4.2.
Resolutions. A (Banach) G-complex (or simply a (Banach) complex) is a sequence of (Banach) G-modules E i and G-maps δ i : E i → E i+1 such that δ i+1 •δ i = 0 for every i, where i runs over N ∪ {−1}:
Such a sequence will be often denoted by (E * , δ * ).
A chain map between (Banach) G-complexes (E * , δ * E ) and (F * , δ * F ) is a sequence of G-maps {α i :
, a G-homotopy (or simply a homotopy) between α * and β * is a sequence of G-maps
We recall that, according to our definition of G-maps for Banach modules, both chain maps between Banach G-complexes and homotopies between such chain maps have to be bounded.
A complex is exact if δ −1 is injective and ker δ i+1 = Im δ i for every i ≥ −1. Let E be a (Banach) G-module. A resolution of E as a (Banach) G-module is an exact (Banach) G-complex (E * , δ * ) with E −1 = E.
A resolution (E * , δ * ) is relatively injective (resp. injective) if E n is relatively injective (resp. injective) for every n ≥ 0.
A contracting homotopy for a resolution (E * , δ * ) is a sequence of linear maps
If (E * , δ * ) is a resolution of Banach modules, the condition ||k n || ≤ 1 is also required.
Note however that it is not required that k i is G-equivariant. A resolution of a (Banach) G-module is strong if it admits a contracting homotopy.
The following results can be proved by means of standard homological algebra arguments (see [Iva87, Mon01] for the details).
be a strong resolution of E, and suppose (F * , δ * F ) is a G-complex with F −1 = F and F i relatively injective (resp. injective) for evey i ≥ 0. Then α extends to a chain map α * , and any two extensions of α to chain maps are G-homotopic.
4.3.
(Bounded) group cohomology. We recall that if E is a (Banach) G-module, we denote by E G ⊆ E the submodule of G-invariant elements in E.
Let (E * , δ * ) be a relatively injective strong resolution of the trivial Banach Gmodule R (such a resolution exists, see Subsection 4.4). Since coboundary maps are G-maps, they restrict to the G-invariant submodules of the E i 's. Thus ((E * ) G , δ * |) is in fact a subcomplex of (E * , δ * ). A standard application of Proposition 4.3 now shows that the isomorphism type of the homology of ((E * ) G , δ * |) does not depend on the chosen resolution (while the seminorm induced on such homology module by the norms on the E i 's could depend on it, see Proposition 4.5 below). The i-th homology module of the complex ((E * ) G , δ * |) is the bounded cohomology of G (with values in R), and will be denoted by H * (G).
The same construction applies verbatim when considering an injective strong resolution (E * , δ * ) of R as an unbounded G-module. In this case, the homology of ((E * ) G , δ * |) is the standard cohomology of G, and will be denoted by H * (G).
4.4.
The standard G-resolutions. For every n ∈ N, let F n (G) = {f : G n+1 → R} and F n (G) = {f ∈ F n (G) | f is bounded}, and endow F n (G) with the supremum norm, thus obtaining a real Banach space. Let G act on F n (G) in such a way that
It is easily seen that such an action leaves F n (G) invariant, and endows F n (G) (resp. F n (G)) with a structure of G-module (resp. of Banach G-module). For n ≥ 0, define δ n : F n (G) → F n+1 (G) by setting:
It is easily seen that δ( F n (G)) ⊆ F n+1 (G), so it makes sense to define δ n : F n (G) → F n+1 (G) by restricting δ n . We let F −1 (G) = R be a trivial unbounded G-module and F −1 (G) = R be a trivial Banach G-module. We define δ −1 : R → F 0 (G) setting δ −1 (t)(g) = t for every g ∈ G, and δ −1 by composing δ −1 with the inclusion of F 0 (G) in F 0 (G). The following result, which will not be necessary for our purposes, is proved in [Iva87] .
is an injective (resp. realtively injective) strong resolution of R as an unbounded G-module (resp. as a Banach G-module).
The resolutions (F * (G), δ * ), ( F * (G), δ * ) are usually known respectively as the standard G-resolution and the standard bounded G-resolution of R. The seminorm induced on H * (G) by the standard bounded resolution is known as the canonical seminorm. The following result [Iva87, Mon01] gives a useful characterization of the canonical seminorm, and plays a decisive rôle in our proof of Theorem 1.3.
Proposition 4.5. Let (E * , δ * ) be any strong resolution of R as a Banach G-module. Then the identity of R can be extended to a chain map α * between E * and the standard bounded resolution of G, in such a way that ||α i || ≤ 1 for every i ≥ 0. In particular, the canonical seminorm is not bigger than any seminorm induced on H * (G) by relatively injective strong resolutions.
Proof: One can define α i by induction setting, for every v ∈ E i and g j ∈ G:
where {k n } n∈N is a contracting homotopy for E * . It is not difficult to prove by induction that α * is indeed a norm decreasing chain G-map (see [Iva87, Mon01] for the details).
4.5. Some notations and a useful lemma. From now until the end of the section, we suppose X is a path connected paracompact topological space with universal covering p : X → X, and we fix an identification between the fundamental group of X and the group Γ of covering automorphisms of X. Thus any g ∈ Γ defines a chain map g * : C * ( X) → C * ( X). It is a standard fact of algebraic topology that the action of Γ on X is wandering, i.e. any x ∈ X admits a neighbourhood U x such that g(U x ) ∩ U x = ∅ for every g ∈ Γ \ {1}. (1) For every x ∈ X there exists a neighbourhood W x of x in X such that the set
(Note that the sum on the left-hand side is finite by (1)).
Proof
Let {ϕ i } i∈I be a partition of unity adapted to {U i } i∈I . It is easily seen that the map ψ i : V i → R which concides with ϕ i • p on V i and is null elsewhere is continuous. We can now set h e X = i∈I ψ i . Since {U i } i∈I is locally finite, also {V i } i∈I , whence {supp ψ i } i∈I , is locally finite, so h e X is indeed well-defined and continuous. In order to show that h e X satisfies (1), let x ∈ X, and suppose p( x) ∈ U i 0 . Then there exists g 0 ∈ Γ such that x ∈ g 0 (V i 0 ). We set W x = g 0 (V i 0 ), and let
whence (2).
4.6. Singular cochains as (relatively) injective modules. For every n ≥ 0, we define an action of Γ on C n ( X) by setting g · ϕ = (g −1 ) * (ϕ) for any g ∈ Γ and ϕ ∈ C n ( X), where g * = t g * is the usual map induced by g on cochains. Such an action leaves C * c ( X), C * ( X) and C * c ( X) invariant and commutes with the differential, thus endowing these modules (and C * ( X), of course) with a Γ-complex structure.
It is proved in [Iva87] that for every n ≥ 0 the Γ-module C n ( X) is relatively injective. We show here that the same is true for C n c ( X), and that the modules C n c ( X), C n ( X) are injective.
Proposition 4.7. Let n ≥ 0. The Γ-modules C n ( X) and C n c ( X) are injective. The Banach Γ-modules C n ( X) and C n c ( X) are relatively injective. Proof: Let ι : A → B be an injective map between unbounded Γ-modules, with left inverse σ : B → A, and suppose we are given a Γ-map α : A → C n ( X). We denote by e 0 , . . . , e n the vertices of the standard n-simplex, and define β : B → C n ( X) as follows: given b ∈ B, the cochain β(b) is the unique linear extension of the map that on the singular simplex s takes the following value:
where h e X is the map provided by Lemma 4.6. By Lemma 4.6-(1), the sum involved is in fact finite, so β is well-defined. Moreover, for every b ∈ B, g 0 ∈ Γ and s ∈ S n ( X) we have
is an injective Γ-module. Let now s ∈ S n ( X) be any singular n-simplex. By Lemma 4.6-(1) there exists a neighbourhood U of s in S n ( X) such that the set {g ∈ Γ | h e X (g −1 (s ′ (e 0 ))) = 0 for some s ′ ∈ U } is finite. This readily implies that if α(A) ⊆ C n c ( X), then also β(B) ⊆ C n c ( X). Thus also C n c ( X) is an injective Γ-module. The same argument applies verbatim if C n ( X) is replaced by C n ( X), and A, B are Banach modules: moreover, it is easily seen that if α is bounded and ||σ|| ≤ 1, then also β is bounded, and ||β|| ≤ ||α||. This, together with the argument above about continuity, implies that C n ( X) and C n c ( X) are relatively injective Banach Γ-modules. 4.7. Singular cochains as strong resolutions of R. If E * is one of the complexes C * ( X), C * c ( X), C * ( X), C * c ( X), endowed with the usual structures of Γ-complexes, then a natural map δ −1 : E −1 := R → E 0 is defined, such that for any t ∈ R and x 0 ∈ S 0 ( X) we have δ −1 (t)(x 0 ) = t. It is readily seen that δ 0 • δ −1 = 0, so the augmented sequence of modules thus obtained, which will still be denoted by (E * , δ * ) from now on, is a complex. We would now like to show that in some cases such an augmented complex is exact (for example, this is obviously true if E * = C * ( X) and X is contractible), and moreover admits a contracting homotopy.
Proposition 4.8. Suppose X is contractible. Then the complexes C * ( X) and C * c ( X) are strong resolutions of R as an unbounded Γ-module. Moreover, the complexes C * ( X) and C * c ( X) are strong resolutions of R as a Banach Γ-module.
Proof: Since X is contractible, there exist x 0 ∈ X and a continuous map H : X × [0, 1] → X such that H(x, 0) = x and H(x, 1) = x 0 for every x ∈ X. For n ≥ 0, let e n 0 , . . . , e n n be the vertices of the standard simplex ∆ n ⊂ R n+1 , and let Q n 0 be the face of ∆ n opposite to e 0 . Let also r n : Q n+1 0 → ∆ n be defined by r n (t 1 e n+1 1 + . . . t n+1 e n+1 n+1 ) = t 1 e n 0 +. . . t n+1 e n n . For n ≥ 0, we define a map T n : C n ( X) → C n+1 ( X) as the unique linear map such that if s ∈ S n ( X), then the following holds: if p = te n+1 0
(T n (s) is just the "cone" over s with vertex x 0 , contructed by using the contracting homotopy H). By Lemma A.4, T n (s) is well-defined and continuous. Moreover, we define T −1 : R → C 0 ( X) by T −1 (t) = tx 0 . It is readily seen that, if d * is the usual (augmented) differential on singular chains, then d 0 T −1 = Id R , and for every n ≥ 0 we have
. For every n ≥ 0, let now k n : C n ( X) → C n−1 ( X) be defined by (k n (ϕ))(c) = ϕ(T n−1 (c)). It is readily seen that {k n } n∈N provides a contracting homotopy for the complex C * ( X), which is therefore a strong resolution of R. By Lemma A.4, the map T n | Sn( e
X)
: S n ( X) → S n+1 ( X) is continuous, so the contracting homotopy {k n } n∈N restricts to a contracting homotopy for the augmented complex of continuous cochains C * c ( X), which therefore also gives a strong resolution of R. Moreover, since T n sends a simplex to a simplex, if α ∈ C n ( X) then ||k n (α)|| ≤ ||α||. Thus suitable restrictions of the k n 's provide contracting homotopies for the complexes of Banach G-modules C * ( X) and C * c ( X). Such complexes give therefore strong resolutions of R as a Banach Γ-module.
The following result is very deep, and plays a fundamental rôle in the study of bounded cohomology of topological spaces. It implies, for example, that the bounded cohomology of a countable CW-complex is canonically isometric to the bounded cohomology of its fundamental group [Gro82] . We now come to the following important: Proposition 4.10. Let F * (Γ) be the standard bounded resolution of R as a Banach Γ-module. There exists a chain map β * : F * (Γ) → C * c ( X) which extends the identity of R, and such that ||β n || ≤ 1 for every n ∈ N.
Proof: Let n ≥ 0. For every f ∈ F n (Γ), we define β n (f ) to be the unique singular cochain such that for every s ∈ S n ( X) we have
where h e X : X → R is the continuous map provided by Lemma 4.6. It is readily seen that the sum involved in the definition above is finite, so β n (f )(s) is well-defined. Moreover, Lemma 4.6-(1) ensures that for every s ∈ S n ( X) a neighbourhood U of s exists such that
is finite. This easily implies that β n (f ) is indeed continuous. Now, for every g ∈ Γ, f ∈ F n (Γ) and s ∈ S n ( X) we have
so β n is a Γ-map. In order to prove that β * is a chain map, let I = {0, . . . , n + 1} and for any j = 0, . . . , n + 1 let I j = I \ {j}. Then for every s ∈ S n+1 ( X) the value δ(β n (f ))(s) is equal to
where the second equality holds since g∈Γ h e X (g −1 (s(e j ))) = 1 for every j ∈ I. Finally, the fact that ||β n || ≤ 1 for every n ∈ N is straightforward.
5. Proofs of Theorems 1.1, 1.2, 1.3 and 1.8
We begin with the following:
Lemma 5.1. The chain map p * : C * (X) → C * ( X) restricts to the following isometric isomorphisms of complexes:
The fact that p * is an isometric embedding on the space of Γ-invariant cochains on X is obvious, thus the only non-trivial issue to prove is the fact that p * (ϕ) is continuous if and only if ϕ is continuous. By Lemma A.5, the map p * : S n ( X) → S n (X) is a covering. In particular, it is continuous, open and surjective, and this readily implies that if ϕ : S n (X) → R is any map, then ϕ is continuous if and only if ϕ • p * : S n ( X) → R is continuous, whence the conclusion.
5.1. Proof of Theorem 1.3. Suppose now that X is a path connected countable CW-complex. The inclusion i * : C * c ( X) → C * ( X) is obviously a norm decreasing chain Γ-map. We would like to show that i * admits a norm decreasing right homotopy inverse.
By Theorem 4.9, the complex C * ( X) provides a relatively injective strong resolution of R as a Banach Γ-module. Thus Proposition 4.5 shows that there exists a norm decreasing chain map α * : C * ( X) → F * (Γ) which extends the identity of R. Let now β * : F * (Γ) → C * c ( X) be the chain map provided by Proposition 4.10. Now by Proposition 4.3 the map i * • (β * • α * ) is homotopic to the identity of C * ( X). Since both i * and β * • α * are norm decreasing, the map i * restricts to a map
which induces in homology a norm decreasing map i * admitting a norm decreasing right inverse (such an inverse is therefore an isometric embedding). Moreover, under the isometric identifications
provided by Lemma 5.1, tha map i * corresponds to i c * : H * c (X) → H * (X), whence the conclusion. 5.2. Proof of Theorem 1.2. We keep notations from the proof of Theorem 1.3. Since X is contractible, by Propositions 4.7 and 4.8 both C * ( X) and C * c ( X) provide relatively injective strong resolutions of R, so i * •(β * •α * ) is homotopic to the identity of C * ( X) and (β * • α * ) • i * is homotopic to the identity of C * c ( X). Just as at the end of the preceding proof, this implies that i c * : H * c (X) → H * (X) is an isomorphism, and since both i * and β * • α * are norm decreasing, such an isomorphism is in fact isometric.
Remark 5.2. If we were able to show that the complex C * c ( X) provides a strong resolution of R, we could prove that Theorem 1.2 still holds true even without the hypothesis that X is contractible. However, it is not clear to us why the contracting homotopy for C * ( X) constructed in [Iva87] should take continuous cochains to continuous cochains, thus restricting to a contracting homotopy for C * c ( X).
The comparison map. The natural inclusions
The map c * is usually known as the comparison map, and it plays an important rôle in the study of the simplicial volume. By the very definitions, for ϕ ∈ H * (X),
where such infima are intended to be equal to ∞ when taken over the empty set.
5.4.
Proof of Theorem 1.1. We first show that i c * is an isomorphism. By Propositions 4.7 and 4.8, both C * ( X) and C * c ( X) provide injective strong resolutions of R as an unbounded Γ-module. Moreover, the natural inclusion i * : C * c ( X) → C * ( X) extends the identity of R. By Proposition 4.3, this readily implies that i * restricts to a homotopy equivalence between C * c ( X) Γ and C * ( X) Γ , which defines in turn an isomorphism i * :
provided by Lemma 5.1, tha map i * corresponds to i c * : H * c (X) → H * (X), which is therefore an isomorphism. Let us prove that i c * is an isometry. Since i c * is obviously norm decreasing, it is sufficent to show that for every ϕ ∈ H * (X) with ||ϕ|| < ∞ we have ||(i c * ) −1 (ϕ)|| ≤ ||ϕ||. For every ε > 0 there exists ψ ∈ H * (X) with c * ( ψ) = ϕ and || ψ|| < ||ϕ|| + ε. By Theorem 1.2, there exists ψ c ∈ H * c (X) with i c * ( ψ c ) = ψ and || ψ c || = || ψ||. Set now ϕ c = c c * ( ψ c ). It is easily seen that ϕ c = (i c * ) −1 (ϕ), and that ||ϕ c || ≤ || ψ c || < ||ϕ|| + ε. Therefore, for every ϕ ∈ H * (X) and every ε > 0 we have ||(i c * ) −1 (ϕ)|| < ||ϕ|| + ε, whence the conclusion. 5.5. Proof of Theorem 1.8. Since a countable CW-complex is paracompact, second countable and locally contractible, by Theorem 1.7 the map i b * is an isomorphism. Moreover, i b * is obviously norm decreasing. On the other hand, let j * : H * c (X) → H * b (X) be the norm decreasing map induced by the inclusion C * c (X) ֒→ C * b (X). If ϕ ∈ H * (X) has finite seminorm, then for every ε > 0 there exists ψ ∈ H * (X) with c * ( ψ) = ϕ and || ψ|| < ||ϕ|| + ε. By Theorem 1.3, there exists ψ c ∈ H * c (X) with i c * ( ψ c ) = ψ and || ψ c || = || ψ||. Let now ϕ b = j * (c c * ( ψ c )). It is easily seen that i b * (ϕ b ) = ϕ, and that ||ϕ b || ≤ || ψ c || < ||ϕ|| + ε. Therefore, for every ϕ ∈ H * (X) and every ε > 0 we have ||(i b * ) −1 (ϕ)|| < ||ϕ|| + ε, so ||(i b * ) −1 (ϕ)|| ≤ ||ϕ||, and the conclusion follows.
5.6. An explicit formula for (i c * ) −1 and ( i c * ) −1 . In this subsection, we suppose X is path connected and paracompact with contractible universal covering X. Let H : X × [0, 1] → X be a homotopy such that H(x, 0) = x and H(x, 1) = x 0 for every x ∈ X, and let T * : C * ( X) → C * +1 ( X) be the induced contracting homotopy, as described in the proof of Proposition 4.8. Given n ≥ 0 and (g 0 , g 1 , . . . , g n ) ∈ Γ n+1 , we will now construct a simplex s(g 0 , g 1 , . . . , g n ) ∈ S n ( X) such that s(g 0 , g 1 , . . . , g n )(e i ) = g i (x 0 ) for every i = 0, 1, . . . , n. If n = 0, we set s(g 0 ) = g 0 (x 0 ), while if s(g 0 , g 1 , . . . , g n ) ∈ S n ( X) has been defined for every (g 0 , g 1 , . . . , g n ) ∈ Γ n+1 , then for every (g 0 , g 1 , . . . , g n+1 ) ∈ Γ n+2 we set (g 0 , g 1 , . . . , g n+1 ) is the image under g 0 of the "cone" of vertex x 0 based on
. We now define the map w * : C * (X) → C * (X) as follows. For every ϕ ∈ C n (X), w n (ϕ) is the unique cochain such that for every s ∈ S n (X) we have
where s ∈ S n ( X) is a lift of s.
Putting together the proofs of Theorems 1.1, 1.2 and of Propositions 4.8, 4.10, we get the following: Proposition 5.3. The map w * : C * (X) → C * c (X) is a well-defined chain-map, and the induced morphism ω * : H * (X) → H * c (X) is such that ω * = (i c * ) −1 . Moreover, w * restricts to a chain map w * : C * (X) → C * c (X) which induces a morphism
6. Low-dimensional continuous cohomology: results and (counter)examples 6.1. Proof of Proposition 1.5. Let {X i } i∈I be the set of path connected components of X. If we identify a 0-cochain with the function it induces on 0-simplices of X, i.e. on X itself, then a 0-cochain is a cocycle if and only its restriction to each X i is constant. Since X is weakly locally path connected, a 0-cochain is therefore a cocycle if and only if it is locally constant. But a locally constant map is obviously continuous, and this readily implies the conclusion, since in dimension 0 cohomology is canonically isomorphic to the space of cocycles. It is easily seen that the statement of Proposition 1.5 is false if X is not assumed to be locally path connected: for example, if Y is the Cantor set, then any real function on Y defines a 0-cocycle, and this readily shows that in this case the maps i c 0 :
are not surjective. The following easy remark will prove useful later:
Remark 6.1. Let X be a path connected space with basepoint x 0 ∈ X. Then there exists a canonical isomorphism between H 1 (X) and Hom (π 1 (X, x 0 ), R): in fact, by Hurewitz Theorem we have
where the second and third isomorphisms are due to the Universal Coefficient Theorem. In particular, if ψ : π 1 (X, x 0 ) → R is a homomorphism, then there exists a cocycle ϕ ∈ C 1 (X) such that for any loop γ based at x 0 and any chain z ∈ C 1 (X) homologous to γ we have
6.2. Proof of Theorem 1.6. We first deal with the map i c 1 : H 1 c (X) → H 1 (X) between unbounded cohomology modules. Since X is locally path connected, by Proposition 2.2 we can suppose that X is path connected.
We begin by showing that i c 1 : H 1 c (X) → H 1 (X) is surjective, i.e. that any cocycle ϕ ∈ C 1 (X) is cohomologous to a continuous cocycle. So, let ϕ = p * (ϕ) ∈ C 1 ( X). Since ϕ is a cocycle and X is simply connected, ϕ is a coboundary, so ϕ = δf for some f ∈ C 0 ( X). Moreover, for every g ∈ Γ we have g · ϕ = ϕ, whence f (g −1 (x)) − f (g −1 (y)) = f (x) − f (y) for every x, y ∈ X. Thus for every g ∈ Γ there exists k g ∈ R such that f (g(x)) − f (x) = k g for every x ∈ X. Let us fix a basepoint x 0 ∈ X, and let f c : X → R be defined by
where h e X is the function provided by Lemma 4.6. By Lemma 4.6-(1), if x ∈ X there exists a neighbourhood U of x in X such that the set {g ∈ Γ | h e X (g −1 (x ′ )) = 0 for some x ′ ∈ U } is finite. This readily implies that f c is well-defined and continuous, and determines therefore a continuous 0-cochain, which we will still denote by f c . We also note that for every g 0 ∈ Γ, x ∈ X we have
This readily implies that for evey g ∈ Γ, x, y ∈ X we have f c (g
For every g ∈ Γ and every s ∈ S 1 ( X) with vertices s 0 = s(0), 
We have thus proved that i c 1 :
c (X) be a continuous cocycle with i c 1 ([ϕ]) = 0, fix a basepoint x 0 ∈ X, and, for every q ∈ X, let s q : [0, 1] → X be a fixed continuous path with s q (0) = x 0 , s q (1) = q. We define a real function f : X → R by setting f (q) = ϕ(s q ). Such a function defines a 0-cochain which will still be denoted by f . We will now show that δ(f ) = ϕ, and that f is continuous, thus proving that ϕ is the coboundary of a continuous 0-cochain, and i c 1 is injective. So, let s ∈ S 1 (X) be a simplex with endpoints s 0 , s 1 . Since s + s s 0 − s s 1 is a cycle and ϕ is a coboundary, we have
so ϕ = δ(f ). Moreover, let q ∈ X, and observe that if c q is the constant 1-simplex with c q (t) = q for every t ∈ [0, 1], then ϕ(c q ) = f (q) − f (q) = 0. Thus, given ε > 0, there exists a path connected neighbourhood U of q such that |ϕ(s)| < ε for every simplex s with values in U . In particular, for every r ∈ U there exists a simplex s q,r such that s q,r (0) = q, s q,r (1) = r, and |ϕ(s q,r )| < ε, so |f (r) − f (q)| = |ϕ(s q,r )| < ε. We have thus shown that f is continuous, so i c 1 is injective. Also note that if ϕ is supposed to be bounded, then ||f || ≤ ||ϕ||, so i c 1 : H 1 c (X) → H 1 (X) is injective too. Moreover, the last statement is obviously still true even when X is not path connected (but still locally path connected).
The fact that H 1 (X) = 0 is well-known and easy: a bounded 1-cocycle ω defines a bounded homomorphism between π 1 (X) and R, but R does not contain non-trivial bounded subgroups, so ω has to be the coboundary of a 0-cochain ψ; moreover, it is readily seen that ψ can be chosen in such a way that ||ψ|| ≤ ||ω||, and this implies that [ω] = 0 in H 1 (X), so H 1 (X) = 0. Therefore also H 1 c (X) = 0, since
is injective as noted above.
6.3. Two counterexamples. The following examples provide path connected spaces whose continuous cohomology is not isomorphic (through i c * ) to standard cohomology, even in dimension one.
Let
endowed with the Euclidean topology (see Figure 1-left) . For i ∈ N, let α i : [0, 1] → X be the constant-speed parameterization of the polygonal path with vertices (0, 0), (1/i, 0), (1/i, 1) and (0, 1) if i = 0, and α i (t) = (0, t) if i = 0. It is not difficult to prove that the fundamental group of X 1 is freely generated by the loops α i * α −1 0 , i ≥ 1. Thus, if i c 1 were surjective, by Remark 6.1 for any real sequence {ǫ i } i≥1 there should exist a continuous cocycle ψ ∈ C 1 c (X 1 ) such that ψ(α
and this would contradict the continuity of ψ, since lim i→∞ α i = α 0 in the compactopen topology.
It is maybe worth mentioning that as a byproduct of our results we obtain that X 1 does not admit a universal covering: in fact, X 1 is metrizable, whence paracompact, while the surjectivity of i c 1 was established in the proof of Theorem 1.6 without using any local path connectedness assumption.
Let now X 2 ⊂ R 2 be defined as follows (see Figure 1 -right):
We let f : X → R be the 0-cochain such that for every (x, y) ∈ X 2 f (x, y) = 0 if x = 0, x = 1, or y = −1 1 − y otherwise and set ϕ = δf ∈ C 1 (X 2 ). The map f is continuous at every point of X 2 except (0, 0), and we now sketch a proof of the fact that ϕ is indeed continuous. Since X 2 is metrizable and [0, 1] is compact, it is sufficient to show that ϕ is sequentially continuous. So, let us suppose by contradiction that lim n→∞ s n = s ∈ S 1 (X 2 ), while ϕ(
Since f is everywhere continuous except that in (0, 0) we must have s(t 0 ) = (0, 0), and x(s n (t 0 )) > 0 for an infinite number of indices. But it is easily seen that a sequence of continuous paths starting (resp. ending) in points of X 2 with positive x-coordinate can converge to a path starting (resp. ending) in (0, 0) if and only if it converges to the constant path. However, if s is the constant path in (0, 0) and lim n→∞ s n = s, then it is easily seen that definitively x(s n (0)) = x(s n (1)), so lim n→∞ ϕ(s n ) = 0 = ϕ(s), a contradiction. Thus ϕ ∈ C 1 c (X), and δϕ = δ 2 f = 0. We now claim that
. In fact, if ϕ were the coboundary of a continuous 0-cochain f c , then we would have δ(f − f c ) = 0. Since X 2 is path connected, this would imply that k ∈ R should exist such that f (x) = f c (x) + k for every x ∈ X 2 , a contradiction since f c is continuous while f is not.
Note that this example does not contradict Theorem 1.1. In fact, even if it is simply connected and 1-dimensional, X 2 is not contractible, since by Proposition 2.3 any contractible space has trivial first continuous cohomology group.
Smooth cohomology
Suppose now X is a smooth manifold. For technical reasons which will be clear later, we would like to concentrate our attention only on smooth simplices, and on cochains which are somewhat regular with respect to the C 1 -topology on smooth simplices. More precisely, we set s S q (X) = {s ∈ S q (X) | s is smooth} and we denote by s C * (X) the subcomplex of C * (X) generated by s S * (X); moreover, we let s C q (X) be the dual space of s C q (X). Of course, s C * (X) is a differential complex, whose elements will be called smooth cochains. The homology of s C * (X) will be called smooth cohomology of X and denoted by s H * (X). We will also denote by s C * (X) ⊆ s C * (X) the subcomplex of bounded cochains, and by s H * (X) the corresponding cohomology.
The inclusion a * : s C * (X) ֒→ C * (X) induces restrictions a * : C * (X) → s C * (X), a * : C * (X) → s C * (X), which induce in turn maps r * : H * (X) → s H * (X), r * : H * (X) → s H * (X). The following well-known result shows that smooth cohomology is canonically isomorphic to the usual one:
Proposition 7.1. The maps r * : H * (X) → s H * (X), r * : H * (X) → s H * (X) are isometric isomorphisms.
Proof: It is well-known (see e.g. [Lee03] ) that there exist maps l * : C * (X) → s C * (X), T * : C * (X) → C * +1 (X) with the following properties: for every s ∈ S n (X), l n (s) is a simplex in s S n (X), while T n (s) is the sum of a fixed number (depending only on n) of simplices in
The dual maps l * , a * are therefore norm decreasing, and one the homotopy inverse of the other. Since T n is bounded for every n, the same is true for the restrictions of l * , a * to bounded cochains, whence the conclusion.
For every n ∈ N, we now endow s S n (X) with the C 1 -topology (see Appendix A for the definition and the needed properties of C 1 -topology). We say that a cochain ϕ ∈ s C n (X) is continuous (resp. locally bounded Borelian) if it restricts to a continuous (resp. locally bounded Borelian) map on s S n (X) (endowed with the C 1 -topology), and we denote by s C * c (X) (resp. s C * b (X)) the subcomplex of continuous (resp. locally bounded Borelian) cochains in s C * (X). We also denote by
) the subcomplex of bounded continuous (resp. bounded Borelian) cochains. The corresponding cohomology modules will be denoted by
. Basically, all the results proved in the preceding sections for continuous and locally bounded Borelian cohomology of sufficiently nice topological space extend to the cohomology theories just introduced for smooth manifolds. We state here the facts we will need in Section 8, also giving an outline of their proofs.
The natural inclusions of cochains induce maps
Lemma 7.2. The map s i b * admits a norm decreasing right inverse. Proof: Since the C 1 -topology is finer than the compact-open topology, the restriction map a * : C * (X) → s C * (X) introduced above restricts to a * | b
We have therefore the sequence of maps
where β is the right inverse of i c * provided by Theorem 1.3. Since r * is an isomorphism, we have now
Therefore s i b * admits a norm decreasing right inverse.
is an isometric isomorphism. Proof: All the arguments developed in Section 3 in order to prove Theorem 1.7 applies verbatim to smooth cohomology, thus proving that s i b * is an isomorphism. More precisely, since every smooth manifold is locally smoothly contractible, by Lemma A.7 the graded sheaves of smooth cochains and locally bounded Borelian smooth cochains both provide resolutions of the constant sheaf R on X. Moreover, such sheaves admit a structure of modules over the sheaf of continuous functions, and are therefore acyclic. Therefore, the sheafified smooth cohomology is canonically isomorphic to the sheafified locally bounded Borelian smooth cohomology. Now, in order to prove that singular (resp. locally bounded Borelian) cohomology is isomorphic to sheafified singular (resp. sheafified locally bounded Borelian) cohomology, in Section 3 we only needed the following facts:
(1) the existence of a barycentric subdivision (co)operator taking locally bounded Borelian cochains to locally bounded Borelian cochains (see Proposition 2.5); (2) the fact that a locally defined locally bounded Borelian cochain could be extended to a global one (see Lemma 3.4). The proof of fact (2) given in Section 2 applies verbatim when restricting our attention to smooth simplices, endowed with the C 1 -topology. Moreover, using Lemma A.6 and the fact that the C 1 -topology is finer than the compact-open topology, it is readily seen that the barycentric subdivision (co)operators defined in Section 2 take locally bounded Borelian smooth cochains to locally bounded Borelian smooth cochains, so (1) also holds.
Since s i b * is obviously norm decreasing, just as in the proofs of Theorem 1.1 and Theorem 1.8 (see Subsections 5.4, 5.5) the fact that s i b * is an isometry is now a consequence of Lemma 7.2.
Remark 7.4. If ω is a differential k-form on X, the map
is well-defined and continuous with respect to the C 1 -topology. Moreover, if ω is closed, then the linear extension of such a map defines a cocycle z ω ∈ s C k (X), and by De Rham's Theorem, every smooth cohomology class in s H k (X) is represented by z ω for some closed differential k-form ω. This readily implies that the natural inclusion of cochains s C * c (X) ֒→ s C * (X) induces a surjective map s i c * : s H * c (X) → s H * (X). Since such a map factors through s H * b (X), this fact also implies the surjectivity of s i b * .
Let now p : X → X be the smooth universal convering of X (see the Appendix for the definition and basic properties of smooth coverings). By Lemma A.6, the covering p induces a well-defined map p * :
is the group of covering automomorphisms of p, Γ acts on X as a group of diffeomorphisms. Therefore, as noted in the Appendix, Γ also acts on s C * b ( X), and we will denote by s C * b ( X) Γ ⊆ s C * b ( X) the subcomplex of Γ-invariant locally bounded Borelian smooth cochains.
The following result easily follows from Corollary A.9 (see also the proof of Lemma 5.1):
Gromov proportionality principle
As mentioned in Subsection 1.4, bounded cohomology provides the natural "dual" theory to L 1 -homology, and is therefore deeply related to the simplicial volume.
8.1. The duality principle. From now on, we denote by X a n-dimensional compact connected oriented Riemannian manifold with real fundamental class [X] R ∈ H n (X). Recall that there exists a well-defined product , :
for every cocycle ϕ ∈ C n (X) and every cycle z ∈ C n (X). We denote by [X] R ∈ H n (R) ∼ = R the fundamental coclass of X, i.e. the unique coclass in H n (R) such that [X] R , [X] R = 1. Also recall that we denote by c n : H n (X) → H n (X) the comparison map induced by the inclusion of cochains. The following result is based on Hahn-Banach Theorem, and is proved in [Gro82, BP92] :
In particular, ||X|| = 0 if and only if [X] R / ∈ Im c n , i.e. if and only if Im c n = 0.
The volume form.
If Y is a smooth manifold, we denote by Ω i (Y ) the space of differential i-forms on Y , and we recall that s S n (Y ) ⊆ S n (Y ) is the set of smooth n-simplices in Y . We define a map Vol X : s S n (X) → R by setting
where ω X ∈ Ω n (X) is the volume form of X. Of course, Vol X is continuous with respect to the C 1 -topology on s S n (X), so its linear extension to smooth n-chains, which will still be denoted by Vol X , defines an element in s C n c (X), whence, a fortiori, in s C n b (X). By Stoke's Theorem, such an element is closed, and defines therefore
be the map introduced at the beginning of Section 7.
Moreover, it is well-known that the fundamental class of X can be represented by the sum of the simplices in a positively oriented smooth triangulation of X. On such a sum, the cohomology class (r n ) −1 ([Vol X ]) takes as value the sum of the volumes of the simplices of the triangulation, i.e. the volume of X. 
Therefore, by Proposition 8.1 we get
From now on, we denote by X the Riemannian universal covering of X. By Corollary 8.3, the proportionality principle can be restated as follows: Thus our efforts will be now devoted to proving Theorem 8.4. 8.3. The transfer map. From now on, we denote by G the group of orientationpreserving isometries of X, and by Γ ∼ = π 1 (X) < G the group of covering automorphisms of X. It is well-known that G admits a Lie group structure inducing the compact-open topology. Moreover, there exists on G a left-invariant regular Borel measure µ G , which is called Haar measure of G and is unique up to scalars. Since G contains a cocompact subgroup, its Haar measure is in fact also rightinvariant [Sau02, Lemma 2.32]. Since X ∼ = X/Γ is compact, there exists a Borelian subset F ⊆ G with the following properties: F contains exactly one representative for each class in Γ\G and F is relatively compact in G. We will call such an F a fundamental region for Γ in G. From now on, we normalize the Haar measure µ G in such a way that µ G (F ) = 1.
In order to avoid too heavy notations, if H is a subgroup of G from now on we will set s H * b ( X) H = H * ( s C * b ( X) H ). We also endow s H * b ( X) H with the seminorm induced by s C * b ( X) H . Recall that by Lemma 7.5 we have an isometric isomorphism
, we will now construct a norm decreasing left inverse of res. We begin with the following:
Proof: Let us consider G as a subset of the space F s ( X, X) of smooth functions from X to itself. It is easily seen that since the elements of G are isometries, the compact-open and the C 1 -topology coincide on G. Therefore the conclusion follows from Lemma A.6. Take now ϕ ∈ s C i b ( X) and s ∈ s C i ( X), and consider the function f s ϕ :
. By Lemma 8.5, f s ϕ is Borelian. Moreover, F is relatively compact in G and ϕ is locally bounded, so the restriction of f s ϕ to F is bounded. Therefore a well-defined cochain trans ′ i (ϕ) ∈ s C i ( X) exists such that for every s ∈ s S i ( X) we have
. By Lemma 8.5, such a map is Borelian. By a standard result in measure theory (see e.g. the proof of Fubini's Theorem in [Bil95] ), this implies that the map
is Borelian. But such a map is equal to the restriction of trans ′ i (ϕ) to s S i ( X). This shows that trans ′ i (ϕ) is Borelian. In order to show that trans ′ i (ϕ) is locally bounded, let us first define a distance d S on s S i ( X) as follows. It is well-known that the Riemannian structure on X induces a distance d T e X on the tangent bundle T X. Moreover, such a distance is G-invariant, in the sense that for every g ∈ G the differential dg : T X → T X acts as an isometry of d T e X . For every s, s ′ ∈ s S i ( X) we now set
It is well-known that d S induces on s S i ( X) the C 1 -topology. Let now s 0 ∈ s S i ( X) be fixed. By Lemma 8.5, the set F ·s 0 ⊆ s S i ( X) is compact. Since ϕ is locally bounded,
is the open ball of radius ε/2 centered at s 0 , we 
where the vertical row describes the isomorphism provided by Lemma 7.5. Since trans * is obviously norm decreasing, we get the following: 
where 
Lemma A.3. Suppose X is compact and Hausdorff, let C ⊆ X be closed and set
well-defined and continuous.
Proof: The fact that ψ is well-defined is an immediate consequence of the definition of quotient topology. Moreover, if K ⊆ X/C is compact and U ⊆ Y is open, then
, which is open: in fact, since X is compact Hausdorff and C is closed, X/C is Hausdorff, so K is closed, and π −1 (K) is closed in a compact space, whence compact.
As in the proof of Proposition 4.8, let now e n 0 , . . . , e n n be the vertices of the standard simplex ∆ n , let Q n 0 be the face of ∆ n opposite to e 0 , and let r n : Q n+1 0 → ∆ n be defined by r n (t 1 e n+1 1 + . . . t n+1 e n+1 n+1 ) = t 1 e n 0 + . . . t n+1 e n n . Lemma A.4. Let X, Y, Z be topological spaces, let x 0 ∈ X be fixed and suppose H : X × [0, 1] → X is a continuous map such that H(x, 1) = x 0 for every x ∈ X.
(1) The map ψ :
is continuous (where products are endowed with the product topology).
(2) Let T n : F (∆ n , X) → F (∆ n+1 , X) be defined as follows: if s ∈ F (∆ n , X) and p = te n+1 0
Then T n is well-defined and continuous.
Proof: 
is well-defined and continuous. Moreover, we have ϕ(q, 1) = ϕ(q ′ , 1) for every q, q ′ ∈ ∆ n , so ϕ induces a map ϕ : (∆ n × [0, 1])/(∆ n × {1}) → ∆ n+1 which is easily shown to be bijective. Moreover, ϕ is continuous by the very definition of quotient topology, and is closed since it is defined on a compact space with values in a Hausdorff space. Thus, ϕ is a homeomorphism. Now, if s ∈ F (∆ n , X), since H(q, 1) = x 0 for every q ∈ X, the map
and by construction we have T n (s) = H • (s × Id) • ϕ −1 . This shows that T n (s) is indeed well-defined and continuous.
Let us show now that T n (s) continuously depends on s. Since ϕ −1 is a homeomorphism, it is sufficient to show that the map H • (s × Id) continuously depends on s. But this is a consequence of Lemma A.1, Lemma A.3 and point (1).
Let now p : X → X be a covering, and denote by p * : C n ( X) → C n (X) the induced map on singular chains. The following result was proved in [Löh06] under the hypothesis that X is metrizable. : S n ( X) → S n (X) is a covering map. Proof: Let s 0 ∈ S n ( X) be a simplex, and set s 0 (e 0 ) = x 0 . Since p is a covering, there exists an open neighbourhood U 0 of x 0 ∈ X such that p −1 (U 0 ) = j∈J U We set V 0 = {s ∈ S n (X) | s(e 0 ) ∈ U 0 }, V j 0 = { s ∈ S n ( X) | s(e 0 ) ∈ U j 0 }. Of course, V 0 and V j 0 are open subsets of S n (X) and S n ( X) respectively. Moreover, since the standard simplex is path connected and simply connected, for every j ∈ J and every simplex in s ∈ V 0 there exists a unique lift s j ∈ V i∈L ∆ i and Z L = i∈L Z j i . We also set
Note that since p is open, the sets H, R, W 0 , H, R, W 0 are open. Moreover, by construction we have s ∈ W 0 ∩ H ∩ R ⊆ V 0 ∩ Ω(K, Y ) and s ∈ W 0 ∩ H ∩ R. Thus in order to conclude we only need to prove that
The inclusion ⊆ is obvious. Let s 1 ∈ W 0 ∩ H ∩ R, and let s 1 ∈ V 0 be the unique lift of s 1 whose first vertex lies in U 0 . We now try to reconstruct s 1 as explicitely as possible. For every i ∈ I, we denote by r i : Z j i → Z j i the local inverse of p. For every q ∈ ∆ n , let I(q) = {i ∈ I | q ∈ ∆ i }. We claim that for every q ∈ ∆ n and i, i ′ ∈ I(q) we have r i (s 1 (q)) = r i ′ (s 1 (q)): in fact, since s 1 ∈ H we have s 1 (q) ∈ p( Z I(q) ), so a point a ∈ Z j i ∩ Z j i ′ exists such that p(a) = s 1 (q). But p(r i (s 1 (q))) = p(r i ′ (s 1 (q))) = s 1 (q), and p| e Z i
, p| e Z i ′ are injective, so r i (s 1 (q)) = a = r i ′ (s 1 (q)).
Therefore, a well defined map s 1 : ∆ n → X exists such that s 1 | ∆ i = r i • s 1 | ∆ i for every i ∈ I. Since the ∆ i 's provide a finite closed cover of ∆ n , such a map is continuous. Moreover, p • s 1 = s 1 , and since s 1 ∈ W 0 we have s 1 (e 0 ) ∈ p −1 (p( U 0 ∩ Z j 0 )). Since by construction s 1 (e 0 ) ∈ Z j 0 and p| e Z j 0 is injective, this implies s 1 (e 0 ) ∈ U 0 , so s 1 (e 0 ) = s 1 (e 0 ). This, together with the fact that p • s 1 = p • s 1 and the fact that ∆ n is path connected, implies that s 1 = s 1 .
We are then left to show that s 1 indeed belongs to W 0 ∩ H ∩ R. The fact that s 1 belongs to X 0 ∩ H is an immediate consequence of our construction. Now, if q ∈ ∆ L ∩ K, since s 1 ∈ R there exists a ∈ Y ∩ Z L such that p(a) = s 1 (q). Moreover, by construction we have p(a) = p(s 1 (q)) and s 1 (q) ∈ Z L , so a = s 1 (q) since p| e Z L is injective. Therefore we have s 1 (q) = a ∈ Y ∩ Z L , and this proves that s 1 belongs to R, whence the conclusion. In particular, if h : X → X is a smooth map and ϕ ∈ s C * c (X) (resp. ϕ ∈ s C * b (X)), then h * (ϕ) ∈ s C * c (X) (resp. h * (ϕ) ∈ s C * b (X)). Therefore, continuous smooth cohomology and locally bounded Borelian smooth cohomology are functors from the category of manifolds and smooth maps to the category of graded R-vector spaces and linear maps. Lemma A.6 also implies the following: Moreover, if G acts on X as a group of diffeomorphisms, then it makes sense to define G-invariant continuous or locally bounded Borelian smooth cochains on X.
Let now X, X be smooth manifolds, and suppose p : X → X is a smooth covering (i.e. p is a covering which is also a local diffeomorhism). We endow s S n (X), s S n ( X) with the C 1 -topology. : s S n ( X) → s S n (X) is a covering map.
Proof: If X, Y are smooth manifolds, we say that g : T X → T Y is integrable if there exists a smooth f : X → Y such that g = df . Of course, a smooth map is integrable if and only if it is locally integrable. Let us denote by (dp) * : F s (T ∆ n , T X) → F s (T ∆ n , T X) the composition with dp. We have the commutative diagram
It is easily seen that since p is a smooth covering dp : T X → T X is also a smooth covering. Since T ∆ n is simply connected, a slight modification of the proof of Lemma A.5 shows that (dp) * is a covering, where we are endowing F s (T ∆ n , T X), F s (T ∆ n , T X) with the compact-open topology. Moreover, it is readily seen that f ∈ F s (T ∆ n , T X) is integrable if and only if (dp) * (f ) is integrable. Since the subset of integrable maps in F s (T ∆ n , T X) (resp. in F s (T ∆ n , T X)) coincide by definition with d(F s (∆ n , X)) (resp. with d(F s (∆ n , X))), (dp) * restricts to a covering d(F s (∆ n , X)) → d(F s (∆ n , X)). The conclusion follows since the horizontal rows of the diagram are by definition homeomorphisms on their images.
Lemma A.8 implies the following:
Corollary A.9. A map f : s S n (X) → R is locally bounded Borelian if and only if f • p * : s S n ( X) → R is locally bounded Borelian.
Proof: Since p * is continuous, if f is locally bounded Borelian, then also f • p * is locally bounded Borelian. Morover, any surjective local homeomorphism between second countable spaces admits a Borelian section, so by Lemma A.8 if f • p * is Borelian, then also f is Borelian. Finally, since p * is open and surjective, if f • p * is locally bounded, then also f is locally bounded.
