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Abstract
A basic exact sequence by Harish-Chandra related to the invariant differential operators on a Riemannian
symmetric space G/K is generalized for each K-type in a certain class which we call ‘single-petaled.’
The argument also includes a further generalization of Broer’s generalization of the Chevalley restriction
theorem.
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1. Introduction
Let g be a real semisimple Lie algebra and θ a fixed Cartan involution of g. In this paper
the subscript C is used for indicating the complexification of a real object. Denote the universal
enveloping algebra of the complex Lie algebra gC by U(gC) and the symmetric algebra of gC
by S(gC). Similar notation is used for other complex Lie algebras or vector spaces. Let Gad be
the adjoint group of g, Gθ the subgroup of the adjoint group of gC consisting of all the elements
that leave g stable, and G an arbitrary group such that Gad ⊂G⊂Gθ . The adjoint action of Gad
or G or Gθ (respectively gC) is denoted by Ad (respectively ad). Let g = k ⊕ p be the Cartan
decomposition. Take a maximal Abelian subspace a of p and fix a basis Π of the restricted root
system Σ for (g,a). Π defines the system Σ+ of positive roots. Put K = Gθ (the subgroup
of G which commutes with θ ), M = ZK(a) (the centralizer of a in K), and m = Lie(M). Using
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550 H. Oda / Advances in Mathematics 208 (2007) 549–596NK(a) (the normalizer of a in K) define the Weyl group W =NK(a)/M . For each α ∈Σ , let Hα
be the corresponding element of a via the Killing form B(·,·) of g and put |α| = B(Hα,Hα)1/2,
α∨ = 2Hα/|α|2 (the coroot of α). Denote the restricted root space for α ∈ Σ by gα and put
n =∑α∈Σ+ gα , ρ = 12 ∑α∈Σ+(dimgα)α. Let us now define the map γ of U(gC) into S(aC) by
the projection
U(gC)=U(aC)⊕
(
nCU(gC)+U(gC)kC
) →U(aC) S(aC)
followed by the translation
S(aC)  f (λ) 	→ f (λ+ ρ) ∈ S(aC).
Here we identified S(aC) with the space of holomorphic polynomials on the dual space a∗C of aC.
We call γ the Harish-Chandra homomorphism. Let U(gC)K (respectively S(aC)W ) be the sub-
algebra of invariants in U(gC) (respectively S(aC)) under the action of K (respectively W ). In
this paper the superscript of an operator domain generally indicates the subspace of invariants.
Harish-Chandra showed in [9] the following exact sequence of algebra homomorphisms1:
0 →U(gC)K ∩U(gC)kC →U(gC)K γ−→ S(aC)W → 0. (1.1)
On the other hand, let a⊥ be the orthogonal complement of a in p relative to the Killing form
B(·,·) and γ0 the projection of S(pC) onto S(aC) defined by
S(pC)= S(aC)⊕ S(pC)
(
a⊥
)
C
→ S(aC).
Then the restriction of γ0 to S(pC)K gives the algebra isomorphism
γ0 :S(pC)
K ∼−→ S(aC)W , (1.2)
which is known as the Chevalley restriction theorem. Let symm :S(gC) → U(gC) be the sym-
metrization map. Then one has the K-module decomposition
U(gC)= symm
(
S(pC)
)⊕U(gC)kC, (1.3)
so that (1.1) is considered as a non-commutative counterpart of (1.2). Hereafter we use the same
symbol A for the three algebras U(gC)K/U(gC)K ∩ U(gC)kC, S(pC)K and S(aC)W identified
with one another.
Note that (1.1) and (1.2) are rewritten as
0 → HomK
(
triv,U(gC)kC
)→ HomK(triv,U(gC)) Γ triv−−−→ HomW (triv, S(aC))→ 0 (1.4)
and
Γ triv0 : HomK
(
triv, S(pC)
) ∼−→ HomW (triv, S(aC)), (1.5)
1 Actually his proof targets only the case of G=Gad, but the general case follows from it since (1.2) is valid for any G
(cf. [19, Proposition 10]).
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Γ triv and Γ triv0 are clear.
First, we generalize the Chevalley restriction theorem in the form (1.5). We say a K-type
(σ,V ) is quasi-spherical if the σ -isotypic component of (Ad|K,S(pC)) is not 0. From [19] we
know (σ,V ) is quasi-spherical if and only if VM = 0. Suppose (σ,V ) is quasi-spherical. Then
W naturally acts on VM . Define the map
Γ σ0 : HomK
(
V,S(pC)
) Φ 	→ ϕ ∈ HomW (VM,S(aC)) (1.6)
so that the image ϕ is given by the composition
ϕ :VM ↪→ V Φ−→ S(pC) γ0−→ S(aC). (1.7)
It is obviously well defined and if (σ,V ) = (triv,C), the map Γ triv0 coincides with (1.5). Both
HomK(V,S(pC)) and HomW(VM,S(aC)) have natural A -module structures coming from mul-
tiplication of images by elements in S(pC)K or S(aC)W . Observe that Γ σ0 intertwines these
A -module structures. Let us introduce a new class of K-types:
Definition 1.1. Put Σ1 = Σ \ 2Σ . Choose a subset R of Σ1 so that R intersects each W -orbit
of Σ1. For each α ∈R fix Xα ∈ gα \ {0}. Then we call a quasi-spherical K-type (σ,V ) single-
petaled if and only if
σ(Xα + θXα)
(
σ(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
v = 0 ∀v ∈ VM, ∀α ∈R. (1.8)
Remark 1.2. Suppose α ∈ Σ . Then gα has the M-invariant inner product −B(·, θ ·) and M
acts transitively on the unit sphere of gα if dimgα > 1 (see [17, Theorem 2.1.7]). Hence mul-
tiplying (1.8) by elements in M or scalars, we see the above definition does not depend on the
choice of {Xα}. Furthermore, multiplying (1.8) by elements in NK(a), we seeR may be replaced
with Σ1. Hence the definition is also independent of the choice of R.
Then we have
Theorem 1.3. For any quasi-spherical K-type (σ,V ), Γ σ0 is injective. On the other hand, Γ σ0 is
surjective if and only if (σ,V ) is single-petaled.
This theorem gives a generalization of Broer’s theorem for a complex semisimple Lie algebra
[3] into the case of a Riemannian symmetric space of non-compact type. As mentioned in a
footnote of [3], Broer’s theorem can also be proved by using the results of [22]. Similarly, using
the results of [17], which generalize the results of [22] into the Riemannian symmetric case, we
can show Theorem 1.3 in a purely algebraic manner. However our proof in Section 3 employs an
analytic method modeled on [5]. This method leads us to further generalizations of Theorem 1.3
in some directions (Proposition 3.1, Theorems 3.5, 3.15). In particular, for some wider class
of K-types than ‘single-petaled,’ which will be called ‘quasi-single-petaled,’ a result close to
Theorem 1.3 holds.
Let us now formulate a proper generalization of (1.4), which is the main theme of this paper.
It requires the notion of the degenerate affine Hecke algebra H associated naturally to the data
(n,a) (Definition 4.1). We here state a few properties of H. H is an algebra over C including
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S(aC)
W
. The map S(aC)⊗C[W ] → H defined by multiplication gives a C-linear isomorphism.
Hence the left H-module
SH(aC) := H
/ ∑
w∈W\{1}
H(w − 1) S(aC)⊗ C[W ]
/
S(aC)⊗
∑
w∈W\{1}
C[W ](w − 1)
(1.9)
is identified with S(aC) through the left S(aC)-module isomorphism defined by S(aC) ↪→ H
SH(aC). It is notable that although the left W -action on SH(aC) differs from the original W -action
on S(aC), the space of W -fixed elements in SH(aC) equals S(aC)W (Corollary 4.4). Hence we
may replace HomW(triv, S(aC)) in (1.4) with HomW(triv, SH(aC)).
Suppose (σ,V ) is a quasi-spherical K-type. Define the map
Γ σ : HomK
(
V,U(gC)
)  Ψ 	→ψ ∈ HomC(VM,SH(aC)) (1.10)
so that the image ψ is given by the composition
ψ :VM ↪→ V Ψ−→U(gC) γ−→ S(aC) SH(aC). (1.11)
Note that the space in the right-hand side of (1.10) is not HomW(VM,SH(aC)). In fact the map
ψ defined by (1.11) does not always commute with the W -actions. Now we state the main result
of this paper.
Theorem 1.4. For any quasi-spherical K-type (σ,V ), the kernel of Γ σ equals HomK(V,
U(gC)kC). The image of Γ σ is included in HomW(VM,SH(aC)) if and only if (σ,V ) is single-
petaled. If this condition is satisfied, the image equals HomW(VM,SH(aC)) and therefore we
have the exact sequence
0 → HomK
(
V,U(gC)kC
)→ HomK(V,U(gC)) Γ σ−−→ HomW (VM,SH(aC))→ 0. (1.12)
Remark 1.5. If D ∈ U(gC)K and Ψ ∈ HomK(V,U(gC)), then the right multiplication of the
image of Ψ by D gives a new element Ψ ·D ∈ HomK(V,U(gC)). This U(gC)K -module struc-
ture of HomK(V,U(gC)) induces an A -module structure of HomK(V,U(gC)/U(gC)kC) 
HomK(V,U(gC))/HomK(V,U(gC)kC). Also, we naturally consider HomC(V M,SH(aC)) and
HomW(VM,SH(aC)) as A -modules. Since it is clear that
Γ σ (Ψ ·D)= Γ σ (Ψ ) · γ (D) ∀D ∈U(gC)K, ∀Ψ ∈ HomK
(
V,U(gC)
)
, (1.13)
Γ σ induces an A -homomorphism
HomK
(
V,U(gC)/U(gC)kC
)→ HomC(VM,SH(aC)).
Moreover, if (σ,V ) is single-petaled, we get a natural A -isomorphism
HomK
(
V,U(gC)/U(gC)kC
) ∼−→ HomW (VM,SH(aC)).
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K-types (Theorem 4.11).
If g is a complex semisimple Lie algebra, then a quasi-spherical K-type is naturally identified
with a finite-dimensional irreducible holomorphic representation of G. Under this identification,
a single-petaled K-type is nothing but an irreducible small representation of G in the sense of [3]
(Corollary 5.2). Moreover, in this case we can deduce from Theorem 1.4 a generalization of the
celebrated Harish-Chandra isomorphism (Theorem 5.9). In Section 5 we also study two topics
related to the generalized Harish-Chandra isomorphism—construction of a new kind of non-
commutative determinants, and a natural correspondence between the submodules of the Verma
module M(λ) of U(g) and the submodules of a certain basic module A(λ) of the degenerate
affine Hecke algebra H˜ associated to this complex case.
If g is a real split semisimple Lie algebra, there exists the notion of petite K-types (Defini-
tion A.1) which is apparently similar to the one of single-petaled K-types. In Appendix A we
discuss the relation between these two classes of K-types.
2. Quasi-spherical K-types
We shall prepare some results on quasi-spherical K-types which will be used in the subsequent
sections. Most of the results in this section are known.
Identify the K-module S(pC) with the K-module P(p) of C-valued polynomial functions on
p via the Killing form. Each X ∈ p defines the partial differential operator ∂(X) on p. Extend
the correspondence ∂ : X 	→ ∂(X) to the algebra homomorphism from S(pC) to the algebra of
partial differential operators on p.
We say an element in S(pC)  P(p) is K-harmonic if it is killed by ∂(F ) for any F ∈
S(pC)
K ∩ S(pC)pC. Let HK(p) denote the set of K-harmonics. Note that HK(p) is independent
of the choice of G (Gad ⊂G⊂Gθ ). The following is essentially due to [19]:
Proposition 2.1. The map
S(pC)
K ⊗HK(p)→ S(pC)
defined by multiplication is a K-module isomorphism. For any finite-dimensional representation
(σ,V ) of K over C, dimC HomK(V,HK(p))= dimC VM . Hence
HomK
(
V,S(pC)
)A ⊗ HomK(V,HK(p))A ⊕m(σ) with m(σ)= dimC VM. (2.1)
Corollary 2.2. As K-modules,
U(gC)=U(gC)kC ⊕ symm
(
HK(p)
)⊗ symm(S(pC)K).
Suppose (σ,V ) is a quasi-spherical K-type and put m(σ) = dimC VM . Let {v1, . . . , vm(σ)}
be a basis of VM and {Φ1, . . . ,Φm(σ)} a basis of HomK(V,HK(p)). Put Ψj = symm ◦ Φj ∈
HomK(V,U(g)) (j = 1, . . . ,m(σ )). In [16,17], Kostant studied the S(aC)-valued m(σ)×m(σ)-
matrix Pσ = (γ ◦Ψj [vi])1i,jm(σ), which is closely related to the theme of the present paper.
In particular he determined the value of detPσ . It is clear that detPσ , up to a scalar multiple,
does not differ for any choice of bases. Let 〈·,·〉 be the C-bilinear form on a∗
C
× a∗
C
induced
from B(·,·).
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C
satisfies Re〈λ,α〉 0 for any α ∈ Σ+. Then (detPσ )(λ) = 0
for any (σ,V ).
Proof. The proposition is a direct consequence of [16,17] if G = Gθ . We shall translate this
result to the general case. Denote K,M for Gθ by Kθ,Mθ . Let F be the subgroup of the adjoint
group of gC consisting of all elements of expaC with order not greater than 2. Then Kθ = KF ,
Mθ = MF , and F normalizes K and centralizes M [19, Proposition 1, Lemma 20]. Since F is
isomorphic to a direct product of Z/2Z, we can choose a subgroup F1 so that Kθ = K  F1
and Mθ = M × F1. Suppose (σ,V ) is a quasi-spherical K-type. Then Vθ := C[F1] ⊗ V has
the natural Kθ -module structure σθ defined by σθ (ka)(a′ ⊗ v) = aa′ ⊗ (a′akaa′)v for k ∈ K ,
a, a′ ∈ F , v ∈ V . Observe that
(Vθ )
M =
⊕
a∈F1
a ⊗ VM and (Vθ )Mθ =
(
1
#F1
∑
a∈F1
a
)
⊗ VM.
Let (σθ ,Vθ ) = (σ1,V1) ⊕ · · · ⊕ (σt ,Vt ) ⊕ (σt+1,Vt+1) ⊕ · · · ⊕ (σt ′,Vt ′) be an irreducible de-
composition as a Kθ -module such that (σ1,V1), . . . , (σt ,Vt ) are just all of the quasi-spherical
components. Since ( 1#F1
∑
a∈F1 a)⊗ VM = (V1)Mθ ⊕ · · · ⊕ (Vt )Mθ , we have t  1 and m(σ) =
m(σ1)+ · · · +m(σt ). Thus we can choose a basis{
v
(1)
1 , . . . , v
(1)
m(σ1)
, . . . , v
(t)
1 , . . . , v
(t)
m(σt )
}
of VM so that {( 1#F1
∑
a∈F1 a) ⊗ v(s)1 , . . . , ( 1#F1
∑
a∈F1 a) ⊗ v(s)m(σs)} forms a basis of (Vs)Mθ for
each s = 1, . . . , t . On the other hand, since (σθ ,Vθ ) is naturally considered as the induced Kθ -
module from (σ,V ), by defining K-homomorphisms
ιs :V ↪→ Vθ projection−−−−−→ Vs (s = 1, . . . , t),
we get the isomorphism
t⊕
s=1
HomKθ
(
Vs,HKθ (p)
)  (Φ(1), . . . ,Φ(t))
	→Φ(1) ◦ ι1 + · · · +Φ(t) ◦ ιt ∈ HomK
(
V,HK(p)
)
.
Therefore, if we take a basis {Φ(s)1 , . . . ,Φ(s)m(σs)} of HomKθ (Vs,HKθ (p)) for each s = 1, . . . , t ,
then {
Φ
(1)
1 ◦ ι1, . . . ,Φ(1)m(σ1) ◦ ι1, . . . ,Φ
(t)
1 ◦ ιt , . . . ,Φ(t)m(σt ) ◦ ιt
}
is a basis of HomK(V,HK(p)). Let us consider Pσ with respect to this basis and the basis of
VM chosen above. Take s, s′ = 1, . . . , t , i = 1, . . . ,m(σs′), and j = 1, . . . ,m(σs). It follows from
the definition of ιs and the way of choice of {v(s′)i } that(
1
#F1
∑
a
)
· ιs
(
v
(s′)
i
)= { ( 1#F1 ∑a∈F1 a)⊗ v(s)i if s = s′,
0 if s = s′.
(2.2)
a∈F1
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kC and nC. Hence, γ (D) = γ (( 1#F1
∑
a∈F1 a) · D) for any D ∈ U(g). Therefore using (2.2) we
get
γ ◦ symm ◦Φ(s)j ◦ ιs
[
v
(s′)
i
]
= γ (symm ◦Φ(s)j [ιs(v(s′)i )])
= γ
((
1
#F1
∑
a∈F1
a
)
· symm ◦Φ(s)j
[
ιs
(
v
(s′)
i
)])
= γ
(
symm ◦Φ(s)j
[(
1
#F1
∑
a∈F1
a
)
· ιs
(
v
(s′)
i
)])
=
{
γ ◦ symm ◦Φ(s)j
[( 1
#F1
∑
a∈F1 a
)⊗ v(s)i ] if s = s′,
0 if s = s′,
which implies the equality
Pσ =
⎛⎝Pσ1 0. . .0 Pσt
⎞⎠ . (2.3)
Now our claim follows from Kostant’s result. 
Remark 2.4. If G=Gad, Proposition 2.3 is also a consequence of [10].
Next, let us recall Definition 1.1 and consider some basic single-petaled K-types. Clearly the
trivial K-type is single-petaled. Other examples are the constituents of (Ad,pC).
Lemma 2.5. For any α ∈Σ (not Σ1!), Xα ∈ gα , and H ∈ aC,
ad(Xα + θXα)
(
ad(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
H = 0.
Proof. If α(H)= 0, then ad(Xα + θXα)H = 0. On the other hand,
(
ad(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
Hα
= |α|2ad(Xα + θXα)(−Xα + θXα)− 2|α|2B(Xα, θXα)Hα
= 2|α|2([Xα, θXα] −B(Xα, θXα)Hα)= 0. 
Definition 2.6. In this paper we say G/K is of Hermitian type if and only if p has a K-invariant
complex structure.
Theorem 2.7. Suppose g is simple.
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the C-linear endomorphism on pC and let p± ⊂ pC be the eigenspaces of J with eigenvalues
±√−1. Then (pC)M = aC ⊕ JaC. Moreover, the two K-types (Ad,p±) are single-petaled
and (p±)M  aC (the reflection representation) as W -modules.
(ii) Suppose G/K is not of Hermitian type. Then the K-type (Ad,pC) is single-petaled and
(pC)
M  aC (the reflection representation) as a W -module.
Proof. If G=Gad, then (pC)M is as stated in the theorem by [13, Proposition 4.1].
(i) Suppose G/K is of Hermitian type. Then Gad/(K ∩Gad) is also of Hermitian type. Hence
by [13], (pC)M∩Gad = aC ⊕ JaC. Since J commutes with the K-action on pC, (pC)M = aC ⊕
JaC. The rest is clear from the K-isomorphism (1 ∓
√−1J )/2 :p ∼−→ p± and Lemma 2.5.
(ii) Suppose G/K is not of Hermitian type. If Gad/(K ∩ Gad) is of Hermitian type, then its
complex structure J gives the unique irreducible decomposition pC = p+ ⊕p− of the (K ∩Gad)-
module pC. In this case, from (i) and Proposition 2.1, we have dimC HomK∩Gad(p+,HK(p)) =
dimC aC. Since the K-action on pC does not commute with J , pC is an irreducible K-module.
Hence we get a natural injection HomK(pC,HK(p))→ HomK∩Gad(p+,HK(p)), which implies
dimC(pC)M  dimC aC in view of Proposition 2.1. But since (pC)M ⊃ aC, we have (pC)M = aC.
On the other hand, if Gad/(K ∩ Gad) is not of Hermitian type, then (pC)M = aC since
(pC)
(M∩Gad) = aC by [13]. The rest is clear from Lemma 2.5. 
In the remainder of this section, we assume g has real rank 1 and give a close look at its
quasi-spherical K-types. Let α be the unique element in Σ1 ∩ Σ+ and choose Xα ∈ gα so that
B(Xα, θXα) = −1/(2|α|2). If we put Z =
√−1Xα +
√−1θXα , then the condition (1.8) for a
quasi-spherical (σ,V ) to be single-petaled is reduced to Z(Z2 − 1)V M = 02.
Lemma 2.8. Suppose (σ,V ) is a quasi-spherical K-type.
(i) All the eigenvalues of σ(Z) are integers. We denote the largest one by e(σ ).
(ii) dimC VM = 1. Hence vσ ∈ VM \ {0} and Φσ ∈ HomK(V,HK(p)) \ {0} are uniquely de-
termined up to scalar multiples.
(iii) Let V Z−e(σ ) be the eigenspace of σ(Z) with eigenvalue e(σ ). Let (V M)⊥ denote the orthog-
onal complement of VM in V with respect to some K-invariant Hermitian inner product
(·,·)V on V . Then V Z−e(σ ) ⊂ (V M)⊥.
(iv) Put δ = dimg2α and h= α∨/2 + dim(gα)/2 ∈ S(aC) (recall α∨ = 2Hα/|α|2). Then we can
choose a pair (i, j) of non-negative integers with 2i+j = |e(σ )| so that γ ◦ symm◦Φσ [vσ ]
(= detPσ ) equals
[
(h+ δ)(h+ δ + 2) · · · (h+ δ + 2(i + j)− 2)] · [(h+ 1)(h+ 3) · · · (h+ 2i − 1)] (2.4)
up to a scalar multiple.
(v) (σ,V ) is the trivial K-type ⇔ e(σ )= 0. (σ,V ) is a constituent of (Ad,pC)⇔ |e(σ )| = 1.
2 Throughout the paper we use this kind of normalization which is due to [16,17]. But some reader might be more
accustomed to the following one: X′α ∈ gα with B(X′α, θX′α)= −2/|α|2; Z′ =X′α + θX′α . In this notation the condition
Z(Z2 − 1)VM = 0 is written as Z′(Z′2 + 4)VM = 0.
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G=Gθ , then all assertions of the lemma are consequences of [16,17].
Suppose G = Gθ . Firstly, we consider the case where g  sl(2,R). In this case each quasi-
spherical Kθ -type (σ,V ) is irreducible as a K-module and VMθ = VM [17, Chapter II, §2].
Also, because a quasi-spherical K-type is a constituent of S(pC), it must be the restriction of
some quasi-spherical Kθ -type. Hence the lemma follows from the case for Gθ .
Secondly, suppose g = sl(2,R), k = so(2,R). Then G = Gad = Ad(SL(2,R)), F1 = {1, a}
with
a = Ad
((√−1 0
0 −√−1
))
,
and
Z = ±
(
0 − 12
√−1
1
2
√−1 0
)
.
For each integer e, define the 1-dimensional quasi-spherical K-type (σe,Ve) by σe(Z)= e. Then
a quasi-spherical K-type equals some (σe,Ve). For each (σe,Ve), define the Kθ -module (Ve)θ =
1 ⊗ Ve + a ⊗ Ve as in the proof of Proposition 2.3. Then a ⊗ Ve  V−e as a K-module. If e = 0,
then (Ve)θ is an irreducible Kθ -module and hence Pσe = P (σe)θ by (2.3), which assures (i)–(iv)
for (σe,Ve). If e = 0, then σe = triv and clearly (i)–(iv) hold. It is also clear that (v) follows from
the case for Gθ . 
Combining Lemma 2.8(iii), (v) and Theorem 2.7, we can conclude
Corollary 2.9. If g has real rank 1, then the trivial K-type and the K-types appearing in (Ad,pC)
exhaust all the single-petaled K-types.
3. The Chevalley restriction theorem
The purpose of this section is to prove Theorem 1.3. Although the method is modeled on that
of [5] in large part, some points are improved by use of rational Dunkl operators. We note our
method is applicable even to the classical case.3
Under the setting of Section 1 suppose (σ,V ) is a quasi-spherical K-type. Let F represent
one of the following C-valued function classes: C (continuous functions), C∞ (smooth func-
tions), or P (polynomial functions). Define the map
HomK
(
V,F (p)
) Φ 	→ (ϕ :VM  v 	→Φ[v]|a) ∈ HomW (VM,F (a)). (3.1)
We consider p and a as Euclidean spaces by the Killing form. Under the natural identifications
P(p) S(pC) and P(a) S(aC), Γ σ0 in Section 1 coincides with (3.1) for F =P . Hence we
use the same symbol Γ σ0 for (3.1) in general cases. First we shall prove
Proposition 3.1. The map Γ σ0 for F = C ,C∞ or P is injective.
3 In [27] Torossian also gives a version of the proof of the classical Chevalley restriction theorem that uses rational
Dunkl operators.
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V = VM ⊕
∑
τ =triv
Vτ (3.2)
be the decomposition into isotypic components of the M-module V = V |M and define the pro-
jection map
pσ :V = VM ⊕
∑
τ =triv
Vτ → VM. (3.3)
Suppose Φ ∈ HomK(V,C (p)). Note that V  v 	→ Φ[v]|a ∈ C (a) is an M-homomorphism and
that M acts on C (a) trivially. Hence Φ[v](H) = Φ[pσ (v)](H) for any v ∈ V and H ∈ a. Let
ϕ ∈ HomW(VM,C (a)) be the image of Φ . Since each element X ∈ p can be written as X =
Ad(k)H for some k ∈K and H ∈ a, we have for any v ∈ V
Φ[v](X)=Φ[v](Ad(k)H )=Φ[σ (k−1)v](H)
=Φ[pσ (σ (k−1)v)](H)= ϕ[pσ (σ (k−1)v)](H). (3.4)
Thus Φ can be completely reproduced by ϕ. 
To discuss the image of Γ σ0 we introduce two W -subspaces of V
M
.
Definition 3.2. Put
VMsingle =
{
v ∈ VM ; σ(Xα + θXα)
(
σ(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
v = 0
∀α ∈Σ1, ∀Xα ∈ gα
}
,
V Mdouble = VM ∩
∑{
σ(Xα + θXα)
(
σ(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
V ;
α ∈Σ1, Xα ∈ gα
}
.
Lemma 3.3. VM = VMsingle ⊕ VMdouble.
Proof. Let (·,·)V be a K-invariant Hermitian inner product on V . Then the isotypic components
VM and Vτ in (3.2) are orthogonal to one another. Let (V Mdouble)⊥ be the orthogonal complement
of VMdouble in V
M
. Since σ(Xα + θXα) is skew-Hermitian with respect to (·,·)V , we easily get
VMsingle ⊂ (V Mdouble)⊥. Conversely, suppose v ∈ (V Mdouble)⊥. Since VMdouble is the image of the M-
module ∑{
σ(Xα + θXα)
(
σ(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
V ; α ∈Σ1, Xα ∈ gα
}
under the projection map (3.3), we have for any v′ ∈ V , α ∈Σ1, and Xα ∈ gα ,
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σ(Xα + θXα)
(
σ(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
v, v′
)
V
= −(v,σ (Xα + θXα)(σ(Xα + θXα)2 − 2|α|2B(Xα, θXα))v′)V
= −(v,pσ (σ(Xα + θXα)(σ(Xα + θXα)2 − 2|α|2B(Xα, θXα))v′))V
= 0.
It shows v ∈ VMsingle. Thus we get VMsingle = (V Mdouble)⊥. 
From Remark 1.2, (σ,V ) is single-petaled if and only if VMdouble = 0.
Lemma 3.4. For any α ∈Σ (not Σ1!), v ∈ VMsingle, and Xα ∈ gα ,
σ(Xα + θXα)
(
σ(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
v = 0.
Proof. It suffices to show the equality for a root 2α with α ∈Σ1. Put
g(α)= m+ RHα +
∑
β∈Σ∩Zα
gβ and gss(α)=
[
g(α),g(α)
]
.
Then gss(α) is a semisimple Lie algebra with real rank 1. Let Gss(α) ⊂ G be the analytic sub-
group of gss(α) and put
kss(α)= k∩ gss(α), Kss(α)=K ∩Gss(α), and Mss(α)= ZKss(α)(RHα).
Let U(kss(α)C)v = V (1) ⊕ · · · ⊕ V (t) be an irreducible decomposition as a Kss(α)-module and
v = v(1) + · · ·+ v(t) the corresponding decomposition. Since M ∩Gss(α)=Mss(α), v(s) (s = 1,
. . . , t) is a non-zero Mss(α)-fixed vector of V (s). Moreover, since Mss(α) includes the center of
Gss(α), we can essentially regard each V (s) as a ‘K-type’ of the adjoint group of gss(α) and
apply the results of Section 2 to it. Choose Xα ∈ gα so that B(Xα, θXα)= −1/(2|α|2) and put
Z = √−1Xα +
√−1θXα.
Since v ∈ VMsingle, Z(Z2 −1)v = 0. Then Z(Z2 −1)v(s) = 0 for s = 1, . . . , t because Z ∈ kss(α)C.
Hence by Lemma 2.8(ii) each V (s) is single-petaled as a ‘K-type’ of the adjoint group of gss(α).
Now it follows from Corollary 2.9 that each V (s) is either the trivial Kss(α)-type or a Kss(α)-type
appearing in (Ad,pC ∩ gss(α)C). Therefore Theorem 2.7 and Lemma 2.5 imply
σ(X2α + θX2α)
(
σ(X2α + θX2α)2 − 2|2α|2B(X2α, θX2α)
)
v(s) = 0 for s = 1, . . . , t.
Thus we get the lemma. 
For any W -submodule V ′ of VM , we naturally identify HomW(VM/V ′,F (a)) with the linear
space {ϕ ∈ HomW(VM,F (a));ϕ[v] = 0 ∀v ∈ V ′}. Hereafter in this paper, we repeatedly use
similar identifications without notice. The second assertion of Theorem 1.3 can be made more
precise as follows:
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F (a)) there exists a unique Φ ∈ HomK(V,F (p)) such that Γ σ0 (Φ)= ϕ.
The proof is a bit long and a large part of this section is devoted to it. Retain the no-
tation in the proof of Proposition 3.1. We first show the theorem for F = C . Suppose ϕ ∈
HomW(VM/VMdouble,C (a)). For each v ∈ V we define Φv ∈ C (K × a) by
Φv(k,H)= ϕ
[
pσ
(
σ
(
k−1
)
v
)]
(H) for (k,H) ∈K × a. (3.5)
Lemma 3.6. Suppose k1, k2 ∈ K and H1,H2 ∈ a satisfy Ad(k1)H1 = Ad(k2)H2. Then
Φv(k1,H1)=Φv(k2,H2) for any v ∈ V .
Proof. Note that H1 and H2 in the lemma are conjugate by some element of NK(a) [12, Chap-
ter VII, Proposition 2.2]. By the definition (3.5) we see for any v ∈ V,k, k1 ∈K , w¯ ∈NK(a) and
H ∈ a, the following equalities hold:
Φv
(
k−11 k,H
)=Φσ(k1)v(k,H),
Φv(kw¯,H)=Φv(k,wH) with w := w¯ mod M ∈W.
Therefore, if we show
Φv(k,H)=Φv(e,H) for H ∈ a, k ∈KH, and v ∈ V, (3.6)
our claim follows from it. Here e and KH in (3.6) are a unit element and the stabilizer of H in K ,
respectively. To show (3.6), fix an arbitrary H ∈ a and define λH ∈ V ∗ by
λH :V  v 	→Φv(e,H).
Then we have only to prove the KH -invariance of λH . Let (σ ∗,V ∗) be the dual K-type of (σ,V )
and (·,·) the canonical bilinear form on V ∗ × V . For w¯ ∈NK(a)∩KH and v ∈ V ,(
σ ∗(w¯)λH , v
)= (λH ,σ (w¯−1)v)=Φσ(w¯−1)v(e,H)
=Φv(w¯,H)=Φv(e,wH)=Φv(e,H)= (λH , v).
It shows σ ∗(w¯)λH = λH for w¯ ∈ NK(a) ∩KH and in particular λH ∈ (V ∗)M . Furthermore, for
α ∈Σ1, Xα ∈ gα , and v ∈ V ,(
σ ∗(Xα + θXα)
(
σ ∗(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
λH ,v
)
= −(λH ,σ (Xα + θXα)(σ(Xα + θXα)2 − 2|α|2B(Xα, θXα))v)
= −Φσ(Xα+θXα)(σ(Xα+θXα)2−2|α|2B(Xα,θXα))v(e,H)
= −ϕ[pσ (σ(Xα + θXα)(σ(Xα + θXα)2 − 2|α|2B(Xα, θXα))v)](H)
= 0,
since pσ (σ (Xα + θXα)(σ (Xα + θXα)2 − 2|α|2B(Xα, θXα))v) ∈ VM . Thus λH ∈ (V ∗)M .double single
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σ ∗(Xα + θXα)λH = 0. We may assume B(Xα, θXα) = −1/(2|α|2). Put Z =
√−1Xα +√−1θXα and s¯α = exp(π
√−1Z). Then s¯α ∈NK(a)∩KH and hence σ ∗(s¯α)λH = λH . Let
λH = λ(0)H + λ(+)H + λ(−)H
be the decomposition into σ ∗(Z)-eigenvectors with eigenvalues 0,1, and −1. Then we have
σ ∗(s¯α)λH = λ(0)H + eπ
√−1λ(+)H + e−π
√−1λ(−)H = λ(0)H −
(
λ
(+)
H + λ(−)H
)
,
which shows λH = λ(0)H and hence σ ∗(Z)λH = 0.
Note that kH := m+∑{R(Xα +θXα);α ∈ΣH,Xα ∈ gα} is the Lie algebra corresponding to
KH and is generated by m and Xα + θXα (α ∈ΣH ∩Σ1, Xα ∈ gα). Hence we get σ ∗(X)λH = 0
for any X ∈ kH . If we define the analytic subgroup (KH )0 with Lie algebra kH , a usual argument
leads us to
KH = (NK(a)∩KH ) · (KH )0.
(In fact, for any k ∈KH there is some k0 ∈ (KH )0 satisfying Ad(k0)a = Ad(k)a, so that kk−10 ∈
NK(a).) It implies the KH -invariance of λH and therefore (3.6). 
Lemma 3.7. The natural topology of p coincides with the quotient topology of the surjective map
q :K × a → p defined by q(k,H)= Ad(k)H .
Proof. It suffices to show for any closed subset S ⊂ K × a, q(S) ⊂ p is closed in the natural
topology. Notice that B(·,·) is K-invariant. Hence if we put for any positive number R
aR =
{
H ∈ a; B(H,H)R}, pR = {X ∈ p; B(X,X)R},
then q(S ∩ (K × aR)) = q(S) ∩ pR . Here S ∩ (K × aR) is compact and so is q(S) ∩ pR with
respect to the natural topology of p. It implies that q(S) is closed in the natural topology, proving
the lemma. 
From Lemmas 3.6 and 3.7 Φv induces the continuous function Φ[v] on p for each v ∈ V .
Clearly the correspondence Φ :v 	→Φ[v] commutes with the K-actions and satisfies the relation
(3.4). Therefore Φ is a unique element of HomK(V,C (p)) such that Γ σ0 (Φ)= ϕ.
To show Theorem 3.5 for F = C∞ we need some preparation.
Definition 3.8. Let k :Σ → C be a multiplicity function, that is, a function which takes the same
value on each W -orbit of Σ . For ξ ∈ a we define the operator Tk(ξ) acting on f ∈ C∞(a) or
D(a) (infinitely differentiable functions with compact support) by
Tk(ξ)f (H)= ∂(ξ)f (H)+
∑
α∈Σ+
k(α)α(ξ)
f (H)− f (sαH)
α(H)
, (3.7)
where ∂(ξ) is the ξ -directional derivative and sα ∈W is the reflection with respect to α.
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Tk(wξ)w for any w ∈W . The operator Tk(ξ) is introduced in [7] and is called a rational Dunkl
operator. It is known thatTk(ξ)Tk(η)=Tk(η)Tk(ξ) for any ξ, η ∈ a. In this section we consider
only one special case where k(α)= dim(gα)/2. Hence hereafter we drop the subscript k in Tk.
Lemma 3.10. Let Lp be the Euclidean Laplacian on p. Let {ξ1, . . . , ξ} be an orthonormal basis
of a and put La =∑i=1T (ξi)2. Suppose Φ ∈ HomK(V,C∞(p)) and v ∈ VMsingle. Then(
LpΦ[v]
)∣∣
a
=La
(
Φ[v]∣∣
a
)
.
Proof. Note that for X ∈ p and Y ∈ k
Φ
[
σ(Y )v
]
(X)= d
dt
Φ
[
σ(exp tY )v
]
(X)
∣∣∣∣
t=0
= d
dt
Φ[v](Ad(exp−tY )X)∣∣∣∣
t=0
= ∂([X,Y ])Φ[v](X). (3.8)
Hence for H ∈ a, α ∈Σ , and Xα ∈ gα we have
Φ
[
σ(Xα + θXα)2v
]
(H)
= ∂([H,Xα + θXα])Φ[σ(Xα + θXα)v](H)
= α(H)∂(Xα − θXα)Φ
[
σ(Xα + θXα)v
]
(H)
= α(H) d
dt
Φ
[
σ(Xα + θXα)v
](
H + t (Xα − θXα)
)∣∣∣∣
t=0
= α(H) d
dt
∂
([
H + t (Xα − θXα),Xα + θXα
])
Φ[v](H + t (Xα − θXα))∣∣∣∣
t=0
= α(H)2 d
dt
∂(Xα − θXα)Φ[v]
(
H + t (Xα − θXα)
)∣∣∣∣
t=0
+ α(H) d
dt
2t∂
([Xα, θXα])Φ[v](H + t (Xα − θXα))∣∣∣∣
t=0
= α(H)2∂(Xα − θXα)2Φ[v](H)+ 2α(H)∂
([Xα, θXα])Φ[v](H)
= α(H)2∂(Xα − θXα)2Φ[v](H)+ 2α(H)B(Xα, θXα)∂(Hα)Φ[v](H). (3.9)
Let v = v(0)+v(+)+v(−) be the decomposition into σ(Xα+θXα)-eigenvectors with eigenvalues
0,±|α|√2B(Xα, θXα) (Lemma 3.4 assures there are no other eigenvalues). Then v − sαv =
2(v(+) + v(−)) (cf. the proof of Lemma 3.6) and
σ(Xα + θXα)2v = σ(Xα + θXα)2
(
v(+) + v(−))
= 2|α|2B(Xα, θXα)
(
v(+) + v(−))= |α|2B(Xα, θXα)(1 − sα)v. (3.10)
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∂(Xα − θXα)2
−2B(Xα, θXα)Φ[v](H)=
1
α(H)
∂(Hα)Φ[v](H)− |α|2 Φ[v](H)−Φ[v](sαH)2α(H)2 .
Therefore
LpΦ[v](H)=
∑
i=1
∂(ξi)
2Φ[v](H)
+
∑
α∈Σ+
dimgα
2
(
2
α(H)
∂(Hα)Φ[v](H)− |α|2 Φ[v](H)−Φ[v](sαH)
α(H)2
)
,
which equals
∑
i=1T (ξi)2Φ[v](H) by [7, Theorem 1.10]. 
Let dX (respectively dH ) be the canonical measure of the Euclidean space p (respectively a).
Lemma 3.11. There exists a positive constant Ca such that for any K-invariant continuous
function F(X) on p with compact support∫
p
F(X)dX = Ca
∫
a
F(H)
∏
α∈Σ+
∣∣α(H)∣∣dimgα dH.
Proof. See [11, Chapter I, Theorem 5.17]. 
Lemma 3.12. For any ϕ ∈ C∞(a), f ∈D(a), and ξ ∈ a,∫
a
(
T (ξ)ϕ
)
(H)f (H)
∏
α∈Σ+
∣∣α(H)∣∣dimgα dH
= −
∫
a
ϕ(H)
(
T (ξ)f
)
(H)
∏
α∈Σ+
∣∣α(H)∣∣dimgα dH.
Proof. By a straightforward calculation (cf. [8, Lemma 2.9]). 
Lemma 3.13. Recall the decomposition (3.2). Suppose {v1, . . . , vn} is a basis of V such that
{v1, . . . , vm′ }, {vm′+1, . . . , vm} and {vm+1, . . . , vn} are bases of VMsingle, VMdouble, and
∑
τ =triv V τ ,
respectively. Let {v∗1 , . . . , v∗n} be the dual basis of {v1, . . . , vn}. Then {v∗1 , . . . , v∗m′ }, {v∗m′+1,
. . . , v∗m} and {v∗m+1, . . . , v∗n} are bases of (V ∗)Msingle, (V ∗)Mdouble, and
∑
τ =triv(V ∗)τ , respectively.
Proof. Let (·,·) be the canonical bilinear form on V ∗ ×V . Then ((V ∗)τ ,V μ)= 0 unless τ = μ∗.
Hence the lemma follows if we show
VMsingle =
{
v ∈ VM ; (v∗, v)= 0 ∀v∗ ∈ (V ∗)Mdouble
}
,
(V ∗)Msingle =
{
v∗ ∈ (V ∗)M ; (v∗, v)= 0 ∀v ∈ VMdouble
}
.
But this argument is quite similar to the proof of Lemma 3.3 and we omit it. 
564 H. Oda / Advances in Mathematics 208 (2007) 549–596Now suppose ϕ ∈ HomW(VM/VMdouble,C∞(a)). Let ϕ∼ stand for the unique element of
HomK(V,C (p)) such that Γ σ0 (ϕ
∼)= ϕ. It follows from Remark 3.9 that the map
VM  v 	→Laϕ[v] ∈ C∞(a) (3.11)
belongs to HomW(VM/VMdouble,C
∞(a)). Denote the map (3.11) by Laϕ and let us show
Lpϕ
∼[v] = (Laϕ)∼[v] ∀v ∈ V. (3.12)
In the left-hand side we consider ϕ∼[v] an element in D ′(p) (the space of distributions) on which
Lp is acting. On the other hand we know the right-hand side is a continuous function. Hence by
successive use of (3.12) and Weyl’s lemma on regularity, we can conclude ϕ∼[v] ∈ C∞(p).
Let {v1, . . . , vn} be a basis of V as in Lemma 3.13 and {v∗1 , . . . , v∗n} its dual basis. It suffices
to show that for any n test functions F1, . . . ,Fn ∈D(p),
n∑
i=1
∫
p
ϕ∼[vi](LpFi) dX =
n∑
i=1
∫
p
(Laϕ)
∼[vi]Fi dX. (3.13)
To do this, using the linear map F : V ∗ →D(p) defined by v∗i 	→ Fi (i = 1, . . . , n), put
F¯ :V ∗  v∗ 	→
∫
K
F
[
σ ∗(k)v∗
](
Ad(k)X
)
dk ∈D(p),
where dk is a normalized measure on K . Then F¯ ∈ HomK(V ∗,C∞(p)) and the left-hand side
of (3.13) equals
∫
K
n∑
i=1
∫
p
ϕ∼
[
σ(k)vi
]
(X)
(
LpF
[
σ ∗(k)v∗i
])
(X)dX dk
=
n∑
i=1
∫
K
∫
p
ϕ∼[vi]
(
Ad
(
k−1
)
X
)(
LpF
[
σ ∗(k)v∗i
])
(X)dXdk
=
n∑
i=1
∫
p
ϕ∼[vi](X)
∫
K
(
LpF
[
σ ∗(k)v∗i
])(
Ad(k)X
)
dk dX
=
∫
p
n∑
i=1
ϕ∼[vi](X)
(
LpF¯
[
v∗i
])
(X)dX
= Ca
∫
a
n∑
i=1
ϕ∼[vi](H)
(
LpF¯
[
v∗i
])
(H)
∏
α∈Σ+
∣∣α(H)∣∣dimgα dH
= Ca
∫ m′∑
i=1
ϕ[vi](H)
(
LpF¯
[
v∗i
])
(H)
∏
+
∣∣α(H)∣∣dimgα dH. (3.14)
a α∈Σ
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equality is based on the fact that ϕ∼[vi]|a = 0 for i = m′ + 1, . . . , n (see the proof of Proposi-
tion 3.1). Similarly the right-hand side of (3.13) is changed into the form
Ca
∫
a
m′∑
i=1
(Laϕ)[vi](H)F¯
[
v∗i
]
(H)
∏
α∈Σ+
∣∣α(H)∣∣dimgα dH, (3.15)
which equals the final form of (3.14) because from Lemmas 3.12 and 3.10 we have for i =
1, . . . ,m′ ∫
a
(Laϕ)[vi](H)F¯
[
v∗i
]
(H)
∏
α∈Σ+
∣∣α(H)∣∣dimgαdH
=
∫
a
ϕ[vi](H)La
(
F¯
[
v∗i
]∣∣
a
)
(H)
∏
α∈Σ+
∣∣α(H)∣∣dimgα dH
=
∫
a
ϕ[vi](H)
(
LpF¯
[
v∗i
])
(H)
∏
α∈Σ+
∣∣α(H)∣∣dimgα dH.
Thus we get Theorem 3.5 for F = C∞.
Finally, to show Theorem 3.5 for F = P , let ϕ ∈ HomW(VM/VMdouble,P(a)) and put
Φ = ϕ∼. Let us prove Φ[v] ∈P(p) for any v ∈ V . We may assume for any v ∈ VM , ϕ[v] is
a homogenous polynomial of the same degree, say j . Then Φ[v] is also a homogeneous function
of degree j for any v ∈ V . It is clear from (3.5) and the relation Φ[v](Ad(k)H) = Φv(k,H) for
k ∈ K and H ∈ a. Since a C∞ homogeneous function defined around 0 is a polynomial, we get
the claim. This completes the proof of Theorem 3.5.
Remark 3.14. In our proof of Theorem 3.5, the results in Section 2 are used to get Lemma 3.4,
but nowhere else. Hence if we replace the definitions of VMsingle and V
M
double by
VMsingle =
{
v ∈ VM ; σ(Xα + θXα)
(
σ(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
v = 0
∀α ∈Σ, ∀Xα ∈ gα
}
,
V Mdouble = VM ∩
∑{
σ(Xα + θXα)
(
σ(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
V ;
α ∈Σ, Xα ∈ gα
}
,
then Theorem 3.5 can be shown without using any result in Section 2. By Lemma 3.4 and a
similar argument to the proof of Lemma 3.3, we can see that the definitions here are equivalent
to those in Definition 3.2.
To finish the proof of Theorem 1.3 we shall show
Theorem 3.15. For any W -submodule V ′ of VM , Γ σ0 (HomK(V,S(pC))) ⊃ HomW(VM/V ′,
S(aC)) if and only if V ′ ⊃ VM .double
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We say an element in S(aC)  P(a) is W -harmonic if it is killed by ∂(f ) for any f ∈
S(aC)
W ∩ S(aC)aC. Let HW(a) denote the set of W -harmonics.
Proposition 3.16. The map
S(aC)
W ⊗HW(a)→ S(aC)
defined by multiplication is a W -module isomorphism. Moreover HW(a)  C[W ] as a
W -module, where we consider the right-hand side as the left regular representation of W . Hence
HomW
(
VM,S(aC)
)A ⊗ HomW (VM,HW(a))
A ⊕m(σ) with m(σ)= dimC VM. (3.16)
Proof. See [11, Chapter III, Theorem 3.4]. 
The necessity of Theorem 3.15 follows form the next lemma.
Lemma 3.17. Suppose Φ ∈ HomK(V,S(pC)) satisfies Γ σ0 (Φ)[v] ∈ HW(a) for any v ∈ VM .
Then Γ σ0 (Φ)[v] = 0 for any v ∈ VMdouble.
Proof. Recall the notation in Lemma 3.10 and its proof. Put La = ∑i=1 ∂(ξi)2. Notice that
(3.8) and (3.9) are valid for any v ∈ V . Hence for any v ∈ V,α ∈ Σ1, and Xα ∈ gα , a similar
calculation to (3.9) implies
Φ
[
σ(Xα + θXα)
(
σ(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
v
]
(H)
= α(H)2∂(Xα − θXα)2Φ
[
σ(Xα + θXα)v
]
(H)
+ 2α(H)B(Xα, θXα)∂(Hα)Φ
[
σ(Xα + θXα)v
]
(H)
− 2|α|2B(Xα, θXα)Φ
[
σ(Xα + θXα)v
]
(H)
= α(H)2∂(Xα − θXα)2Φ
[
σ(Xα + θXα)v
]
(H)
+ 2α(H)B(Xα, θXα) d
dt
Φ
[
σ(Xα + θXα)v
]
(H + tHα)
∣∣∣∣
t=0
− 2α(H)|α|2B(Xα, θXα)∂(Xα − θXα)Φ[v](H)
= α(H)2∂(Xα − θXα)2Φ
[
σ(Xα + θXα)v
]
(H)
+ 2α(H)B(Xα, θXα)
(|α|2∂(Xα − θXα)Φ[v](H)
+ α(H)∂(Hα)∂(Xα − θXα)Φ[v](H)
)
− 2α(H)|α|2B(Xα, θXα)∂(Xα − θXα)Φ[v](H)
= α(H)2(∂(Xα − θXα)2Φ[σ(Xα + θXα)v](H)
+ 2B(Xα, θXα)∂(Hα)∂(Xα − θXα)Φ[v](H)
)
.
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Φ
[
σ(Xα + θXα)
(
σ(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
v
]∣∣
a
=Φ[pσ (σ(Xα + θXα)(σ(Xα + θXα)2 − 2|α|2B(Xα, θXα))v)]∣∣a ∈ α2P(a).
Since no element of α2P(a) other than 0 is killed by La, we have
Γ σ0 (Φ)
[
pσ
(
σ(Xα + θXα)
(
σ(Xα + θXα)2 − 2|α|2B(Xα, θXα)
)
v
)]= 0,
and the lemma. 
We conclude this section by introducing a new class of K-types.
Definition 3.18. We say a K-type (σ,V ) is quasi-single-petaled when VMsingle = 0.
If g has real rank 1, then Lemma 2.8(ii) assures all the quasi-single-petaled K-types are single-
petaled and their number is finite by Corollary 2.9. In general we have
Proposition 3.19. The number of quasi-single-petaled K-types is finite.
Proof. Suppose (σ,V ) is quasi-single-petaled. Then it follows from Theorem 3.5 there is a non-
trivial Φ ∈ HomK(V,S(pC)) such that Γ σ0 (Φ)[v] ∈ HW(a) for any v ∈ VM . Recall that the
degree of an element of HW(a) is not greater than the number of reflections in W , say, r (cf. [11,
Chapter III, Theorem 3.6]). Since γ0 maps a homogeneous element to a homogeneous element
of the same degree, the degree of Φ[v] for each v ∈ V is at most r . Hence V must be equivalent
to an irreducible K-subspace of {F ∈ S(pC);degF  r}. 
4. The Harish-Chandra homomorphism
In this section we prove Theorem 1.4. Let us start with the definition of the degenerate affine
Hecke algebra, which is due to [20].
Definition 4.1. Let k :Σ1 → C be a multiplicity function. Then there exists uniquely (up to
equivalence) an algebra Hk over C with the following properties:
(i) Hk  S(aC)⊗ C[W ] as a C-linear space.
(ii) The maps S(aC) → Hk, f 	→ f ⊗ 1 and C[W ] → Hk,w 	→ 1 ⊗ w are algebra homomor-
phisms.
(iii) (f ⊗ 1) · (1 ⊗w)= f ⊗w for any f ∈ S(aC) and w ∈W .
(iv) (1 ⊗ sα) · (ξ ⊗ 1) = sα(ξ)⊗ sα − k(α)α(ξ) for any α ∈ Π and ξ ∈ aC. Here sα ∈ W is the
reflection corresponding to α.
We call Hk the degenerate affine Hecke algebra associated to the data (aC,Π,k).
568 H. Oda / Advances in Mathematics 208 (2007) 549–596Remark 4.2. By (ii) we identify S(aC) and C[W ] with subalgebras of Hk. Then (iv) is simply
written as
sα · ξ = sα(ξ) · sα − k(α)α(ξ) ∀α ∈Π, ∀ξ ∈ aC. (4.1)
The center of Hk equals S(aC)W [20, Theorem 6.5] as we stated in Section 1. In this section we
fix
k(α)= dimgα + 2 dimg2α (4.2)
and drop the subscript k in Hk. Note that H is fully determined by the data (n,a).
As in Section 1, we define the left H-module SH(aC) by (1.9).
Lemma 4.3. Suppose α ∈Π and put a(α)= {H ∈ a;α(H)= 0}. Then
SH(aC)= S
(
a(α)C
) · C[(α∨)2]⊕ S(a(α)C) · C[(α∨)2](α∨ + dimgα + 2 dimg2α)
is the decomposition into the eigenspaces of sα ∈ H with eigenvalues 1,−1.
Proof. Using (4.1), we have
sα
(
α∨ + k(α))= −α∨sα − k(α) · 2 + k(α)sα ≡ −(α∨ + k(α)) mod ∑
w∈W\{1}
H(w − 1).
Likewise, sα · (α∨)2 = (α∨)2 · sα , and sα · ξ = ξ · sα for ξ ∈ a(α). Now the lemma is clear. 
Corollary 4.4. Under the natural identification SH(aC)  S(aC) (see Section 1), the space of
W -fixed elements in SH(aC) equals S(aC)W .
For a quasi-spherical K-type (σ,V ) we shall investigate the map Γ σ in Section 1. By virtue
of (1.3) we have
HomK
(
V,U(gC)
)= HomK(V, symm(S(pC)))⊕ HomK(V,U(gC)kC).
Let {Sd(pC)}∞d=0 and {Sd(aC)}∞d=0 be the standard gradings of S(pC) and S(aC), respectively. It
is easy to see
γ ◦ symm(F )− γ0(F ) ∈
d−1∑
i=0
Si(aC) ∀F ∈ Sd(pC). (4.3)
Therefore, as a corollary of Proposition 3.1, we get the following exact sequence:
0 → HomK
(
V,U(gC)kC
)→ HomK(V,U(gC)) Γ σ−−→ HomC(VM,SH(aC)). (4.4)
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A =
∞⊕
d=0
S(pC)
K ∩ Sd(pC)=
∞⊕
d=0
S(aC)
W ∩ Sd(aC),
A is a graded algebra. Also, by the decompositions
HomK
(
V,S(pC)
)= ∞⊕
d=0
HomK
(
V,Sd(pC)
)
and
HomW
(
VM,S(aC)
)= ∞⊕
d=0
HomW
(
VM,Sd(aC)
)
,
HomK(V,S(pC)) and HomW(VM,S(aC)) are graded A -modules. Homogeneity of an element
of these modules is defined in the usual way.
Lemma 4.5. There is a non-zero homogeneous element b ∈A such that b ·HomW(VM,S(aC))⊂
Γ σ0 (HomK(V,S(pC))).
Proof. Note that A is an integral domain. In view of (2.1) and (3.16), both HomK(V,S(pC))
and HomW(VM,S(aC)) are free A -modules of the same rank and admit bases consisting of ho-
mogeneous elements. By Proposition 3.1, Γ σ0 : HomK(V,S(pC)) → HomW(VM,S(aC)) is an
injective A -homomorphism. Moreover, clearly Γ σ0 maps a homogeneous element to a homoge-
neous element of the same degree. From these facts the lemma follows easily. 
Let the map pσ :V → VM be as in the proof of Proposition 3.1.
Lemma 4.6. For any Ψ ∈ HomK(V,U(gC)) and v ∈ V , γ (Ψ [v])= Γ σ (Ψ )[pσ (v)].
Proof. Since M normalizes kC and nC, γ is an M-homomorphism from U(gC) to a trivial
M-module S(aC). Hence the map V  v 	→ γ (Ψ [v]) ∈ S(aC) is an M-homomorphism and the
lemma follows. 
The sufficiency of the second statement of Theorem 1.4 comes from
Theorem 4.7. Suppose v ∈ VMsingle. Then for any Ψ ∈ HomK(V,U(gC)) and w ∈W ,
Γ σ (Ψ )[wv] =wΓ σ (Ψ )[v], (4.5)
where the action of w in the right-hand side is that on SH(aC).
Proof. Suppose Ψ ∈ HomK(V,U(gC)). For each α ∈Π , we define g(α), gss(α), kss(α), Gss(α),
Kss(α), and Mss(α) as in the proof of Lemma 3.4. Recall a(α)= {H ∈ a;α(H)= 0}. Moreover,
put
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∑
β∈Σ+\Zα
gβ,
kα =
∑{
R(Xβ + θXβ); β ∈Σ \ Zα, Xβ ∈ gβ
}
.
Then we have z(α) ⊂ k, kα = (nα + θnα)θ and g = nα ⊕ a(α) ⊕ gss(α) ⊕ z(α) ⊕ kα . Since
[g(a),nα] ⊂ nα and [g(a), θnα] ⊂ θnα , Kss(α) normalizes kα . Hence if we define the projec-
tion map
γα:
U(gC)=
(
(nα)CU(gC)+U(gC)z(α)C +U(gC)(kα)C
)⊕U(a(α)C + gss(α)C)
→U(a(α)C + gss(α)C),
then γα is a Kss(α)-homomorphism and γ ◦ γα = γ . Let U(kss(α)C)v = V (1) ⊕ · · · ⊕ V (t) be
an irreducible decomposition as a Kss(α)-module and v = v(1) + · · · + v(t) the corresponding
decomposition. Then by the same argument as in the proof of Lemma 3.4, for each s = 1, . . . , t ,
V (s) is considered as a single-petaled ‘K-type’ of the adjoint group of gss(α) and v(s) is a non-
zero Mss(α)-fixed vector of V (s). Let Hα be the set of Kss(α)-harmonic elements in S(pC ∩
gss(α)C) and fix an arbitrary Ψ (s) ∈ HomKss(α)(V (s), symm(Hα)) \ {0}. Put
Sα = symm
(
S
(
pC ∩ gss(α)C
)Kss(α)).
Define Ψs ∈ HomKss(α)(V (s),U(a(α)C + gss(α)C)) by
V (s) ↪→ V Ψ−→U(gC) γα−→U
(
a(α)C + gss(α)C
)
.
Since
HomKss(α)
(
V (s),U
(
a(α)C + gss(α)C
)) HomKss(α)(V (s),U(gss(α)C))⊗ S(a(α)C),
HomKss(α)
(
V (s),U(gss(α)C)
) HomKss(α)(V (s),U(gss(α)C)kss(α)C)
⊕ HomKss(α)
(
V (s), symm(Hα)
)⊗ Sα,
HomKss(α)
(
V (s), symm(Hα)
)= CΨ (s),
we can choose f1, . . . , fμ ∈ S(a(α)C) and D1, . . . ,Dμ ∈ Sα so that Ψs − Ψ (s)(D1f1 + · · · +
Dμfμ) ∈ HomKss(α)(V (s),U(a(α)C + gss(α)C)kss(α)C). Then by Lemma 4.6,
Γ σ (Ψ )
[
pσ
(
v(s)
)]= γ (Ψs[v(s)])= γ (Ψ (s)[v(s)]) · (γ (D1)f1 + · · · + γ (Dμ)fμ),
γ (D1)f1 + · · · + γ (Dμ)fμ ∈ S
(
a(α)C
) · C[(α∨)2].
Now by Corollary 2.9, each V (s) is either the trivial Kss(α)-type or a Kss(α)-type appearing in
(Ad,pC ∩gss(α)C). Suppose V (s) is the trivial Kss(α)-type. Then it follows from Lemma 2.8(iv),
(v) that γ (Ψ (s)[v(s)]) is a scalar. Hence by Lemma 4.3,
sαΓ
σ (Ψ )
[
pσ
(
v(s)
)]= Γ σ (Ψ )[pσ (v(s))].
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This time it follows from Lemma 2.8(iv), (v) that γ (Ψ (s)[v(s)]) equals α∨ + dimgα + 2 dimg2α
up to a scalar multiple. Hence Lemma 4.3 implies
sαΓ
σ (Ψ )
[
pσ
(
v(s)
)]= −Γ σ (Ψ )[pσ (v(s))].
Also, in this case sαv(s) = −v(s) by Theorem 2.7. Thus, in either case we get
Γ σ (Ψ )
[
pσ
(
sαv
(s)
)]= sαΓ σ (Ψ )[pσ (v(s))]
for each s = 1, . . . , t . Hence
Γ σ (Ψ )[sαv] = Γ σ (Ψ )
[
pσ
(
sαv
(1) + · · · + sαv(t)
)]= sαΓ σ (Ψ )[v]
for each α ∈Π , which assures (4.5) for any w ∈W . 
Suppose α ∈ Π and retain the notation of the proof of Theorem 4.7. We say a Kss(α)-type
(σ ′,V ′) is quasi-spherical if V ′ has a non-zero Mss(α)-fixed vector. A quasi-spherical Kss(α)-
type is naturally identified with a quasi-spherical ‘K-type’ of the adjoint group of gss(α). Choose
Xα ∈ gα so that B(Xα, θXα) = −1/(2|α|2) and put Z =
√−1Xα +
√−1θXα . According to
Lemma 2.8(i), for each quasi-spherical Kss(α)-type (σ ′,V ′) we define the integer e(σ ′) as the
largest eigenvalue of σ ′(Z). If we decompose the Kss(α)-module U(kss(α)C)V M into irreducible
submodules, then each submodule is quasi-spherical. In fact, if the corresponding decomposition
of a given v ∈ VM is v = v(1)+v(2)+· · ·, then each v(s) (s = 1,2, . . .) is an Mss(α)-fixed vector.
Let us consider the direct sum decomposition
U
(
kss(α)C
)
VM = V[0] ⊕ V[1] ⊕ · · · ⊕ V[k],
where V[s] (s = 1, . . . , k) is the sum of all irreducible Kss(α)-submodules which are isomorphic
to some Kss(α)-type (σ ′,V ′) with |e(σ ′)| = s.
Lemma 4.8. pσ (VMss(α)[0] )∩pσ (V Mss(α)[1] )= 0 and pσ (VMss(α)[2] + · · · +VMss(α)[k] )⊂ VMdouble. More-
over,
VMdouble =
(
VMdouble ∩ pσ
(
V
Mss(α)
[0]
)⊕ VMdouble ∩ pσ (VMss(α)[1] ))
+ pσ (VMss(α)[2] + · · · + VMss(α)[k] ). (4.6)
Proof. From Lemma 2.8(ii), (iii) and the inclusion relation
VM ⊂ VMss(α)[0] ⊕ VMss(α)[1] ⊕ · · · ⊕ VMss(α)[k] ,
we have VMsingle ⊂ VMss(α)[0] ⊕ VMss(α)[1] . Let (·,·)V be a K-invariant Hermitian inner product on V .
Then the proof of Lemma 3.3 says the orthogonal complement (V M )⊥ of VM in VMsingle single
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M
single,p
σ (V[2]+· · ·+V[k]))V = (V Msingle,V[2]+· · ·+V[k])V ⊂ (V[0]+V[1],
V[2] + · · · + V[k])V = 0,
pσ (V[2] + · · · + V[k])⊂
(
VMsingle
)⊥ = VMdouble.
On the other hand, it follows from Lemma 2.8(v) and Theorem 2.7 that sα acts on VMss(α)[0] and
V
Mss(α)
[1] by +1 and −1, respectively. But since pσ :V → VM is an NK(a)-homomorphism, sα
acts on pσ (VMss(α)[0] ) and pσ (V
Mss(α)
[1] ) by +1 and −1, respectively. Hence the decomposition
of VMdouble ∩ pσ (V[0] + V[1]) = VMdouble ∩ pσ (V Mss(α)[0] + VMss(α)[1] ) into the eigenspaces of sα is
VMdouble ∩ pσ (V Mss(α)[0] )⊕ VMdouble ∩ pσ (VMss(α)[1] ). We thus get
VMdouble = VMdouble ∩ pσ (V[0] + · · · + V[k])
= VMdouble ∩ pσ (V[0] + V[1])+ pσ (V[2] + · · · + V[k])
= (VMdouble ∩ pσ (VMss(α)[0] )⊕ VMdouble ∩ pσ (VMss(α)[1] ))
+ pσ (VMss(α)[2] + · · · + VMss(α)[k] ). 
The necessity of the second statement of Theorem 1.4 follows from the next proposition.
Proposition 4.9. Suppose VMdouble = 0. Then (4.5) does not hold for a suitable combination of
v ∈ VMdouble, w ∈W and Ψ ∈ HomK(V,U(gC)).
Proof. By the assumption of the proposition, there exists α ∈ Π for which V[2] + · · · + V[k] in
the above argument is not 0. Take s (2  s  k) so that V[s] = 0. Fix an irreducible Kss(α)-
submodule V0 of V[s] and v0 ∈ VMss(α)0 \ {0}.
First, we shall show pσ (v0) = 0. For this, let U(kss(α)C)V M = V (1) ⊕ V (2) ⊕ · · · be an
irreducible decomposition as a Kss(α)-module such that V (1) = V0 and each component is or-
thogonal to the other components with respect to a K-invariant Hermitian inner product (·,·)V
on V . If v = v(1) + v(2) + · · · is the corresponding decomposition of any v ∈ VM , then each
v(r) (r = 1,2, . . .) is an Mss(α)-fixed vector. Since VM generates U(kss(α)C)V M , there exists
v ∈ VM such that v(1) = 0. Since dimC VMss(α)0 = 1, v(1) = cv0 for some constant c = 0. Now
(v,pσ (v0))V = (v, v0)V = (v(1), v0)V = c(v0, v0)V = 0, which proves pσ (v0) = 0.
Choose a homogeneous ϕ ∈ HomW(VM,S(aC)) so that ϕ[pσ (v0)] = 0. Let b ∈ A be the
homogeneous element in Lemma 4.5. Then Γ σ0 (Φ)= b · ϕ for some Φ ∈ HomK(V,S(pC)). Put
Ψ = symm ◦Φ ∈ HomK(V,U(gC)). Since Φ is homogeneous and γ0(Φ[v0])= b ·ϕ[pσ (v0)] =
0, (4.3) implies γ (Ψ [v0]) = 0.
Let γα , Sα , Hα be the same as in the proof of Theorem 4.7. Fix an arbitrary Ψ 0 ∈
HomKss(α)(V0, symm(Hα)) \ {0} and define Ψ0 ∈ HomKss(α)(V0,U(a(α)C + gss(α)C)) by
V0 ↪→ V Ψ−→U(gC) γα−→U
(
a(α)C + gss(α)C
)
.
Then, as in the proof of Theorem 4.7, we can choose f1, . . . , fμ ∈ S(a(α)C) and D1, . . . ,Dμ ∈
Sα so that Ψ0 −Ψ 0(D1f1 + · · · +Dμfμ) ∈ HomKss(α)(V0,U(a(α)C + gss(α)C)kss(α)C). Hence
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(
Ψ [v0]
)= γ (Ψ0[v0])= γ (Ψ 0[v0]) · (γ (D1)f1 + · · · + γ (Dμ)fμ),
γ (D1)f1 + · · · + γ (Dμ)fμ ∈ S
(
a(α)C
) · C[(α∨)2].
From Lemma 2.8(iv), there is a pair (i, j) of non-negative integers with 2i + j = s ( 2) such
that γ (Ψ 0[v0]) equals[
(h+ δ)(h+ δ + 2) · · · (h+ δ + 2(i + j)− 2)] · [(h+ 1)(h+ 3) · · · (h+ 2i − 1)] (4.7)
up to a scalar multiple (here h = α∨/2 + dim(gα)/2 ∈ S(aC) and δ = dimg2α). Observe that
γ (Ψ 0[v0]), 1(h+δ) γ (Ψ 0[v0]) /∈ C[(α∨)2]. Thus by Lemma 4.6 we have
Γ σ (Ψ )
[
pσ (v0)
]= γ (Ψ [v0]) /∈ S(a(α)C) · C[(α∨)2]
∪ S(a(α)C) · C[(α∨)2](α∨ + dimgα + 2 dimg2α).
Hence from Lemma 4.3, sαΓ σ (Ψ )[pσ (v0)] = ±Γ σ (Ψ )[pσ (v0)]. On the other hand, since
dimC VMss(α)0 = 1, we have sαv0 = ±v0 and therefore sαpσ (v0)= ±pσ (v0). 
Remark 4.10. In the above proof we can say sαpσ (v0) = (−1)spσ (v0). Indeed, if we choose
Φ0 ∈ HomKss(α)(V0,Hα) so that Ψ 0 = symm ◦ Φ0, then it is a homogeneous element by
Lemma 2.8(ii). Hence from (4.3) and (4.7), γ0(Φ0[v0]) = C(α∨/2)s for some non-zero con-
stant C. With respect to the ordinary action of sα on C[α∨],
γ0
(
Φ0[sαv0]
)= sαγ0(Φ0[v0])= sαC(α∨2
)s
= (−1)sC
(
α∨
2
)s
= γ0
(
Φ0
[
(−1)sv0
])
.
Thus we have sαv0 = (−1)sv0, which shows our claim.
In the rest of this section we shall prove the following theorem, which is considered as a
non-commutative counterpart of Theorem 3.5.
Theorem 4.11. For any ψ ∈ HomW(VM/VMdouble, SH(aC)) there exists Ψ ∈ HomK(V,U(gC))
such that Γ σ (Ψ )=ψ . Here by HomW(VM/VMdouble, SH(aC)) we mean the linear space{
ψ ∈ HomW
(
VM,SH(aC)
); ψ[v] = 0 ∀v ∈ VMdouble}
as in Section 3.
Suppose V ′ ⊂ VM is an arbitrary W -submodule. Let ι#
V ′ denote the map
HomC
(
VM,SH(aC)
) ψ 	→ψ |V ′ ∈ HomC(V ′, SH(aC))
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HomW
(
VM,S(aC)
)  ϕ 	→ ϕ|V ′ ∈ HomW (V ′, S(aC)).
Under the natural identification SH(aC)  S(aC), put SdH(aC) =
∑d
i=0 Si(aC) (d = 0,1, . . .).
Then
{
HomC(V ′, SdH(aC))
}∞
d=0 is a filtration of HomC(V
′, SH(aC)), which is thereby considered
as a filtered A -module. Let S−1H (aC)= S−∞H (aC)= S−∞(aC)= 0. For ψ ∈ HomC(V ′, SH(aC))
put
degψ =
{
d if ψ ∈ HomC(V ′, SdH(aC)) \ HomC(V ′, Sd−1H (aC)),
−∞ if ψ = 0.
Also, for d = −∞,0,1, . . . , define the natural map
qd : HomC
(
V ′, SdH(aC)
)→ HomC(V ′, Sd(aC)).
Lemma 4.12. For any Ψ ∈ HomK(V,U(gC)),
ι#
VMsingle
◦ Γ σ (Ψ ) ∈ HomW
(
VMsingle, SH(aC)
)
.
For any ψ ∈ HomW(VMsingle, SH(aC)) with d = degψ ,
qd(ψ) ∈ HomW
(
VMsingle, S
d(aC)
)
.
Proof. The first assertion is due to Theorem 4.7. The second assertion follows from the fact that
the map
SdH(aC)=
d∑
i=0
Si(aC)
projection−−−−−→ Sd(aC)
is a W -homomorphism, which is easily checked by use of (4.1) and (1.9). 
Lemma 4.13. For any Ψ ∈ HomK(V,U(gC)), put
ψ := ι#
VMdouble
◦ Γ σ (Ψ ) ∈ HomC
(
VMdouble, SH(aC)
)
and d = degψ.
Then qd(ψ) ∈ HomW(VMdouble, Sd(aC)).
Proof. We shall check for any α ∈Π and v ∈ VMdouble,
qd(ψ)[sαv] = sαqd(ψ)[v]. (4.8)
For this, fix α ∈Π and consider the decomposition (4.6).
Take any irreducible Kss(α)-submodule V0 ⊂ V[s] (s = 2,3, . . .) and v0 ∈ VMss(α)0 . Then for
the same reason as the proofs of Theorem 4.7 and Proposition 4.9, there are some non-negative
integers i,j with 2i + j = s and some D0 ∈ S(a(α)C) · C[(α∨)2] such that
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[
pσ (v0)
]=D0 · [(h+ δ)(h+ δ + 2) · · · (h+ δ + 2(i + j)− 2)]
· [(h+ 1)(h+ 3) · · · (h+ 2i − 1)].
(Recall h= α∨/2+dim(gα)/2 ∈ S(aC) and δ = dimg2α .) Therefore there exists a homogeneous
element D¯0 in S(a(α)C) · C[(α∨)2] such that
qd(ψ)
[
pσ (v0)
]= D¯0(α∨2
)s
.
Hence sαqd(ψ)[pσ (v0)] = (−1)sqd(ψ)[pσ (v0)]. But since sαpσ (v0) = (−1)spσ (v0) by Re-
mark 4.10, (4.8) is valid for v = pσ (v0).
Secondly, let V (1) ⊕ · · · ⊕ V (t) be an irreducible decomposition of the Kss(α)-module V[1].
Suppose v[1] ∈ VMss(α)[1] satisfies pσ (v[1]) ∈ VMdouble and let v[1] = v(1) + · · · + v(t) be the decom-
position according to the above decomposition. Since v(s) ∈ (V (s))Mss(α) (s = 1, . . . , t), as in the
proof of Theorem 4.7, there exist D1, . . . ,Dt ∈ S(a(α)C) · C[(α∨)2] such that
Γ σ (Ψ )
[
pσ
(
v(s)
)]=Ds(α∨ + dimgα + 2 dimg2α), s = 1, . . . , t.
Hence there exists a homogeneous element D¯ in S(a(α)C) · C[(α∨)2] such that
qd(ψ)
[
pσ (v[1])
]= D¯α∨.
Since sαpσ (v[1])= −pσ (v[1]) and sαD¯α∨ = −D¯α∨, (4.8) is valid for v = pσ (v[1]).
Similarly, we can show (4.8) for any v ∈ VMdouble ∩ pσ (VMss(α)[0] ). Hence from (4.6), (4.8) is
valid for any v ∈ VMdouble. 
Lemma 4.14. For any ψ ∈ HomW(VMsingle, SH(aC))\{0} there exists Ψ ∈ HomK(V,U(gC)) such
that
ι#
VMsingle
◦ Γ σ (Ψ )=ψ, deg ι#
VMdouble
◦ Γ σ (Ψ ) < degψ.
Proof. Put d = degψ . Assume that for some i ∈ {d + 1, d, d − 1, . . . ,1} we already have Ψi ∈
HomK(V,U(gC)) such that
deg
(
ψ − ι#
VMsingle
◦ Γ σ (Ψi)
)
< i, deg ι#
VMdouble
◦ Γ σ (Ψi) < d.
Then from Lemma 4.12, we get
ϕi−1 := qi−1
(
ψ − ι#
VMsingle
◦ Γ σ (Ψi)
) ∈ HomW (VMsingle, Si−1(aC)).
Since VMsingle  VM/VMdouble, we naturally identify ϕi−1 with an element of HomW(VM/VMdouble,
Si−1(aC)). Then by Theorem 3.5, there exists a unique Φi−1 ∈ HomK(V,Si−1(pC)) such that
Γ σ (Φi−1)= ϕi−1. In view of (4.3) we see degΓ σ (symm ◦Φi−1) i − 1 and0
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σ (symm ◦Φi−1)= ι#VMsingle(ϕi−1)= qi−1
(
ψ − ι#
VMsingle
◦ Γ σ (Ψi)
)
,
qi−1 ◦ ι#VMdouble ◦ Γ
σ (symm ◦Φi−1)= ι#VMdouble(ϕi−1)= 0.
Hence, deg ι#
VMdouble
◦ Γ σ (symm ◦Φi−1) < i − 1 and if we put Ψi−1 = Ψi + symm ◦Φi−1, then
deg
(
ψ − ι#
VMsingle
◦ Γ σ (Ψi−1)
)
< i − 1.
Thus, if we start with Ψd+1 := 0 and define Ψd,Ψd−1, . . . as above, then Ψ := Ψ0 has the
desired properties. 
Proof of Theorem 4.11. Put m= dimC VM and m′ = dimC VMsingle. Take a basis {ϕm′+1, . . . , ϕm}
of HomW(VM/VMsingle,HW(a)) so that each ϕi is homogeneous (note that HW(a)  C[W ]).
Let b ∈ A be the homogeneous element in Lemma 4.5. Then there exist Φm′+1, . . . ,Φm ∈
HomK(V,S(pC)) such that Γ σ0 (Φi) = b · ϕi . Put di = degϕi (i = m′ + 1, . . . ,m) and d0 =
degb. Owing to (4.3), Lemmas 4.12 and 4.14, by modifying symm ◦ Φm′+1, . . . , symm ◦ Φm
in lower-order terms, we can get Ψm′+1, . . . ,Ψm ∈ HomK(V,U(gC)) which satisfy for each
i =m′ + 1, . . . ,m,
degΓ σ (Ψi)= degΦi = di + d0,
qdi+d0 ◦ ι#VMdouble ◦ Γ
σ (Ψi)= b · ι#VMdouble(ϕi), ι
#
VMsingle
◦ Γ σ (Ψi)= 0. (4.9)
Put
M = ι#
VMdouble
◦ Γ σ (HomK(V,U(gC))).
Then by (1.13), it is a submodule of the filtered A -module HomC(V Mdouble, SH(aC)). Let grM
denote the graded A -module associated to M . Then it follows from Lemma 4.13 that grM ⊂
HomW(VMdouble, S(aC)). Recall A is isomorphic to a polynomial ring [11, Chapter III, Theo-
rem 3.1] and hence is Noetherian. Since HomW(VMdouble, S(aC)) is a free A -module with rank
m−m′, grM is finitely generated over A . Hence we can take Ψ˜1, . . . , Ψ˜k ∈ HomK(V,U(gC))
so that {q
d˜i
◦ ι#
VMdouble
◦ Γ σ (Ψ˜i); i = 1, . . . , k} generates grM over A ; here
d˜i := deg ι#VMdouble ◦ Γ
σ (Ψ˜i).
Now, from (1.3) we have U(gC)K = symm(S(pC)K)⊕U(gC)K ∩U(gC)kC. Hence by the exact-
ness of (1.1), γ gives the isomorphism symm(S(pC)K) ∼−→ S(aC)W . For each a ∈A = S(aC)W ,
we denote by aˆ the unique element of symm(S(pC)K) such that γ (aˆ) = a. Then for any
Ψ ∈ HomK(V,U(gC)), there exist a1, . . . , ak ∈A with degai  deg ι#
VMdouble
◦ Γ σ (Ψ )− d˜i such
that
ι# M ◦ Γ σ (Ψ − Ψ˜1aˆ1 − · · · − Ψ˜kaˆk)= 0.Vdouble
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VMdouble
(ϕi); i = m′ + 1, . . . ,m} is a basis of HomW(VMdouble, S(aC)) over A , we can
take homogeneous elements bis ∈A (i = 1, . . . , k, s =m′ + 1, . . . ,m) so that
q
d˜i
◦ ι#
VMdouble
◦ Γ σ (Ψ˜i)=
m∑
s=m′+1
bis · ι#VMdouble(ϕs), d˜i = degbis + ds or bis = 0.
Put ˜˜Ψ i := Ψ˜i bˆ −∑ms=m′+1 Ψsbˆis . Then from (4.9),
deg ι#
VMdouble
◦ Γ σ ( ˜˜Ψ i)< d0 + d˜i .
Hence there exist aij ∈A (i, j = 1, . . . , k) with degaij < d0 + d˜i − d˜j such that
ι#
VMdouble
◦ Γ σ
(
˜˜
Ψ i −
k∑
j=1
Ψ˜j aˆij
)
= 0.
Let us define the A -valued k × k-matrix A := diag(b, . . . , b)− (aij )1i,jk . By estimating the
degree of each coefficient of A, we can easily see detA = 0. Let A˜= (a˜ij )1i,jk be the cofactor
matrix of A. Observe that
ι#
VMdouble
◦ Γ σ
(
Ψ˜i · d̂etA−
k∑
j=1
m∑
s=m′+1
Ψs ˆ˜aij bˆjs
)
= 0, i = 1, . . . , k. (4.10)
Now let ψ ∈ HomW(VM/VMdouble, SH(aC)). By Lemma 4.14, there is Ψ ∈ HomK(V,U(gC))
such that
ι#
VMsingle
◦ Γ σ (Ψ )= ι#
VMsingle
(ψ).
Then we can take a1, . . . , ak ∈A so that ι#
VMdouble
◦Γ σ (Ψ − Ψ˜1aˆ1 − · · · − Ψ˜kaˆk)= 0. Hence if we
put
Ψ ′ = Ψ · d̂etA−
k∑
i=1
k∑
j=1
m∑
s=m′+1
Ψsaˆi ˆ˜aij bˆjs ,
then from (4.9) and (4.10) we have
ι#
VMsingle
◦ Γ σ (Ψ ′)= detA · ι#
VMsingle
(ψ) and ι#
VMdouble
◦ Γ σ (Ψ ′)= 0,
namely, Γ σ (Ψ ′) = detA · ψ . Hence if we put I = {c ∈ A ; c · ψ ∈ Γ σ (HomK(V,U(gC)))},
then I  detA = 0. Note that I is an ideal of A .
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I \ {0}, take an element c so that it has the lowest degree. Then by assumption, c is not a
constant. Let Ψ ′′ ∈ HomK(V,U(gC)) be such that
Γ σ (Ψ ′′)= c ·ψ.
With respect to a basis {Ψ¯1, . . . , Ψ¯m} of HomK(V, symm(HK(p))) and a basis
{
v1, . . . , vm
}
of
VM , we define the matrix Pσ = (γ ◦ Ψ¯j [vi])1i,jm as in Section 2. By virtue of Corollary 2.2
and the exactness of (4.4), we can take e1, . . . , em ∈ A so that Ψ ′′ − Ψ¯1eˆ1 − · · · − Ψ¯meˆm ∈
HomK(V,U(gC)kC). Then we have Γ σ (Ψ¯1)e1 +· · ·+Γ σ (Ψ¯m)em = c ·ψ , which, using Pσ , are
rewritten as
Pσ
⎛⎝ e1...
em
⎞⎠= c
⎛⎝ ψ[v1]...
ψ[vm]
⎞⎠ . (4.11)
We assert that if λ ∈ a∗
C
satisfies c(λ) = 0, then e1(λ) = · · · = em(λ) = 0. To show this,
suppose λ ∈ a∗
C
satisfies c(λ) = 0. Then there exists w ∈ W such that Re〈wλ,α〉  0 for any
α ∈ Σ+. Since c ∈A = S(aC)W , c(λ) = 0 implies c(wλ) = 0. Evaluating both sides of (4.11)
at wλ, we have
Pσ (wλ)
⎛⎝ e1(wλ)...
em(wλ)
⎞⎠=
⎛⎝0...
0
⎞⎠ .
Then e1(wλ)= · · · = em(wλ)= 0 since Pσ (wλ) is a regular matrix by Proposition 2.3. Because
e1, . . . , em ∈A = S(aC)W , e1(λ)= · · · = em(λ)= 0. Thus we get the assertion.
Now, A is isomorphic to a polynomial ring and a maximal ideal of A equals {f ∈ A ;
f (λ) = 0} for some λ ∈ a∗
C
[11, Chapter III, Lemma 3.11]. Hence by the fact shown above, ej
(j = 1, . . . ,m) are divisible by any irreducible factor c0 of c. Let c′, e′1, . . . , e′m ∈A be such that
c = c′c0, ej = e′j c0 and put Ψ ′′′ = Ψ¯1eˆ′1 + · · · + Ψ¯meˆ′m. Then we have
Γ σ (Ψ ′′′)= c′ ·ψ, deg c′ < deg c, c′ = 0.
It contradicts the minimality of the degree of c. Thus we get I =A . 
5. Complex semisimple Lie algebras
Suppose g is a complex semisimple Lie algebra with complex structure J . In this case one
has G = Gad = Gθ . Throughout this section we use the symbols U , u, hR, and h in place of K ,
k, a, and m + a, respectively. Then h is a Cartan subalgebra. Extend each α ∈ Σ to a complex
linear form on h and put ρ˜ = 12
∑
α∈Σ+ α ∈ h∗. By the unitary trick, a U -type (σ,V ) is naturally
identified with a finite-dimensional irreducible holomorphic representation of G. Since M =
exp(JhR), VM equals V h, the space of 0-weight vectors. Hence in this section, we denote VMsingle
and VMdouble by V
h
single and V
h
double, respectively. One knows each finite-dimensional irreducible
holomorphic representation (σ,V ) of G satisfies V h = 0. This means all U -types are quasi-
spherical. From now on we always assume a representation of G is holomorphic.
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V
h
single =
{
v ∈ V h; σ(Xα)2v = 0 ∀α ∈Σ, ∀Xα ∈ gα
}
, (5.1)
V
h
double = V h ∩
∑{
σ(Xα)
2V ; α ∈Σ, Xα ∈ gα
}
. (5.2)
Proof. Suppose v ∈ V h and α ∈ Σ . Choose Xα ∈ gα so that B(Xα, θXα) = −1/(2|α|2). Put
Z = √−1Xα +
√−1θXα ∈ uC and Z′ = JXα + JθXα ∈ Ju ⊂ g. Then σ(Z) = σ(Z′). Denote
by slα(2,C) the three-dimensional simple subalgebra spanned by {Xα,α∨, θXα} over CJ :=
R ⊕ RJ . We identify slα(2,C) with sl(2,C) by the following correspondence:
Xα ↔
(
0 12
0 0
)
, α∨ ↔
(
1 0
0 −1
)
, θXα ↔
(
0 0
− 12 0
)
.
Let U(slα(2,C))v = V (1) + · · · + V (t) be an irreducible decomposition as an slα(2,C)-module
and v = v(1) + · · · + v(t) the corresponding decomposition. Then for each s = 1, . . . , t , we have
v(s) = 0 and σ(α∨)v(s) = 0. If we put ds = dimCJ V (s), then by the representation theory of
sl(2,C), we can make the following identification:
V (s) =
ds−1∑
i=0
Cxds−1−iyi ⊂ C[x, y],
σ (Xα)|V (s) = −
1
2
y
∂
∂x
, σ (θXα)|V (s) =
1
2
x
∂
∂y
, σ
(
α∨
)∣∣
V (s)
= −x ∂
∂x
+ y ∂
∂y
.
We see xds−1−iyi is a σ(α∨)-eigenvector with eigenvalue 2i+1−ds and because σ(α∨)v(s) = 0,
ds is necessarily odd. On the other hand, if we put
z = x +√−1y, z¯ = x −√−1y,
then V (s) =∑ds−1i=0 Czds−1−i z¯i and zds−1−i z¯i is a σ(Xα + θXα)-eigenvector with eigenvalue√−1
2 (ds − 1 − 2i). Also, v(s) equals
(z+ z¯)(ds−1)/2(z− z¯)(ds−1)/2 = (z2 − z¯2)(ds−1)/2
up to a scalar multiple. Since σ(Z′)zds−1 = − ds−12 zds−1 and σ(Z′)z¯ds−1 = ds−12 z¯ds−1, it follows
that
σ(Z′)
(
σ(Z′)2 − 1)v(s) = 0 ⇔ ds = 1 or ds = 3 ⇔ σ(Xα)2v(s) = 0.
Thus we get σ(Z)(σ (Z)2 − 1)v = 0 ⇔ σ(Xα)2v = 0, which proves (5.1).
To prove (5.2) it suffices to show with respect to a U -invariant Hermitian inner product (·,·)V
on V , V
h
single equals the orthogonal complement of V
h
double in V
h
. But it can be checked in a quite
similar way to the proof of Lemma 3.3. 
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V
h
double (Lemma 3.3) and (σ,V ) is single-petaled as a U -type if and only if V h = V hsingle. But by
(5.1) the last condition is equivalent to the condition that twice a root is not a weight of (σ,V ).
Thus we get
Corollary 5.2. A single-petaled U -type (σ,V ) is nothing but an irreducible small representation
of G in the sense of [3].
Definition 5.3. We say a finite-dimensional irreducible representation (σ,V ) of G is quasi-small
when V hsingle = 0, that is, (σ,V ) is quasi-single-petaled as a U -type.
Since θ is the conjugation map of g with respect to the real form u, the U -homomorphism
g⊕ g id⊕θ−−−→ g⊕ g
1−√−1J
2 ·⊕ 1+
√−1J
2 ·−−−−−−−−−−−−→ 1 −
√−1J
2
g⊕ 1 +
√−1J
2
g = gC
gives an isomorphism g⊕ g  gC of complex Lie algebras. If we identify these two complex Lie
algebras, then their subspaces correspond in the following way:{
(X, θX); X ∈ g} ↔ g, Δg := {(X,X); X ∈ g} ↔ uC,
∇g := {(X,−X); X ∈ g} ↔ (Ju)C, {(H,−H); H ∈ h} ↔ (hR)C,{
(X,−X); X ∈ n¯+ n} ↔ (hR)⊥C, n⊕ n¯ ↔ nC. (5.3)
Here (hR)⊥ is the orthogonal complement of hR in Ju and n¯ = θn. Extend the U -isomorphism
η0 : g  X 	→ (−X,X) ∈ ∇g  (Ju)C to the algebra isomorphism η0 : S(g) ∼−→ S(∇g) 
S((Ju)C). Then the restriction of η0 to S(h) gives an isomorphism S(h) ∼−→ S((hR)C). We de-
note its inverse by χ0. Clearly χ0 commutes with the W -actions. As a variation of the map
γ0 : S((Ju)C)→ S((hR)C), define the map
γ˜0 := χ0 ◦ γ0 ◦ η0 :S(g)→ S(h).
Then (1.2) induces the algebra isomorphism γ˜0 : S(g)G ∼−→ S(h)W , by which we identify the two
algebras and denote both of them by the same symbol ˜A . Note that by (5.3) γ˜0 is reduced to the
projection map
S(g)= S(h)⊕ S(g)(n¯+ n)→ S(h).
Now the result of [3] is generalized to the case of a quasi-small representation as follows:
Theorem 5.4. For a finite-dimensional irreducible representation (σ,V ) of G, define the map
Γ˜ σ0 : HomG
(
V,S(g)
) Φ 	→ ϕ ∈ HomW (V h, S(h))
so that the image ϕ is given by the composition
ϕ :V h ↪→ V Φ−→ S(g) γ˜0−→ S(h).
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have natural ˜A -module structures). On the other hand, Γ˜ σ0 is surjective if and only if (σ,V ) is
small. More precisely, for any W -submodule V ′ of V h,
Γ˜ σ0
(
HomG
(
V,S(g)
))⊃ HomW (V h/V ′, S(h)) if and only if V ′ ⊃ V hdouble.
Here by HomW(V h/V ′, S(h)) we mean the linear space{
ϕ ∈ HomW
(
V h, S(h)
); ϕ[v] = 0 ∀v ∈ V ′}
as in the previous sections.
Proof. The theorem follows immediately from the results of Section 3 and the fact that Γ˜ σ0
coincides with the composition
HomG
(
V,S(g)
)= HomU (V,S(g)) η0◦ ·−−→ HomU (V,S((Ju)C))
Γ σ0−−→ HomW
(
V h, S
(
(hR)C
)) χ0◦ ·−−−→ HomW (V h, S(h)). 
Definition 5.5. We define the map γ˜ of U(g) into S(h) by the projection
U(g)= (n¯U(g)+U(g)n)⊕U(h)→U(h) S(h) (5.4)
followed by the translation
S(h)  f (λ) 	→ f (λ− ρ˜) ∈ S(h).
Here we identified S(h) with the space of holomorphic polynomials on the (complex) dual space
h∗ of h.
Lemma 5.6. For any D1 ∈U(g) and D2 ∈U(g)h, γ˜ (D1D2)= γ˜ (D2D1)= γ˜ (D1)γ˜ (D2).
Proof. Let D¯1 and D¯2 be the images of D1 and D2 under the projection (5.4), respectively. Since
U(g)= n¯U(n¯+ h)⊕ (U(h)+U(g)n)= (n¯U(g)+U(h))⊕U(h+ n)n as an ad(h)-module, we
have D2 ∈ (U(h)+U(g)n)∩ (n¯U(g)+U(h)). Hence D1D2 ≡D1D¯2 (mod U(g)n) and D2D1 ≡
D¯2D1 (mod n¯U(g)). Since [n,h] = n, [h, n¯] = n¯, we get D1D¯2 ≡ D¯1D¯2 (mod n¯U(g)+U(g)n)
and D¯2D1 ≡ D¯2D¯1 (mod n¯U(g)+U(g)n). 
The isomorphism g ⊕ g  gC induces the algebra isomorphism U(g) ⊗ U(g) = U(g ⊕ g) 
U(gC), which clearly commutes with the U -actions. Define the map η :U(g)  D 	→ 1 ⊗ D ∈
U(g)⊗U(g)U(gC). Then we obtain the direct sum decomposition
U(gC)=U(gC)uC ⊕ η
(
U(g)
) (U(g⊕ g)Δg)⊕ (1 ⊗U(g)) (5.5)
as a U -module.
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U(g)
η−→U(gC) γ−→ S
(
(hR)C
) χ0−→ S(h), (5.6)
the image of D ∈U(g) equals γ˜ (D)(λ/2).
Proof. For D ∈U(g) and X ∈ n
η(DX)= 1 ⊗DX = (1 ⊗D) · (1 ⊗X +X ⊗ 1)− (X ⊗ 1) · (1 ⊗D).
Hence by (5.3), η(U(g)n)⊂ (1 ⊗U(g))Δg+ (n⊗ 1)(1 ⊗U(g))⊂U(gC)uC + nCU(gC). Also,
since η(n¯U(g)) = (1 ⊗ n¯)(1 ⊗U(g)) ⊂ nCU(gC), we have γ ◦ η(n¯U(g)+U(g)n) = 0. On the
other hand, if f ∈ S(h)U(h) and H ∈ h, then
η(f ·H)= (1 ⊗ f ) ·
(
1 ⊗ H
2
+ H
2
⊗ 1
)
+
(
1 ⊗ H
2
− H
2
⊗ 1
)
· (1 ⊗ f )
≡ η0
(
H
2
)
η(f )
(
mod U(gC)uC
)
.
Hence for any f (λ) ∈ S(h), η(f (λ)) ≡ η0(f (λ/2)) (mod U(gC)uC). In addition, by the corre-
spondence
η0(H1 + JH2)= (−H1 − JH2,H1 + JH2)↔ −H1 −
√−1H2 ∈ (hR)C
∀H1,H2 ∈ hR, (5.7)
we have η0(f (· − 2ρ˜)) = (η0(f ))(· + ρ) for f ∈ S(h). Therefore (5.6) maps f ∈ S(h) in the
following way:
f (λ)
η−→ η(f (λ)) projection to S((hR)C)−−−−−−−−−−−−−→ η0(f(λ2
))
ρ-shift−−−−→ η0
(
f
(
λ− 2ρ˜
2
))
χ0−→ f
(
λ
2
− ρ˜
)
.
Since this image is γ˜ (f )(λ/2), we get the lemma. 
By the multiplicity function k˜ :Σ  α 	→ −1 ∈ C, we define the degenerate affine Hecke
algebra Hk˜ associated to the data (h,Π, k˜) as in Definition 4.1 and denote it simply by H˜. The
key relations in H˜ are
sα · ξ = sα(ξ) · sα + α(ξ) ∀α ∈Π, ∀ξ ∈ h.
As in the case of SH((hR)C) S((hR)C), the left H˜-module
SH˜(h) := H˜
/ ∑
H˜(w − 1)
w∈W\{1}
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W -fixed elements in SH˜(h) equals S(h)
W
.
Define the map ζ :SH((hR)C)→ SH˜(h) by
SH
(
(hR)C
) S((hR)C) χ0−→ S(h)  f (λ) 	→ f (2λ) ∈ S(h) SH˜(h).
Then we have
Lemma 5.8. ζ is a W -isomorphism.
Proof. Let α ∈ Π and put hR(α) = {H ∈ hR;α(H) = 0}. From Lemma 4.3, the eigenspaces of
sα in SH((hR)C) are
S
(
hR(α)C
) · C[(α∨)2], S(hR(α)C) · C[(α∨)2](α∨ + 2),
which have eigenvalues 1,−1, respectively (note k(α) = dimR gα = 2). By (5.7), ζ maps them
to
S
(
hR(α)⊗ CJ
) · CJ [(α∨)2], S(hR(α)⊗ CJ ) · CJ [(α∨)2](α∨ − 1),
where CJ = R ⊕ RJ . They, in turn, are shown to be the eigenspaces of sα in SH˜(h) with eigen-
values 1,−1 by the same argument as the proof of Lemma 4.3. 
Let us state a generalization of the Harish-Chandra isomorphism:
Theorem 5.9. For a finite-dimensional irreducible representation (σ,V ) of G, define the map
Γ˜ σ : HomG
(
V,U(g)
)  Ψ 	→ψ ∈ HomC(V h, SH˜(h))
so that the image ψ is given by the composition
ψ :V h ↪→ V Ψ−→U(g) γ˜−→ S(h) SH˜(h).
Then we have
(i) Γ˜ σ is injective.
(ii) For any ψ ∈ HomW(V h/V hdouble, SH˜(h)) there exists Ψ ∈ HomG(V,U(g)) such that
Γ˜ σ (Ψ )=ψ .
(iii) Γ˜ σ (HomG(V,U(g))) ⊂ HomW(V h, SH˜(h)) if and only if (σ,V ) is small. If this condition
is satisfied, then from (i), (ii) we have the isomorphism
Γ˜ σ : HomG
(
V,U(g)
) ∼−→ HomW (V h, SH˜(h)). (5.8)
(iv) In particular, for the trivial representation (triv,C), the map
Γ˜ triv : HomG
(
triv,U(g)
) ∼−→ HomW (triv, S ˜ (h))H
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γ˜ :U(g)G ∼−→ S(h)W .
Since it is an algebra isomorphism by Lemma 5.6, in addition to S(g)G and S(h)W , we
denote U(g)G also by ˜A .
(v) For a general (σ,V ), HomG(V,U(g)) and HomC(V h, SH˜(h)) have the natural ˜A -module
structures which are intertwined by Γ˜ σ . Especially, if (σ,V ) is small, then (5.8) is an
˜A -module isomorphism.
Proof. By Lemma 5.7, Γ˜ σ coincides with the composition
HomG
(
V,U(g)
)= HomU (V,U(g)) η◦ ·−−→ HomU (V,η(U(g)))
Γ σ−−→ HomC
(
V h, SH
(
(hR)C
)) ζ◦ ·−−→ HomC(V h, SH˜(h)), (5.9)
in which the first map η ◦ · and the third map ζ ◦ · are isomorphisms. Note that by Lemma 5.7
the third map gives
HomW
(
V h, SH
(
(hR)C
)) HomW (V h, SH˜(h)),
HomW
(
V h/V
h
double, SH
(
(hR)C
)) HomW (V h/V hdouble, SH˜(h)).
Now from Theorem 1.4 we have the exact sequence
0 → HomU
(
V,U(gC)uC
)→ HomU (V,U(gC)) Γ σ−−→ HomC(VM,SH((hR)C)). (5.10)
By virtue of (5.5) it induces the exact sequence
0 → HomU
(
V,η
(
U(g)
))
Γ σ−−→ HomC
(
VM,SH
(
(hR)C
))
. (5.11)
It shows the injectivity of (5.9), proving (i). Since the images of Γ σ in (5.10) and (5.11) are the
same, (ii) and (iii) follow from Theorem 4.11 and Theorem 1.4, respectively. Finally (iv) and (v)
are clear from Lemma 5.6. 
In the rest of this section, we never refer to gC and consider g itself to be defined over C
by letting J = √−1. Let B˜(·,·) be the Killing form for the complex Lie algebra g and 〈〈·,·〉〉
the bilinear form on h∗ × h∗ induced by B˜(·,·). Note that B(·,·) = 2 Re B˜(·,·). Clearly, each
irreducible constituent of the adjoint representation (Ad,g) is small and gh = h is the reflection
representation (ref,h) of W . More generally, all the irreducible small representations of each
type of complex simple Lie algebra are listed in [24,25] (the classification is also given in [21]).
As for quasi-small representations we have
Proposition 5.10. Let (σρ˜,Vρ˜) be a finite-dimensional irreducible representation of U(g) with
highest weight ρ˜ and (σ,V ) an arbitrary irreducible quasi-small representation. Then (σ,V )
is isomorphic to an irreducible constituent of the G-module EndVρ˜  Vρ˜ ⊗ Vρ˜ . Moreover, the
multiplicity of (σ,V ) in EndVρ˜ is
dimC
{
v ∈ V h; σ(Xα)2v = 0 ∀α ∈Π, ∀Xα ∈ gα
}
.
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V h(n) := {v ∈ V h; σ(Xα)2v = 0 ∀α ∈Π, ∀Xα ∈ gα}.
Then the multiplicity of (σ,V ) in EndVρ˜ equals dimC V h(n) ([23, 4.3], [18, Theorem 47]). In
particular, if (σ,V ) is quasi-small, then V h(n)⊃ V hsingle = 0. 
Let  = dimC h. Then one has ∧g  (EndVρ˜)⊕2 as G-modules (see [18,23]). Hence each
irreducible quasi-small representation appears also in
∧
g. Related to this, we have the follow-
ing: For k = 0, . . . , , we consider the G-module (σ,V ) = (∧k Ad,∧k g). Although it may be
reducible, we define V h, V hsingle, V
h
double, and Γ˜
σ as in the irreducible case. Observe that (5.1)
implies
k∧
h ⊂ V hsingle.
Let B˜k(·,·) be the unique G-invariant non-degenerate symmetric bilinear form on V × V such
that
B˜k(u1 ∧ · · · ∧ uk, v1 ∧ · · · ∧ vk)= det
(
B˜(ui, vj )
)
1i,jk.
Since B˜k(·,·) is non-degenerate both on V h ×V h and on∧k h×∧k h, we can define the orthog-
onal complement (
∧k h)⊥ of ∧k h in V h with respect to B˜k(·,·). By Proposition 5.1 it is easy to
see
V
h
double ⊂
( k∧
h
)⊥
.
Therefore it follows from Theorem 5.9(i), (ii) that for any ψ ∈ HomW(V h/
(∧k h)⊥, SH˜(h))
there exists a unique Ψ ∈ HomG(V,U(g)) such that Γ˜ σ (Ψ ) = ψ . We denote the set of all such
Ψ by Mk , in other words, we put
Mk =
{
Ψ ∈ HomG
(
V,U(g)
); Γ˜ σ (Ψ )[v] = 0 ∀v ∈ ( k∧h)⊥}.
Then Mk is an ˜A -submodule of the ˜A -module HomG(V,U(g)).
Theorem 5.11. Let
∧k HomG(g,U(g)) denote the kth exterior power of the ˜A -module
HomG(g,U(g)). Define the ˜A -homomorphism
Ω :
k∧
HomG
(
g,U(g)
)→ HomG( k⊗g,U(g))
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Ω(Ψ1 ∧ · · · ∧Ψk) :
k⊗
g X1 ⊗ · · · ⊗Xk 	→ det−→
(
Ψi[Xj ]
)
1i,jk ∈U(g). (5.12)
Here the symbol det−→ in (5.12) stands for a so-called ‘column-determinant,’ that is,
det−→
(
Ψi[Xj ]
)
1i,jk =
∑
μ∈Sk
(sgnμ)Ψμ(1)[X1] · · ·Ψμ(k)[Xk].
(Sk is the kth symmetric group.) Then, for any Ψ1, . . . ,Ψk ∈ HomG(g,U(g)), X1, . . . ,Xk ∈ g,
and τ ∈ Sk ,
Ω(Ψ1 ∧ · · · ∧Ψk)[Xτ(1) ⊗ · · · ⊗Xτ(k)] = (sgn τ)Ω(Ψ1 ∧ · · · ∧Ψk)[X1 ⊗ · · · ⊗Xk]. (5.13)
By this, we consider Ω(Ψ1 ∧ · · · ∧ Ψk) ∈ HomG(V,U(g)). Then Ω(Ψ1 ∧ · · · ∧ Ψk) belongs to
Mk and moreover,
Γ˜ σ
(
Ω(Ψ1 ∧ · · · ∧Ψk)
)[H1 ∧ · · · ∧Hk] = det(Γ˜ Ad(Ψi)[Hj ])1i,jk
∀H1, . . . ,Hk ∈ h. (5.14)
Here the right-hand side is the determinant of an S(h)-valued matrix. Furthermore, Ω:∧k HomG(g,U(g))→Mk is an ˜A -module isomorphism.
Proof. By an elementary argument, we can see (5.13) follows if we prove it for the special case
where k = 2 and τ = (1 2). Hence for a while we assume k = 2 and τ = (1 2). In order to show
(5.13), for any Ψ1,Ψ2 ∈ HomG(g,U(g)) define Ψ ∈ HomG(g⊗ g,U(g)) by
Ψ [X1 ⊗X2] =Ω(Ψ1 ∧Ψ2)[X1 ⊗X2 +X2 ⊗X1]
= det−→
(
Ψ1[X1] Ψ1[X2]
Ψ2[X1] Ψ2[X2]
)
+ det−→
(
Ψ1[X2] Ψ1[X1]
Ψ2[X2] Ψ2[X1]
)
= Ψ1[X1]Ψ2[X2] −Ψ2[X1]Ψ1[X2] +Ψ1[X2]Ψ2[X1] −Ψ2[X2]Ψ1[X1],
and let us prove Ψ = 0. By Theorem 5.9(i), it suffices to show Γ˜ Ad⊗2(Ψ ) = 0. Assume
Γ˜ Ad
⊗2
(Ψ ) = 0. First we note
(g⊗ g)h = h⊗ h+
∑
α∈Σ
g−α ⊗ gα.
For H1 ⊗H2 ∈ h⊗ h, Lemma 5.6 implies
γ˜
(
Ψ1[H1]Ψ2[H2]
)= γ˜ (Ψ2[H2]Ψ1[H1]), γ˜ (Ψ1[H2]Ψ2[H1])= γ˜ (Ψ2[H1]Ψ1[H2]),
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SdH˜(h)=
d⊕
i=0
Si(h)
and define the projection map qd :SdH˜(h)→ Sd(h). Let d ′ ∈ Z0 be such that
Γ˜ Ad
⊗2
(Ψ ) ∈ HomC
(
(g⊗ g)h, Sd ′H˜ (h)
)∖
HomC
(
(g⊗ g)h, Sd ′−1
H˜
(h)
)
.
Then we see
qd ′ ◦ Γ Ad⊗2(Ψ ) ∈ HomW
(
(g⊗ g)h, Sd ′(h)) \ {0}.
Hence there exist α ∈Π , X−α ∈ g−α , and Xα ∈ gα such that Γ˜ Ad⊗2(Ψ )[X−α ⊗Xα] = 0. Put
slα(2,C)= g−α + Cα∨ + gα, h(α)=
{
H ∈ h; α(H)= 0},
nα =
∑
β∈Σ+\{α}
gβ, n¯α = θnα
and define the projection map
γ˜α :U(g)=
(
n¯αU(g)+U(g)nα
)⊕U(h(α)+ slα(2,C))→U(h(α)+ slα(2,C)).
Then γ˜α is an slα(2,C)-homomorphism and γ˜ ◦ γ˜α = γ˜ . Also, in a similar way to the proof of
Lemma 5.6, we can show for any D1 ∈U(g) and D2 ∈U(g)h(α),
γ˜α(D1D2)= γ˜α(D1)γ˜α(D2), γ˜α(D2D1)= γ˜α(D2)γ˜α(D1).
Define the slα(2,C)-homomorphism Ψ α : slα(2,C)⊗ slα(2,C)→U(h(α)+ slα(2,C)) by
slα(2,C)⊗ slα(2,C) ↪→ g⊗ g Ψ−→U(g) γ˜α−→U
(
h(α)+ slα(2,C)
)
,
and the slα(2,C)-homomorphism Ψ αi : slα(2,C)→U(h(α)+ slα(2,C)) (i = 1,2) by
slα(2,C) ↪→ g Ψi−→U(g) γ˜α−→U
(
h(α)+ slα(2,C)
)
.
Since Ψi[Xj ] ∈U(g)h(α) for any X1,X2 ∈ slα(2,C) (i, j = 1,2), we have
Ψ α[X1 ⊗X2] = Ψ α1 [X1]Ψ α2 [X2] −Ψ α2 [X1]Ψ α1 [X2] +Ψ α1 [X2]Ψ α2 [X1]
−Ψ α2 [X2]Ψ α1 [X1]. (5.15)
Now from Kostant’s theorem [15], the inclusion map ια : slα(2,C) ↪→ U(h(α)+ slα(2,C)) sat-
isfies
Homslα(2,C)
(
slα(2,C),U
(
h(α)+ slα(2,C)
))=U(slα(2,C))slα(2,C) ·U(h(α)) · ια.
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Accordingly, the right-hand side of (5.15) becomes
Z1ι
α[X1]Z2ια[X2] −Z2ια[X1]Z1ια[X2]
+Z1ια[X2]Z2ια[X1] −Z2ια[X2]Z1ια[X1]
= Z1Z2
(
ια[X1]ια[X2] − ια[X1]ια[X2] + ια[X2]ια[X1] − ια[X2]ια[X1]
)= 0.
In particular we have Γ˜ Ad⊗2(Ψ )[X−α ⊗ Xα] = γ˜ ◦ Ψ α[X−α ⊗ Xα] = 0, a contradiction. Thus
we get Γ˜ Ad⊗2(Ψ )= 0 and hence (5.13).
Suppose k is arbitrary and Ψ1 ∧· · ·∧Ψk ∈∧k HomG(g,U(g)). Put g0 := h. Take α1, . . . , αk ∈
Σ ∪ {0} so that α1 + · · · + αk = 0 and at least one αj is not 0. Also, take Xαj ∈ gαj for each αj
and consider the element Xα1 ∧ · · · ∧Xαk ∈ V h. Then there exists at least one j0 = 1, . . . , k such
that αj0 ∈Σ+. Since Ψi[Xαj0 ] ∈U(g)n (i = 1, . . . , k), (5.13) implies
Ω(Ψ1 ∧ · · · ∧Ψk)[Xα1 ∧ · · · ∧Xαk ] ∈U(g)n
and hence Γ˜ σ (Ω(Ψ1∧· · ·∧Ψk))[Xα1 ∧· · ·∧Xαk ] = 0. Since such Xα1 ∧· · ·∧Xαk span (
∧k h)⊥,
we get Ω(Ψ1 ∧ · · · ∧Ψk) ∈Mk . Obviously (5.14) follows from Lemma 5.6.
Lastly the next lemma assures Ω :
∧k HomG(g,U(g))→Mk is an isomorphism. 
Lemma 5.12. Let
∧k HomW(h, SH˜(h)) denote the kth exterior power of the ˜A -module
HomW(h, SH˜(h)). For ψ1 ∧ · · · ∧ψk ∈
∧k HomW(h, SH˜(h)), define the map
ω(ψ1 ∧ · · · ∧ψk) :
k∧
h H1 ∧ · · · ∧Hk 	→ det
(
ψi[Hj ]
)
1i,jk ∈ SH˜(h)
using the natural identification S(h)  SH˜(h). Then ω(ψ1 ∧ · · · ∧ ψk) ∈ HomW(
∧k h, SH˜(h)).
Moreover, the map
ω :
k∧
HomW
(
h, SH˜(h)
) ψ1 ∧ · · · ∧ψk 	→ ω(ψ1 ∧ · · · ∧ψk) ∈ HomW( k∧h, SH˜(h))
is an ˜A -module isomorphism.
Proof. Suppose ψ1 ∧ · · · ∧ψk ∈∧k HomW(h, SH˜(h)). Take an arbitrary α ∈Π and put h(α)={H ∈ h;α(H)= 0}. Then
h = h(α)⊕ Cα∨,
k∧
h =
k∧
h(α)⊕ α∨ ∧
k−1∧
h(α),
SH˜(a)= S
(
h(α)
) · C[(α∨)2]⊕ S(h(α)) · C[(α∨)2](α∨ − 1)
are the decompositions of three W -modules into the eigenspaces of sα with eigenvalues 1,−1
(for the last one, see the proof of Lemma 5.8). Hence ψi[α∨] ∈ S(h(α)) · C[(α∨)2](α∨ − 1)
(i = 1, . . . , k) and if H ∈ h(α), ψi[H ] ∈ S(h(α)) · C[(α∨)2] (i = 1, . . . , k). We thereby have
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[ k∧
h(α)
]
⊂ S(h(α)) · C[(α∨)2],
ω(ψ1 ∧ · · · ∧ψk)
[
α∨ ∧
k−1∧
h(α)
]
⊂ S(h(α)) · C[(α∨)2](α∨ − 1),
and hence the relation sαω(ψ1 ∧ · · · ∧ψk) = ω(ψ1 ∧ · · · ∧ψk)sα . Since α ∈ Π is arbitrary, we
get ω(ψ1 ∧ · · · ∧ψk) ∈ HomW(∧k h, SH˜(h)).
Now since B˜k(·,·) induces the W -module isomorphism (∧k h)∗ ∧k h, we have the follow-
ing natural ˜A -module isomorphisms:
HomW
( k∧
h, S(h)
)

(( k∧
h
)∗ ⊗ S(h))W  ( k∧h⊗ S(h))W
 {W -invariant polynomial coefficient k-form on h∗
R
}
.
Suppose I (1), . . . , I () are algebraically independent homogeneous elements of ˜A = S(h)W and
they constitute a generator system of ˜A . Then {dI (μ1) ∧ · · · ∧ dI (μk);1  μ1 < · · · < μk  }
forms a basis of (
∧k h ⊗ S(h))W over ˜A [26]. In particular, {dI (μ);μ = 1, . . . , } is a basis
of (h ⊗ S(h))W  HomW(h, S(h)) over ˜A . It is easy to check the following equality holds for
1 μ1 < · · ·<μk   and H1, . . . ,Hk ∈ h:
det
(
dI (μi)[Hj ]
)
1i,jk =
(
dI (μ1) ∧ · · · ∧ dI (μk))[H1 ∧ · · · ∧Hk] (5.16)
where in the left-hand side we consider dI (μi) ∈ HomW(h, S(h)) and in the right-hand side we
consider
dI (μ1) ∧ · · · ∧ dI (μk) ∈ HomW
( k∧
h, S(h)
)
.
Let Sd
H˜
(h) and qd :SdH˜(h) → Sd(h) (d ∈ Z0) be as in the proof of Theorem 5.11. For μ =
1, . . . , , put dμ = deg I (μ) and take ψ(μ) ∈ HomW(h, Sdμ−1H˜ (h)) so that
qdμ−1 ◦ψ(μ) = dI (μ) ∈ HomW
(
h, S(h)
)
.
Then clearly {ψ(μ);μ= 1, . . . , } is a basis of HomW(h, SH˜(h)) over ˜A . Thus we get
k∧
HomW
(
h, SH˜(h)
)= ⊕
1μ1<···<μk
˜A ψ(μ1) ∧ · · · ∧ψ(μk).
On the other hand, if 1 μ1 < · · ·<μk   then
ω
(
ψ(μ1) ∧ · · · ∧ψ(μk)) ∈ HomW( k∧h, Sdμ1+···+dμk−kH˜ (h)
)
and (5.16) implies
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(
ψ(μ1) ∧ · · · ∧ψ(μk))[H1 ∧ · · · ∧Hk]
= (dI (μ1) ∧ · · · ∧ dI (μk))[H1 ∧ · · · ∧Hk] for H1, . . . ,Hk ∈ h.
It shows
HomW
( k∧
h, SH˜(h)
)
=
⊕
1μ1<···<μk
˜A ω(ψ(μ1) ∧ · · · ∧ψ(μk))
and therefore ω is an isomorphism. 
To find all the equivalence classes of irreducible quasi-small representations and to determine
the W -module structure of V hsingle for each irreducible quasi-small representation (σ,V ) are both
important problems. In some cases we can solve them using the next lemma.
Lemma 5.13. Suppose Υg ∈ U(g) is the Casimir element of g. That is, if we choose Xα ∈ gα
for each α ∈ Σ so that B˜(Xα,X−α) = 1 and if we take a basis {H1, . . . ,H} of h so that
B˜(Hi,Hj )= δij , then
Υg =
∑
i=1
H 2i +
∑
α∈Σ+
(XαX−α +X−αXα).
Define the following central element of C[W ]:
ΥW =
∑
α∈Σ+
〈〈α,α〉〉(1 − sα).
Suppose (σ,V ) is an irreducible quasi-small representation of G and its highest weight is λ.
Then for any v ∈ V hsingle,
Υgv = 〈〈λ,λ+ 2ρ˜〉〉v = ΥWv. (5.17)
Proof. Since Υg acts on V by a scalar, we get the first equality of (5.17) by calculating the action
of Υg on a highest weight vector of V . To show the second equality, take an arbitrary α ∈Σ+ and
define slα(2,C) to be the three-dimensional simple subalgebra spanned by {Xα,α∨,X−α}. If we
consider U(slα(2,C))v as an slα(2,C)-module, then from (5.1) each irreducible constituent of
U(slα(2,C))v is isomorphic either to the trivial representation or to the adjoint representation.
Hence if we put v0 := 1+sα2 v, v1 := 1−sα2 v, then slα(2,C) acts trivially on v0. Thus (XαX−α +
X−αXα)v0 = 0. On the other hand, if v1 = 0, then there exists an isomorphism from slα(2,C)v1
to slα(2,C) such that v1 	→ α∨. Since
ad(XαX−α +X−αXα)α∨ = 2ad(Xα)X−α − 2ad(X−α)Xα
= 4[Xα,X−α] = 2〈〈α,α〉〉α∨,
we get (XαX−α +X−αXα)v1 = 2〈〈α,α〉〉v1. Therefore the second equality of (5.17) holds. 
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{e1, e2} of h∗ so that Σ+ = {e1 ± e2, e1, e2} and 〈〈ei, ej 〉〉 = 16δij .
In addition to the equivalence class of the trivial representation ‘triv,’ that of the reflection rep-
resentation ‘ref,’ and that of the sign representation ‘sgn,’ we have two other equivalence classes
of irreducible representations of W : One is the class of the one-dimensional representation τ
which takes the value τ(w) = 1 or −1 (w ∈ W ) according as the number of appearances of the
reflections associated to short roots {±e1,±e2} is even or odd when we express w as a product
of reflections. The other is the class of τ ⊗ sgn, which behaves similarly for the long roots. On
each irreducible representation of W , ΥW acts by the scalar whose value is indicated in Table 1.
The set of the highest weights of all finite-dimensional irreducible representations of G is
{(i + j)e1 + je2; i, j ∈ Z0}. Let σ(i,j) be a finite-dimensional irreducible representation of G
with highest weight ie1+je2. Note that 2ρ˜ = 3e1+e2 and that 〈〈λ,λ+ 2ρ˜〉〉 = 〈〈λ+ ρ˜, λ+ ρ˜〉〉−
〈〈ρ˜, ρ˜〉〉. Then we easily recognize a representation σ(i,j) for which the value of σ(i,j)(Υg) coin-
cides with one of the values of ΥW in Table 1 is isomorphic to one of those representations in
Table 2.
Among the irreducible representations in Table 2, σ(0,0), σ(1,0), and σ(1,1) are small (cf. Fig. 1).
By Lemma 5.13, their 0-weight spaces have neither sgn nor τ ⊗ sgn as a constituent. On the
other hand, σ(2,1) is not small because it has the weight 2e1. But since the W -module
∧2 h is
isomorphic to sgn, the argument before Theorem 5.11 implies that there is an irreducible quasi-
small submodule V of
∧2 g such that sgn appears in V hsingle as a constituent. From Lemma 5.13,
Tables 1 and 2, we conclude this V must be isomorphic to σ(2,1).
σ(2,1) is an example of an irreducible representation of G which is quasi-small but not small.
τ ⊗ sgn is an example of an irreducible representation of W which does not appear in V hsingle as
a constituent for any irreducible quasi-small representation (σ,V ) of G.
Table 1
Values of ΥW
Representation triv ref sgn τ τ ⊗ sgn
ΥW 0 1 2 2/3 4/3
Table 2
Values of Υg
Representation σ(0,0) σ(1,0) σ(1,1) σ(2,1)
Υg 0 23 1 2












  



 


(0,0)
(1,0)e1−e2
−e2
−e1−e2 −e1 −e1+e2
e2
(1,1)
(2,1)
−ρ˜


Fig. 1. Quasi-small representations for type (B2).
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we shall establish between a basic H˜-module
A(λ) := SH˜(h)
/ ∑
f∈S(h)W
(
f − f (λ))SH˜(h) (5.18)
and the Verma module
M(λ) :=U(g)
/∑
H∈h
U(g)
(
H − (λ− ρ˜)(H))+U(g)n
of U(g). Hereafter we assume λ ∈ h∗ is dominant, that is, λ(α∨) /∈ {−1,−2, . . .} for any α ∈Σ+.
In this case, it is known that A(λ) H˜/∑ξ∈h H˜(ξ − λ(ξ)) (cf. [4]).
Definition 5.15. We introduce the correspondence
Ξλ :
{
H˜-submodule of A(λ)
}→ {U(g)-submodule of M(λ)}
defined by
S 	→
∑{
VM(λ); V ⊂U(g) is ad(U(g))-stable and satisfies γ˜ (V )A(λ)⊂ S},
and the correspondence
Yλ :
{
U(g)-submodule of M(λ)
}→ {H˜-submodule of A(λ)}
defined by
T 	→
∑{
H˜γ˜ (V )A(λ); V ⊂U(g) is ad(U(g))-stable and satisfies VM(λ)⊂ T }.
Obviously they are well defined and preserve any inclusion relation.
Proposition 5.16. Ξλ(A(λ)) = M(λ) and Ξλ(0) = 0. Let S be an arbitrary H˜-submodule of
A(λ). Then Yλ ◦ Ξλ(S) ⊂ S. Moreover, suppose S admits a W -stable subspace E with the fol-
lowing properties: (a) S = H˜E; (b) as a W -module, each irreducible constituent of E belongs to
Ŵsingle, where Ŵsingle denotes the set of equivalence classes of those irreducible representations
of W which appear in V hsingle for some irreducible quasi-small representation (σ,V ) of G. Then
Yλ ◦Ξλ(S)= S.
Proof. It is clear that Ξλ(A(λ)) = M(λ). To show Ξλ(0) = 0, let T0 be the unique irreducible
U(g)-submodule of M(λ). Then T0 is isomorphic to M(w0λ) for some w0 ∈ W . Fix a highest
weight vector v0 of T0.
Suppose an ad(g)-stable subspace V satisfies γ˜ (V )A(λ)= 0. Then by the definition (5.18) of
A(λ),
γ˜ (V )⊂
∑
W
S(h)
(
f − f (λ))= ∑
W
S(h)
(
f − f (w0λ)
)
.f∈S(h) f∈S(h)
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(γ˜ (V )(w0λ)+ n¯U(n¯))v0 = n¯U(n¯)v0 and hence V T0 = VU(n¯)v0 = U(n¯)V v0 ⊂ n¯U(n¯)v0  T0.
Since V T0 is a U(g)-submodule of T0, we get V T0 = 0. But from Duflo’s theorem [6], one has
AnnM(λ)= AnnM(w0λ)=
∑
D∈U(g)G
U(g)
(
D − γ˜ (D)(λ)).
Hence V ⊂ AnnM(w0λ)= AnnM(λ), or equivalently VM(λ)= 0. It proves Ξλ(0)= 0.
Secondly, let S be an arbitrary H˜-submodule of A(λ). Put
I :=
∑{
V ⊂U(g); V is ad(U(g))-stable and satisfies γ˜ (V )A(λ)⊂ S}.
Then
Ξλ(S)= IM(λ).
We assert I is a two-sided ideal of U(g). Indeed, gI is an ad(g)-stable subspace of U(g) and
satisfies gI ⊂ (n¯I + In) + ad(n)I + hI ⊂ (n¯I + In) + I + hI , from which we easily deduce
γ˜ (gI )⊂ γ˜ (I )+ hγ˜ (I ). Since (γ˜ (I )+ hγ˜ (I ))A(λ)⊂ S, gI ⊂ I . Similarly we can show Ig ⊂ I .
Thus I is a two-sided ideal. Moreover, since
γ˜
(
AnnM(λ)
)= ∑
f∈S(h)W
S(h)
(
f − f (λ))
by Duflo’s theorem, we have I ⊃ AnnM(λ). Now since λ is dominant, the equality I =
Ann(M(λ)/IM(λ)) holds [2,14]. Therefore
Yλ
(
IM(λ)
)= H˜γ˜ (Ann(M(λ)/IM(λ)))A(λ)= H˜γ˜ (I )A(λ)⊂ S. (5.19)
Lastly, we assume the above S admits a W -stable subspace E which satisfies the condi-
tions (a) and (b) in the proposition. Let E1 ⊂ E be an irreducible W -submodule. Then there
exists a W -stable subspace E˜1 in SH(h) which is isomorphic to E1 via the natural surjective
W -homomorphism SH(h) → A(λ). By the condition (b), the equivalence class of E˜1 belongs to
Ŵsingle. Hence it follows from Theorem 5.9(ii) that there exists an ad(g)-submodule V of U(g)
which is isomorphic to an irreducible quasi-small representation of G and satisfies γ˜ (V ) = E˜1.
Since γ˜ (V )A(λ) = S(h)E1 ⊂ S, the above I satisfies I ⊃ V and therefore γ˜ (I )A(λ) ⊃ E1.
Hence by the condition (a), we can replace the last inclusion relation in (5.19) with ‘=’. Thus we
get Yλ ◦Ξλ(S)= S. 
Corollary 5.17. Suppose g is a complex simple Lie algebra of type (A). Then Ξλ is injective and
it holds that Yλ ◦Ξλ(S)= S for any H˜-submodule S of A(λ).
Proof. Under the assumption that g is of type (A), all the equivalence classes of irreducible
representations of W belong to Ŵsingle [3]. 
Remark 5.18. If λ(α∨) = 1 for all α ∈ Σ , then A(λ) is irreducible (cf. [4]). Hence Ξλ is not
necessarily surjective.
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Appendix A. Petite K-types
In this appendix we discuss the relation between the class of petite K-types and the one
of single-petaled K-types. Let G be a real semisimple Lie group as in Section 1. Recalling
Σ1 = Σ \ 2Σ , choose a subset R of Σ1 so that R intersects each W -orbit of Σ1. For each
α ∈ R choose X′α ∈ gα so that B(X′α, θX′α) = −2/|α|2 and put Z′α = X′α + θX′α . (Note the
normalization differs from the one in the previous sections.) Then for each α ∈R there exists a
unique group homomorphism ια : SO(2,R)→K such that
dια
((
0 1
−1 0
))
= Z′α.
It assures for each K-type (σ,V ) all the eigenvalues of σ(
√−1Z′α) are integers. Now we put
level(σ,V )= max
⋃
α∈R
{∣∣eigenvalue of σ (√−1Z′α)∣∣}.
The definition of level(σ,V ) is independent of the choice of R or {X′α} (cf. Remark 1.2).
Definition A.1. Suppose G is split. Then a K-type (σ,V ) is called petite when level(σ,V ) 3.
In [1] Barbasch examines many quasi-spherical petite K-types for each of which the W -
module structure of the space of M-fixed vectors is determined. The next proposition shows that
a quasi-spherical petite K-type is single-petaled.
Proposition A.2. Suppose (σ,V ) is a quasi-spherical K-type and level(σ,V )  3 (G is not
assumed to be split). Then (σ,V ) is single-petaled.
Proof. First we note (σ,V ) is single-petaled if and only if
σ(Z′α)
(
σ(Z′α)2 + 4
)
VM = 0 (A.1)
for any α ∈R. Take an arbitrary α ∈R. Since level(σ,V ) 3, the only possible eigenvalues of
σ(
√−1Z′α) are 0,±1,±2, or ±3. Put u¯α = exp(πZ′α). Then u¯2α = e and σ(u¯α)σ (
√−1Z′α) =
σ(
√−1Z′α)σ (u¯α). Let V = V u¯α ⊕ V −u¯α be the decomposition into the eigenspaces of σ(u¯α)
with eigenvalues 1,−1. Obviously V u¯α (respectively V −u¯α ) equals the sum of the σ(√−1Z′α)-
eigenspaces with even (respectively odd) eigenvalues. Thus we get σ(Z′α)(σ (Z′α)2 + 4)V u¯α = 0.
But since u¯α ∈M , we have VM ⊂ V u¯α and therefore (A.1). 
On the other hand, the next example says in the split case a single-petaled K-type is not
necessarily petite.
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trivial center and is not isomorphic to the adjoint group of Lie(G), all the notions and results in
this paper can be applied to the current G in the obvious way. Thus we may assume
a = {diag(a1, . . . , a2n+1); a1, . . . , a2n+1 ∈ R, a1 + · · · + a2n+1 = 0},
M = {diag( 1, . . . ,  2n+1);  1, . . . ,  2n+1 = ±1,  1 · · ·  2n+1 = 1},
R = {α} with α : diag(a1, . . . , a2n+1) 	→ a1 − a2,
X′α =
⎛⎜⎜⎜⎜⎝
0 1 00 0
0
. . .0 0
⎞⎟⎟⎟⎟⎠ , Z′α =
⎛⎜⎜⎜⎜⎝
0 1 0−1 0
0
. . .0 0
⎞⎟⎟⎟⎟⎠ .
Let V˜ be the space of homogeneous polynomials in x1, . . . , x2n+1 with degree 2n+1. Define the
K-action σ on V˜ by (σ (k)f )(x)= f (k−1x) for f (x) ∈ V˜ and k ∈K . Then particularly we have
σ(Z′α)= −x2
∂
∂x1
+ x1 ∂
∂x2
.
Let V be the subspace of V˜ consisting of all polynomials which are annihilated by L :=
∂2/∂x21 + · · · + ∂2/∂x22n+1. As is well known, (σ,V ) is an irreducible representation of K ,
namely, a K-type. Since it is clear that V˜ M = Cx1 · · ·x2n+1 ⊂ V , (σ,V ) is quasi-spherical and
VM = Cx1 · · ·x2n+1. Moreover a direct calculation leads to (σ (Z′α)2 +4)x1 · · ·x2n+1 = 0. Hence
(σ,V ) is single-petaled.
On the other hand, for i = 0,1, . . . we have
σ
(√−1Z′α)(x1 ∓√−1x2)i = ±i(x1 ∓√−1x2)i .
Since (x1 ∓
√−1x2)2n+1 ∈ V , we can easily conclude level(σ,V )= 2n+ 1 > 3.
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