culated from the ratio of the horizontal to vertical amplitude spectra. We use geometric mean of ½ two components to take an average in the logarithmic scale. We made 100 selections of 5 segments ¾ from each waveform and focused on the set of segments with the smallest standard deviation of ¿ the H/V spectra.
The H/V spectra of microtremors at five different sites along line 15 in Figure 3 are shown in Figure 4 . The largest peak of the spectra is at 2.7 Hz, which reflects a strong velocity contrast at 34 m depth. These spectra are very stable for frequencies of less than 6 Hz, but show large variances for higher frequency ranges.
Microtremor Array Measurements
We measured microtremors in a circular array at the parking, station, and field levels. The array ½¼ sizes are shown in Table 1 . For arrays of radius less than 10 m, the sensors were arranged at the ½½ center and four corners of the square contained within the circle. For arrays of larger radius, the ½¾ sensors were arranged at the center and three corners of the triangle contained within the circle. The Figure 6 shows a cross-section around the station IWTH25 before and ¾ after ground leveling was carried out in 1995. In order to level the ground, soil on the uphill side ¾ (where the seismic station is located) was moved to the downhill side. The downhill side has ¾ accordingly been raised by 1 -2 m. We assume that this leveling caused the larger response at the ¾ high frequencies on the downhill side.
¿¼
Based on the assumption that the spatial anomaly in Figure 5 what larger response. These large amplitudes may affect the large acceleration observed during ¿ the main shock, but we cannot clearly distinguish special features peculiar to the site around the seismic station. Note that measurements around the white boxes in the left side of each figure may have been affected by the septic tank (especially along line 3). This septic tank was repaired just two weeks before we obtained our measurements, so the H/V spectra at these sites may have been overestimated in this study. Figure 7 shows the spatial variation of the H/V spectra in the NW-SE (uphill-downhill) direction and the SW-NE (left-right) direction, respectively. The highest peak at 2.7 Hz is consistent ½¼ across all sites, but the H/V spectra at higher frequencies show spatial variability. For example, ½½ Figure 7 shows that the H/V spectrum at 5-10 Hz is larger on the uphill side, and gradually becomes 
¾
We also processed the array microtremor data at the parking level using the same method. The ¾ dispersion curve is shown in Figure 8 using black crosses, and the dispersion curve corresponding ¾ to the velocity structure of the logging data is illustrated as a broken line. The dispersion curve at ¾ the parking level is very similar to that of the logging data, and the phase velocities at 6-8 Hz at ¾ the station and parking levels are approximately the same. Furthermore, Figure 6 shows that the ¾ original geography slopes, so we assume that the soil structures at the station and parking levels are ¿¼ similar. Therefore, assuming that the velocity structure corresponding to frequencies lower than ¿½ 7 Hz is not substantially different at the parking and station levels, we connect these curves at 7 ¿¾ Hz. We use the combined dispersion curve to invert for S-wave velocity structure at frequencies of Figure 8 , the Rayleigh-wave dispersion curve computed from the velocity structure provided ¿ by NIED is shown as a dashed line. The dispersion curve is larger than that corresponding to the observed data for frequencies greater than 10 Hz, so the S-wave velocity in the shallow layers may be slower than that obtained from the logging data.
In order to determine a velocity model consistent with the observed dispersion curve, we performed an inversion using a Genetic Algorithm (GA) following Yamanaka and Ishida (1996) . The initial model was based on the PS logging data (see Table 2 ). We split the first layer at 2 m to enable the velocity structure in the shallowest interval to better represent near-surface heterogeneity.
½¼
The density was computed from the following empirical relationship between P-wave velocity V p ½½ and density ρ (Gardner et al., 1974) :
Sensitivity analyses have shown that the S-wave velocity V s and thickness of a layer H both have ½ stronger influences than either P-wave velocity or density on Rayleigh wave dispersion curves (e.g. 
The fitness function (F) we maximize using the GA is the inverse of the residual sum of ½ squares:
Here, n is the number of data, C o´fi µ is the observed dispersion curve, and C e´fi µ is the estimated 
Model Class Selection

½
Model class selection refers to the process of determining how many parameters should be es-¾ timated to identify the optimal velocity model. The deepest two layers have little effect on the ¿ dispersion curve at frequencies higher than 3 Hz, so we fix the values of these two layers at the original values. The layer thickness H for all layers and V s for the bottom 6 layers were fixed at the original values, and the optimum value V s for the upper 2 layers estimated. We call this model V2H0, which comprises two free variables for V s . The GA inversion using this model was carried out and the obtained fitness function and optimal values are shown in Table 3 . Next, the number of free V s variables was increased incrementally, and four new models (V3H0, ..., V6H0) constructed.
The fitness functions for these models are also shown in Table 3 . The V2H0 model has the small-½¼ est fitness function, but the other four models all have similar values. We therefore use the Akaike ½½ information criterion (AIC) to identify the optimal model.
½¾
To use the AIC, it should be assumed that the model errors are normally and independently ½¿ distributed. We further assume that the variance of the model errors is unknown but equal. Maxi-½ mizing the likelihood with respect to this variance, the AIC is:
where k is the number of the free parameters and F is defined in the equation 3. We performed the ½ Levene's test (Zar, 2010) to check the assumption that the variance is equal for all models, and the ½ result shows the assumption is met at the 99% significance level. Therefore, we adopted equation ½ 4 for the model class selection. The computed AIC is shown in the bottom of Table 3 . It shows ¾¼ that model V3H0 is the optimal model, which means that changing the velocity at depths below ¾½ the third layer did not improve the results.
¾¾
Using the GA process, the values of V s and H for the top 1 to top 3 layers have been estimated.
¾¿
The fitness function shown in the bottom of Table 3 is similar for all models. Again, we performed ¾ the Levene's test to check the equality of the variances, and confirmed that the necessary assump-¾ tion is met. Then, the AICs for the 3 models were computed. The AIC reveals that the V3H0 ¾ model is the optimum one among these four models, so adopted the three variables for V s , and the affected by shallow subsurface structures, and the uphill-side spectra show larger amplitudes than those on the downhill side. The H/V spectra around station IWTH25 are somewhat larger than those in the uphill-side area, but they are about the same levels as on the downhill side.
The inferred separation of the subsurface layer during the strong seismic shaking is presumed to be related to the soil conditions. For example, separation needs accelerations larger than 1g, ½¼ and high-frequency ground motion tends to be amplified at hard rock sites. However, based on ½½ our measurements, it is difficult to relate the local soil conditions to the triggering conditions of ½¾ subsurface layer separation during strong shaking.
½¿
The velocity structure determined from the Rayleigh wave dispersion curve shows that S-wave ½ velocities in the shallow layers which are slower than obtained with logging data, are required to ½ explain the observed data. The optimal model has 10-50 % slower S-wave velocities for layers ½ shallower than 34 m, whereas layers deeper than 34 m have the same V s as found for logging data.
½
Note that this difference may include nonlinear effect of subsurface structure due to the strong ½ shaking. The optimal model exhibits large velocity contrasts at 6 m and 34 m depth. We expect ½ that separation of the layers tends to happen at strong velocity contrasts, but in this case we could ¾¼ not determine which layers were involved.
¾½
This study addressed spatial variations in subsurface soil structure and estimated S-wave ve-¾¾ locity structure based on microtremor array measurements. Conventional microtremor array mea-¾¿ surements have been used for analysis of large-scale soil structure (i.e. several hundred meters ¾ to kilometers) but we showed that this methodology is effective to detect the small-scale spatial KiK-net, 2000) . The first layer is split at 2 m, which may have a slower S-wave velocity than the PS logging data.
Initial model Models par .  value  V2H0  V3H0  V4H0  V5H0  V6H0  V3H1  V3H2  V3H3  Vs1  430  134  189  186  180  183  199  138  189  Vs2  430  229  225  225  226  226  225  253  253  Vs3  530  -459  461  462  460  459  463  464  Vs4  680  --675  681  686  ---Vs5  1120  ---1096  1060  ---Vs6  1780  ----2096  ---H1  2  --- 
