A b s t r a c t A multivariate statistical pattern recognition system for reactor noise analysis is presented. The b a s i s of t h e system i s a transformation for decoupling correlated variables and algorithms for inferring probability density functions.
I . Introduction
Interest in the application of procedures capable of performing automatic monitoring functions in nuclear power plants stems from a need. t o provide assistance to plant operators i n assimilating quickl y t h e 1:arge number of interrelated signals that provide insight into the operational status of the plant.
many of the features required for a solution of unattended monitoring problems. I n the nuclear plant field, pattern recognition applications can be broadly divided into two categories: surveillance and diagnosis. The surveillance problem i s one of classifying the status of t h e components being monitored into.two classes:
normal or abnormal. The diagnosis problem i s concerned with identifying the source and degree of a detected abnormality.
A t t h e present time, much of t h e work on automated monitoring i s being focused on the surveillance problem.
where representative patterns from each class of int e r e s t are available, it i s d i f f i c u l t t o o b t a i n p a tterns characterizing abnormal behavior i n components of a nuclear plant. Simulation of abnormal behavior by planned f a i l u r e of components i n a plant i s usua l l y not a feasible alternative for generating the desired abnormal patterns because of governmental regulations and implementation costs. The design of a pattern recognition system for nuclear reactor surveillance i s thus reduced to characterizing norm a l behavior and establishing limits above which t h e operation of a component is c l a s s i f i e d as abnormal. This approach i s based on t h e assumption that data which are labeled as normal are derived from plant components whose operation is within design specifications.
Elements of an Autonomous Surveillance System
A system designed t o o p e r a t e autonomously ( o r with as l i t t l e operator assistance as possible) m u s t be capable of performing two essential tasks: (1) learning, and (2) decision ding. The learning function deals with the problem of establishing the limits of normal behavior via what may be termed a "training phase,'' during which t h e components under observation are assumed t o be operating in their intended state. The decision m a k i n g process deals with the problem of determining when a signal is outside the normal operating regions established during the training phase. ing system a r e shown i n Fig. 1 . Measurements performed on t h e p l a n t components of i n t e r e s t are conditioned and preprocessed i n o r d e r t o compress t h e r a w data and extract features which are suitable f o r classifying the behavior of the input signals.
Typ i c a l measurements used i n monitoring t h e status of a nuclear plant are: neutron noise, pressure, temperat u r e , flow, and sonic signals. The features ext r a c t e d from these signals are typically based on e i t h e r a p r o b a b i l i s t i c o r frequency-domdn type of analysis. Emnples of t h e f i r s t category are moments and amplitude level-crossing statistics. Frequency-domain features are t h e r e s u l t of Fourier transform considerations.
I n s i t u a t i o n s where several features are ext r a c t e d from t h e measurements, it i s convenient t o organize this information in the form of a feature (or pattern) vector:
The basic components of an autonomous monitorr5-z=P X n. where x. i s t h e i t h f e a t u r e and n i s t h e t o t a l number of features extracted. Pattern vectors of t h e form shown i n Eq. (1) are the principal representation used in recognition systems designed t o opera t e on the types of data described above. During training, these vectors are used by the pattern recognition state shown i n Fig. 1 to estimate the boundaries of normal operation. After training i s completed, each input vector i s used by t h i s s t a g e as the basis for autonomously determining the status of the plant from the information learned during the training phase.
A Recognition Strategy
A s indicated in Section I, the typical nuclear reactor surveillance problem is characterized by a lack of abnormal data, thus reducing many recognit i o n s t r a t e g i e s t o t h a t of learning the limits of normal behavior (as defined during training [l] , but also because the problem of specifying a meaningful f i t i s in general not a trivial task. An approach that has been widel y a c c e p t e d i n t h e s t a t i s t i c a l a n a l y s i s of multivariate data i s t o use a hy-perellipsoidal enclosure whose location and shape a r e determined, respectivel y , by t h e mean vector and covariance matrix of the data. This type of enclosure has the advantage that i t s principal axes are oriented in the directions of maximum data variance.
Let S be a t r a i n i n g s e t of n-dimensional pat-
The equation of a hy-perellipsoid i s given by where m and C a r e t h e mean vector and covariance matrix of the vector samples i n Sx, T is a nonnegat i v e t h r e s h o l d , and the prime ( * ) i n d i c a t e s t r a n sposition.
being either normal or abnormal, we define the Mahalanobis distance between 5 and %, which i s given by
"_
In order to classify a given observation x as -I f D(x) 5 T we s a y t h a t 5 i s normal; otherwise we say that it i s abnormal. Geometrically, t h i s corresponds t o z b e i n g t r e a t e d a s a normal vector i f it i s e i t h e r on the surface or inside the ellipsoidal enclosure, and abnormal i f it i s outside the boundaryv a r i a t e measure which i s inversely weighted by the covariance characteristics of the training data. It i s o f t e n of interest for analysis purposes t o have available one-dimensional measures for system performance. If the original sensed data i s expressed i n t h e form of Eq. 
T i 3
The Hotelling transform can be used as t h e
-x_
Since A is an orthononnsl matrix, we have t h a t -A-l = A' and x can be recovered from x by using the r e l a t i o n vectors are treated separately, as i f they were stat i s t i c a l l y independent, thus reducing the problem t o t h a t -of formulating detection procedures for one-dimensional variables.
This approximation, b e comes exact only i f t h e data a r e Gaussian.
dimensional s t a t i s t i c a l d e t e c t i o n scheme is as fol-

lows. If t h e i t h component yi of the vector x has
the probability density function pi(yi), the probab i l i t y t h a t any y. i s less than or equal to a value
After t h e data have been decoupled by using
One simple approach for establishing a one-
Similarly, the probability of y. being equal to or exceeding a value bi is Any observation yi t h a t i s outside the interval methods. Thus, the probability of an alarm ( i .e., the probability of yi outside [ai, bi 1 ) can be cont r o l l e d at w i l l by the operator by speci-tying P(yi 5 ai) and P(yi 1. b i ) .
Fqs. (5) and (61, it can be shown t h a t D(y_) = D(x).
The importance of this result is t h a t one can work i n t h e uric-orrelated space and s t i l l obtain a m u l t iv a r i a t e measure of performance i n the o r i g i n a l 1 Q s u b s t i t u t i n g Eq. ( 4 ) i n t o ~q. ( 3 ) and using space. Also, since C is a diagonal matrix, the mat r i x i n v e r t i o n r e q u i r e d t o implement t h e Mahalanobis distance is a trivial computational task, thus providing this additional detection tool with l i t t l e additional cost.
f
IY. Training
The t r a i n i n g approach used i n any pattern.recognition system i s directly influenced by the type of data classification algorithms-used in the last stage of Fig. 1 . For t h e c l a s s i f i c a t i o n approach discussed in the pervious section, the first stage of training consists of estimating the mean vector and covariance matrix by using the vector samples, i n Sx. In order to obtain uncorrelated variables, it is also necessary to compute the eigenvectors of C .
Algorithms for obtaining these-quantities are dis-2
for detection, the estimation of the probability density f'unctions needs t o be incorporated-as part of the training process.
W e investigated three ap proaches for obtaining these estimates: (1). histogram approximations; ( 2 ) a s t a t i s t i c a l i n f e r e n c e a p proach where an assumption i s made concerning the form of pi(yi) and the hypothesis evaluated using t h e Kolmogorov-Smirnov t e s t [ 7 , 8, 91; and ( 3 ) The performance of the pattern recognition system was evaluated with noise data from t h e ORlsL High-Flux Isotope Reactor (HFIFIR). The extraction and use of information from noise signals originating within a nuclear power plant for assessing the operational status' df the plant has been advocated f o r a number of years [11-15]. Reactor incidents t h a t r e s u l t e d i n a p a r t i a l loss of core mechanical i n t e g r i t y or of f i e 1 element cooling has been reported where a conspicuous change i n t h e n a t u r e of a randomly fluctuating variable preceded the incidents [16] [17] [18] .
ance were recorded a t t h e HFIR during rod-perturbat i o n experiments i n which a 4 2 0.5-H~ noise signal was injected into the control rod servo demand syst e m 1191. The control rods moved i n response t o t h e fluctuating demand, causing-perturbations of less than 0.1% about a 98-Mw mean l e v e l i n t h e s i g n a l from the neutron detector. This s i s a l w a s amplified and recorded, and i t s power spectral density (PSD) was computed with and without the 4-Hz per-.
turbation. The PSDs without the perturbation cons t i t u t e d t h e t r a i n i n g set; those with the perturbat i o n were used as "abnormal" o b s e r v a t i o n s t o t e s t the recognition sensitivity of t h e system a f t e r t h e training phase was completed. The t r a i n i n g set contained 357 PSDs fr0m.a 12-hour continuoF learning period, The abnormal s e t had 51 PSDS. Thus , the black (zero) off-diagonal terms in Fig. 2(b) indicate that the elements of the y vectors were indeed decorrelated by the decoupling transformation.
B e system was first trained using histograms v i t h probabilities of 0.005 t o establish thresholds a and b f o r each of the 30 components of the pattern vectors. After training was completed, each of the 51 abnormal patterns was input for c l a s s i f i c a t i o n , and all were flagged as falling outside the bounds of n o d operation.
After detection of an abnormality, the system displays a set of data analysis options (Fig. 
3) t o a i d the operator in interpreting the abnormality.
The following descriptions of these options are based on the first p a t t e r n i n t h e abnormal s e t .
on the same coordinate system of the average PSD (as determined from t h e t r a i n i n g s e t ) and the abnorm a l PSD input pattern. Option 1 ( A ) plots the patterns before t h e i r transformation, and f l a g s abnormal individual components (Fig. 4) . Option 1 ( B ) plots the mean and abnormal p a t t e r n a f t e r t h e i r transformstion (Fig. 5 ) . Option 1 ( C ) plots the abnormal components of the transformed pattern, such t h a t t h e i r d i s t a n c e s from the corresponding component of the average plot w e r e l a t i v e t o t h e number of standard deviations that each component lies outside the thresholds of abnormality (Fig. 6 ).
Option 2(A) l i s t s t h e limits (ai, bi) f o r
The t r a i n i n g s e t was used t o determine the coOption 1 ("code 1" of Fig. 3 ) displays graphs each abnormal component, the value of each abnormal component, and the relative distance outside the normal limits i n units of standard deviations (Fig. 7 ) . Although data c l a s s i f i c a t i o n i s carried out in t h e transformed space, interpretation i s made easier by knowledge of which components i n t h e untransformed space contributed most t o a given abnormality. One way t o o b t a i n t h i s information i s as follows. After t r a i n i n g i s completed, a variable vector i s set equal t o the mean of the training patterns. Then, a single component xi i s incremented by some Ax transformed, and t e s t e d for abnormality by using the limits in the transformed space. When the pattern is s u f f i c i e n t l y d i s t o r t e d t o be c l a s s i f i e d as abnormal, that value of xi becomes the upper limit of normality for the component in the untrsnsfonned space. The lower limit i s determined i n the same manner by decrementing xi from i t s mean value. This procedure can be used t o i ' determine the limits of normality for every component similar t o t h e limits (ai, bi) calculated in the transformed space. Hovever, since the limits i n the untransformed space do not account f o r correlat i o n effects they are not used for classification. The results of this procedure constitute Option 2(B) (Fig. 8 ) 
2(C) is analogous t o Option 2(B), except that the technique
for determining abnormal components in the original space is based on t h e Mahalanobis distance (Fig. 9 ) .
tance of the observed pattern and the base Mahalanob i s distance D-(y) (Fig. 10) As a second experiment, the system was trained by Statistical inference.
The K-S t e s t w a s applied t o t h e t r a i n i n g d a t a , assuming t h a t each transformed component w a s characterized by a log-normal probability density function. Since the training data were formed from the logarithms of PSD values, the problem w a s t o t e s t t h e s e d a t a a g a i n s t a Gaussian assumption. It w a s found that only component 30 f a i l e d t h e t e s t .
This overall agreement with the l o g -n o d assumption explains the similarity of classification results obtained w i t h the histogram and MaLalanobis distance approaches.
by integrating the corresponding l o g -n o d densities [Eqs. (10) and (ll)], and t h e c l a s s i f i c a t i o n experiment was repeated. Although the limits were generally different than those in the histogram experiment, each of the abnormal patterns was also flagged by the system when log-normal densities were used.
Option 3 displays both the Mahalanobis disOptions 5 t h m i g h 7 give the user l a t i t u d e i n The limits f o r each conrponent were determined
Data Reduction Experiments
Since all t h e necessary elements for data reduction using the above approach are available in the pattern recognition system, experiments were conducted to evaluate signature degradation and recognition perfornance in the re6uced space.
To Fig. 12 . These plots indicate that individual component amplitudes start becoming s i g n i f i c a n t l y d i s t o r t e d at approximately 20% reduction in dimensionality.
The general profile of t h e signal as a whole, however, was retained even as t h e dimensionality w a s reduced t o one. A smoothing eff e c t is to be'expected since the reduction transformation is based on minimizing the square-error and should, therefore, be representative of a l e a s tsquare-fit approximation t o t h e mean of the sample set used to estimate the covariance matrix.
observation not representative of the training set, an abnormal data vector was reduced i n dimensionality, reconstructed, and plotted along with the original (Fig. 13 ) in the manner preyiously described for a normal observation. For this p a t t e r n , d i s t o r t i o n of individual components developed mre rapidly than f o r t h e t r a i n i n g sample. The general shape, however, w a s retained until approximately 50% reduct i o n . As the degree of reduction was increased further, the approximation became distorted with an o v e r a l l l e f t shift. This tendency t o s h i f t t h e o v e r a l l p r o f i l e of t h e p a t t e r n might be explained as an attempt of the transformation t o make t h e abnormal pattern conform to the general profile of the training data.
This i s a plausible conclusion when one considers that the transformation matrix contains information concerning the training set as a vhole, while individual observation vectors are required t o provide amplitude weights f o r each component. Thus, as the dimensionality of these weighting vectors i s reduced, specific amplitude informat i o n i s l o s t and the general information contained in the transformation matrix becomes predominant. construction error, data reduction i s seen t o perform s i g n i f i c a n t l y b e t t e r on observation vectors vhich are representati,ve of the t r a i n i n g data set. This r e s t r i c t i o n i s acceptable within the context of t h e proposed use of dimensionality reduction in routine logging of normal observations. The occurence of an abnormal observation would preclude enabling the dimensionality reduction process because it i s desirable to preserve non-routine observations in full detail for further diagnostic processing. ty reduction on classification performance, each normal and abnormal vector was reduced from 30 dimensions t o 1 i n s t e p s of one. After each reduction s t e p , all samples were submitted t o t h e p a t t e r n recognition system for classification. Identical classification results to those already described 
