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INVARIANT MEANS AND THE STRUCTURE OF INNER AMENABLE
GROUPS
ROBIN D. TUCKER-DROB
Abstract. We study actions of countable discrete groups which are amenable in the sense
that there exists a mean on X which is invariant under the action of G. Assuming that
G is nonamenable, we obtain structural results for the stabilizer subgroups of amenable
actions which allow us to relate the first ℓ2-Betti number of G with that of the stabilizer
subgroups. An analogous relationship is also shown to hold for cost. This relationship
becomes even more pronounced for transitive amenable actions, leading to a simple criterion
for vanishing of the first ℓ2-Betti number and triviality of cost. Moreover, for any marked
finitely generated nonamenable group G we establish a uniform isoperimetric threshold for
Schreier graphs G/H of G, beyond which the group H is necessarily weakly normal in G.
Even more can be said in the particular case of an atomless mean for the conjugation
action – that is, when G is inner amenable. We show that inner amenable groups have
cost 1 and moreover they have fixed price. We establish Ufin-cocycle superrigidity for the
Bernoulli shift of any nonamenable inner amenable group. In addition, we provide a con-
crete structure theorem for inner amenable linear groups over an arbitrary field. We also
completely characterize linear groups which are stable in the sense of Jones and Schmidt.
Our analysis of stability leads to many new examples of stable groups; notably, all nontriv-
ial countable subgroups of the group H(R), recently studied by Monod, are stable. This
includes nonamenable groups constructed by Monod and by Lodha and Moore, as well as
Thompson’s group F .
Introduction
0.A. Amenable actions. An action of a discrete group G on a set X is said to be
amenable if there exists a finitely additive probability measure m : P(X)→ [0, 1], hence-
forth called a mean, defined on the powerset of X , which is invariant under the action of
G. This definition goes back to von Neumann’s 1929 memoir on paradoxicality [56], where
the notion of amenability of a group simpliciter was also introduced: by definition, G is
amenable if the left translation action of G on itself is amenable in the above sense.
Every action of an amenable group is amenable, and for a long time this simple observation
could account for most of the known examples of amenability in actions.1 A more systematic
study of actions whose amenability could not be traced back to that of some acting group
began with van Douwen’s constructions of amenable actions of the free group [55], and has
continued in recent years with [39], [44], [18], [19], [40], [1], [42], [41], [14], [27], [29], [26].
A stunning recent application of amenable actions is in the article [27] of Juschenko and
Monod in which the authors turn the classical implication on its head, deducing amenability
2010 Mathematics Subject Classification. Primary 37A20, 43A07; Secondary 20H20.
1There are early examples of actions of nonamenable groups with asymptotic fixed points (e.g., in [43]),
although the amenability of such actions was not adduced until much later (e.g., in [13, 51, 5, 25])
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of a group from that of an action, thereby providing the first examples of infinite finitely
generated simple amenable groups.
If a nonamenable group G acts amenably on X then it is well known that this action is far
from being free: any G-invariant mean m on X must concentrate on the set of points x ∈ X
whose associated stabilizer subgroup Gx is nonamenable. Our first result strengthens this
considerably by showing that, on a m-conull set, the subgroups Gx are in fact so large in G
as to be “visible from above.” The precise statement uses the following variation of Popa’s
notions of q-normality and wq-normality [48]. A subgroup H of G is said to be q∗-normal
in G if the set {g ∈ G : gHg−1 ∩H is nonamenable} generates G. The subgroup H is wq∗-
normal in G if there exists an ordinal λ and an increasing sequence (Hα)α≤λ of subgroups
of G, with H0 = H and Hλ = G, such that
⋃
β<αHβ is q
∗-normal in Hα for all α ≤ λ.
The notions of q-normal and wq-normal subgroups are defined in the same way, except
with “nonamenable” replaced by “infinite.” It is immediate that a wq-normal subgroup is
necessarily infinite, and a wq∗-normal subgroup is necessarily nonamenable.
Theorem 1. Let G be a finitely generated nonamenable group. Assume that G acts amenably
on X and fix a G-invariant mean m on X. Then Gx is wq
∗-normal in G for m-almost every
x ∈ X.
Example 0.1. The assumption of finite generation is necessary in the statement of Theorem
1. Let G be a free group with free generating set S = {si}0≤i<∞, and let Gn ≤ G be the
subgroup generated by {si}0≤i<n. The action G y X =
⊔
n≥0G/Gn is amenable, although
the stabilizer of any x ∈ X is malnormal in G.
Remark 0.2. Even when G is not finitely generated Theorem 1 can be applied to finitely
generated subgroups, as in Corollary 2.6 below, to obtain a statement which holds for all
countable groups. Corollary 2.6 also shows that Example 0.1 is in fact the prototypical
obstruction to wq∗-normality of stabilizer subgroups when G is not finitely generated.
Remark 0.3. Theorem 1 can be strengthened. In §1 we introduce a natural hierarchy of
incremental strengthenings of wq∗-normality (see Definition 1.3). The conclusion of Theorem
1 then remains true when wq∗-normality is replaced by any of these strengthenings. In
addition, a relativized version of Theorem 1 holds; see Theorem 3.
Theorem 1 provides a means of studying measured group theoretical properties of G via its
amenable actions, since many such properties are known to be reflected in the structure of wq-
normal subgroups. For example, Popa has shown that if G contains a wq-normal subgroup
whose Bernoulli shift is Ufin-cocycle superrigid, then the same holds for the Bernoulli shift
of G [49]. In [47], Peterson and Thom show that the first ℓ2-Betti number, β
(2)
1 (G), of G
is bounded above by that of its wq-normal subgroups. An analogous statement also holds
for the pseudocost, PC (G), of G, see Proposition A.3. We therefore obtain the following
corollary, which strengthens a theorem of Promislow [51] concerning actions of free groups.
Corollary 2. Let G be a countable nonamenable group. Assume that G acts amenably on
X and fix a G-invariant mean m on X.
(1) Suppose that G is finitely generated. Then β
(2)
1 (Gx) ≥ β
(2)
1 (G) and PC (Gx) ≥
PC (G) for m-almost every x ∈ X.
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(2) In general, if β
(2)
1 (G) > r, then β
(2)
1 (Gx) > r for m-almost every x ∈ X. Likewise, if
PC (G) > r then PC (Gx) > r for m-almost every x ∈ X.
Proof of Corollary 2. Part (1) follows from Theorem 1 using Theorem 5.6 of [47] in the case
of first ℓ2-Betti number, and using Proposition A.3 in the case of pseudocost. For part
(2), if PC (G) > r then by Proposition A.1 there exists a finitely generated nonamenable
subgroup H0 ≤ G such that PC (H) > r for all H0 ≤ H ≤ G. By Corollary 2.6 there exists
a G-map ϕ : X → Y to a G-set Y such that Gx is wq
∗-normal in Gϕ(x) and H0 ≤ Gϕ(x)
for m-almost every x ∈ X . Therefore, by Proposition A.3, PC (Gx) ≥ PC (Gϕ(x)) > r for
m-almost every x ∈ X . An analogous argument goes through for the first ℓ2-Betti number
using Corollary 5.13 of [17] in place of Proposition A.1. 
0.B. An isoperimetric threshold. Let X be a G-set and for a finite subset S of G denote
by φS(X) the isoperimetric constant of the Schreier graph with respect to S, associated
with the action
(0.1) φS(X) = inf
{∑
s∈S
|sP \ P |
|P |
: P ⊆ X is finite and nonempty
}
.
When S generates G, the value φS(G) is then the isoperimetric constant of the Cayley graph
of G with respect to S. We always have φS(X) ≤ φS(G), and if S generates G then X is an
amenable G-set if and only if φS(X) = 0.
Remark 0.4. There are several variations of the definition (0.1). For example, it can often
be convenient to work with the conductance constant hS(X) =
1
|S|
φS(X). See [28] for a
discussion in the case X = G. For our purpose, any fixed multiplicative renormalization of
φS(X) would be suitable since our main interest will be in the ratio φS(X)/φS(G).
Assume now that S generates G. Theorem 1 then has a surprising consequence when
combined with Kazhdan’s trick. Namely, there exists a constant ǫ = ǫG,S > 0 such that
any subgroup H of G satisfying φS(G/H) < ǫ must be wq
∗-normal in G. Indeed, otherwise,
for each n ≥ 0 there is a subgroup Hn ≤ G such that φS(G/Hn) < 2
−n but with Hn not
wq∗-normal in G, so the amenable action Gy
⊔
nG/Hn contradicts Theorem 1. While this
argument does not give any indication about the actual value of ǫG,S, we obtain a sharp
estimate in §2.B. (See §1 for the definition of n-degree N X -wq-normality.)
Theorem 3. Let G be a nonamenable group with finite generating set S and let H be a
subgroup of G. If φS(G/H) <
1
2
φS(G), then H is wq
∗-normal in G. More generally, for each
G-set X, and for each nonnegative integer n we have the following implication
φS(G/H) <
1
2n
φS(X) ⇒ H is n-degree N
X-wq-normal in G.
Example 0.5. Theorem 3 is sharp. Consider the free group F2 of rank 2 with free generating
set S = {a, b}. We have φS(F2) = 1 [8, Example 47]. The subgroup H = 〈a, bab
−1〉 is not
wq∗-normal in F2 (although it is q-normal). An inspection of the Schreier graph of F2/H
verifies that φS(F2/H) =
1
2
.
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0.C. Transitive actions and a vanishing criterion. In the case of an amenable transitive
action we obtain the following strengthening of Corollary 2.
Theorem 4. Let G be a countable group. Assume that G acts amenably and transitively
on an infinite set X and fix some x ∈ X. If β
(2)
1 (Gx) < ∞ then β
(2)
1 (G) = 0. Likewise, if
PC (Gx) <∞ then PC (G) = 1.
It follows that if G is a group with β
(2)
1 (G) > 0 or with PC (G) > 1, then for any finitely
generated infinite index subgroup H ≤ G, the action Gy G/H is not amenable.
Theorem 4 is closely related to a vanishing criterion due to Peterson and Thom [47]. They
define a subgroup H of G to be s-normal in G if gHg−1∩H is infinite for every g ∈ G; the
notion of ws-normality is then obtained by iterating s-normality transfinitely. Theorem
5.12 of [47] states that if G contains a ws-normal infinite index subgroupH with β
(2)
1 (H) <∞
then β
(2)
1 (G) = 0. Ioana (unpublished) has shown that the analogous statement also holds
for cost (Ioana’s argument works for pseudocost as well). Theorem 4 would therefore follow
from these results if the subgroup Gx were always ws-normal in G. This turns out not to be
the case however, as the following example shows.
Example 0.6. Let K be a group which is isomorphic with one of its proper malnormal
subgroups K0 (e.g., any nonabelian free group has this property, see [4, Example 1]). Fix
an isomorphism ϕ : K → K0 and let G = 〈t,K | tkt
−1 = ϕ(k)〉 be the associated HNN-
extension. By Proposition 2 of [39], the action of G on G/K is amenable. However, K is
not ws-normal in G. To see this note that, from the semidirect product decomposition G =(⋃
n≥0 t
−nKtn
)
⋊ 〈t〉, it follows that every intermediate subgroup K  L ≤ G contains an
element of the form g = t−nktm, where n,m > 0 and k ∈ K−K0, and clearly gKg
−1∩K = 1.
0.D. Inner amenability. In their 1943 study of II1 factors [43], Murray and von Neumann
distinguished the hyperfinite II1 factor from the free group factor LF2 by means of property
Gamma, that is, the existence of nontrivial asymptotically central sequences. In demon-
strating that LF2 lacks this property, Murray and von Neumann hinted at a connection with
amenability [43, footnote 71], remarking that their argument, which makes ancillary use of
approximately invariant measures, closely mirrors Hausdorff’s famous paradoxical division
of the sphere. This connection was not made explicit however until 1975 when Effros [13]
introduced the following group theoretic notion:
Definition 0.7. A group G is inner amenable if the action of G on itself by conjugation
admits an atomless invariant mean.
Effros showed that if a group factor LG has property Gamma, then G is necessarily inner
amenable. An ICC counterexample to the converse statement was found only very recently
by Vaes [54].
The proof of Theorem 1 naturally involves exploiting the tension between the nonamenabil-
ity of G and the amenability of the action. In the case of the conjugation action, this tension
leads to remarkably strong consequences for the group theoretic and measured group theo-
retic structure of G. Many of these consequences will in fact be shown to hold in the more
general setting of inner amenable pairs: If H is a subgroup of G then we say that the pair
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(G,H) is inner amenable if the conjugation action of H on G admits an atomless invariant
mean.2
0.E. The cost of inner amenable groups. We let C (G) denote the cost of G, that is,
C (G) is the infimum of the costs of free probability measure preserving actions of G. We let
C ∗(G) denote the supremum of the costs of free probability measure preserving actions of
G. Then G has fixed price if C (G) = C ∗(G).
Theorem 5. Let G be a countable group.
(1) Suppose that G contains a wq-normal subgroup H such that (G,H) is inner amenable.
Then C (G) = 1.
(2) Suppose that G is inner amenable. Then C (G) = 1 and G has fixed price.
Remark 0.8. In part (1) of Theorem 5 it would be desirable to additionally obtain that G
has fixed price. The proof of part (1) shows that this holds if and only if direct products of
infinite groups have fixed price, which is a well known open problem.
As a consequence of Theorem 5 we recover the result of Chifan, Sinclair, and Udrea [10,
Corollary D], that inner amenable groups have vanishing first ℓ2-Betti number. Moreover,
we obtain a strengthening which holds for inner amenable pairs.
Corollary 6. Let G be a countable group and suppose that G contains a wq-normal subgroup
H such that the pair (G,H) is inner amenable. Then β
(2)
1 (G) = 0. In particular, if G is
inner amenable then β
(2)
1 (G) = 0.
Proof. This follows from Theorem 5 and the inequality β
(2)
1 (G) ≤ C (G)−1 due to Gaboriau
[17]. Alternatively, a direct proof may be obtained by observing that each step of the proof
of Theorem 5 in §4.C has an analogue for the first ℓ2-Betti number. 
In [2], Abe´rt and Nikolov show that for a finitely generated, residually finite group G, the
rank gradient of any Farber chain in G is equal to one less than the cost of the associated
boundary action of G. We therefore obtain the following corollary.
Corollary 7. Let G be a finitely generated, residually finite group which is inner amenable.
Then the rank gradient of any Farber chain in G vanishes. In particular, the absolute rank
gradient of G vanishes.
The two main ingredients in the proof of Theorem 5.(2) concern the subgroup structure
of nonamenable inner amenable groups.
Theorem 8. Let G be a nonamenable inner amenable group. Then every nonamenable
subgroup of G is wq-normal in G.
The next result roughly states that very large portions of G commute. To make the
statement somewhat less cumbersome we define N to be the collection of all nonamenable
subgroups of G.
2This is a bit different from the notion, defined by Jolissaint in [24], of H being inner amenable relative
to G, which amounts to amenability of the conjugation action of H on G − H . While Jolissaint’s notion
does not appear anywhere else in this article, to avoid conflicting terminology we will make sure to refer to
inner amenability of the pair (G,H) when referring to the notion defined in the main text.
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Theorem 9. Let G be a nonamenable inner amenable group. Then at least one of the
following holds:
(1) For every finite F ⊆ N there exists an infinite amenable subgroup K of G such that
L ∩ CG(K) is nonamenable for all L ∈ F .
(2) For every finite F ⊆ N there exists an increasing sequence M0 ≤M1 ≤ · · · of finite
subgroups of G, with limn→∞ |Mn| = ∞, such that L ∩ CG(Mn) is nonamenable for
all L ∈ F , n ∈ N.
(3) For every finite F ⊆ N and every n ∈ N there exist pairwise commuting nona-
menable subgroups K0, K1, . . . , Kn−1 ≤ G such that L ∩ CG(Ki) is nonamenable for
all L ∈ F , i < n. Moreover, there exists a sequence (Mn)n∈N of finite subgroups of G
with limn→∞ |Mn| =∞ such that L∩CG(Mn) is nonamenable for all L ∈ F , n ∈ N.
Corollary 10. Let G be a nonamenable inner amenable group. Then G either contains
an infinite amenable subgroup or G contains finite subgroups of arbitrarily large order. In
addition, G contains an infinite subgroup K such that CG(K) is infinite.
Proof of Corollary 10. The first statement follows easily from Theorem 9. The second state-
ment is clear if either (1) or (3) of Theorem 9 holds. If (2) holds then G contains an
infinite locally finite subgroup, hence by [21] G contains an infinite abelian subgroup A, so
A ≤ CG(A). 
0.F. Cocycle superrigidity. If H is a subgroup of G, then a cocycle w of a probability
measure preserving action of G is said to untwist on H if w is cohomologous to a cocycle
w′ whose restriction to H is a homomorphism. Following [49, 50], let Ufin denote the class
of all Polish groups which embed as a closed subgroup of the unitary group of a finite von
Neumann algebra. A free, probability measure preserving action of G is said to be Ufin-
cocycle superrigid if every cocycle for the action which takes values in some group in Ufin
untwists on the entire group G.
Popa’s Second Cocycle Superrigidity Theorem (Theorem 1.1 of [50]) provides general con-
ditions for a cocycle which takes values in some group L ∈ Ufin, to untwist on the centralizer
CG(H) of a nonamenable subgroup H of G. The following theorem, which is joint with
Adrian Ioana, strengthens Popa’s theorem by showing that, under suitable conditions, the
untwisting in fact occurs on the centralizer CM (G)(H) of H in the semigroup M (G) of all
means on G.
Theorem 11 (with A. Ioana). Let H be a nonamenable subgroup of G such that the pair
(G,H) is inner amenable. Let Gyσ (X, µ) be a p.m.p. action of G and assume that
• σ|H has stable spectral gap;
• σ|CM(G)(H) is weakly mixing (see Definition 5.9);
• σ is s-malleable.
Then there exists a subgroup G0 of G with H ≤ G0 ≤ G such that
(1) Every H-conjugation-invariant mean on G concentrates on G0;
(2) Every cocycle w : G×X → L which takes values in a group L ∈ Ufin untwists on G0.
Theorem 11 applies to the Bernoulli shift of G whenever H ≤ G is nonamenable and the
pair (G,H) is inner amenable. Applying Lemma 3.5 of [15], we therefore obtain:
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Corollary 12. Let G be a countable group containing a wq-normal nonamenable subgroup
H such that the pair (G,H) is inner amenable. Then the Bernoulli shift of G is Ufin-cocycle
superrigid. In particular, the Bernoulli shift of any nonamenable inner amenable group is
Ufin-cocycle superrigid.
Corollary 12 strengthens a result of Peterson and Sinclair [46], stating that the Bernoulli
shift of G is Ufin-cocycle superrigid provided G is nonamenable and LG has property Gamma.
The case H = G of Corollary 12 would follow from Popa’s theorem combined with Lemma
3.5 of [15] and Theorems 8 and 9 above, provided that alternative (2) could be dropped from
the statement of Theorem 9. However, the following example exhibits an inner amenable
group with the property that the centralizer of every nonamenable subgroup is finite; in
particular, such a group does not satisfy either of the alternatives (1) or (3) of Theorem 9.
Example 0.9. Let F2 y X be a transitive amenable action of the free group F2 on an infinite
set X with the following property: for all u ∈ F2 − 1 the set {P ∈ Pf(X) : u · P = P}
is finite, where Pf(X) denotes the collection of all finite subsets of X . Such an action is
constructed in Theorem B.1. The group G = Pf(X)⋊ F2 ∼= (
⊕
x∈X Z2)⋊ F2 is then inner
amenable so Corollary 12 applies to G. The group G is also finitely generated and ICC.
In addition, the centralizer of any nonamenable subgroup of G is finite, or equivalently, the
centralizer of every infinite subgroup H of G is amenable. Indeed, if (P, u) ∈ H then we
have CG(H) ≤ CG((P, u)) ≤ Pf(X) ⋊ CF2(u), which is amenable unless u = 1. We may
therefore assume that H ≤ Pf(X), in which case, since H is infinite we have
CG(H) = Pf(X)⋊ {u ∈ F2 : u · P = P for all P ∈ H} = Pf(X)⋊ 1,
which is amenable.
0.G. The structure of inner amenable linear groups. In §6 we characterize inner
amenability for linear groups in terms of a certain amenable characteristic subgroup of G.
The AC-center of a countable group G is the subgroup
A C (G) = 〈{N ≤ G : N is normal in G and G/CG(N) is amenable}〉.
The inner radical of G is the subgroup
I (G) = 〈{N ≤ G : N is normal in G and the action N ⋊Gy N is amenable}〉.
Here, N ⋊Gy N is the action where N acts by left translation and G acts by conjugation.
The relevant properties of these subgroups are summarized in the following theorem.
Theorem 13. Let G be a countable group.
i. A C (G) and I (G) are amenable characteristic subgroups of G;
ii. A C (G) ≤ I (G);
iii. The actions A C (G)⋊Gy A C (G) and I (G)⋊Gy I (G) are amenable;
iv. G/CG(A C (G)) is residually amenable;
v. If I (G) is infinite then G is inner amenable;
vi. Let N be a normal subgroup of G with N ≤ I (G). Then I (G/N) = I (G)/N ;
vii. I (G/I (G)) = 1 and G/I (G) is ICC;
viii. Every conjugation invariant mean on G/I (G) is the projection of a conjugation
invariant mean on G.
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Moreover, if G is linear then
ix. A C (G) = I (G);
x. G/CG(I (G)) is amenable;
xi. I (G) = CG(CG(I (G)));
xii. G/I (G) is not inner amenable;
xiii. Every conjugation invariant mean on G concentrates on I (G);
xiv. Let N be a normal subgroup of G with N ≤ I (G). Then ix. through xiii. all hold
with G/N in place of G.
Remark 0.10. Theorem 13.xi. implies that if G is linear then so are the groups G/I (G)
and G/CG(I (G)) (see Theorem 6.2 of [57]). It then follows from item x. and the Tits
alternative that if G is additionally finitely generated, then I (G) is virtually solvable.
Using Theorem 13 we are able to show that within the class of linear groups, inner
amenability occurs only for the most obvious reasons: every linear inner amenable group
is an amenable extension either of a group with infinite center or of a near product group
in which one of the factors is infinite and amenable. More precisely, we obtain the following
structure theorem for inner amenable linear groups.
Theorem 14. Let G be a countable linear group. Then the following are equivalent:
(1) G is inner amenable.
(2) I (G) is infinite.
(3) There exists a short exact sequence 1 → N → G → K → 1, where K is amenable
and either
• Z(N) is infinite, or
• N = LM , where L and M are commuting normal subgroups of G such that M
is infinite and amenable, and L ∩M is finite.
In [52], Schmidt raises the question of whether every inner amenable group G possesses a
free ergodic p.m.p. action Gy (X, µ) which generates an orbit equivalence relation RGX for
which the outer automorphism group of the full group [RGX ] is not Polish, or equivalently,
for which the full group [RGX ] contains an asymptotically central sequence (Tn)n∈N with
lim infn µ({x ∈ X : Tnx 6= x}) > 0. See also Problem 9.3 of [31]. Using Theorems 13, 14,
and Theorem 16 below, we obtain a positive answer to Schmidt’s question when G is linear.
Theorem 15. A countable linear group G is inner amenable if and only if there exists a
free ergodic p.m.p. action G y (X, µ) such that the outer automorphism group of [RGX ] is
not Polish.
0.H. Stability. A discrete probability measure preserving equivalence relation R is said to
be stable if it is isomorphic to its direct product R×R0 with the equivalence relation R0, of
eventual equality on 2N equipped with the uniform product measure. A countable group G
is said to be stable if it possesses a free ergodic probability measure preserving action which
generates a stable equivalence relation. Stability was introduced by Jones and Schmidt in
[25], where it was also shown that stable groups are necessarily inner amenable. The first
examples of ICC inner amenable groups which are not stable were recently constructed by
Kida [33]; these groups are obtained as HNN extensions of property (T) groups with infinite
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center. Further results of Kida from [34] show that if the center Z(G) of a group G is
infinite, then the question of whether G is stable is intimately related to the question of
whether the pair (G,Z(G)) lacks relative property (T). Using Theorem 13, in §7 we are able
to completely characterize stability for linear groups in terms of relative property (T).
Theorem 16. Let G be a countable linear group. Then the following are equivalent:
(1) G is stable.
(2) The pair (G,I (G)) does not have relative property (T).
Remark 0.11. The hypothesis that G is linear in Theorems 13.ix.-xiv., 14, 15, and 16
can be weakened: we only need to assume that G satisfies the minimal condition on
centralizers, that is, every decreasing sequence CG(A0) ≥ CG(A1) ≥ · · · of centralizers
of subsets of G eventually stabilizes. Every linear group satisfies the minimal condition
on centralizers, since centralizers of arbitrary subsets of GLn(F ) are closed in the Zariski
topology.
In addition to Theorem 13, an essential component in the proof of Theorem 16 is the
following extension theorem for stability (see §7.A for the definition of stability sequence).
Theorem 17. Let 1 → N → G → K → 1 be a short exact sequence of groups in which K
is amenable. Assume that there exists a probability measure preserving action G y (X, µ)
such that the translation groupoid N ⋉ (X, µ) admits a stability sequence. Then G is stable.
Theorem 17 has a variety of applications outside the context of linear groups. Under
each of the following hypotheses (H1)-(H6), the stability of G will be established in §7 by
applying Theorem 17 to an appropriate input action of G. The application of Theorem 17
to groups satisfying (H4) and the ensuing Corollary 19 were kindly suggested by Yoshikata
Kida (remarking on an earlier draft of this paper), who had obtained stability of G from
(H4) by different means.
Theorem 18. Let 1 → N → G → K → 1 be a short exact sequence of groups in which K
is amenable. Then G is stable provided at least one of the following hypotheses holds:
(H1) N = LM , where L and M are commuting subgroups of N which are normal in G,
with M amenable and [N : L] =∞.
(H2) There exists a central subgroup C of N such that the pair (N,C) does not have relative
property (T).
(H3) There exists a sequence L0 ≤ L1 ≤ · · · , of subgroups of N with N =
⋃
m∈N Lm, and
for each m ∈ N there exists a central subgroup Dm of Lm such that the pair (Lm, Dm)
does not have relative property (T).
(H4) There exists a commensurated abelian subgroup A of G such that N is the kernel of
the modular homomorphism from G into the abstract commensurator of A, and the
pair (N,A) does not have relative property (T).
(H5) N has the Haagerup property and is asymptotically commutative, i.e., there exists an
injective sequence (cn)n∈N in N such that each h ∈ N commutes with cn for cofinitely
many n ∈ N.
(H6) N is doubly asymptotically commutative, i.e., there exist sequences (cn)n∈N and (dn)n∈N
in N such that cndn 6= dncn for all n ∈ N, and each h ∈ N commutes with both cn
and dn for cofinitely many n ∈ N.
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Corollary 19 (Y. Kida). Let G be a generalized Baumslag-Solitar group (i.e., the Bass-Serre
fundamental group of a finite graph of infinite cyclic groups), or an HNN-extension of Zn
relative to an isomorphism between two finite index subgroups. Then G is stable.
Proof of Corollary 19. Suppose first that G is a generalized Baumslag-Solitar group. Then
any vertex group A ≤ G is commensurated by G, and if N denotes the kernel of the modular
homomorphism fromG into the abstract commensurator comm(A) ofA, thenG/N is abelian,
since comm(A) is isomorphic to Q∗. By Corollary 1.7 of [11], G has the Haagerup property,
so the pair (N,A) does not have property (T). The hypothesis (H4) is therefore satisfied,
so G is stable by Theorem 18.
The case where G is an HNN-extension of Zn relative to an isomorphism between two
finite index subgroups is similar. The image of G under the modular homomorphism into
the abstract commensurator of Zn is cyclic and, letting N denote the corresponding kernel,
the pair (N,Zn) does not have property (T) since by Corollary 1.7 of [11], G has the Haagerup
property. Hypothesis (H4) once again holds, so G is stable by Theorem 18. 
Example 0.12. (i) Let K be an infinite amenable group acting on a countable set X , and
let H be any countable group. Then the restricted wreath product H ≀X K is stable. This
is clear if H is amenable, and it follows from Theorem 18 via (H1) if X is finite. In the
remaining case, the group
⊕
X H is doubly asymptotically commutative, so Theorem 18
applies to G via (H6), using the short exact sequence 1→
⊕
X H → H ≀X K → K → 1.
(ii) Let H be a group which is doubly asymptotically commutative. Let ϕ : H → H be an
injective homomorphism and let G = 〈t, H | tht−1 = ϕ(h)〉 be the associated ascending HNN-
extension. Theorem 18 then shows that G is stable, since we have a short exact sequence
1 → N → G → Z → 1 in which the group N =
⋃
i∈N t
−iHti is doubly asymptotically
commutative, and hence the hypothesis (H6) holds. Similarly, if we instead assume that H
is an increasing union H =
⋃
mHm, where for each m ∈ N the pair (Hm, Z(Hm)) does not
have property (T), then the any ascending HNN extension of H will be stable via (H3).
Notably, Theorem 18 also applies to the group H(R), recently studied by Monod [38],
consisting of all homeomorphisms of the projective line P1 which fix∞ and are piecewise in
PSL2(R) with respect to a finite subdivision of P
1. It is shown by Monod in [38] that H(R)
does not contain any nonabelian free subgroups, and Theorem 1 of [38] exhibits a family
of countable nonamenable subgroups of H(R). An explicit finitely presented nonamenable
subgroup of H(R) is constructed by Lodha and Moore in [37]. We now have the following.
Theorem 20. Every nontrivial countable subgroup of H(R) is stable.
Since Thompson’s group F is a subgroup of H(R), Theorem 20 implies:
Corollary 21. Thompson’s group F is stable. In particular, F and F × A are measure
equivalent, where A is any amenable group.
Corollary 21 yields a new proof of the fact, due to Lu¨ck [36] and also proved by Bader,
Furman, and Sauer in [3], that all ℓ2-Betti numbers of F vanish. Indeed, Gaboriau has shown
that vanishing of ℓ2-Betti numbers is an invariant of measure equivalence [17], and by [9] all
ℓ2-Betti numbers of F × Z vanish.
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1. Weak forms of normality
In this section we gather some facts about wq∗-normality (defined in §0.A), and we discuss
several related normality conditions. We work in the following general setting. Fix an
ambient group G along with a nonempty collection L of subgroups of G which is upward
closed in G. Let H ≤M be subgroups of G. We say that H is L -q-normal in M , denoted
H ≤Lq M , if the set {g ∈ M : gHg
−1 ∩ H ∈ L } generates M . We say that H is L -wq-
normal in M , denoted H ≤Lwq M , if there exists an ordinal λ and an increasing sequence
(Hα)α≤λ of subgroups of M , with H0 = H and Hλ = M , such that
⋃
β<αHβ ≤
L
q Hα for
all α ≤ λ. The notions of wq-normality and wq∗-normality then correspond to taking L
to be, respectively, the collection I , of infinite subgroups of G, and the collection N , of
nonamenable subgroups of G. Given a G-set X , we will be interested in the collection
N
X = {H ≤ G : H y X is nonamenable}.
For S ⊆ G finite and r > 0, the collection L S,r = {H ≤ G : φS(G/H) < r} (where
φS(G/H) is defined by 0.1) will also be of interest, albeit less directly than N
X . Both of
these collections are upward closed in G (for L S,r this follows from Lemma 2.4 below) and
both are invariant under conjugation by G.
The following characterization of L -wq-normality, along with its proof, is a straightfor-
ward extension of [47, Lemma 5.2].
Lemma 1.1. Let H ≤ M be subgroups of G. Then H ≤Lwq M if and only if for any
intermediate proper subgroup H ≤ K  M there exists g ∈M \K such that gKg−1∩K ∈ L .
Let H ≤ M be subgroups of G and let Ĥ denote the union of all subgroups L ≤ M with
H ≤Lwq L. We call Ĥ the L -wq-closure of H in M .
Proposition 1.2. Ĥ is a subgroup ofM . Moreover, Ĥ is the unique subgroup ofM satisfying
(i) H ≤Lwq Ĥ and (ii) gĤg
−1 ∩ Ĥ 6∈ L for every g ∈M \ Ĥ.
Proof. By Zorn’s Lemma the set {K ≤ M : H ≤Lwq K} contains a maximal element L. By
definition, L ⊆ Ĥ. A consequence of Lemma 1.1 is that if L0, L1 ≤M are two subgroups of
M with H ≤Lwq L0 and H ≤
L
wq L1, then H ≤
L
wq 〈L0, L1〉. It follows that L = Ĥ . Properties
(i) and (ii) are immediate. If K is a subgroup ofM satisfying properties (i) and (ii) in place
of Ĥ , then H ≤ K ≤ Ĥ by property (i) for K and the definition of Ĥ, and since H ≤Lwq Ĥ ,
Lemma 1.1 and property (ii) for K imply that K = Ĥ. 
Definition 1.3. Let L0 = L and for each n ≥ 0 define Ln+1 = {H ≤ G : H ≤
Ln
wq G},
which is upward closed by Lemma 1.1 and induction. A subgroup H of G is said to be
n-degree L -wq-normal in G if H ∈ Ln.
Note that if the collection L is invariant under conjugation by G, then so are each of the
collections Ln, n ∈ N. By applying this definition to the collection N
X , for a G-set X ,
we obtain the sequence N Xn , n ∈ N. If H ∈ Nn = N
G
n , then we say that H is n-degree
wq∗-normal in G. Thus, H is 0-degree wq∗-normal in G if and only if H is nonamenable,
and H is 1-degree wq∗-normal in G if and only if H is wq∗-normal in G in the previously
defined sense.
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For the next proposition, we equip the space of subgroups of G with the subspace topology
inherited from the product topology on 2G. Note that for any G-set X , the collection N X
is an open set, since for a subgroup H ≤ G, nonamenability of the action H y X is
witnessed by a finite subset of H . The same holds for the collection L S,r, as well as for each
N Xn , n ∈ N, when G is finitely generated. Taking L = N
X
n in the following proposition
then shows that, when G is finitely generated, the transfinite sequence in the definition of
L -wq-normality can be replaced by a finite sequence.
Proposition 1.4. Let L be an upward closed collection of subgroups of the countable group
G. Suppose in addition that L is open in the space of subgroups of G.
(i) Let H and M be subgroups of G. Assume that M is finitely generated and H ≤Lwq M .
Then there exist subgroups H0, . . . , Hn such that
(1.1) H = H0 ≤
L
q H1 ≤
L
q · · · ≤
L
q Hn =M.
Moreover, for any such sequence (Hi)
n
i=0 there exists a sequence (H
′
i)
n
i=0 with H
′
0 ≤
L
q
H ′1 ≤
L
q · · · ≤
L
q H
′
n = M , where H
′
i is finitely generated and H
′
i ≤ Hi for all i.
(ii) If G is finitely generated then Ln is open for all n ≥ 0.
Proof. For M,K ≤ G define fM(K) = 〈{g ∈M : gKg
−1∩K ∈ L }〉. Then fM is monotone
and, since L is open and upward closed, the function fM is lower semicontinuous, that
is, fM(lim inf iKi) ≤ lim inf i fM(Ki) for any sequence (Ki)i∈N of subgroups of G, where
lim inf iKi denotes the subgroup of elements of G which are in cofinitely many Ki. It follows
that for any finite sequence M0,M1, · · · ,Mn ≤ G, the function fMn ◦ · · · ◦ fM1 ◦ fM0 is lower
semicontinuous.
(i): Let Hω =
⋃
n∈N f
n
M(H). Then semicontinuity of fM implies fM(Hω) = Hω. This shows
that Hω is the L -wq-closure of H in M , hence Hω = M . Since M is finitely generated and
the sequence fnM(H) is nondecreasing there exists an n with f
n
M(H) = M . This shows the
first part of (i). Fix now any sequence (Hi)
n
i=0 as in (1.1). Then fHn ◦ · · · ◦ fH1(H0) = M ,
so there exists a finitely generated H ′0 ≤ H0 with fHn ◦ · · · ◦ fH1(H
′
0) = M . Assume now
that k < n − 1 and fHn ◦ · · · ◦ fHk+1(H
′
k) = M . Let Q0 ⊆ Q1 ⊆ · · · be a sequence of finite
sets which exhaust {g ∈ Hk+1 : gH
′
kg
−1 ∩ H ′k ∈ L }. Then
⋃
i〈H
′
k, Qi〉 = fHk+1(H
′
k), so
there exists some i such that fHn ◦ · · · ◦ fHk+2(〈H
′
k, Qi〉) = M . Take H
′
k+1 = 〈H
′
k, Qi〉. The
resulting groups H ′0, H
′
1, . . . , H
′
n−1, H
′
n = M satisfy the conclusion of (ii) by construction.
(ii): It suffices to show L1 is open. This follows from (i) and semicontinuity of f
n
G. 
Remark 1.5. In [3], Bader, Furman, and Sauer define higher order notions of s-normality
and establish a connection with higher ℓ2-Betti numbers. It seems reasonable to expect a
similar connection to hold between higher degree wq-normality (or some variant) and higher
ℓ2-Betti numbers, although this is largely speculative.
2. Amenable actions
Let X be a G-set. Let S ⊆ G be finite and let ǫ > 0. A nonempty finite subset P of X
is said to be (S, ǫ)-invariant if
∑
s∈S |sP \ P | < ǫ|P |. Equivalently, P is (S, ǫ)-invariant if∑
s∈S |sP ∩ P | > (|S| − ǫ)|P |.
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Remark 2.1. Assume that S generates G and that every G-orbit has cardinality greater
than 1/ǫ. Then any (S, ǫ)-invariant set P has cardinality |P | > 1/ǫ. Otherwise we would
have
∑
s∈S |sP \ P | < 1, so P would be a G-invariant set of cardinality at most 1/ǫ, a
contradiction.
Remark 2.2. We will make use of the observation [18, Remark 2.12] that if P ⊆ X is (S, ǫ)-
invariant, then there exists a single G-orbit X0 ⊆ X such that P ∩X0 is (S, ǫ)-invariant.
2.A. An estimate with Følner sets. For each n ≥ 1 we let X⊛n denote the set of all
n-tuples of distinct points in X which lie in the same G-orbit
X⊛n = {(x0, . . . , xn−1) ∈ X
n : i 6= j ⇒ Gxi = Gxj and xi 6= xj}.
Then we have a natural action G y X⊛n under which the inclusion map X⊛n →֒ Xn is a
G-map to the diagonal product action. For a subset P ⊆ X let P⊛n = P n ∩X⊛n.
Lemma 2.3. Let S be a finite subset of G. Let n ≥ 1 and let ǫ > 0. Let P ⊆ X be an
(S, ǫ)-invariant set which is contained in a single G-orbit, and assume |P | ≥ n. Then P⊛n
is (S, nǫ)-invariant in X⊛n.
Proof. For each s ∈ S let ǫs =
|sP\P |
|P |
. Then
∑
s∈S ǫs < ǫ, so it suffices to show that for all
k ≤ n we have
(2.1) |sP⊛k ∩ P⊛k| ≥ |P⊛k|(1− kǫs).
If k = 1 then we have equality, so assume inductively that (2.1) holds, where k < n, and
we will show that it holds with k + 1 in place of k. Note that ǫs > 0 implies ǫs ≥ 1/|P |. It
follows that (1− |P |ǫs
|P |−k
)(1− kǫs) ≥ (1− (k + 1)ǫs), and hence
|sP⊛(k+1) ∩ P⊛(k+1)| = |(sP ∩ P )⊛(k+1)|
= (|sP ∩ P | − k)|(sP ∩ P )⊛k|
≥ (|P |(1− ǫs)− k)|P
⊛k|(1− kǫs)
= (1− |P |ǫs
|P |−k
)(|P | − k)|P⊛k|(1− kǫs)
≥ |P⊛(k+1)|(1− (k + 1)ǫs). 
2.B. Proof of Theorems 1 and 3. Assume now that G is a finitely generated by S. Let
φS(X) denote the isoperimetric constant of X with respect to S, defined in (0.1).
Lemma 2.4. Let X and Y be G-sets and assume that there exists a G-map ϕ : X → Y
from X to Y . Then, given any P ⊆ X which is (S, ǫ)-invariant in X, we may find some
Q ⊆ ϕ(P ) which is (S, ǫ)-invariant in Y . In particular φS(Y ) ≤ φS(X).
Proof. See the first proof in §1.2 of [20]. 
Lemma 2.5. Let X be a G-set and let H be a subgroup of G. Assume that the action
H y X is amenable. Then φS(G/H) ≥ φS(X).
Proof. Let Y0 denote the G-set G/H × X equipped with the diagonal product action of
G. Then φS(Y0) ≥ φS(X) by Lemma 2.4, so it suffices to show that φS(G/H) ≥ φS(Y0)
(so in fact φS(G/H) = φS(Y0) by Lemma 2.4). Fix a section σ : G/H → G for the map
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G → G/H , and let ρ : G × G/H → H be the corresponding Schreier cocycle given by
ρ(g, kH) = σ(gkH)−1gσ(kH). Let Y1 denote the G-set G/H ×X equipped with the action
g · (kH, x) = (gkH, ρ(g, kH) ·x), for kH ∈ G/H , x ∈ X (the G-set Y1 is isomorphic to the G-
set obtained by inducing from the H-set X , described in §2.C of [18]). The map ϕ : Y0 → Y1
given by ϕ(kH, x) = (kH, σ(kH)−1 · x) provides an isomorphism between the G-sets Y0 and
Y1, so it suffices to show that φS(G/H) ≥ φS(Y1). Let ∅ 6= P ⊆ G/H be finite. Then, for
each finite ∅ 6= Q ⊆ X , we have P ×Q ⊆ Y1, so φS(Y1) is bounded above by∑
s∈S
|s · (P ×Q) \ (P ×Q)|
|P ×Q|
=
1
|P |
∑
s∈S
∑
kH∈sP∩P
|ρ(s, s−1kH) ·Q \Q|
|Q|
+
∑
s∈S
|sP \ P |
|P |
.
Since H y X is amenable, taking the infimum over all such Q ⊆ X shows that φS(Y1) ≤∑
s∈S
|sP\P |
|P |
, so taking the infimum over P shows that φS(Y1) ≤ φS(G/H). 
Proof of Theorem 3. The base case n = 0 is immediate from Lemma 2.5. Assume now that
φS(G/H) <
1
2n
φS(X), where n > 0, and we will show that H is n-degree N
X-wq-normal in
G. By Lemma 1.1, given H ≤ L  G, it suffices to find some g ∈ G \L such that gLg−1∩L
is (n − 1)-degree N X-wq-normal in G. The quotient map G/H → G/L is a G-map, so by
Lemma 2.4 we have φS(G/L) ≤ φS(G/H) <
1
2n
φS(X). Then φS((G/L)
⊛2) < 1
2n−1
φS(X)
by Lemma 2.3, so by Remark 2.2 there is some point x = (g0L, g1L) ∈ (G/L)
⊛2 with
φS(G/Gx) <
1
2n−1
φS(X). By the induction hypothesis, the group Gx = g0Lg
−1
0 ∩ g1Lg
−1
1 is
(n−1)-degree N X-wq-normal in G. Then g = g−11 g0 ∈ G\L and gLg
−1∩L is (n−1)-degree
N X-wq-normal in G. 
Proof of Theorem 1. This follows immediately from Theorem 3 and the observation that for
any ǫ > 0, the set {x ∈ X : φS(G/Gx) < ǫφS(G)} is m-conull. 
2.C. An extension to infinitely generated groups. Example 0.1 shows that a direct
translation of Theorem 1 does not hold in the general infinitely generated setting. However,
a refined version of Theorem 1 still holds in general. In what follows, for each G-set X let
X0 = {x ∈ X : Gx is nonamenable}.
Corollary 2.6. Let G be a nonamenable group. For each G-set X there is a G-map ϕX :
X → X̂ to a G-set X̂ with the following properties:
(i) Gx is wq
∗-normal in GϕX(x) for all x ∈ X0;
(ii) If m is any G-invariant mean on X, then for any finitely generated subgroup H of
G we have H ≤ GϕX(x) for m-almost every x ∈ X.
Moreover, this assignment can be made functorial: if ψ : X → Z is a G-map then there
exists a unique G-map ψ̂ : X̂ → Ẑ with ϕZ ◦ ψ = ψ̂ ◦ ϕX .
Proof. For each nonamenable subgroup H ≤ G let Ĥ denote the wq∗-closure of H in G (see
§1). For x ∈ X let O(x) denote the G-orbit of X . Let G act on the set X̂0 = {(Ĝx, O(x)) :
x ∈ X0} by conjugating the first coordinate, and let X̂ = X̂0 ⊔X \X0. Define ϕX : X → X̂
by ϕX(x) = (Ĝx, O(x)) for x ∈ X0, and ϕX(x) = x for x ∈ X \X0. Then ϕX is a G-map,
and for each x ∈ X0 we have GϕX(x) = Ĝx since Ĝx is self-normalizing. This verifies (i). For
(ii), let m be a G-invariant mean on X and let H ≤ G be finitely generated. After making
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H larger we may assume that H is nonamenable. By Theorem 1, Hx is wq
∗-normal in H for
m-almost every x ∈ X . For each such x, since Hx ≤ Gx, we have H ≤ Ĝx = GϕX(x).
If ψ : X → Z is a G-map, then we must show that ϕZ(ψ(x)) only depends on ϕX(x). This
is clear for x ∈ X \X0. Suppose now that (Ĝx0, O(x0)) = (Ĝx1 , O(x1)) where x0, x1 ∈ X0.
Find g ∈ G with gx0 = x1. Then Ĝx0 = Ĝx1 = gĜx0g
−1, so g ∈ Ĝx0 ≤ Ĝψ(x0). It follows that
Ĝψ(x1) = Ĝψ(gx0) = gĜψ(x0)g
−1 = Ĝψ(x0), hence ϕZ(ψ(x0)) = ϕZ(ψ(x1)). 
3. Transitive amenable actions
3.A. Weak normality for groupoids. To prove Theorem 4 we need an extension of the
results of [47] on weakly normal inclusions of discrete probability measure preserving (p.m.p.)
groupoids. We adopt the notation and conventions for discrete p.m.p. groupoids from [47,
§6], and we will need a few additional definitions.
Let (G, µ) be a discrete p.m.p. groupoid. We do not distinguish two subgroupoids H and
K of G if they agree off of a µ-null set. Recall that a local section of G is a measurable
map φ : dom(φ) → G, with dom(φ) ⊆ G0 and s(φx) = x for all x ∈ dom(φ), such that
the assignment φ0 : x 7→ r(φx) is injective. We do not distinguish two local sections whose
domains and values agree off of a µ-null set. Let [[G]] denote the collection of all local
sections of G. The inverse of φ ∈ [[G]] is the local section φ−1 : ran(φ0) → G given by
φ−1(y) = φ((φ0)−1y)−1. The composition of two local sections φ, ψ ∈ [[G]] is the local
section φ ◦ ψ : (ψ0)−1(ran(ψ0) ∩ dom(φ0))→ G, x 7→ φ(ψ0(x))ψ(x).
We equip [[G]] with the separable complete metric d(φ, ψ) = µ(dom(φ)△dom(ψ))+µ({x ∈
dom(φ) ∩ dom(ψ) : φ(x) 6= ψ(y)}). A consequence of separability of the metric d is that if
Φ is any subset of [[G]] then up to a µ-null set there is a unique smallest subgroupoid K of
G with Φ ⊆ [[K]]; we call K the subgroupoid generated by Φ and denote it by 〈Φ〉.
For measurable subsets R ⊆ G and A ⊆ G0 we let RA = {γ ∈ R : s(γ), r(γ) ∈ A}. For
φ ∈ [[G]] and γ ∈ Gran(φ0) let γ
φ = φ−1(r(γ))γφ−1(s(γ))−1 ∈ Gdom(φ0). The q-normalizer of
R in G is the set
QG(R) = {φ ∈ [[G]] : (RA)
φ ∩R(φ0)−1A has infinite measure for all non-null A ⊆ ran(φ
0)}.
A subgroupoid H of G is said to be q-normal in G if QG(H) generates G. As usual, we obtain
the corresponding notion of wq-normality by iterating q-normality transfinitely. Then the
analogue of Lemma 1.1 holds: H is wq-normal in G if and only if for every intermediate
proper subgroupoid H ⊆ K ( G there exists a local section φ ∈ [[G]] \ [[K]] with φ ∈ QG(K).
While Theorem 6.9 of [47] is stated for ws-normal subgroupoids, we note that the proof
holds more generally for wq-normal subgroupoids.
Theorem 3.1 (cf. [47, Theorem 6.9]). Let H be a subgroupoid of the discrete p.m.p. groupoid
(G, µ). If H is wq-normal in G then the restriction map H1(G,U(G, µ)) → H1(H,U(G, µ))
is injective.
Proof. The proof of Theorem 6.9 of [47] shows that if c is a G-cocycle with values in U(G, µ)
which vanishes on [[H]], then c vanishes on QG(H), and therefore on 〈QG(H)〉 since the
set where c vanishes is closed under compositions and inverses, and c respects countable
decompositions. The theorem follows. (We note the following minor correction to the proof
of Theorem 6.9 of [47]: using the notation from that proof, the fact that HA is s-normal in
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GA is irrelevant to the proof; what is being used is that (χAψ)
−1HA(χAψ) ∩ H(ψ0)−1A has
infinite measure, which holds since H is s-normal in G and hence ψ ∈ QG(H). The rest of
the proof remains unchanged after replacing A by (ψ0)−1A in the appropriate places.) 
3.B. Recurrence and normality. LetGy (Y, ν) be a free probability measure preserving
action of G. We let RG denote the orbit equivalence relation generated by this action. Then
(RG, ν) is a discrete p.m.p. groupoid so that the notation and terminology of §3.A applies.
In this case, we will identify each local section φ ∈ [[RG]] with the corresponding partial
isomorphism φ0 of (Y, ν), and we identify elements of G with their image in [[RG]].
For each subset P ⊆ G let RP ⊆ RG denote the graph RP = {(y, ky) : y ∈ Y, k ∈ P}.
Define the sets
Q(P ) = {g ∈ G : (∀n)(∃distinct k0, . . . , kn−1 ∈ G) (k
−1
i kj ∈ P ∩ P
g for all i < j < n)}
L(P ) = {g ∈ G : (∀n)(∃distinct k0, . . . , kn−1 ∈ G) (k
−1
i kj ∈ P ∩ g
−1P for all i < j < n)}.
For a subgroup H ≤ G we then have RH = RH and Q(H) = {g ∈ G : H ∩Hg is infinite}.
Lemma 3.2. Let Gy (Y, ν) be a free probability measure preserving action of G. Let A ⊆ Y
be measurable and let P = P−1 be a subset of G.
(i) If g ∈ Q(P ) then g|(A∩g−1A) ∈ QRG(R
P
A). In particular, if H is an infinite subgroup
of G then RHA is q-normal in the equivalence relation generated by R
Q(H)
A .
(ii) Let dPA, d
L(P )
A : Y × Y → N ∪ {∞} denote the extended graph metrics on R
P
A and
R
L(P )
A respectively. Then d
P
A(x, y) ≤ 2d
L(P )
A (x, y) for almost every (x, y) ∈ R
G. In
particular, if L(P ) = G then RPA generates R
G
A.
Proof of Lemma 3.2. (i) Fix g ∈ Q(P ). It suffices to show that for almost every y ∈ A ∩
g−1A, the set {z ∈ A : (z, y), (gz, gy) ∈ RPA} is infinite. Suppose toward a contradiction
that there exists an m > 0 such that the set
C = {y ∈ A ∩ g−1A : |{z ∈ A : (z, y), (gz, gy) ∈ RPA}| < m}
has positive measure, say ν(C) = ǫ > 0. By the Poincare´ recurrence theorem there exists
some n ∈ N, depending only on ǫ and m, such that if (Ci)i<n is any sequence of measurable
sets in Y , each with ν(Ci) ≥ ǫ, then there exists i0 < i1 < · · · < im < n with ν(
⋂
j<mCij ) > 0.
Using this n, let (ki)i<n be a sequence as in the definition of g ∈ Q(P ). By our choice of
n there exists i0 < i1 < · · · < im < n with ν(
⋂
j≤m kijC) > 0. For each 0 ≤ j < m let
hj = k
−1
im
kij so that h
−1
j ∈ P ∩ P
g and ν(C ∩
⋂
j<m hjC) > 0, and the elements h0, . . . , hm−1
are pairwise distinct. Fix y ∈ C ∩
⋂
j<m hjC and fix any j < m and put h = hj . Then
y, h−1y ∈ C ⊆ A∩ g−1A, so y, h−1y, gy, gh−1y ∈ A. Moreover, h−1 ∈ P and gh−1g−1 ∈ P , so
it follows that (h−1y, y) ∈ RPA and (gh
−1y, gy) = ((gh−1g−1)gy, gy) ∈ RPA. This shows that
{h−1j y}
m−1
j=0 ⊆ {z ∈ A : (z, y), (gz, gy) ∈ R
P
A}, which contradicts that y ∈ C.
(ii) It suffices to show that dPA(gy, y) ≤ 2 for all g ∈ L(P ) and almost every y ∈ A∩ g
−1A.
Suppose toward a contradiction that there exists some g ∈ L(P ) such that the set
D = {y ∈ A ∩ g−1A : dPA(gy, y) > 2}
has positive measure. Let n ∈ N be so large that 1
n
< ν(D). Let (ki)i<n be a sequence as
in the definition of g ∈ L(P ). Then ν(kiD) = ν(D) >
1
n
for all 0 ≤ i < n, so there exists
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i < j < n with ν(kiD ∩ kjD) > 0. Let k = k
−1
i kj, so that k ∈ P ∩ g
−1P , and the set
D0 := D ∩ kD is non-null. Fix y ∈ D0. Then we have y, gy, k
−1y ∈ A and k, gk ∈ P , so
(k−1y, gy) = (k−1y, (gk)k−1y) ∈ RPA and (k
−1y, y) = (k−1y, k(k−1y)) ∈ RPA. This shows that
dPA(gy, y) ≤ 2, which contradicts that y ∈ D. 
Example 0.6 shows that there are nonamenable groups having a transitive amenable action
G y X such that Gx is not ws-normal in G. The next Lemma shows that Gx is still very
close to being s-normal in G. Recall that a subset B of G is said to be thick in G if for
every finite subset F ⊆ G the intersection
⋂
g∈F gB is nonempty (equivalently: infinite).
Observe that if B ⊆ G is thick then L(B) = G since given g ∈ G we can define k0 = 1 and
inductively let kn+1 be any element of
(⋂
i≤n ki(B ∩ g
−1B)
)
\ {k0, . . . , kn}, so that (kn)n≥0
witnesses that g ∈ L(B).
Lemma 3.3. Let G y X be a transitive amenable action of a nonamenable group G. Fix
any element x ∈ X and let H = Gx. Then Q(H) is thick in G. In particular, L(Q(H)) = G.
Proof. Since H is a subgroup of G we have Q(H) = {g ∈ G : H ∩Hg is infinite}. Note that
H is nonamenable since G is nonamenable and the action G y G/H is amenable. Let m
be a G-invariant mean on G/H . Then m is also H-invariant, so we obtain
(3.1) m({gH ∈ G/H : H ∩ gHg−1 is nonamenable}) = 1.
Let π : G→ G/H be the projection map π(g) = gH . Then (3.1) implies thatm(π(Q(H))) =
1. If g ∈ G then by G-invariance of m we have m(π(gQ(H))) = m(gπ(Q(H))) =
m(π(Q(H))) = 1. Therefore, for any finite subset F of G we have m(π(
⋂
g∈F gQ(H))) =
m(
⋂
g∈F π(gQ(H))) = 1, where the equality π(
⋂
g∈F gQ(H)) =
⋂
g∈F π(gQ(H)) follows from
Q(H) being a union of left cosets of H . In particular,
⋂
g∈F gQ(H) 6= ∅. 
3.C. Proof of Theorem 4. Using Theorem 3.1 and Lemmas 3.2 and 3.3, we can now
argue as in Theorem 5.12 of [47].
Proof of Theorem 4. We can of course assume that G is nonamenable. Let H = Gx and
assume that β
(2)
1 (H) < ∞. Since H is infinite index in G there exists a free ergodic p.m.p.
action G y (Y, ν) of G whose restriction to H has a continuum of ergodic components.
Such an action may be obtained, e.g., by coinducing from any free p.m.p. action of H with
a continuum of ergodic components. Fix n ≥ 1 and let A0, . . . , An−1 be a partition of Y into
H-invariant sets of equal measure. Let Rn =
⊔
i<nR
G
Ai
. Observe that RH ⊆ Rn ⊆ R
G. For
each i < n let Si be the equivalence relation generated by R
Q(H)
Ai
. Then by Lemma 3.2.(i),
RH is q-normal in
⊔
i<n Si. By Lemma 3.3 we have L(Q(H)) = G, so Lemma 3.2.(ii) implies
that Si = R
G
Ai
for each i < n, and hence
⊔
i<n Si = Rn. This shows that R
H is q-normal in
Rn and hence
β
(2)
1 (Rn) ≤ β
(2)
1 (R
H)
by Theorem 3.1. Since G y (Y, ν) is ergodic, each of the sets Ai is a complete section for
RG, so [RG : Rn] = n. By Corollary 3.16 and Proposition 5.11 of [17] we therefore have
β
(2)
1 (G) = β
(2)
1 (R
G) =
1
n
β
(2)
1 (Rn) ≤
1
n
β
(2)
1 (R
H) =
1
n
β
(2)
1 (H).
Since n ≥ 1 was arbitrary and β
(2)
1 (H) <∞, we conclude that β
(2)
1 (G) = 0.
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Assume now that PC (H) < ∞ and let H y (Y0, ν0) be a free p.m.p. action of H with
PC (RHY0) < ∞. After taking the product of this action with an identity action of H on
an atomless probability space, we may assume that H y (Y0, ν0) has continuous ergodic
decomposition. Let G y (Y, ν) be the coinduced action, which is free and ergodic. Since
H y (Y, ν) factors onto H y (Y0, ν0), we have PC (R
H
Y ) ≤ PC (R
H
Y0
) <∞. The proof now
proceeds as above, using Proposition A.2 in place of Theorem 3.1, and Proposition 25.7 of
[32] in place of Proposition 5.11 of [17] (the proof of Proposition 25.7 of [32] works just as
well for pseudocost as for cost). 
4. The cost of inner amenable groups
4.A. Proof of Theorem 8. We will often use the following well-known classical fact, which
is a weakening of Theorem 1.
Lemma 4.1. Let Gy X be an amenable action of a nonamenable group G and let m be a
G-invariant mean on X. Then Gx is nonamenable for m-almost every x ∈ X.
The following simple consequence will be very useful.
Lemma 4.2. Assume that the pair (G,H) is inner amenable and let m be an H-conjugation
invariant mean on G. Let F be a finite collection of nonamenable subgroups of H. Then
m({g ∈ G : L ∩ CG(g) is nonamenable for all L ∈ F}) = 1.
Proof. It suffices to prove the lemma in the case where F = {L} is a singleton. This follows
from Lemma 4.1 by taking X = G along with the conjugation action Ly X . 
Theorem 8 is an immediate consequence of the following more detailed analysis.
Theorem 4.3. Assume that the pair (G,H) is inner amenable and that H is nonamenable.
For each nonamenable subgroup L ≤ H let KL = 〈{g ∈ G : L ∩ CG(g) is nonamenable}〉.
(i) Let L be a nonamenable subgroup of H. Then L ≤q∗ LKL ≤q 〈H,KL〉 ≤q∗ HKH . In
particular, L is wq-normal in HKH , and H is q
∗-normal in HKH .
(ii) Every H-conjugation invariant mean m on G concentrates on HKH . In particular,
m concentrates on the wq∗-closure of H in G.
Proof. Fix an atomless H-conjugation invariant mean m on G. Let L ≤ H be nonamenable.
Let SL = {g ∈ G : L ∩ CG(g) is nonamenable}. Then m(SL) = 1 by Lemma 4.2, and
SL ⊆ {g ∈ G : gLg
−1 ∩ L is nonamenable} implies that L ≤q∗ LKL. Since SL ⊆ KL we
have m(LKL) = 1, so m(hLKLh
−1 ∩ LKL) = 1 for all h ∈ H , and since m is atomless this
shows that LKL ≤q 〈H,KL〉. Then 〈H,KL〉 ≤q∗ HKH follows from H ≤q∗ HKH . 
4.B. Proof of Theorem 9. We begin with the version of Theorem 9 for inner amenable
pairs. Let N (H) denote the collection of all nonamenable subgroups of H .
Theorem 4.4. Assume that the pair (G,H) is inner amenable and that H is nonamenable.
Then at least one of the following holds:
(1) For every finite F ⊆ N (H) there exists an infinite amenable subgroup K of G such
that L ∩ CG(K) is nonamenable for all L ∈ F .
20 ROBIN D. TUCKER-DROB
(2) For every finite F ⊆ N (H) there exists an increasing sequence M0 ≤ M1 ≤ · · · of
finite subgroups of G, with limn→∞ |Mn| =∞, such that L∩CG(Mn) is nonamenable
for all L ∈ F , n ∈ N.
(3) For every finite F ⊆ N (H) there exists a nonamenable subgroup K of G such that
L ∩ CG(K) is nonamenable for all L ∈ F .
Proof. Assume that neither (1) nor (2) holds, as witnessed by the collections F1 and F2
respectively. We will show that (3) holds. Toward this end, fix F ⊆ N (H) finite. We
may assume that F1 ∪ F2 ⊆ F . Fix an atomless H-conjugation invariant mean m on G.
Let M0 = {e} and for each L ∈ F let ϕ0(L) = L. Assume for induction that ϕ0(L) ≥
· · · ≥ ϕn(L), L ∈ F , and M0  · · ·  Mn have been defined with ϕn(L) nonamenable
and commuting with Mn for all L ∈ F . If Mn is infinite then we stop; otherwise, since
m is atomless we have m(Mn) = 0, so by Lemma 4.2 there exists g ∈ G \Mn such that
ϕn+1(L) := ϕn(L) ∩ CG(g) is nonamenable for all L ∈ F . The induction continues with
Mn+1 := 〈Mn, g〉.
We claim that this process stops at some stage, i.e., there is some n > 0 such that Mn
is infinite. Otherwise, if the process never stops, we would obtain an infinite sequence
M0  M1  · · · of finite groups such that ϕn(L) ≤ L∩CG(Mn) for all L ∈ F2, contradicting
our choice of F2. Let n be the stage at which the process stops and take K := Mn. Then
for each L ∈ F we have ϕn(L) ≤ L ∩CG(K), so L ∩CG(K) is nonamenable. Then K must
be nonamenable since F1 ⊆ F . 
We can now prove Theorem 9.
Proof of Theorem 9. Assume that neither (1) nor (2) of Theorem 9 holds and fix F ⊆ N
finite and n ∈ N toward the goal of verifying (3). We already know that the pair (G,G)
satisfies alternative (3) of Theorem 4.4. We may therefore find a nonamenable subgroup
K00 ≤ G such that the group ψ0(L) := L∩CG(K
0
0 ) is nonamenable for all L ∈ F . Let k ≥ 0
and assume for induction that we have defined the nonamenable subgroups ψk(L), L ∈ F ,
and nonamenable Kk0 , K
k
1 , . . . , K
k
k , such that
• Kki and K
k
j commute for all 0 ≤ i < j ≤ k,
• ψk(L) ≤ L and ψk(L) and Ki commute for all L ∈ F and 0 ≤ i ≤ k.
Now apply alternative (3) of Theorem 4.4 to (G,G), using the finite collection {ψk(L) :
L ∈ F} ∪ {Kki : 0 ≤ i ≤ k}, to obtain a nonamenable subgroup K
k+1
k+1 of G such that
ψk+1(L) := ψk(L)∩CG(K
k+1
k+1) is nonamenable for all L ∈ F , and K
k+1
i := K
k
i ∩CG(K
k+1
k+1) is
nonamenable for all i ≤ k. This continues the induction. For each i < n letKi = K
n−1
i . Then
K0, K1, . . . , Kn−1 are the desired subgroups for the first part of (3). For the second statement,
we may assume that F contains a subset F1 witnessing that alternative (1) fails. For each
0 ≤ i < n inductively let gi be any element of Ki\〈g0, . . . , gi−1〉; this set is nonempty since Ki
is nonamenable and 〈g0, . . . , gi−1〉 is abelian. The groupMn := 〈g0, g1, . . . , gn−1〉 is an abelian
group which commutes with ψ(L) for all L ∈ F , hence L ∩ CG(Mn) is nonamenable for all
L ∈ F . Then Mn is finite since F1 ⊆ F . By construction, Mn has order |Mn| ≥ 2
n. 
4.C. Proof of Theorem 5.
Lemma 4.5. LetM be a finite normal subgroup of G. Then |M |(C ∗(G)−1) ≤ C ∗(G/M)−1.
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Proof. Let Gy (X, µ) be a free p.m.p. action of G. Let Y ⊆ X be a measurable transversal
for RMX , so µ(Y ) =
1
|M |
. Let µY be the normalized restriction of µ to Y . Then G/M acts on
(Y, µY ) by the rule gM · y0 = y1 if and only if gMy0 = My1. This is an action since M is
normal in G, and it is free and measure preserving. Fix ǫ > 0 and let R be a graphing of
R
G/M
Y with CµY (R) < C
∗(G/M) + ǫ. Let T be a treeing of RMX . Then Cµ(T ) = 1−
1
|M |
and
T ∪R is a graphing of RGX , hence
Cµ(R
G
X) ≤ Cµ(T ∪R) = Cµ(T ) + µ(Y )CµY (R)
< 1−
1
|M |
+
1
|M |
(C ∗(G/M) + ǫ) = 1 +
C ∗(G/M)− 1
|M |
+ ǫ/|M |.
Since ǫ > 0 was arbitrary this shows that Cµ(R
G
X) ≤ 1 +
C ∗(G/M)−1
|M |
. Since this holds for all
free p.m.p. actions Gy (X, µ) the proof is complete. 
Lemma 4.6. Let G be a nonamenable group.
(1) There exists a finitely generated nonamenable subgroup H ≤ G with C ∗(H) ≤ 2.
(2) Let M be a finite normal subgroup of G. Then there exists a finitely generated non-
amenable subgroup H ≤ G containing M with C ∗(H) ≤ 1 + 1/|M |.
Proof. (1): Let F be a finite subset of G which is minimal (under inclusion) with respect to
the property that 〈F 〉 is nonamenable. Take H = 〈F 〉. Let H y (X, µ) be a free p.m.p.
action of H . By minimality of F , for any g ∈ F the group K = 〈F \ {g}〉 is amenable, hence
Cµ(R
H
X) ≤ Cµ(R
K
X) + Cµ(R
〈g〉
X ) ≤ 2.
(2): By applying part (1) to G/M we may find a finitely generated nonamenable subgroup
H ≤ G containing M such that C ∗(H/M) ≤ 2. Then by Lemma 4.5 we have
C
∗(H) ≤ 1 +
C ∗(H/M)− 1
|M |
≤ 1 +
1
|M |
. 
Proof of Theorem 5. (1): If H is amenable then C ∗(H) = 1, so PC ∗(H) = 1, hence
PC
∗(G) = 1 by Proposition A.3 and thus C ∗(G) = 1, so we are done. Assume now that H
is nonamenable. Fix an H-conjugation invariant mean m on G. If L is any subgroup of G
such that L∩H is nonamenable, then Theorem 4.3 implies that (L∩H) ≤wq HKH ≤wq G,
so L ≤wq G, and hence PC
∗(G) ≤ PC ∗(L) by Proposition A.3. This shows that
(4.1) PC ∗(G) = inf{PC ∗(L) : L ≤ G and L ∩H is nonamenable}.
Apply Theorem 4.4 and take F = {H}. If alternative (1) holds then the subgroup L =
(H ∩CG(K))K has fixed price 1, and L∩H is nonamenable, so PC
∗(G) = 1 by (4.1), and
hence C ∗(G) = 1. If alternative (2) holds then by Lemma 4.6 we may find a sequence (Ln)n∈N
of nonamenable subgroups Ln ≤ (H ∩ CG(Mn))Mn with PC
∗(Ln) ≤ 1 + 1/|Mn| −→ 1 as
n→∞. Since Ln∩H is nonamenable for all n ∈ N we conlude once again that PC
∗(G) = 1
and hence C ∗(G) = 1. Finally, suppose that alternative (3) holds and let L = (H∩CG(K))K.
Then C (L) = 1 since H ∩CG(K) commutes with K and both groups are infinite [16]. Since
L ≤wq G it follows from Proposition A.3 that PC (G) = 1 and hence C (G) = 1.
(2): We may assume that G is nonamenable, and by the proof of part (1) we may assume
that alternative (3) of Theorem 9 holds. Then using the sequence (Mn)n∈N we obtain that
C ∗(G) = 1 as in the proof for alternative (2) above. 
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5. Cocycle superrigidity
5.A. Amenable actions and stable spectral gap. Fix a finite subset S of G. Given a
unitary representation π of G on the Hilbert space H, we define
φS(π) = inf
{∑
s∈S
‖πsξ − ξ‖
‖ξ‖
: 0 6= ξ ∈ H
}
.
The representation π is said to have stable spectral gap if 1 6≺ π ⊗ π, where ≺ denotes
weak containment of unitary representations. If S generates G, then the representation π
has stable spectral gap if and only if φS(π ⊗ π) > 0.
Lemma 5.1. Let κ and π be unitary representation of G.
(1) If κ ≺ π then φS(π) ≤ φS(κ).
(2) φS(π ⊗ κ) ≥
1
2
φS(π ⊗ π)
2.
Proof. (1) is clear, and (2) follows from the Powers-Størmer inequality (see [50, Lemma
3.2]). 
Lemma 5.2. Assume that S generates G. Let π be a unitary representation of G with stable
spectral gap. Let H be a subgroup of G and let λG/H denotes the quasi-regular representation
of G on ℓ2(G/H). If φS(λG/H) <
1
2
φS(π ⊗ π)
2 then π|H has stable spectral gap.
It follows that if G y X is an amenable action of a countable group G on a set X with
G-invariant mean m, and if π is a representation of G with stable spectral gap, then π|Gx
has stable spectral gap for m-almost every x ∈ X.
Proof. We prove the contrapositive. Suppose that π|H does not have stable spectral gap, i.e.,
1|H ≺ (π ⊗ π)|H . Then λG/H ≺ Ind
G
H((π ⊗ π)|H)
∼= π ⊗ π⊗ λG/H . Applying (1) and then (2)
of Lemma 5.1, we obtain φS(λG/H) ≥ φS(π ⊗ (π ⊗ λG/H)) ≥
1
2
φS(π ⊗ π)
2.
For the last statement, note that it is enough to prove this in the case where G is finitely
generated, say by S. Then for any ǫ > 0 we have m({x ∈ X : φS(λG/Gx) < ǫ}) = 1, so we
can take ǫ = 1
2
φS(π ⊗ π)
2 and apply the first part of the lemma. 
5.B. The space of means. Let M = M (G) denote the space of means on G. Then M is
a weak∗-closed subset of the unit ball of ℓ∞(G)∗, hence by the Banach-Alaoglu Theorem M
is compact in the weak∗-topology. Let P = M ∩ℓ1(G) denote the collection of all probability
vectors on G. Then P is a weak∗-dense subset of M .
For g ∈ G and m ∈ M we define the means gm and mg respectively by (gm)(A) =
m(g−1A) and (mg)(A) = m(Ag−1) for A ⊆ G. The assignments (g,m) 7→ gm and
(m, g) 7→ mg define left and right actions respectively of G on M which commute. The
convolution of two means m and n on G is defined to be the mean m∗n =
∫
g∈G
gn dm(g).
This gives M the structure of a semigroup in which multiplication is weak∗-continuous in
the left variable. We identify G with the collection of point masses {δg}g∈G ⊆ P. Then we
have gm = δg ∗m and mg = m ∗ δg.
For a subgroup H ≤ G, let CM (H) = CM (G)(H) denote the subset of M consisting of all
means on G which are invariant under conjugation by H . Observe that CM (H) is a closed,
convex, subsemigroup of M with CG(H) ⊆ CM (H).
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Lemma 5.3. Let H be a subgroup of G, let m ∈ CM (H), and let A ⊆ ℓ
∞(G) be a separable
subalgebra. Then there exists a sequence (pn)n∈N in P such that limn ‖hpnh
−1− pn‖1 = 0 for
all h ∈ H, and limn pn(φ) = m(φ) for all φ ∈ A .
Proof. Fix finite sets S ⊆ H and A0 ⊆ A , along with ǫ > 0. It suffices to show that there
exists some p ∈ P with sups∈S ‖sps
−1 − p‖1 < ǫ and supφ∈A0 |p(φ) −m(φ)| < ǫ. Since P is
weak∗-dense in M , the convex set K0 = {p ∈ P : supφ∈A0 |p(φ)−m(φ)| < ǫ} contains m in
its weak∗-closure. Since m ∈ CM (H), the convex subset {(sps
−1−p)s∈S : p ∈ K0} of ℓ
1(G)S
contains 0 ∈ ℓ1(G)S in its weak closure, hence in its norm closure by Mazur’s Theorem. This
implies that there exists p ∈ K0 such that sups∈S ‖sps
−1 − p‖1 < ǫ. 
5.C. Weak mixing for subsemigroups of M . Let H be a Hilbert space and let ϕ :
G → B(H), g 7→ ϕg, be a map from G into the bounded linear operators on H whose
image is contained in the unit ball of B(H). We extend ϕ to a map M → B(H), by
taking ϕm =
∫
G
ϕg dm, i.e., ϕm is the unique bounded linear operator satisfying 〈ϕmξ, η〉 =∫
g∈G
〈ϕgξ, η〉 dm(g) for all ξ, η ∈ H. In particular, each unitary representation π : G →
U (H) of G extends to a map M → B(H) by taking πm =
∫
G
πg dm for each m ∈ M .
Proposition 5.4. Let π : G→ U (H) be a unitary representation of G. Then the extended
map π : M → B(H) has the following properties:
i. π is an affine semigroup homomorphism.
ii. For each m ∈ M we have π∗
m
= πmˇ, where mˇ(A) = m(A
−1) for A ⊆ G.
iii. For each m ∈ M the operator πm is a contraction, i.e., ‖πm‖∞ ≤ 1.
iv. π is continuous when M is given the weak∗-topology and when B(H) is given the
weak operator topology.
v. {πm}m∈M ⊆W
∗(π(G)).
Proof. Properties i. through iv. follow from the definitions, and v. follows from iv. 
If π and κ are unitary representations of G on H and K respectively, then for m ∈ M ,
the operators (π ⊗ κ)m =
∫
G
πg ⊗ κg dm and πm ⊗ κm are generally distinct. We will only
make use of the operator (π ⊗ κ)m.
Definition 5.5. Let π be a unitary representation of G and let M0 be a subsemigroup of
M . We say that π|M0 is weakly mixing if (π ⊗ π¯)|M0 has no nonzero invariant vectors.
The next proposition extends several well-known characterizations of weak mixing from
the group setting to the setting of subsemigroups of M .
Proposition 5.6. Let π : G → U (H) be a unitary representation of G and let M0 be a
subsemigroup of M . Then the following are equivalent:
i. π|M0 is weakly mixing.
ii. (π⊗ κ)|M0 has no nonzero invariant vectors for every unitary representation κ of G.
iii. For every finite F ⊆ H and ǫ > 0 there exists m ∈ M0 such that∫
g∈G
|〈πgξ, η〉|
2dm(g) < ǫ
for all ξ, η ∈ F .
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iv. There is no nonzero finite dimensional subspace L of H such that PL =
∫
G
πgPLπ
∗
g dm
for all m ∈ M0. Here, PL denotes the orthogonal projection onto L.
Proof. Using the properties in Proposition 5.4, the proof is a routine extension of the proof
for the case M0 = G (see, e.g., [45]). 
Example 5.7. Let λ : G → U (ℓ2(G)) be the left regular representation of G. Then λ is a
mixing representation of G, so if m is any atomless mean on G then λm = 0 in B(ℓ
2(G)).
It follows that if M0 is a subsemigroup of M whose weak
∗-closure contains a mean which is
atomless, then λ|M0 is weakly mixing.
The next proposition shows that weak mixing for the Koopman representation associated
to a p.m.p. action of G behaves as expected.
Proposition 5.8. Let G y (X, µ) be a p.m.p. action of G and let κ denote the associated
Koopman representation on L2(X, µ). Let M0 be a subsemigroup of M . Then the collection
{A ⊆ X : κm(1A) = 1A for all m ∈ M0} is a ‖ · ‖2-norm closed sigma subalgebra of the
measure algebra of (X, µ). Furthermore, a function ξ ∈ L2(X, µ) is κ|M0-invariant if and
only if 1A is κ|M0-invariant for every ξ-measurable set A ⊆ X.
Proof. A function ξ ∈ L2(X, µ) is κm-invariant if and only if
∫
G
‖κg(ξ) − ξ‖
2
2 dm = 0.
Therefore, if f0, f1 ∈ L
∞(X, µ) are both κm-invariant, then∫
G
‖κg(f0f1)− f0f1‖
2
2 dm ≤ ‖f1‖
2
∞
∫
G
‖κg(f0)− f0‖
2
2 dm+ ‖f0‖
2
∞
∫
G
‖κg(f1)− f1‖
2
2 dm = 0,
hence f0f1 is also κm-invariant.
Assume that ξ ∈ L2(X, µ) is κ|M0-invariant. It suffices to show that sets of the form
Ar = {x ∈ X : ξ(x) ≥ r}, r ∈ R, are κ|M0-invariant. Suppose toward a contradiction that
Ar is not κm-invariant for some r ∈ R and m ∈ M0. Then we have
∫
G
µ(Ar \ gAr) dm > 0,
so there is some ǫ > 0 such that m(Dǫ) > 0 where Dǫ = {g ∈ G : µ(Ar \ gAr) > ǫ}.
Find δ > 0 such that µ(Ar−δ \ Ar) = µ({x ∈ X : r > ξ(x) ≥ r − δ}) < ǫ/2. Then
for g ∈ Dǫ we have µ(Ar \ gAr−δ) > ǫ/2 and hence ‖ξ − κg(ξ)‖
2
2 ≥ δǫ/2. Therefore,
0 =
∫
g∈Dǫ
‖ξ − κg(ξ)‖
2
2 dm ≥ m(Dǫ)δǫ/2 > 0, a contradiction. For the reverse implication,
approximate ξ in ‖ · ‖2-norm by ξ-measurable simple functions. 
Definition 5.9. Let G yσ (X, µ) be a p.m.p. action of G and let κ denote the associated
Koopman representation on L2(X, µ). Let M0 be a subsemigroup of M . We say that σ|M0
is ergodic if every κ|M0-invariant function in L
2(X, µ) is essentially constant. We say that
σ|M0 is weakly mixing if (σ ⊗ σ)|M0 is ergodic.
Proposition 5.10. Let Gyσ (X, µ) be a p.m.p. action of G and let κ denote the associated
Koopman representation on L2(X, µ). Let M0 be a subsemigroup of M . Then the following
are equivalent:
i. σ|M0 is weakly mixing;
ii. (σ ⊗ ρ)|M0 is ergodic for every ergodic p.m.p. action ρ of G;
iii. The restriction of κ|M0 to L
2(X, µ)⊖ C1X is weakly mixing.
Proof. This follows from Propositions 5.6 and 5.8. 
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5.D. Proof of Theorem 11.
Proof of Theorem 11. For g ∈ G let CH(g) = H ∩ CG(g). Define the set
D = {g ∈ G : σ|CH (g) has stable spectral gap},
and let G0 = 〈H,D〉. If m is a mean on G which is invariant under conjugation by H
then, since σ|H has stable spectral gap, Lemma 5.2 implies that m(D) = 1, so in particular
m(G0) = 1.
Let w : G×X → L be a cocycle with values in a group L ∈ Ufin. To show that w untwists
on G0, we claim that it is enough to show that w untwists on H . Indeed, assume that w
untwists on H . If g ∈ D then CH(g) ≤ gHg
−1 ∩ H and σ|CH (g) has stable spectral gap, so
in particular σ|CH (g) is weakly mixing. We can therefore apply the last statement in Lemma
3.5 of [15] to conclude that w untwists on all of G0.
It remains to show that w untwists onH . We may assume that L is a closed subgroup of the
unitary group U (N) of some finite von Neumann algebra N . Let A = L∞(X, µ) and view w
as a cocycle w : G→ U (A⊗N) for the action σ⊗idN , i.e., satisfying wgh = wg(σg⊗idN )(wh).
We will use Popa’s setup from Theorem 4.1 of [50], with A here taking the place of P .
Namely, we let M = (A ⊗ N) ⋊σ⊗idN G and we let M˜ = (A ⊗ A ⊗ N) ⋊σ⊗σ⊗idN G, and
we view M as a subalgebra of M˜ so that the canonical unitaries {ug}g∈G ⊂ M implement
σ ⊗ idN and σ ⊗ σ ⊗ idN on M and M˜ respectively. We let τ denote the trance on M˜ .
Let {αt}t∈R ∪ {β} ⊆ Aut(A ⊗ A) denote the s-malleable deformation, and we extend β
and αt, t ∈ R, to automorphisms of M˜ by letting β(x) = x = αt(x) if x ∈ N ⊗ LG. Let
u˜g = wgug for g ∈ G, so that g 7→ u˜g is a homomorphism. Let π˜ denote the representation
of G on L2(M˜) = L2(M)⊗L2(A) determined by π˜(g)((xuh)⊗ y) = Ad(u˜g)(xuh)⊗σg(y), for
x ∈ A⊗N , y ∈ A, g, h ∈ G.
Claim 5.11. limt→0
(
sup
m∈CM (H)
∫
g∈G
‖αt(u˜g)− u˜g‖
2
2 dm(g)
)
= 0.
Proof of Claim 5.11. Fix ǫ > 0. It suffices to show that there exists tǫ > 0, along with
S ⊆ H finite and δ > 0, such that if p ∈ P satisfies sups∈S ‖sps
−1 − p‖1 < δ then for all t
with 0 ≤ |t| ≤ tǫ we have
∫
G
‖αt(u˜g)− u˜g‖
2
2 dp(g) < ǫ, since the claim will then follow using
Lemma 5.3. Since H yσ (X, µ) has stable spectral gap, there exists a finite set S ⊆ H and
δ0 > 0 such that if η ∈ L
2(M˜) is a unit vector satisfying sups∈S ‖π˜(s)η − η‖2 < δ0, then
‖η− e(η)‖2 < ǫ
1/2/2, where e : L2(M˜)→ L2(M) denotes the orthogonal projection. Since S
is finite, there exists t1 > 0 such that for all 0 ≤ t0 ≤ t1 we have sups∈S ‖αt0(u˜s)−u˜s‖2 < δ0/4.
Let tǫ = 2t1 and fix t0 with 0 ≤ t0 ≤ t1. Let δ = δ
2
0/4 and fix p ∈ P with sups∈S ‖sps
−1−p‖1 <
δ.
Let Q = {u˜g}
′′
g∈G. Then we may identify ℓ
2(G) with L2(Q) ⊂ L2(M) via δg 7→ u˜g. For
each q ∈ P, let ηq =
∑
g∈G q(g)
1/2u˜g ∈ L
2(Q). We have τ(αt0(u˜g)u˜
∗
h) = 0 for all g 6= h, which
implies that ‖αt0(u˜g)ξ − u˜gξ‖2 = ‖αt0(u˜g)− u˜g‖2 = ‖ξαt0(u˜g) − ξu˜g‖2 for every unit vector
ξ ∈ L2(Q), and therefore sups∈S ‖αt0(u˜s)ηp−ηpαt0(u˜s)‖2 < δ0/2+sups∈S ‖ηsps−1−ηp‖2 < δ0.
By replacing t0 by −t0 and applying αt0 we obtain sups∈S ‖π˜(s)αt0(ηp) − αt0(ηp)‖2 < δ0.
Our choice of δ0 then implies that ‖αt0(ηp) − e(αt0(ηp))‖2 < ǫ
1/2/2, and hence by Popa’s
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Transversality Lemma [50, Lemma 2.1],∫
G
‖α2t0(u˜g)− u˜g‖
2
2 dp ≤ 4
∫
G
‖αt0(u˜g)− e(αt0(u˜g))‖
2
2 dp = 4‖αt0(ηp)− e(αt0(ηp))‖
2
2 < ǫ.
[Claim 5.11]
Claim 5.12. limt→0
(
suph∈H ‖αt(u˜h)− u˜h‖
2
2
)
= 0.
Proof of Claim 5.12. Fix ǫ > 0. By Claim 5.11 there exists tǫ > 0 such that
∫
G
‖αt(u˜g) −
u˜g‖
2
2 dm < ǫ/8 for all m ∈ CM (H) and all t with 0 ≤ |t| ≤ tǫ. Fix any h ∈ H along with
0 ≤ |t| ≤ tǫ, and we will show that ‖αt(u˜h)− u˜h‖
2
2 < ǫ. For m ∈ CM (H) we have∫
G
‖αt(u˜hgh−1)u˜h − u˜hαt(u˜g)‖
2
2 dm
≤
[( ∫
G
‖αt(u˜hgh−1)− u˜hgh−1‖
2
2 dm
)1/2
+
(∫
G
‖αt(u˜g)− u˜g‖
2
2 dm
)1/2]2
< ǫ/2.
By replacing t with −t and applying αt we obtain
∫
G
‖u˜hgh−1αt(u˜h)− αt(u˜h)u˜g‖
2
2 dm < ǫ/2.
Let ηh = αt(u˜h) − e(αt(u˜h)). Then by projecting onto L
2(M˜) ⊖ L2(M) and using the last
inequality we obtain
(5.1)
∫
G
‖u˜hgh−1ηh − ηhu˜g‖
2
2 dm < ǫ/2, (m ∈ CM (H)).
Subclaim: infCM (H)
∑
i,j<n
∫
G
|〈u˜hgh−1ηi, ηju˜g〉| dm = 0 for any η0, . . . , ηn−1 ∈ L
2(M˜) ⊖
L2(M).
Proof of Subclaim. We may assume each ηi is of the form ηi = (ai ⊗ bi ⊗ ci)uki, where
ai ∈ A⊗ 1, bi ∈ 1 ⊗ A, τ(bi) = 0, ci ∈ N , ki ∈ G, since such vectors span a dense subspace
of L2(M˜)⊖ L2(M). Since wl ∈ A⊗ 1⊗N , we have
|〈u˜hgh−1ηi, ηju˜g〉| = |〈whgh−1uhgh−1(ai ⊗ bi ⊗ ci)uki, (aj ⊗ bj ⊗ cj)ukjwgug〉|
≤ |〈whgh−1(σhgh−1(ai)⊗ ci), (aj ⊗ cj)(σkj ⊗ idN)(wg)〉| |〈σhgh−1(bi), bj〉|
≤ ‖ai ⊗ ci‖2‖aj ⊗ cj‖2|〈σhgh−1(bi), bj〉|.
Therefore, letting C = maxi<n ‖ai ⊗ ci‖2, for m ∈ CM (H) we have
(5.2)
∑
i,j<n
∫
G
|〈u˜hgh−1ηi, ηju˜g〉| dm(g) ≤ C
2
∑
i,j<n
∫
G
|〈σg(bi), bj〉| dm(g).
By Proposition 5.6, since CM (H)y
σ A is weakly mixing, the infimum over m ∈ CM (H) of
the right hand side of (5.2) is 0. [Subclaim]
By (5.1) and the subclaim, we have
ǫ/2 ≥ sup
CM (H)
∫
G
‖u˜hgh−1ηh−ηhu˜g‖
2
2 dm ≥ 2‖ηh‖
2
2−2 inf
CM (H)
∫
|〈u˜hgh−1ηh, ηhu˜g〉| dm = 2‖ηh‖
2
2.
Popa’s Transversality Lemma now shows ‖αt(u˜h)− u˜h‖
2
2 ≤ 4‖ηh‖
2
2 ≤ ǫ. [Claim 5.12]
By [49], Claim 5.12 implies that w untwists on H . 
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6. The AC-center, the inner radical, and linear groups
6.A. Proof of Theorem 13, parts i. through viii.
Proof of Theorem 13, parts i. through viii. We begin with the statements involving A C (G).
It is clear that A C (G) and I (G) are characteristic subgroups of G. If N0 and N1 are
normal subgroups of G with both G/CG(N0) and G/CG(N1) amenable, then G/CG(N0N1) =
G/(CG(N0) ∩ CG(N1)) is amenable. Therefore, A C (G) may be written as an increasing
union A C (G) =
⋃
i∈NNi, with each Ni normal in G and G/CG(Ni) amenable. It follows
that G/CG(A C (G)) is residually amenable since CG(A C (G)) =
⋂
i∈N CG(Ni). Each of
the groups Ni is amenable since Ni/Z(Ni) is isomorphic to a subgroup of the amenable
group G/CG(Ni). This shows that A C (G) is amenable. Moreover, for each i ∈ N, the
action Ni ⋊ G y Ni is amenable since it descends to an action of the amenable group
Ni ⋊ (G/CG(Ni)). If mi is a Ni ⋊G-invariant mean on Ni, then any accumulation point of
(mi)i∈N in the space of means on G will be a mean witnessing that the action A C (G)⋊Gy
A C (G) is amenable. It follows that A C (G) ≤ I (G).
To prove the remaining statements involving I (G) we will use the following lemma.
Lemma 6.1. Let H and K be normal subgroups of G.
(1) Assume that H ≤ K and that the actions H⋊Gy H and K/H⋊G/H y K/H are
both amenable, with invariant means mH and mK/H respectively. Then the action
K ⋊Gy K is amenable with invariant mean mK =
∫
kH∈K/H
kmH dmK/H.
(2) Assume that the actions H ⋊ G y H and K ⋊ G y K are both amenable, with
invariant means m and n respectively. Then the action HK⋊Gy HK is amenable
with invariant mean m ∗ n.
Proof of Lemma 6.1. Since mH is invariant under left translation by H , for each g ∈ G the
mean gmH only depends on the coset gH ∈ G/H . The mean mK is therefore well-defined
and it is straightforward to verify that it is K ⋊ G-invariant. This shows (1), and (2) can
either be deduced from (1) or verified directly. [Lemma 6.1]
It follows from Lemma 6.1.(2) that I (G) may be written as an increasing union I (G) =⋃
i∈NMi, where each Mi is normal in G and the action Mi ⋊Gy Mi is amenable. If mi is
an invariant mean for the action Mi ⋊GyMi, then any accumulation point m of (mi)i∈N
will be an invariant mean for the action I (G)⋊Gy I (G). In particular, m witnesses that
I (G) is amenable, and if I (G) is infinite then m also witnesses that G is inner amenable.
The proof of i. through v. is now complete.
vi. Let π : G→ G/N denote the projection map. Then the image under π of an I (G)⋊G-
invariant mean on I (G) is an I (G)/N ⋊ G/N -invariant mean on I (G)/N . This shows
that I (G)/N ≤ I (G/N). The reverse containment then follows by applying part (1) of
Lemma 6.1 to the groups H = I (G) and K = π−1(I (G/N)).
vii. Part vi. implies that I (G/I (G)) = 1, and this in turn implies that G/I (G)
is ICC since every finite conjugacy class in G/I (G) is contained in A C (G/I (G)) ≤
I (G/I (G)) = 1.
viii. This in fact holds more generally with I (G) replaced by any normal subgroup N of
G for which N ⋊ G y N is amenable. To see this, fix an invariant mean n for the action
28 ROBIN D. TUCKER-DROB
N ⋊Gy N . As in Lemma 6.1, we obtain a well-defined map
m 7→m ∗ n =
∫
gN∈G/N
gn dm(gN)
taking means on G/N to means on G. This map is a section for the projection map on means,
and since n is invariant under conjugation by G, this map takes conjugation invariant means
on G/N to conjugation invariant means on G. 
6.B. Proof of Theorem 13, parts ix. through xiv. The second half of Theorem 13 will
be deduced from the following spectacular theorem of S.G. Dani from [12], which appears to
have been overlooked since its publication in 1985. In what follows, if G y X is an action
of a group G then for A ⊆ X let stabG(A) denote the pointwise stabilizer of A in G, and for
D ⊆ G let fixX(D) denote the set of points in X which are fixed by every element of D.
Theorem 6.2 (Theorem 1.1 of [12]). Let Gy X be an amenable action of a group G on a
set X and let m be a G-invariant mean on X. Suppose that the action satisfies the following
two conditions:
(1) For every subset A ⊆ X there exists a finite A0 ⊆ A such that stabG(A) = stabG(A0).
(2) For every subset D ⊆ G there exists a finite D0 ⊆ D such that fixX(D) = fixX(D0).
Then there exists a normal subgroup N of G such that G/N is amenable and m(fixX(N)) = 1.
Proof of Theorem 13, parts ix. through xiv. Assume that G is linear. We first show that any
conjugation invariant mean m on G must concentrate on a normal subgroup M of G such
that G/CG(M) is amenable. Consider the conjugation action G y G. For A,D ⊆ G we
have stabG(A) = CG(A), and fixG(D) = CG(D). Conditions (1) and (2) of Theorem 6.2 are
therefore satisfied since G satisfies the minimal condition on centralizers (see Remark 0.11).
We conclude that there exists a normal subgroup N of G such that G/N is amenable, and
m(CG(N)) = 1. Take M = CG(N). Then N ≤ CG(M), so G/CG(M) is amenable, as was
to be shown. This also shows that xiii. holds.
ix. and x. By part iii., we may find an invariant meanm for the action I (G)⋊Gy I (G).
Since m is conjugation invariant there exists a normal subgroup M of G with G/CG(M)
amenable and m(M) = 1. Then M ≤ A C (G) ≤ I (G) and, since m is invariant under left
translation by I (G), we have equality M = I (G).
xi. Parts x. and ii. show that I (G) ≤ CG(CG(I (G))) ≤ A C (G) ≤ I (G).
xii. This follows from viii. and xiii.
xiv. From vi., we have CG/N(I (G/N)) = CG/N(I (G)/N) ≥ CG(I (G))N/N , hence
(G/N)/CG/N(I (G/N)) is amenable, and I (G/N) ≤ A C (G/N). Part ii. gives the reverse
inclusion. It follows as in xi. above that I (G/N) coincides with its double centralizer.
The group (G/N)/I (G/N) = (G/N)/(I (G)/N) ∼= G/I (G) is not inner amenable by xii.
Now let m0 be a conjugation invariant mean on G/N , and let m1 denote the projection
of m0 to G/I (G). Then m1 is a conjugation invariant mean on G/I (G), so by viii., m1
is the projection of some conjugation invariant mean m on G. By xiii., m concentrates
on I (G), hence m1 is the point mass at the identity, and therefore m0 concentrates on
I (G)/N = I (G/N). 
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6.C. Proof of Theorems 14 and 15.
Proof of Theorem 14. The implication (1)⇒(2) follows from Theorem 13.xiii., and (2)⇒(1)
is Theorem 13.v. Assume now that (2) holds and let N = CG(I (G))I (G). Then G/N
is amenable by Theorem 13.x., and Z(N) = CG(I (G)) ∩ I (G) by Theorem 13.xi., so (3)
follows. If (3) holds then in the first alternative Z(N) infinite and Z(N) ≤ A C (G) ≤ I (G),
and in the second alternative M is infinite and M ≤ A C (G) ≤ I (G), so (2) holds either
way. 
Proof of Theorem 15. Assume that G is inner amenable and we will construct the desired
action ofG. This is straightforward if G is stable, so we may assume thatG is inner amenable,
but not stable. Then the group N = CG(I (G)) has infinite center C (see Remark 7.10),
and by Theorem 13 the group K = G/N is amenable. Since C is a countable abelian
group, it possesses a free p.m.p. action C y (Y, ν) which is compact (for example, using a
countable dense subset of Ĉ, inject C as a subgroup of TN and let C act by translation on
TN equipped with Haar measure). Let G y (X, µ) = (Y, ν)G/C be the coinduced action.
This is a free weakly mixing action of G, and the restriction of this action to C is an infinite
diagonal product of compact actions of C, hence is itself a compact action. It follows that
there exists a sequence (cn)n∈N in C − 1 which converges to the identity automorphism
in the group Aut(X, µ) equipped with the weak topology. The sequence (cn)n∈N is then
asymptotically central in [RNX ], and since C acts freely, the sequence (cn)n∈N witnesses that
the outer automorphism group of [RNX ] is not Polish. Let K y (Z, η) be a free ergodic
action of K, and let G y (X, µ) ⊗ (Z, η) be the diagonal product action where G acts on
(Z, η) via the quotient map to K. This action of G is free and ergodic, and as observed
in Remark 7.4 below, the construction in the proof of Theorem 17 below yields a sequence
(Tn)n∈N witnessing that the outer automorphism group of [R
G
X×Z ] is not Polish.
For the converse, which holds even without the assumption that G is linear, see [25]. 
7. Stability
7.A. Kida’s stability criterion. In this section we employ the notation from §3.A. Let
(G, µ) be a discrete p.m.p. groupoid and let [G] denote the full group of G, i.e., the collection
of all local sections with domain equal to all of G0.
Definition 7.1. A sequence (Tn)n∈N in [G] is said to be asymptotically central if
(i) µ(T 0nA△A)→ 0 for all measurable A ⊆ G
0;
(ii) µ({x ∈ G0 : (Tn ◦ S)x = (S ◦ Tn)x})→ 1 for all S ∈ [G].
A sequence (Tn)n∈N in [G] is called a stability sequence for G if it is asymptotically central
and if furthermore there exists a sequence (An)n∈N of measurable subsets of G
0 such that
(iii) (An)n∈N is asymptotically invariant for G, i.e., µ(S
0An△An)→ 0 for all S ∈ [G];
(iv) µ(T 0nAn△An) 6→ 0.
Remark 7.2. Suppose that G = G ⋉ (X, µ) is the translation groupoid associated to a
p.m.p. action G y (X, µ) of a countable group G. We view each T ∈ [G] as a map from X
to G, so that T 0(x) = T (x) ·x for x ∈ X . We will make use of the observation [34, §3.1] that
in this situation, a sequence (Tn)n∈N in [G] is asymptotically central if and only if it satisfies
(i) along with
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(ii′) µ({x ∈ X : Tn(g · x) = gTn(x)g
−1})→ 1 for all g ∈ G.
Likewise, a sequence (An)n∈N of measurable subsets of X is asymptotically invariant for G if
and only if µ(g · An△An)→ 0 for all g ∈ G.
The following theorem, due to Kida [34], provides an important criterion for demonstrating
stability of a group.
Theorem 7.3 (Theorem 1.4 of [34]). Let G be a countable group and suppose that there
exists a p.m.p. action G y (X, µ) of G whose associated translation groupoid G ⋉ (X, µ)
admits a stability sequence. Then G is stable.
7.B. Proof of Theorem 17.
Proof of Theorem 17. Let Gy (X, µ) be a p.m.p. action of G such that N⋉(X, µ) admits a
stability sequence. Let K y (Z, η) be a free p.m.p. action of K and let Gy (X, µ)⊗ (Z, η)
be the diagonal product action, where G acts on the second coordinate via the quotient map
to K. In what follows we will often identify an element of G with its image in K.
By Theorem 7.3, it suffices to show that the translation groupoidG⋉(X, µ)⊗(Z, η) admits
a stability sequence. We will construct such a sequence (Tn)n∈N which is moreover contained
in [N ⋉ (X, µ) ⊗ (Z, η)]. Let F0 ⊆ F1 ⊆ · · · be an exhaustion of G by finite subsets. By
Theorem 3.1 of [6], since K is amenable, for each n ≥ 0 we may find a measurable function
ϕn : Z → K such that η(Cn) > 1−2
−n, where Cn = {z ∈ Z : (∀g ∈ Fn) ϕn(g ·z) = gϕn(z)}.
Let 1K ∈ Q0 ⊆ Q1 ⊆ · · · be an exhaustion of K by finite subsets such that for each n ≥ 0 we
have η(Dn) > 1−2
−n, where Dn = {z ∈ Z : ϕn(z) ∈ Qn}. Let Zn =
⋂
m≥n Cm∩Dm, so that
Z0 ⊆ Z1 ⊆ · · · , and η(
⋃
n Zn) = 1. After ignoring a null set we may assume that
⋃
n Zn = Z.
Fix a section σ : K → G for the map G → K with σ(1K) = 1G, and let ρ : G×K → N be
the associated Schreier cocycle ρ(g, k) = σ(gk)−1gσ(k) ∈ N .
By assumption, the groupoid N ⋊ (X, µ) admits a stability sequence (Si)i∈N. After replac-
ing (Si)i∈N by a subsequence if necessary we may assume that there exists an asymptotically
invariant sequence (Bi)i∈N for N ⋊ (X, µ) such that limi µ(S
0
iBi△Bi) > 0. Fix a sequence
B0 ⊆ B1 ⊆ · · · of finite algebras of measurable subsets of X whose union generates the
measure algebra of X . By moving to a subsequence (Sin)n∈N and (Bin)n∈N, which we will
call (Sn)n∈N and (Bn)n∈N respectively, we may ensure that
(C1) µ(S0n(σ(k)
−1 ·A)△ σ(k)−1 ·A) < 1/n for all k ∈ Qn and A ∈ Bn.
(C2) µ(Wn) > 1− 2
−n, where
Wn = {x : Sn(ρ(g, k) · (σ(k)
−1 · x)) = ρ(g, k)Sn(σ(k)
−1 · x)ρ(g, k)−1 for all g ∈ Fn, k ∈ Qn}.
(C3) µ(ρ(g, k)−1Bn△Bn) < 1/n for all g ∈ Fn, k ∈ Qn.
Let Xn =
⋂
m≥nWm, so that X0 ⊆ X1 ⊆ · · · , and µ(
⋃
nXn) = 1. After ignoring a null set
we may assume that
⋃
nXn = X . For each n ∈ N and (x, z) ∈ X × Z define
Tn(x, z) = σ(ϕn(z))Sn(σ(ϕn(z))
−1 · x)σ(ϕn(z))
−1 ∈ N.
Then T 0n is an automorphism of (X, µ) ⊗ (Z, η), since for each fiber (Xz, µz) := (X, µ) ⊗
({z}, δz), the restriction of T
0
n to Xz is an automorphism T
0
n,z : (Xz, µz)→ (Xz, µz). We now
verify that (Tn)n∈N satisfies properties (i)-(iv) of Definition 7.1 with respect to the groupoid
G := G⋉ (X, µ)⊗ (Z, η).
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(i): It suffices to prove (i) for rectangles D = A × C, with A ∈
⋃
n Bn. For z ∈ Z \ C we
have µz(T
0
n,z(A×C)z△(A× C)z) = 0 for all n. For z ∈ C, if n is large enough then A ∈ Bn
and z ∈ Zn, so ϕn(z) ∈ Qn, hence
µz(T
0
n,z(A× C)z△(A× C)z) = µ(σ(ϕn(z)) · S
0
n(σ(ϕn(z))
−1 · A)△A)
= µ(S0n(σ(ϕn(z))
−1 · A)△σ(ϕn(z))
−1 ·A) < 1/n
by (C1). Therefore, (µ⊗ η)(T 0n(A×C)△(A×C)) =
∫
Z
µz(T
0
n,z(A×C)z△(A×C)z) dη → 0
as n→∞.
(ii′): Fix g ∈ G. For all large enough n ∈ N we have g ∈ Fn, so if (x, z) ∈ Xn × Zn then
ϕn(g ·z) = g ·ϕn(z) and ϕn(z) ∈ Qn, hence by (C2), ρ(g, ϕn(z))
−1Sn(ρ(g, ϕn(z))·σ(ϕn(z))
−1 ·
x)ρ(g, ϕn(z)) = Sn(σ(ϕn(z))
−1 · x). Therefore, for all large enough n, if (x, z) ∈ Xn × Zn
then we have
Tn(g·(x, z)) = Tn(g · x, g · z)
= σ(ϕn(g · z))Sn(σ(ϕn(g · z))
−1 · (g · x))σ(ϕn(g · z))
−1
= σ(g · ϕn(z))Sn(σ(g · ϕn(z))
−1 · (g · x))σ(g · ϕn(z))
−1
= gσ(ϕn(z))ρ(g, ϕn(z))
−1Sn(ρ(g, ϕn(z))σ(ϕn(z))
−1 · x)ρ(g, ϕn(z))σ(ϕn(z))
−1g−1
= gσ(ϕn(z))Sn(σ(ϕn(z))
−1 · x)σ(ϕn(z))
−1g−1
= gTn(x, z)g
−1,
and since X × Z =
⋃
n(Xn × Zn) the proof of (ii) is complete.
For each n ∈ N define the set An = {(x, z) ∈ X × Z : x ∈ σ(ϕn(z)) · Bn}. We will verify
(iii) and (iv) using the sequence (An)n∈N.
(iii): Fix g ∈ G. For all large enough n ∈ N we have g ∈ Fn, so for (x, z) ∈ X × Zn we
have (x, z) ∈ g−1 · An ⇔ x ∈ σ(ϕn(z)) · ρ(g, ϕn(z))
−1 · Bn. Hence, by (C3),
(µ⊗ η)(g−1 ·An△An) ≤ η(Z \Zn) +
∫
Z
µ(ρ(g, ϕn(z))
−1 ·Bn△Bn) dη < η(Z \Zn) + 1/n→ 0
as n→∞. This shows that (An)n∈N is asymptotically invariant for Gy (X, µ)⊗ (Z, η).
(iv): We have T 0nAn = {(x, z) ∈ X × Z : x ∈ σ(ϕn(z)) · S
0
nBn)}. It follows that
(µ⊗ η)(T 0nAn△An) = µ(S
0
nBn△Bn) 6→ 0. This completes the proof. 
Remark 7.4. Let 1→ N → G→ K → 1 be a short exact sequence in which K is amenable.
Let Gy (X, µ) be a p.m.p. action of G and let K y (Z, η) be a free p.m.p. action of K. Let
Gy (X, µ)⊗ (Z, η) be the diagonal product action where G acts on (Z, η) via the quotient
map toK. The above proof constructs a map which takes asymptotically central sequences in
[N⋉ (X, µ)] to asymptotically central sequences in [G⋉ (X, µ)⊗ (Z, η)], and which moreover
takes stability sequences for N ⋉ (X, µ) to stability sequences for G ⋉ (X, µ) ⊗ (Z, η). In
addition, it follows from the construction that if (Sn)n∈N is a sequence in [N ⋉ (X, µ)]
witnessing that the outer automorphism group of [RNX ] is not Polish, then the image of
(Sn)n∈N under this map will be a sequence witnessing that the outer automorphism group
of [RGX×Z ] is not Polish (see [31, Chapter I, §7]).
Remark 7.5. A variation of the proof of Theorem 17 shows that if a group G contains a
finite index subgroup H which is stable, then G is stable. Take a p.m.p. action H y (X0, µ0)
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such that H ⋉ (X0, µ0) admits a stability sequence (Sn)n∈N, and let (Bn)n∈N be a sequence
of asymptotically invariant sets for the action with limn µ0(S
0
nBn△Bn) 6= 0. Let Gy (X, µ)
be the induced action, i.e., X = X0×G/H , µ is the product of µ0 with normalized counting
measure, and g · (x0, kH) = (ρ(g, kH) · x0, gkH) for g ∈ G, x0 ∈ X0, kH ∈ G/H , where
ρ(g, kH) = σ(gkH)−1gσ(kH) ∈ H and σ : G/H → G is a section for the projection mapG→
G/H with σ(1H) = 1. Define Tn ∈ [G⋉ (X, µ)] by Tn(x0, kH) = σ(kH)Sn(x0)σ(kH)
−1 ∈ G,
and define An = Bn ×G/H . Then, using the sequence (An)n∈N, an argument similar to the
proof of Theorem 17 shows that (Tn)n∈N is a stability sequence for G⋉ (X, µ).
7.C. Proof of Theorem 18. Throughout this subsection we work under the assumption
that 1→ N → G→ K → 1 is a short exact sequence in which K is amenable.
Lemma 7.6. Suppose that N = LM , where L and M are commuting normal subgroups of
N such that M is amenable and [N : L] = ∞. Let N/M y (X, µ) and N/L y (Y, ν) be
free p.m.p. actions of N/M and N/L respectively. Let N act on (X, µ) and (Y, ν) via the
quotient maps to N/M and N/L respectively, and let N y (X, µ) ⊗ (Y, ν) be the diagonal
product action. Then the translation groupoid N⋉(X, µ)⊗(Y, ν) admits a stability sequence.
Proof. Let C = L∩M and let M0 = M/C. The action M y (Y, ν) descends to a free action
M0 y (Y, ν). Since the group M0 is amenable, the equivalence relation R
M0
Y is treeable.
Therefore, by Theorem 1.1 of [35], the p.m.p. groupoids C ×M0 ⋉ (Y, ν) and M ⋉ (Y, ν)
are isomorphic. Here, C ×M0 ⋉ (Y, ν) is the translation groupoid associated to the action
C ×M0 y (Y, ν), where C acts trivially. Since M0 is amenable and acts freely on (Y, ν),
the groupoid M0 ⋉ (Y, ν) admits a stability sequence (Sn)n∈N [25]. For each n ∈ N define
S ′n ∈ [C × M0 ⋉ (Y, ν)] by S
′
n(y) = (1C , Sn(y)) ∈ C × M0. Then (S
′
n)n∈N is a stability
sequence for C × M0 ⋉ (Y, ν). The image of this sequence under the above isomorphism
is then a stability sequence (Tn)n∈N for M ⋉ (Y, ν). Define T̂n ∈ [M ⋉ (X, µ) ⊗ (Y, ν)] by
T̂n(x, y) = Tn(y). Then (T̂n)n∈N is a stability sequence for N ⋉ (X, µ)⊗ (Y, ν). 
Proof of stability from hypothesis (H1). Let G/M y (X, µ) and G/L y (Y, ν) be free
p.m.p. actions of G/M and G/L respectively. Then G acts on (X, µ) and (Y, ν) via the
quotient maps to G/M and G/L respectively. Let G y (X, µ) ⊗ (Y, ν) be the diagonal
product of these action. By Lemma 7.6, the groupoid N ⋉ (X, µ)⊗ (Y, ν) admits a stability
sequence, hence G is stable by Theorem 17. 
Proof of stability from hypothesis (H6). Let N∗ = N−{1}. Let G act on N∗ by conjugation
and consider the corresponding generalized Bernoulli action G y (X, µ) = ([0, 1]N
∗
, λN
∗
)
given by (g · x)(h) = x(g−1hg). Let (cn)n∈N and (dn)n∈N be sequences witnessing that N
is doubly asymptotically commutative. The proof of Proposition 9.8 of [31] shows that the
sequence (cn)n∈N, viewed as a sequence in [N⋉ (X, µ)], is a stability sequence for N⋉ (X, µ).
Theorem 17 then implies that G is stable. 
We now show that (H3) follows from each of the hypotheses (H2), (H4), and (H5) (in
fact, it can also be shown that (H3) follows from (H6), but we will not need this). This is
obvious for (H2). Assume now that (H4) holds, so that A ∩ CG(g) has finite index in A
for all g ∈ N . Then we can find a decreasing sequence A = A0 ≥ A1 ≥ · · · of finite index
subgroups of A such that N =
⋃
mCN(Am). Then for all m ∈ N the pair (CN(Am), Am)
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does not have property (T), since Am is finite index in A and (N,A) does not have property
(T). This shows that (H3) holds. Finally, assume that (H5) holds. After moving to a
subsequence of (cn)n∈N, we may assume that each of the subgroups Ai = 〈{cn : n ≥ i}〉,
i ∈ N, is abelian, so that N =
⋃
iCN(Ai), where the union is increasing. Then each of the
groups (CN(Ai), Ai) does not have property (T), since Ai is infinite and N has the Haagerup
property. This verifies (H3). It remains to deduce stability of G from (H3).
Proof of stability from hypothesis (H3). We may assume that N is not doubly asymptoti-
cally commutative, since otherwise we are done by the proof of stability from (H6). Let
(Lm)m∈N and (Dm)m∈N be given by (H3). Let F0 ⊆ F1 ⊆ · · · be an increasing sequence of
finite sets which exhaust G.
Claim 7.7. There exists an increasing sequence H0 ≤ H1 ≤ · · · , of finitely generated sub-
groups of N with N =
⋃
m∈NHm, along with sequences C0 ≥ C1 ≥ · · · , and (Nm)m∈N of
subgroups of N such that, for all m ∈ N,
1. Cm, Hm ≤ Nm, and Cm = CN(Hm) = Z(Nm),
2. The pair (Nm, Cm) does not have relative property (T),
3. gHmg
−1 ≤ Hm+1 for all g ∈ Fm+1,
4. Cm ≥ g
−1Cm+1g for all g ∈ Fm+1.
Proof of Claim 7.7. Since N is not doubly asymptotically commutative there exists a finitely
generated subgroup H0 ≤ N such that CN(H0) is abelian. After moving to a subsequence
of (Lm)m∈N if necessary we may assume that H0 ≤ L0. We may then extend H0 to a
sequence H0 ≤ H1 ≤ H2 ≤ · · · , of finitely generated subgroups of N with N =
⋃
m∈NHm,
and Hm ≤ Lm for all m ∈ N. After moving to a further subsequence if necessary we
may assume that property 3. is satisfied for all m ∈ N. Let Cm = CN(Hm), so that Cm
is an abelian group containing Dm. Then the pair (HmCm, Dm) does not have property
(T), since (HmDm, Dm) does not have property (T) and (HmCm)/(HmDm) is amenable
[23]. It follows that (HmCm, Cm) does not have property (T). Let Nm = HmCm. Then
Cm ≤ Z(Nm) ≤ CH(Nm) ≤ CH(Hm) = Cm, so that both 1. and 2. are satisfied, and 4.
follows from 1. and 3. [Claim 7.7]
Fix an increasing sequence S0 ⊆ S1 ⊆ · · · of finite sets such that Sm generates Hm for all
m ≥ 0. Note that if πm is an irreducible unitary representation of Nm, then Schur’s Lemma
implies that πm(c) is a scalar multiple of the identity for all c ∈ Cm, since Cm = Z(Nm).
Property 4. of the claim then shows that πm(g
−1cg) is also a scalar for all c ∈ Cn, g ∈ Fn,
n > m. The following is based on Lemma 4.1 of [34].
Lemma 7.8. There exist sequences (πm)m∈N, (ξm)m∈N, and (cm)m∈N, where for each m ∈ N,
πm is an irreducible unitary representation of Nm, ξm ∈ Hπm is a unit vector, and cm is an
element of Cm, such that
(i) ‖πm(s)ξm − ξm‖ < 2
−m for all s ∈ Sm,
(ii) |πm(cm)− 1| > 1,
(iii) |πj(g
−1cmg)− 1| < 2
−m for all g ∈ Fm and j < m.
Proof. Let m ≥ 0 and assume inductively that we have already found (πj)j<m, (ξj)j<m, and
(cj)j<m. By compactness there exists a nonempty finite set P ⊆ Cm such that for each
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c ∈ Cm there exists some d ∈ P with supj<m supg∈Fm |πj(g
−1cg)− πj(g
−1dg)| < 2−m. Since
(Nm, Cm) does not have property (T), we may find an irreducible unitary representation
πm of Nm which has no nonzero Cm-invariant vector, satisfying supd∈P |πm(d) − 1| < 1/3,
along with a unit vector ξm ∈ Hπm, such that ‖πm(s)ξm − ξm‖ < 2
−m for all s ∈ Sm. Since
πm(Cm) is nontrivial, there exists some dm ∈ Cm satisfying |πm(dm) − 1| > 4/3. By our
choice of P there exists d ∈ P such that supj<m supg∈Fm |πj(g
−1dmg) − πj(g
−1dg)| < 2−m.
Let cm = d
−1dm. Then supj<m supg∈Fm |πj(g
−1cmg)− 1| < 2
−m, and
|πm(cm)− 1| = |πm(dm)− πm(d)| ≥ |πm(dm)− 1| − |πm(d)− 1| > 4/3− 1/3 = 1. 
For each m ∈ N let σm : G/Nm → G be a section for the projection map G → G/Nm
with σm(1Nm) = 1, and let ρm : G × G/Nm → Nm be the corresponding Schreier cocycle,
ρm(g, hNm) = σm(ghNm)
−1gσm(hNm). Let π˜m = Ind
G
Nm(πm) be the induced representation,
i.e., π˜m is the representation of G on Hm = Hπm ⊗ ℓ
2(G/Nm) given by π˜m(g)(ξ ⊗ δhNm) =
πm(ρm(g, k))(ξ)⊗ δghNm . Let ξ˜m = ξm ⊗ δ1Nm , so that ξ˜m ∈ Hm is a unit vector satisfying
‖π˜m(s)ξ˜m− ξ˜m‖ = ‖πm(s)ξm−ξm‖ < 2
−m for all s ∈ Sm by property (i). By property (ii), for
each m ∈ N we have ‖π˜m(cm)ξ˜m − ξ˜m‖ = ‖(πm(cm)− 1)ξm‖ = |πm(cm)− 1| > 1. Moreover,
it follows from property (iii) that limm→∞ ‖π˜j(cm)η − η‖ = 0 for all j ∈ N and η ∈ Hj .
Let G y (Ω, ν) denote the Gaussian action associated to the representation
⊕
m π˜m. As in
the proof of Theorem 1.1.(i) of [34], we conclude that the sequence (cm)m∈N, viewed as a
sequence in the full group [N ⋉ (Ω, ν)], is a stability sequence for N ⋉ (Ω, ν). We can now
apply Theorem 17 to conclude that G is stable. 
The following proposition shows that, aside from the relative property (T) condition, the
hypothesis (H4) has a natural expression in terms of a conjugation invariant mean on G
which concentrates on A, as long as we assume that A is finitely generated.
Proposition 7.9. Let G be a countable group. Then the following are equivalent:
(1) There exists an atomless conjugation invariant mean m on G and an infinite finitely
generated abelian group A ≤ G with m(A) > 0.
(2) There exists an infinite finitely generated abelian group A ≤ G with [G : commG(A)] <
∞ such that commG(A)/N is amenable, where N is the kernel of the modular homo-
morphism from commG(A) into the abstract commensurator of A.
Furthermore, the statement (1′), obtained from (1) by replacing “m(A) > 0” with “m(A) =
1”, is equivalent to the statement (2′), obtained from (2) by replacing “[G : commG(A)] <∞”
with “G = commG(A)”.
Proof. (2) ⇒ (1): Let (An)n∈N enumerate the finite index subgroups of A, and for each
n ∈ N choose a nonidentity element an ∈
⋂
i≤nAi. Let m0 be an accumulation point of
(δan)n∈N in the space of means on G. Then m0 concentrates on A, and is invariant under
conjugation by N since each g ∈ N commutes with an for cofinitely many n ∈ N. Let
G0 = commG(A) and let mG0/N be a translation-invariant mean on G0/N . Then the mean
m1 =
∫
gN∈G0/N
gm0g
−1 dmG0/N is invariant under conjugation by G0, and m1 concentrates
on A since each of the means gm0g
−1, g ∈ G0, concentrates on A. Finally, the mean
m = 1
[G:G0]
∑
gG0∈G/G0
gm1g
−1 is invariant under conjugation by G and satisfies m(A) ≥
1
[G:G0]
> 0. This also shows the implication (2′)⇒ (1′).
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(1) ⇒ (2): We may assume that A has minimal rank among all m-non-null finitely
generated abelian subgroups of G. If g ∈ G is such that m(gAg−1∩A) > 0, then gAg−1∩A
has the same rank as A, so gAg−1∩A has finite index in A. Let G0 = commG(A) and suppose
toward a contradiction that [G : G0] =∞. Let (gn)n∈N be a sequence with giG0 6= gjG0 for
all i 6= j. Then, for all i 6= j, the group g−1j giAg
−1
i gj ∩ A does not have finite index in A,
hence 0 = m(g−1j giAg
−1
i gj ∩ A) = m(giAg
−1
i ∩ gjAg
−1
j ). Therefore for all n > 0 we have
1 ≥m(
⋃
i<n giAg
−1
i ) =
∑
i<nm(giAg
−1
i ) = n ·m(A), a contradiction, since m(A) > 0. This
shows that [G : G0] <∞.
Let N = {g ∈ G0 : [A : A ∩ CG(g)] < ∞} be the kernel of the modular homomorphism
G0 → comm(A), and let ϕ : G0 → G0/N be the projection to the group G0/N . Suppose
toward a contradiction that ϕ(G0) is nonamenable. For a subgroup B ≤ A let N(B) = {g ∈
G0 : [B : B ∩CG(g)] <∞}. Then N(B) is a subgroup of G0 with N ≤ N(B) for all B ≤ A.
Since A is a finitely generated abelian group it satisfies the maximal condition on subgroups.
LetB0 ≤ A be a maximal subgroup from the collection {B ≤ A : ϕ(N(B)) is nonamenable};
this collection is nonempty since it contains the trivial group by hypothesis. Since N(A) = N ,
the group B0 has infinite index in A, and hencem(B0) = 0. Observe that for any a ∈ A−B0,
if we let B1 = 〈a, B0〉, then the group ϕ(N(B1)) is amenable by maximality of B0, and we
have CN(B0)(a) ≤ N(B1), so the group ϕ(CN(B0)(a)) is amenable. Let Y be the saturation of
A−B0 under conjugation by N(B0). Then ϕ(CN(B0)(y)) is amenable for all y ∈ Y . It follows
that for all y ∈ Y , the translation action CN(B0)(y) y G0/N is amenable. In addition, the
conjugation action N(B0) y Y is amenable since m(Y ) > 0. It follows (using Theorem 3
for example) that the translation action N(B0)y G0/N is amenable, and hence the group
ϕ(N(B0)) is amenable, a contradiction.
For (1′) ⇒ (2′), we take A to have minimal rank among all m-conull finitely generated
abelian subgroups of G. Then for all g ∈ G the group gAg−1 ∩A is m-conull, so gAg−1 ∩A
has finite index in A, and therefore G = commG(A). The rest proceeds as above. 
7.D. Proof of Theorem 16.
Proof of Theorem 16. (1)⇒(2): Suppose first that G is stable as witnessed by the free ergodic
action Gy (X, µ). Then G⋉(X, µ) admits a stability sequence (Tn)n∈N [25]. Let U be a non-
principal ultrafilter on N and for D ⊆ G let m(D) = limn→U µ({x ∈ X : Tn(x) ∈ D}). Then
m is a conjugation invariant mean onG, som(I (G)) = 1 by Theorem 13.xiii. We may there-
fore assume without loss of generality that (Tn)n∈N is contained in [I (G)⋉(X, µ)]. It follows
that every subgroup of G containing I (G) is stable. Let N = CG(I (G))I (G) and note that
I (N) = I (G) since G/N is amenable. If [N : CG(I (G))] =∞ then the image of I (G) in
the amenable group G/CG(I (G)) is infinite, so the pair (G/CG(I (G)), N/CG(I (G))) does
not have property (T), and hence (G,I (G)) does not have property (T). We may therefore
assume that [N : CG(I (G))] <∞. This implies that the group Z(N) = CG(I (G))∩I (G)
has finite index in I (G) = I (N). Suppose toward a contradiction that (G,I (G)) has
property (T). Since the group G/N is amenable, the pair (N,I (G)) has property (T),
hence (N,Z(N)) has property (T) [23]. The group N is stable since I (G) ≤ N , so Theorem
1.1.(2) of [34] implies that N/Z(N) is stable, and in particular N/Z(N) is inner amenable
[25]. This is a contradiction since, by Theorem 13, every conjugation invariant mean on
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N/Z(N) concentrates on the group I (N/Z(N)) = I (N)/Z(N), which is finite. We con-
clude that the pair (G,I (G)) does not have property (T).
(2)⇒(1): Assume that (G,I (G)) does not have property (T). It follows that I (G) is
infinite. Let L = CG(I (G)), let M = I (G), and let N = LM so that Z(N) = L ∩M .
The group G/N is amenable by Theorem 13. If [N : L] = ∞ then hypothesis (H1) holds,
so G is stable by Theorem 18. If [N : L] < ∞ then (N,Z(N)) does not have property (T),
since (N,I (G)) does not have property (T) and [I (G) : Z(N)] = [N : L]. This shows that
hypothesis (H2) holds, so G is stable by Theorem 18. 
Remark 7.10. It follows from Theorems 13, 14, and 16, that a linear group G is inner
amenable but not stable if and only if the group I (G) is infinite and is finite index over its
center C = CG(I (G)) ∩I (G), and the the pair (CG(I (G)), C) has property (T).
7.E. Groups of piecewise projective homeomorphisms. Justin Moore has observed
that an adaptation of the arguments of Brin-Squier [7] and Monod [38] shows the following
Lemma 7.11. Let G be a countable subgroup of H(R). Then the second derived subgroup
G′′ is either abelian or doubly asymptotically commutative.
Proof. Assume first that G is finitely generated. Then the set U = P1 \ fix(G) has finitely
many connected components, each of which is an open interval. If V ⊆ U is a union of a
subset of these connected components then let ϕV : G → H(R) denote the homomorphism
which sends g ∈ G to the map ϕV (g) which coincides with g on V and which is the identity
elsewhere. In what follows, we fix an orientation of P1 \ {∞}.
Claim 7.12. For any compact subset K ⊆ U there exists an element g ∈ G such that
g(K) ∩K = ∅.
Proof of Claim 7.12. By induction on the number n of connected components of U . If
n = 1 then it suffices to show that for any p ∈ U we have supg∈G g(p) = supU . Suppose
otherwise and let q = supg∈G g(p) < supU . Then q ∈ U , so we may find some g ∈ G
with g(q) 6= q, and after replacing g by g−1 if necessary we may assume that g(q) > q. If
(gn)n∈N is any sequence in G with gn(p)→ q then q ≥ g(gn(p))→ g(q) > q, a contradiction.
Assume now that U has n+ 1 connected components and fix one such component V . After
making K larger if necessary we may assume that K ∩ V is a closed interval. Apply the
base of the induction to the group ϕV (G) to obtain a group element h ∈ G with h(K ∩ V )
disjoint from K ∩ V . Since K ∩ V is an interval, after replacing h by h−1 if necessary,
this means that inf h(K ∩ V ) > sup(K ∩ V ). Let L = (K \ V ) ∪ h(K \ V ). Then L is a
compact subset of U \ V , so we may apply the induction hypothesis to the group ϕU\V (G)
to obtain a group element f ∈ G satisfying f(L) ∩ L = ∅. After replacing f by f−1 if
necessary we may assume that f(p) ≥ p, where p = inf h(K ∩ V ). Take g = fh. Then
inf g(K ∩ V ) = f(p) ≥ p > sup(K ∩ V ), so g(K ∩ V ) is disjoint from K ∩ V . In addition,
g(K \ V ) ∩ (K \ V ) = f(h(K \ V )) ∩ (K \ V ) ⊆ f(L) ∩ L = ∅. Since V is G-invariant, this
shows that g(K) ∩K = ∅. [Claim 7.12]
Assume that G′′ is nonabelian and fix two non-commuting elements c0, d0 ∈ G
′′. As shown
in Lemma 14 of [38], the closure of the support of any element of G′′ is a compact subset of
U . Fix a finite subset Q ⊆ G′′ and let K be the union of the closures of the supports of all
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elements of Q∪{c0, d0}. Apply the claim to find an element g ∈ G with g(K)∩K = ∅. Let
c = gc0g
−1 and let d = gd0g
−1 so that c, d ∈ G′′ and cd 6= dc. Then c and d both commute
with each element of Q since the support of c and of d are disjoint from the support of each
element of Q. This shows that G′′ is doubly asymptotically commutative.
When G is not finitely generated we may write G as an increasing union G =
⋃
nGn with
each Gn finitely generated. Then G
′′ =
⋃
nG
′′
n, so if G
′′ is nonabelian then G′′n is nonabelian
for all large enough n. Now note that double asymptotic commutativity is preserved by
directed unions. 
Proof of Theorem 20. By [38], H(R) is torsionfree, so any nontrivial amenable subgroup of
H(R) is infinite, hence stable. IfG is a nonamenable subgroup ofH(R) thenG′′ is nonabelian,
hence doubly asymptotically commutative by Lemma 7.11. Hypothesis (H6) holds, using
the short exact sequence 1 → G′′ → G → G/G′′ → 1, hence Theorem 18 shows that G is
stable. 
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Appendices
Appendix A. Pseudocost
Pseudocost is a modification of cost which was defined and studied by the author in [53]
in order to extend several properties of cost for finitely generated groups to the non-finitely
generated setting. The pseudocost of a p.m.p. equivalence relation R on (X, µ) is defined as
PC (R) = inf(Rn) lim infn C (Rn), where the infimum is taken over all increasing exhaustive
sequences (Rn)n∈N of subequivalence relations of R. For a group G, the values PC (G) and
PC
∗(G) are defined to be the infimum and supremum respectively, of the pseudocosts of
orbit equivalence relations generated by free p.m.p. actions of G. The inequality PC (R) ≤
C (R) always holds, and it is shown in [53] that equality holds whenever C (R) is finite
(hence PC (G) = C (G) and PC ∗(G) = C ∗(G) whenever G is finitely generated), and that
PC (R) = 1 if and only if C (R) = 1. Using Gaboriau’s inequality β
(2)
1 (R) ≤ C (R)−1 from
[17], it is easy to see that in fact β
(2)
1 (R) ≤ PC (R)− 1.
Proposition A.1. Let G be a countable group and suppose that PC (G) > r. Then there
exists a finitely generated subgroup G0 ≤ G such that PC (H) > r for all intermediate
subgroups G0 ≤ H ≤ G. In particular, if (Hn)n∈N is a sequence of subgroups of G with
G = lim infnHn then PC (G) ≤ lim infn PC (Hn).
Proof. Suppose there is no such subgroup G0. Then we may find an increasing exhaustive
sequence (Gn)n≥1 of finitely generated subgroups of G and for each n ≥ 1 an intermediate
subgroup Gn ≤ G
′
n ≤ G with PC (G
′
n) ≤ r. For each n ≥ 1 let G
′
n y (Xn, µn) be a
38
free p.m.p. action with PC (R
G′n
Xn
) ≤ r. Then, setting H0 = 1, by Lemma 6.14.(4) of [53],
for each n ≥ 1 we may find a finitely generated group Hn with 〈Gn, Hn−1〉 ≤ Hn ≤ G
′
n,
along with an equivalence relation Rn with R
〈Gn,Hn−1〉
Xn
⊆ Rn ⊆ R
Hn
Xn
and C (Rn) < r +
1/n. Let G y (X, µ) =
∏
n(Xn, µn)
G/G′n be the diagonal product of the coinduced actions.
For each n ≥ 1 the action G′n y (X, µ) factors onto G
′
n y (Xn, µn) via the projection
pn : (X, µ) → (Xn, µn), so the equivalence relation R̂n = R
G′n
X ∩ (pn × pn)
−1(Rn) satisfies
R
〈Gn,Hn−1〉
X ⊆ R̂n ⊆ R
Hn
X and C (R̂n) ≤ C (Rn) < r + 1/n. It follows that PC (G) ≤
PC (RGX) ≤ lim infn C (R̂n) ≤ r, a contradiction. 
The next proposition is a minor modification of arguments due to Furman, Gaboriau, and
Kechris (see [16, VI.24.(3)] and [32, Lemma 24.7, Proposition 35.4]).
Proposition A.2. Let S be a wq-normal (see §3.A) subequivalence relation of the p.m.p.
equivalence relation R on (X, µ). Then PC (R) ≤ PC (S).
Proof. It suffices to deal with the case where S is q-normal in R. Then we may find a
countable subset (φn)n≥1 of QR(S) which generates R. Let An and Bn denote the domain
and range respectively of φn. Given ǫ > 0, for each n ≥ 1 the equivalence relation S
φ
Bn
∩SAn on
An is aperiodic, so it has a measurable complete section Cn ⊆ An with µ(Cn) < ǫ/2
n. Then
for each n ≥ 1 and x ∈ An there exists a path from x to φn(x) in S ∪ {(y, φn(y)) : y ∈ Cn},
namely there is some y ∈ Cn with (x, y) ∈ S
φ
Bn
∩ SAn , so that (x, y), (φn(x), φn(y)) ∈ S,
and hence the path from x to y to φn(y) to φn(x) works. It follows that R is generated by
S along with (φn|Cn)n∈N. Therefore, any increasing exhaustion (Si)i∈N of S gives rise to a
corresponding exhaustion (Ri)i∈N of R with C (Ri) ≤ C (Si)+
∑
n∈N µ(Cn) < C (Si)+ ǫ, and
hence PC (R) ≤ PC (S) + ǫ. Letting ǫ→ 0 completes the proof. 
Proposition A.3. Let H be a wq-normal subgroup of G. Then for any free p.m.p. action
G y (X, µ), we have PC (RGX) ≤ PC (R
H
X). In addition, we have PC
∗(G) ≤ PC ∗(H)
and PC (G) ≤ PC (H).
Proof. The first two inequalities follow from Proposition A.2, and the inequality PC (G) ≤
PC (H) is then obtained by coinduction. 
Appendix B. A strongly almost free amenable action of the free group
In [55], van Douwen constructs an amenable faithful action of a free group which is almost
free, i.e., every nonidentity element fixes at most finitely many points. The property that we
need for Example 0.9 is somewhat stronger however; let us say that an action of a group G
on a set X is strongly almost free if the associated action of G on the collection Pf(X), of
all finite subsets of X , is almost free. Equivalently, this means that each nonidentity element
of G, when viewed as a permutation on X , contains only finitely many finite cycles in its
cycle decomposition.
Theorem B.1. Let G be a free group of rank r ∈ {2, 3, . . . ,∞}. There exists a transitive
amenable action of G on a countable set X which is strongly almost free.
For the proof, we will assume that G is finitely generated; the proof of the infinitely
generated case is similar. Before presenting the proof we establish some notation. Fix a free
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generating set S for G. The construction of the action will use the formalism of S-digraphs;
the reader is referred to [30] for background.
Given a connected folded S-digraph Γ, let Γ∗ denote the unique connected folded S-digraph
extending Γ which is 2|S|-regular and satisfies Core(Γ∗, v) = Core(Γ, v) for all v ∈ V (Γ). We
let G act on V (Γ∗) in the natural way, i.e., g · v is the terminus of the unique path in Γ∗
with origin v and label g. If we fix a vertex v0 ∈ V (Γ), then Γ
∗ is isomorphic to the Schreier
graph of the action G y G/Gv0 with respect to the generating set S. By a cycle in Γ we
mean a path in Γ whose origin and terminus coincide. A cycle c in Γ is cyclically reduced
if its label is a cyclically reduced word in S∪S−1. If a cycle c in Γ∗ is cyclically reduced then
it is contained in Core(Γ, v) for any v ∈ V (Γ∗), so taking v ∈ V (Γ) shows that c is contained
in Γ. We make two observations:
(a) If p is a reduced path in Γ∗ with origin and terminus in Γ, then p is contained in Γ.
Proof. Otherwise, let p0 be a reduced path of minimal length starting at u ∈ V (Γ)
and ending at v ∈ V (Γ), and which is not contained in Γ. Since Γ is connected there
is a reduced path p1 from v to u in Γ. Then the concatenation of p0 followed by p1
is a cycle at u ∈ V (Γ) which is cyclically reduced by minimality of p0, and hence is
contained in Γ, a contradiction. 
(b) If w is a cyclically reduced word in S ∪ S−1, and if the orbit of x ∈ V (Γ∗) under w
is finite, then x ∈ V (Γ).
Proof. If wk · x = x for some x ∈ V (Γ∗), k ≥ 1, then the cycle rooted at x with label
wk is cyclically reduced, hence is contained in Γ. 
Proof of Theorem B.1. For n ∈ N, let Cn denote the collection of all nonempty cyclically
reduced words on S ∪ S−1 of length at most n. We will construct a sequence Γn, n ∈ N, of
finite, folded S-digraphs such that for all n:
(1) Γn contains a vertex of degree strictly less than 2|S|;
(2) V (Γn) contains a set which is (S, 1/n)-invariant for the action Gy V (Γ
∗
n);
(3) If n ≥ 1 then Γn−1 ⊆ Γn, and for each w ∈ Cn−1, every finite orbit of w in V (Γ
∗
n) is
contained in V (Γn−1).
Assume first that such a sequence has been constructed and we will complete the proof.
Take Γ∞ =
⋃
n Γn. Then V (Γ
∗
∞) is infinite by (1), and the action G y V (Γ
∗
∞) is amenable
by property (2). Property (3) ensures that if w ∈ Cm for some m ∈ N, then every finite cycle
in the cycle decomposition of w in V (Γ∗∞) is contained in the finite set V (Γm), so w fixes
only finitely many finite subsets of V (Γ∗∞). The theorem then follows, since every g ∈ G is
conjugate to a cyclically reduced word.
To define the sequence (Γn)n∈N we start by taking Γ0 to consist of a single vertex with
no edges. Assume inductively that Γn−1 has been defined satisfying (1), (2), and (3). Let
N be a finite index normal subgroup of G with Cn ∩ N = ∅. Then the group G/N
′ is
abelian-by-finite and it is torsionfree by Theorem 2 of [22]. Let ∆n be the Schreier graph for
the action G y G/N ′ with respect to the generating set S, with root vertex 1N ′ ∈ G/N ′.
Since G/N ′ is amenable, there exists a natural number k > 0 such that the (k − 1)-ball in
∆n contains a set which is (S, 1/n)-invariant. Let Bk denote the induced subgraph on the
k-ball in ∆n. Fix u ∈ V (Γn−1) having degree strictly less than 2|S|; by symmetry we may
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assume that there there exists s ∈ S such that u has no outgoing edge in Γn−1 with label s.
Since G/N ′ is torsionfree and s 6∈ N ′, there exists a vertex v ∈ V (Bk) which has no incoming
edge in Bk with label s. Let Γn be the graph obtained from the disjoint union of Γn−1 and
Bk by attaching a directed path p from u to v of length 2n, with each edge in p having label
s (so |V (Γn)| = |V (Γn−1)| + |V (Bk)| + 2n − 1). Properties (1) and (2) are immediate. Fix
now w ∈ Cn−1 and we will verify (3). Each orbit of w in V (Γ
∗
n) which meets V (Γ
∗
n) \ V (Γn)
is infinite by (b). Let O be an orbit of w which is contained in V (Γn). By (a), for each
x ∈ O, the path px in Γ
∗
n having origin x and label w is contained in Γn. Therefore, since
w is cyclically reduced and has length less than n, if O contains a vertex x ∈ V (p) \ {u, v}
then either px or pw−1·x is contained in p, and hence w = s
i for some 1 ≤ |i| < n. But then
wk ·x = sik ·x 6= x for all k ≥ 1, contradicting that O is finite. It follows that O is contained
either in V (Γn−1) or in V (Bk). But O cannot be contained in V (Bk) since w 6∈ N
′ and G/N ′
is torsionfree. So O is contained in V (Γn−1). This completes the proof of (3). 
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