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We consider a class of graphs which satisﬁes a set of certain con-
ditions. Let G, G′ be such graphs with set of vertices P ,P ′. Let
1 k < diam(G) be a positive integer, and let ϕ : P → P ′ be a
surjection satisfying
d(x, y) k ⇔ d(xϕ , yϕ) k
for all x, y ∈ P . We show that ϕ is an isomorphism between G and
G′. This result is applied to the graphs arising from the adjacency
relations of the spaces of rectangularmatrices, symmetricmatrices,
Hermitian matrices, alternate matrices, and Grassmann spaces.
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1. Introduction
L.K. Hua initiated the geometry of matrices in the middle forties of the last century. There are
four kinds of matrices studied by Hua and Wan [4]: the geometry of rectangular matrices, symmetric
matrices, Hermitian matrices, and alternate matrices. The matrices are also called the points of the
geometry. Twomatrices x, y of the same kind are called adjacent if the rank of x − y equals one, except
for alternate matrices; one deﬁnes two alternate matrices x, y to be adjacent if rank(x − y) = 2. The
adjacency relation turns the point set of a matrix space into the set of vertices of a graph. In the
fundamental theorem of the geometry of matrices, any bijection ϕ for which ϕ and ϕ−1 preserve
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adjacency, i.e., any isomorphism between the related graphs, is determined. We refer to the book of
Wan [4] for a wealth of results and references.
In the space of rectangular matrices and the space of Hermitian matrices, over commutative ﬁelds,
Lim and Tan [2] characterize surjective mappings ϕ of the space, which satisfy
rank(x − y) k ⇔ rank(xϕ − yϕ) k (1)
for some integer k, with 1 < k < n, where n denotes the maximal rank of matrices in the space.
The main idea in their paper is to consider the set S⊥k := {x ∈ P|d(x, y) k for all y ∈ S} for any
nonempty subset S of the set of points P of the geometry. The distance d(x, y) between x and y is
d(x, y) := rank(x − y). Lim and Tan show that for any a /= b ∈ P with d(a, b) k, the following two
equivalent properties hold:
{a, b}⊥k⊥k = {a, b} ⇔ 1 < d(a, b) k, (2)∣∣∣{a, b}⊥k⊥k
∣∣∣ 3 ⇔ d(a, b) = 1. (3)
Recently, Lim [3] also characterized bounded distance preserving surjections of the Grassmann space.
In Section 2 of this paper we follow the above idea and consider a class of graphs subject to ﬁve
elementary conditions (A1)–(A5), which are similar to those presented in [1]. Our ﬁve conditions
ensure that the properties (2) and (3) hold. Roughly speaking, we show that in graphs satisfying (A1)–
(A5), bounded distance preservation implies adjacency preservation. This point of view generalizes the
results to a class of graphs.
In Section 3we verify the conditions (A1)–(A5) for the four kinds of spaces of matrices, namely, the
space of rectangular matrices, the space of symmetric matrices, the space ofHermitian matrices, and the
space of alternate matrices, as well as for the Grassmann spaces.
In the last years, many preserver problems have been solved in the geometries of rectangular and
Hermitianmatrices.Wewould like to emphasize that our result also holds in the geometry of alternate
matrices. In this geometry, so far only few results are known.
2. The main result
LetG be a (ﬁnite or inﬁnite) graph. The set of vertices ofGwill be denoted byP . Twovertices x, y ∈ P
are adjacent if {x, y} is an edge. The distance between two vertices x, y ∈ P is written as d(x, y). Then
x, y ∈ P are adjacent if and only if d(x, y) = 1. The diameter of G, denoted by diam(G), is the maximal
distancebetween twovertices inG. diam(G)maybe inﬁnite. Fromnowon,we studygraphsG satisfying
the following conditions.
(A1) The graph G is connected.
(A2) For any vertices x, y ∈ P and any integer k with d(x, y) k diam(G) there is a vertex z ∈ P
with
d(x, z) = d(x, y) + d(y, z) = k.
(A3) For all vertices x, y, z ∈ P with d(x, y) = d(x, z) + d(z, y), there is a vertex w ∈ P with
d(w, x) = d(y, z), d(w, y) = d(x, z), and d(w, z) = d(x, y).
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(A4) For any integer k, 1 k diam(G) and any vertices x /= y, z ∈ P , with d(z, x) = d(z, y) = k there
is a vertex w ∈ P with
d(w, z) = 1, d(w, x) = k − 1, and d(w, y) k.
Furthermore, for any vertices x, y, z ∈ P with d(x, y) = 3, d(z, x) = 2 and d(z, y) = 2 there exists
a vertex w ∈ P with
d(w, z) = 3, d(w, x) = 1, and d(w, y) 3.
(A5) For any vertices a, b ∈ P with d(a, b) = 1 there exists a vertex p ∈ P\{a, b} satisfying
d(x, p)max{d(x, a), d(x, b)},
for any vertex x ∈ P .
Let us shortly comment on these conditions: (A1) is merely a technical assumption. (A1) implies
the triangle inequality:
d(x, z) d(x, y) + d(y, z) ∀ x, y, z ∈ P.
(A2) says that any geodesic can be extended to a geodesic of length k with d(x, y) k diam(G). (A3)
ensures that for any geodesic (x, z, y), there is a geodesic (x, w, y), such that (z, x, w) and (z, y, w) are
also geodesics, and x, z, y, w form a “rectangle". The ﬁrst part of condition in (A4) states that for any
vertex z, and any vertices x /= y at the same distance from z, there is a vertex w on a geodesic from
z to x adjacent to z, which is not on any geodesic from z to y. The second part of condition in (A4) is
a restriction to low distance. (A5) arises from the concept of lines in the geometry of matrices. In the
geometry of matrices, the distances between a point and the points of a line are either the same, or
there is a unique gate of the line (see e.g. Proposition 3.2).
Remark 2.1. If diam(G) is ﬁnite, then the conditions (A1)–(A5) are equivalent to the conditions (A1),
(A2′), (A3), (A4) and (A5′), where
(A2′) For any vertices x, y ∈ P , there is a vertex z ∈ P with
d(x, z) = d(x, y) + d(y, z) = diam(G).
(A5′) For any vertices a, b ∈ P with d(a, b) = 1 there exists a vertex p ∈ P\{a, b} satisfying
d(x, a) = d(x, p) or d(x, b) = d(x, p),
for any vertex x ∈ P , with d(x, p) = diam(G).
Proof. Let G be a graph with ﬁnite diameter and which satisﬁes the conditions (A1), (A2′), (A3), (A4)
and (A5′). The condition (A2′) says that any geodesic can be extended to a maximal geodesic. (A2′)
implies (A2). Now we prove (A5) holds. Let a, b ∈ P with d(a, b) = 1, then from (A5′) there exists a
vertex p ∈ P\{a, b} with
d(x, a) = d(x, p) or d(x, b) = d(x, p),
for any vertex x ∈ P , with d(x, p) = diam(G). Let y ∈ P be any vertex. From (A2′) there is a vertex
z ∈ P with
d(z, p) = d(z, y) + d(y, p) = diam(G).
Then from (A5′) we have
d(z, a) = d(z, p) or d(z, b) = d(z, p).
From the triangle inequality we have
d(y, a) d(z, a) − d(z, y) = d(z, p) − d(z, y) = d(y, p)
or
d(y, b) d(z, b) − d(z, y) = d(z, p) − d(z, y) = d(y, p). 
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Remark 2.2. If diam(G) is ﬁnite, we denote (A4′) as the ﬁrst condition in (A4) for k = diam(G):
(A4′) Letk = diam(G). For anyvertices x /= y, z ∈ Pwithd(z, x) = d(z, y) = k, there is a vertexw ∈ P
with
d(w, z) = 1, d(w, x) = k − 1, and d(w, y) = k.
Lemma 2.1. Let G be a connected graph which satisﬁes the ﬁrst condition in (A4). Let 1 t  s diam(G)
be integers. Let x /= y, z be vertices in G with d(x, z) = s, d(y, z) = t. Then there exists a vertex w such
that d(w, z) + d(w, x) = s, d(w, z) s − t + 1, d(w, x) < d(w, y) and d(w, y) t.
Proof. If s = t, then the assertion follows immediately by (A4).
Now let t < s. Let x /= y, z be vertices with d(x, z) = s and d(y, z) = t. We take a vertex x′ which
satisﬁes d(x′, z) = t and d(x′, x) = s − t. From (A4) there is a vertex w1 with
d(w1, z) = 1, d(w1, x′) = t − 1, and d(w1, y) t.
From the triangle inequality we have s − 1 = d(z, x) − d(z, w1) d(w1, x) d(w1, x′) + d(x′, x) =
s − 1, i.e., d(w1, x) = s − 1. We repeat this process i + 1 times and obtain the vertices w0 := z,
w1, . . . , wi+1, such that d(wj, z) = j, d(wj, x) = s − j, for all j ∈ {0, . . . , i + 1}, and d(wj+1, y)
d(wj, y) for all j ∈ {0, . . . , i}, until i satisﬁes
d(wi, x) = s − i d(wi, y) and d(wi+1, x) = s − i − 1 < d(wi+1, y).
Then w := wi+1 has the desired properties. 
Let G be a graph with the set of vertices P , and let 1 < k < diam(G). For a nonempty subset S of
P , deﬁne S⊥k := {x ∈ P|d(x, y) k for all y ∈ S}.
Lemma 2.2. Let G be a graph which satisﬁes the conditions (A1), (A3) and (A4). Let 1 < k < diam(G).
Then for any a /= b ∈ P with 1 < d(a, b) k, and for any vertex p /= a, b, there is some vertex x ∈ {a, b}⊥k
with
d(x, p) > max{d(x, a), d(x, b)}. (4)
Proof. Let a, b ∈ P with 1 < d(a, b) k and p /= a, b be any vertices. We deﬁne s = d(a, b), t1 =
d(p, a) 1, t2 = d(p, b) 1. Without loss of generality we may assume that t2  t1. From the triangle
inequality we obtain s t1 + t2. If s < t1 + t2, we have s 2t1 − 1. We distinguish three cases.
Case 1: s = t1 + t2. By condition (A3) there is a vertexw ∈ Pwithd(w, a) = d(b, p) = t2,d(w, b) =
d(a, p) = t1, and d(w, p) = d(a, b) = s = t1 + t2. Then w ∈ {a, b}⊥k and d(w, p) > max{d(w, a),
d(w, b)}.
Case 2: s < 2t1 − 1. If t1 > s, then the vertex x := a has the required properties. Now let t1  s.
From Lemma 2.1, there exists a vertex w ∈ P with
d(w, a) s − t1 + 1, d(w, b) = s − d(w, a) < d(w, p), and d(w, p) t1.
Hence w ∈ {a, b}⊥k and d(w, p) > max{d(w, a), d(w, b)}.
Case 3: s = 2t1 − 1 /= t1 + t2. This implies t1 = t2. Denote t := t2 = t1.
If t = 1, then s = 1 contradicts the assumption 1 < d(a, b) = s.
If t = 2, s = 3 then by condition (A4), there is a vertex w ∈ P with
d(w, p) = 3, d(w, a) = 1, and d(w, b) 3.
If d(w, b) < 3, then d(w, p) > max{d(w, a), d(w, b)}. If d(w, b) = 3, then by condition (A4), we
have a vertex u ∈ P with
d(u, w) = 1, d(u, b) = 2, and d(u, p) 3
and d(u, a) d(u, w) + d(w, a) = 2. Hence u ∈ {a, b}⊥k and d(u, p) > max{d(u, a), d(u, b)}.
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Now let t > 2. By condition (A4) there is a vertex w ∈ P with
d(w, p) = 1, d(w, b) = t − 1, and d(w, a) t.
If d(w, a) = t, then d(a, b) = d(a, w) + d(w, b). By condition (A3) there is a vertex u ∈ P with
d(u, a) = d(b, w) = t − 1, d(u, b) = d(a, w) = t, and d(u, w) = d(a, b) = 2t − 1.
Then u ∈ {a, b}⊥k and d(u, p) d(u, w) − d(w, p) = 2t − 2 = t + (t − 2) > t. This implies
d(u, p) > max{d(u, a) = t − 1, d(u, b) = t}.
If d(w, a) > t, then d(w, a) = t + 1 and d(w, a) = d(w, p) + d(p, a). By condition (A3) there is a
vertex u ∈ P with
d(u, w) = d(a, p) = t, d(u, a) = d(w, p) = 1, and d(u, p) = d(w, a) = t + 1,
hence 2t − 2 = d(a, b) − d(a, u) d(u, b) d(u, w) + d(w, b) = 2t − 1.
Since d(u, p) = t + 1 2t − 2 d(u, b), by Lemma 2.1, there exists a vertex x ∈ P with
d(x, u) d(u, b) − (t + 1) + 1, d(x, b) < d(x, p), d(x, p) t + 1,
and d(u, b) = d(x, b) + d(x, u). Since d(x, b) d(u, b) 2t − 1 = s k, and d(x, u) d(u, b)
− (t + 1) + 1 t − 1, we have d(x, a) d(x, u) + d(u, a)(t − 1) + 1 < d(x, p), x ∈ {a, b}⊥k , and
d(x, p) > max{d(x, a), d(x, b)}. 
Lemma 2.3. Let G be a graph which satisﬁes the conditions (A1)–(A5). Let 1 < k < diam(G). Then for
any a /= b ∈ P with 0 < d(a, b) k,∣∣∣{a, b}⊥k⊥k ∣∣∣ 3 ⇔ d(a, b) = 1.
Proof. Let a /= b ∈ P with d(a, b) k. Since d(x, a) k and d(x, b) k for any x ∈ {a, b}⊥k , we have
{a, b} ⊂ {a, b}⊥k⊥k .
For the case d(a, b) = 1, by condition (A5), there is a vertex p ∈ P\{a, b} with d(x, p)
max{d(x, a), d(x, b)} for all x ∈ P . Then d(x, p)max{d(x, a), d(x, b)} k for all x ∈ {a, b}⊥k implies
p ∈ {a, b}⊥k⊥k and |{a, b}⊥k⊥k | 3. In the case 1 < d(a, b) k, from Lemma 2.2, for any p /= a, b there
is some vertex x ∈ {a, b}⊥k with (4). If d(x, p) > k then p /∈ {a, b}⊥k⊥k . If d(x, p) k then by condition
(A2), there is a vertex y ∈ P with
k + 1 = d(y, p) = d(y, x) + d(x, p) > max{d(y, a), d(y, b)},
hence y ∈ {a, b}⊥k . From k + 1 = d(y, p) we obtain p /∈ {a, b}⊥k⊥k . 
Our main result is the following theorem.
Theorem 2.1. Let G, G′ be two graphs satisfying the above properties (A1)–(A5) with diam(G) 2. Let
1 k < diam(G) be an integer. Let ϕ : P → P ′ be a surjection which satisﬁes
d(x, y) k ⇔ d(xϕ , yϕ) k ∀ x, y ∈ P.
Then ϕ is an isomorphism.
Proof. At ﬁrst we show that ϕ is injective. Let x /= y ∈ P be any two vertices. If d(x, y) > k then
d(xϕ , yϕ) > k, this implies xϕ /= yϕ . In the case that 1 d(x, y) k, by (A2) there is a vertex z ∈ P
with d(x, z) = d(x, y) + d(y, z) = k + 1. This implies d(xϕ , zϕ) > k and d(yϕ , zϕ) k since d(y, z) =
d(x, z) − d(x, y)(k + 1) − 1 = k. Then xϕ /= yϕ . Whence ϕ is injective. From above, ϕ : P → P ′ is
a bijection. In the case k = 1, we have already d(x, y) = 1 if and only if d(xϕ , yϕ) = 1. In the case
1 < k < diam(G)we apply Lemma 2.3, and we have d(x, y) = 1 if and only if d(xϕ , yϕ) = 1. Hence ϕ
is an isomorphism. 
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3. Applications
In this section, we apply our main theorem to several geometries of matrices. We verify the condi-
tions (A1)–(A5) for the space of rectangularmatrices over a division ringwithmore than two elements,
the space of Hermitianmatrices over a division rings with involution satisfying some extra conditions,
the space of alternatematrices over a ﬁeldwithmore than two elements, and ﬁnally to the Grassmann
space.
3.1. Geometry of rectangular matrices
LetD be a division ring, and letm, n 2 be integers. The space of rectangularmatrices is based upon
the set Mm×n(D) of m × n matrices with entries in D. Two matrices A, B ∈ Mm×n(D) are deﬁned to
be adjacent if rank(A − B) = 1. Here the term “rank of a matrix” is always understood to be the left
row rank, i.e., it equals the dimension of the subspace spanned by the row vectors of the matrix in the
left vector spaceDn. It is well known that the left row rank and the right column rank coincide for any
matrix. The adjacency on Mm×n(D) can be considered as the adjacency relation of a graph with the
set of verticesP equal toMm×n(D). It is shown in [4], that d(A, B) = rank(A − B) for any twomatrices
A, B ∈ Mm×n(D). The group GMm×n(D) of transformations X 	→ PXQ + R, where P ∈ GLm(D), Q ∈
GLn(D) and R ∈ Mm×n(D), is a subgroup of the automorphism group of the graph onMm×n(D). Here
GLn(D) denotes the general linear group overD. All pairs of matrices with a ﬁxed distance k are in one
orbit under the action of the group GMm×n(D). When exhibiting such a pair wemay therefore assume
without lossof generality, that the twomatrices are0andE11 + E22 + · · · + Ekk ,whereEij ∈ Mm×n(D)
denotes the matrix whose (i, j) entry equals 1, whereas all other entries are 0.
By Im(X) we denote the subspace {uX|u ∈ Dm} of Dn for X ∈ Mm×n(D). The following lemma is
well known.
Lemma 3.1. Let X, Y be matrices in Mm×n(D). Then rank(X + Y) = rank(X) + rank(Y) if and only if
Im(X + Y) = Im(X) ⊕ Im(Y).
Lemma 3.2. Let X, Y be matrices in Mm×n(D)with rank(X − Y) = rank(X) + rank(Y). Then rank(X +
Y) = rank(X − Y).
Proof. Let X, Y be matrices in Mm×n(D) with rank(X − Y) = rank(X) + rank(Y) = rank(X)+ rank(−Y). By Lemma 3.1, Im(X − Y) = Im(X) ⊕ Im(−Y) = Im(X) ⊕ Im(Y).
Hence for any u, v ∈ Dm, there is a vector z ∈ Dm such that uX + (−v)Y = z(X − Y). Then
(u − z)X = (v − z)Y ∈ Im(X) ∩ Im(Y) = {0} implies uX = zX , vY = zY , and z(X + Y) = uX + vY .
We have shown that Im(X) ⊕ Im(Y) ⊂ Im(X + Y), thus Im(X) ⊕ Im(Y) = Im(X + Y). By Lemma3.1,
rank(X + Y) = rank(X) + rank(Y) = rank(X − Y). 
Lemma 3.3. Let X, Y ∈ Mm×n(D) with rank(X) = rank(Y) = 2 and X − Y = a1E11 + a2E22 + a3E33,
where ai ∈ D\{0}. Then
either Xij = Yij = 0 ∀ i ∈ {4, . . . , m},
or Xij = Yij = 0 ∀ j ∈ {4, . . . , n}.
Proof. Since rank X = 2 = rank Y , rank(X − Y) = 3 and Im(X − Y) ⊆ Im X + Im Y , we have
3 dim(Im X + Im Y) 4. We distinguish two cases:
1. dim(Im X + Im Y) = 3: Then Im(X − Y) = Im X + Im Y . Since Im X ⊆ Im(X − Y) and Im Y ⊆
Im(X − Y), we have Xij = Yij = 0, ∀j = 4, . . . , n.
2. dim(Im X + Im Y) = 4: In this case, the intersection Im X ∩ Im Y = {0}. Then for any v ∈
Ker(X − Y) we have vX = vY ∈ Im X ∩ Im Y = {0}, so v ∈ Ker X ∩ Ker Y , and Ker(X − Y) ⊆
Ker X ∩ Ker Y . Since Ker(X − Y)=span(e4, . . . , em), we obtain Xij = Yij = 0, ∀i = 4, . . . , m. 
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Lemma 3.4. The graph on Mm×n(D) with |D| 3, satisﬁes the conditions (A1)–(A5).
Proof. The diameter ofMm×n(D) ismin{m, n}. It is shown in the paper [1], that the graph onMm×n(D)
with |D| 3, satisﬁes the conditions (A1), (A2′), (A4′) and (A5′). It remains then to check (A3) and (A4)
hold inMm×n(D).
(A3) Let X /= Y and Z be matrices inMm×n(D)with d(X, Y) = d(X, Z) + d(Z, Y). Then rank ((X − Z)−(Y − Z)) = rank(X − Y) = rank(X − Z) + rank(Y − Z). By Lemma 3.2 we obtain
rank ((X − Z) + (Y − Z)) = rank ((X − Z) − (Y − Z)) = d(X, Y). Deﬁne W := X + Y − Z .
Then d(W, X) = rank(Y − Z) = d(Y, Z), d(W, Y) = rank(X − Z) = d(X, Z) and d(W, Z) =
rank ((X − Z) + (Y − Z)) = d(X, Y), as required.
(A4) We restrict ourselves to the case m n. The case m n can be shown similarly by considering
columns of matrices as vectors of a right vector space over D.
Let km be an integer and letX /= Y, Z ∈ Mm×n(D), with rank(X) = rank(Y) = k.Without loss
of generality, we assume Z = 0, X = E11 + E22 + · · · + Ekk . Denote yi to be the ith row vector
of Y .
Case 1: For all j ∈ {k + 1, . . . , m}, yj = 0. Denote X′ = E11 + E22 + · · · + Ekk , where now E11,
E22, . . . , Ekk ∈ Mk×n(D). Denote Y ′ =
⎛
⎜⎝
y1
.
.
.
yk
⎞
⎟⎠. Then X′, Y ′ ∈ Mk×n(D), and rank(X′) = rank(Y ′)
= k is the diameter of the graph onMk×n(D), which satisﬁes the condition (A4′). By (A4′) there
is a W ′ ∈ Mk×n(D) with rank(W ′) = 1, rank(X′ − W ′) = k − 1, rank(Y ′ − W ′) = k. LetW =(
W ′
0
)
∈ Mm×n(D), then rank(W) = 1, rank(X − W) = k − 1, and rank(Y − W) = k.
Case 2: There is some j ∈ {k + 1, . . . , m} with yj /= 0. Since rank(Y) = k, there is some i =
1, . . . , k,
yi ∈ span (y1, y2, . . . , yˆi, . . . , yj, . . . , ym) .
Here yˆi means that yi is omitted in the span. Let W := Eii ∈ Mm×n(D), then rank(W) = 1,
rank(X − W) = k − 1, rank(Y − W) k.
Nowwe show that the second part of (A4) also holds. Let X, Y, Z ∈ Mm×n(D)with d(X, Z) = 2 =
d(Y, Z)andd(X, Y) = 3.Without lossof generality, letZ = 0andX − Y = E11 + E22 + E33. From
Lemma 3.3 we have
either X = (X′|0), Y = (Y ′|0), where X′, Y ′ ∈ Mm×3(D),
or X =
(
X′
0
)
, Y =
(
Y ′
0
)
, where X′, Y ′ ∈ M3×n(D).
In theﬁrst case,weapply (A2′) toMm×3(D) andobtain that there is amatrixW ′ ∈ Mm×3(D)with
d(W ′, X′) = 1, d(W ′, Z′) = 3 = d(W ′, X′) + d(X′, Z′) and d(W ′, Y ′) 3. Then W := (W ′|0) ∈
Mm×n(D) has the required properties. The second case is treated analogously. 
Theorem 3.1. Let D,D′ be division rings with |D|, |D′| 3. Let m, n, p, q 2 and 1 k < min{m, n} be
integers. If ϕ is a surjective map from Mm×n(D) to Mp×q(D′) satisfying
rank(A − B) k ⇔ rank(Aϕ − Bϕ) k
for all A, B ∈ Mm×n(D), then ϕ is bijective. Both ϕ and ϕ−1 preserve adjacency of matrices. Moreover
min{m, n} = min{p, q}.
3.2. Geometry of Hermitian and symmetric matrices
The symmetric matrices can be considered as Hermitian matrices with the identity map as invo-
lution, − = id. For this reason, both cases can be studied together. Let D be a division ring which
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possesses an involution −. Denote by F the set of ﬁxed elements of − and Z(D) the center ofD. In this
section, we assume the following restrictions are satisﬁed:
(R1) |F ∩ Z(D)| > 3.
(R2) When − is the identity map, hence D = F is a ﬁeld, assume char(F) /= 2.
Let Hn(D) denote the space of Hermitian n × n matrices with n 2. Two matrices A, B ∈ Hn(D)
are deﬁned to be adjacent if rank(A − B) = 1. This turns Hn(D) into a graph. We recall the group
GHn(D) of transformations X 	→ PXPt + H, where P ∈ GLn(D) and H ∈ Hn(D), is a subgroup of the
automorphism group of the graph on Hn(D). For any two matrices A, B ∈ Hn(D) the distance d(A, B)
in the graph on Hn(D) equals rank(A − B). This can be shown, mutatis mutandis, as in [4], because
the restriction (R2) ensure that any matrix in Hn(D) is not alternate and then cogredient to a matrix
of the form a1E11 + a2E22 + · · · + anEnn, with ai ∈ F .
Lemma 3.5. The graph onHn(D) satisﬁes the conditions (A1)–(A5).
Proof. Thediameter ofHn(D) isn. It has beenproved in thepaper [1], that the graphonHn(D) satisﬁes
the conditions (A1), (A2′), (A4′)and (A5′). The condition (A3) has been proved in Lemma 3.4. It remains
then to check (A4) holds inHn(D).
(A4) It is similar to the proof in the geometry of rectangular matrices. Let k n be an integer and
let X /= Y, Z ∈ Hn(D), with rank(X − Z) = rank(Y − Z) = k. In the case k = 1, W := X has
the required properties. Assume now k 2. Without loss of generality, we assume Z = 0, X =
a1E11 + · · · + akEkk , ai ∈ F\{0}. Denote yi to be the ith row vector of Y .
Case 1: For all j ∈ {k + 1, . . . , n}, yj = 0. DenoteX′ = diag(a1, . . . , ak) and Y = diag(Y ′, 0). Then
X′, Y ′ ∈ Hk(D), and rank(X′) = rank(Y ′) = k is the diameter of the graph on Hk(D), which
satisﬁes the condition (A4′). Then by (A4′) there is a W ′ ∈ Hn(D), with rank(W ′) = 1,
rank(X′ − W ′) = k − 1, rank(Y ′ − W ′) = k. Let W = diag(W ′, 0), then rank(W) = 1,
rank(X − W) = k − 1, rank(Y − W) = k.
Case 2: There is some j ∈ {k + 1, . . . , n} with yj /= 0. Since rank(Y) = k, there is some i =
1, . . . , k,
yi ∈ span (y1, y2, . . . , yˆi, . . . , yj, . . . , yn) .
LetW = aiEii ∈ Hn(D), then rank(W) = 1, rank(X − W) = k − 1, rank(Y − W) k.
Now we show that the second part of (A4) also holds. Let X, Y, Z ∈ Hn(D) with d(X, Z) = 2 =
d(Y, Z) and d(X, Y) = 3. Without loss of generality, let Z = 0 and X − Y = a1E11 + a2E22 +
a3E33 where ai ∈ F\{0}. By Lemma 3.3 we have X = diag(X′, 0), Y = diag(Y ′, 0), rank(X′) =
rank(Y ′) = 2.Weapply condition (A2′) onH3(D), then there isW ′ ∈ H3(D) satisfying rank(W ′)= 3 = rank(W ′ − X′) + rank(X′). Since diam(H3(D)) = 3, rank(W ′ − Y ′) 3.
LetW = diag(W ′, 0), then d(W, Z) = 3, d(W, X) = 2 and d(W, Y) 3. 
Theorem 3.2. Let D, D′ be two division rings which possess involutions − and − ′, respectively, subject
to the restrictions (R1) and (R2). Let n, n′  2 and 1 k < n be integers. If ϕ : Hn(D) → Hn′(D′) is a
surjection which satisﬁes
rank(A − B) k ⇔ rank(Aϕ − Bϕ) k ∀ A, B ∈ Hn(D),
then ϕ is bijective. Both ϕ and ϕ−1 preserve adjacency of Hermitian matrices. Moreover n = n′.
3.3. Geometry of alternate matrices
Let F be a ﬁeld of arbitrary characteristic. Let n be an integer with n 2 . Denote by Kn(F) the
set of n × n alternate matrices with entries in F . The rank of alternate matrices is always even. Two
matrices A, B ∈ Kn(F) are deﬁned to be adjacent if rank(A − B) = 2. This turns Kn(F) into a graph.
W.-l. Huang / Linear Algebra and its Applications 433 (2010) 1973–1987 1981
The group GKn(F) of transformations X 	→ PXPt + K0, where P ∈ GLn(F), K0 ∈ Kn(F) is a subgroup
of the automorphism group of the graph on Kn(F). A transformation of GKn(F) which leaves 0 ﬁxed
is call a cogredient transformation on Kn(F). Two matrices A, B ∈ Kn(F) are called cogredient if there
is a matrix P ∈ GLn(F) such that A = PBPt . The graph theoretical distance between two matrices
A, B ∈ Kn(F) is d(A, B) = 12 rank(A − B), since any alternate matrix of rank 2k is cogredient to the
matrix⎛
⎝ 0 Ik−Ik 0
0
⎞
⎠
and is also cogredient to the diagonal blockmatrix diag(K, . . . , K, 0), where K :=
(
0 1
−1 0
)
∈ K2(F)
and where the number of K in diag(K, . . . , K, 0) is k, (see e.g. [4]). The diameter of the graph onKn(F)
is
[
n
2
]
, where [x] denotes the largest integer x for x ∈ R. Let A, B ∈ Kn(F) be two adjacent matrices.
Deﬁne l(A, B) := {A + λ(B − A)|λ ∈ F} to be the line joining A and B. Any line can be mapped under
a transformation of GKn(F) to the line {λ(E12 − E21)|λ ∈ F}.
In the following some elementary properties of alternate matrices are mentioned.
Proposition 3.1. For any alternate matrix A ∈ Kn(F) with n 4, there are an integer k 0 and a cogre-
dient transformation which leaves l = {λ(E12 − E21)|λ ∈ F} ﬁxed and takes A to a matrix of the form⎛
⎝ aK 0 A1220 K1 0
−At122 0 0
⎞
⎠ , (5)
where a ∈ F , K1 = diag(K, . . . , K) ∈ K2k(F)
and A122 ∈ M2×(n−2k−2)(F). Furthermore the integer k is unique.
Proof. Let A =
(
A11 A12
−At12 A22
)
∈ Kn(F), where A11 ∈ K2(F), A22 ∈ Kn−2(F). Any cogredient trans-
formation X 	→ PXPt , which leaves E12 − E21 ﬁxed, is of the form
P =
(
P11 ∗
0 P22
)
,
where P11 ∈ GL2(F) and P22 ∈ GLn−2(F) with det P11 = 1. If there is a such cogredient transforma-
tion which takes A to the form (5), then 2k = rank(K1) = rank(P22A22Pt22) = rank(A22) is unique.
Now we show the existence of such cogredient transformations. Let rank(A22) =: 2k. Then there is
a matrix Q ∈ GLn−2(F) such that QA22Qt = diag(K1, 0), where K1 = diag(K, . . . , K) ∈ K2k(F). Let
P := diag(I2, Q) ∈ GLn(F). Then
PAPt =
⎛
⎝ A11 A121 A122−At121 K1 0−At122 0 0
⎞
⎠ ,
for some A121 ∈ M2×2k(F), and A122 ∈ M2×(n−2k−2)(F).
Deﬁne
T :=
⎛
⎝I2 −A121K
−1
1 0
0 I2k 0
0 0 In−2k−2
⎞
⎠ .
Then
T(PAPt)Tt =
⎛
⎝ aK 0 A1220 K1 0
−At122 0 0
⎞
⎠
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and
T
[
P
(
λK 0
0 0
)
Pt
]
Tt =
(
λK 0
0 0
)
,
for some a ∈ F . 
Proposition 3.2. Let n 4, A ∈ Kn(F) and let l be a line of Kn(F). Then either the distance between A
and anymatrix of l is the same, or there is a matrix B ∈ l such that d(A, X) = d(A, B) + 1 for all X ∈ l\{B}.
Proof. Without loss of the generality wemay assume l = {λ(E12 − E21)|λ ∈ F}. From Proposition 3.1
there is an integer k 0 and a cogredient transformationwhich leaves l = {λ(E12 − E21)|λ ∈ F} ﬁxed
and takes A to a matrix of the form⎛
⎝ aK 0 A1220 K1 0
−At122 0 0
⎞
⎠ ,
where a ∈ F , K1 = diag(K, . . . , K) ∈ K2k(F) and A122 ∈ M2×(n−2k−2)(F).
Case 1: rank(A122) = 2. Then rank(A) = 2k + 4, and for any matrix X ∈ l, d(A, X) = k + 2.
Case 2: rank(A122) = 1. Then rank(A) = 2k + 2, and for any matrix X ∈ l, d(A, X) = k + 1.
Case 3: rank(A122) = 0. Let B := a(E12 − E21) ∈ l, then d(A, B) = k and for any matrix X ∈ l\{B},
d(A, X) = k + 1. 
Proposition 3.3. Let n 4, A ∈ Kn(F). If A =
(
A11 A11x
t
xA11 0
)
, for some x ∈ Fn−1, A11 ∈ Kn−1(F),
then rank(A11) = rank(A).
Proof. For any A =
(
A11 A11x
t
xA11 0
)
∈ Kn(F), where x ∈ Fn−1, A11 ∈ Kn−1(F), deﬁne P :=(
In−1 0−x 1
)
∈ GLn(F). Then PAPt = diag(A11, 0), hence rank(A) = rank(PAPt) = rank(A11). 
Proposition 3.4. Let n 4 be odd. For any alternate matrices A /= B ∈ Kn(F) with rank(A) = n − 1,
there exists P ∈ GLn(F) such that PAPt =
(
A′11 A′11xt
xA′11 0
)
and PBPt = diag(B′11, 0), for some x ∈ Fn−1,
A′11, B′11 ∈ Kn−1(F), with rank(A′11) = rank(A) and rank(B′11) = rank(B).
Proof. Without loss of generality we may assume B = diag(B11, 0), where B11 ∈ Kn−1(F), rank(B11)
= rank(B). Let A =
(
A11 A12
−At12 0
)
, where A11 ∈ Kn−1(F), A12 ∈ M(n−1)×1(F). Since rank(A) = n −
1, we have rank(A11) = n − 1 or n − 3. If rank(A11) = n − 1, then we are done.
In the case rank(A11) = n − 3, take Q11 ∈ GLn−1(F) with Q11A11Qt11 = diag(K1, 0) ∈ Kn−1(F),
where K1 := diag(K, . . . , K) ∈ Kn−3(F). Deﬁne Q := diag(Q11, 1) ∈ GLn(F). Then QBQt =: B1 =:
diag(B′11, 0) and
A1 := QAQt =
⎛
⎜⎜⎜⎜⎜⎜⎝
a1
K1
...
0 an−2
0 an−1−a1 · · · −an−2 −an−1 0
⎞
⎟⎟⎟⎟⎟⎟⎠
,
where a := (a1, . . . , an−1) := (Q11A12)t ∈ Fn−1. Since rank(A1) = rank(A) = n − 1, we have a /= 0,
especially (an−2, an−1) /= 0; otherwise, by Proposition 3.3, rank(A1) = n − 3, a contradiction.
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In the case an−2 /= 0, let
T := diag
(
1, . . . , 1,
(
1 1
0 1
))
∈ GLn(F),
then
TA1T
t =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 a1
K1
...
...
0 an−2 an−2−a1 · · · −an−2 0 an−1−a1 · · · −an−2 −an−1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
=:
⎛
⎜⎜⎜⎝
a1
A′11
...
an−1−a1 · · · −an−1 0
⎞
⎟⎟⎟⎠ ,
TB1T
t = B1 and rank(A′11) = n − 1. Hence P := TQ has the required properties.
In the case an−2 = 0, we have an−1 /= 0. Let
T := diag
⎛
⎝1, . . . , 1,
⎛
⎝1 0 10 1 0
0 0 1
⎞
⎠
⎞
⎠ ∈ GLn(F),
then
TA1T
t =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 0 a1
K1
...
...
...
an−3 0 an−3−a1 · · · −an−3 0 −an−1 an−2
0 · · · 0 an−1 0 an−1−a1 · · · −an−3 −an−2 −an−1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
=:
⎛
⎜⎜⎜⎝
a1
A′11
...
an−1−a1 · · · −an−1 0
⎞
⎟⎟⎟⎠ ,
TB1T
t = B1 and rank(A′11) = n − 1. Hence P := TQ has the required properties. 
Proposition 3.5. Let n 4. Let A ∈ Kn(F) with rank(A) = 2k + 2 n. Then for any matrix B ∈ Kn(F)
wehave rank(B) = 2k, andA, Bareadjacent if andonly if there exists amatrixP ∈ M2×n(F)withPAPt /= 0
and
B = A + (PA)t(PAPt)−1(PA).
Proof. LetA, B ∈ Kn(F) be alternatematriceswith rank(A) = 2k + 2 n and B = A + (PA)t(PAPt)−1
(PA), for some matrix P ∈ M2×n(F), with PAPt /= 0. Since PAPt is a matrix in K2(F), PAPt /= 0 im-
plies rank(PAPt) = 2, PA /= 0 and rank
(
(PA)t(PAPt)−1(PA)
)
= 2. For any vector x ∈ Fn with xA = 0,
we have xB = 0, hence rank(B) rank(A). Furthermore PB = PA + P(PA)t(PAPt)−1(PA) = 0, hence
rank(B) < rank(A). Since B − A = (PA)t(PAPt)−1(PA) has rank 2, we have that A, B are adjacent and
rank(B) = 2k.
Conversely, let A, B ∈ Kn(F) be adjacent with rank(A) = 2k + 2 n and rank(B) = 2k. Without
loss of generality we assume B − A = E12 − E21, and
A =
⎛
⎝ aK 0 A130 K1 0
−At13 0 0
⎞
⎠
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for some a ∈ F , s 0, K1 = diag(K, . . . , K) ∈ K2s(F) and A13 ∈ M2×(n−2s−2)(F). Since rank(A) =
2k + 2 and rank(A − (A − B)) = 2k, from the proof of Proposition 3.2, we have s = k, a = −1 and
A13 = 0. Deﬁne P := (I2|0) ∈ M2×n(F), then PA = (−K|0), (PAPt)−1 = K and
(PA)t(PAPt)−1(PA)=
(
K
0
)
K(−K|0)
=E12 − E21 = B − A. 
Proposition 3.6. Let n 4 and A, B ∈ Kn(F) with rank(A) = 2
[
n
2
]
and B /= 0. Then there exists P ∈
M2×n(F) with PAPt /= 0 and PBPt /= 0.
Proof. Without loss of generality we may assume that the ﬁrst 2
[
n
2
]
rows a1, a2, . . ., a2[ n2 ]
of A
are all nonzero. Since B /= 0, rank(B) 2, there is some i ∈
{
1, . . . , 2
[
n
2
]}
, such that bi /= 0, where
bi is the ith row of B. Let ei denote the ith vector of the canonical basis of Fn. Then eiA = ai /= 0
and eiB = bi /= 0. Denote UA := {x ∈ Fn|aixt = 0} and UB := {x ∈ Fn|bixt = 0}. Since UA, UB are
proper subspaces of Fn, there are some vectors y ∈ Fn\(UA ∪ UB). Since y /∈ UA ∪ UB, eiAyt =
aiy
t /= 0 and eiByt = biyt /= 0. Deﬁne P :=
(
ei
y
)
∈ M2×n(F). Then PAPt =
(
0 eiAy
t
−eiAyt 0
)
/= 0
and PBPt =
(
0 eiBy
t
−eiByt 0
)
/= 0. 
Proposition 3.7. Let A /= B ∈ Kn(F). If there exists P ∈ M2×n(F) with PAPt /= 0 and PAPt /= QBQt for
all Q ∈ M2×n(F) with QB = PA, then
rank
(
(PA)t(PAPt)−1(PA)
)
= 2,
rank
(
A + (PA)t(PAPt)−1(PA)
)
= rank(A) − 2, (6)
rank
(
B + (PA)t(PAPt)−1(PA)
)
 rank(B).
Proof. LetP ∈ M2×n(F)withPAPt /= 0, andPAPt /= QBQt for allQ ∈ M2×n(F)withQB = PA. Suppose
rank
(
B + (PA)t(PAPt)−1(PA)
)
< rank(B),
then it is rank(B) − 2, and by Proposition 3.5 there is some R ∈ M2×n(F), RBRt /= 0 such that
B + (RB)t(RBRt)−1(RB) = B + (PA)t(PAPt)−1(PA).
This implies
(RB)t(RBRt)−1(RB) = (PA)t(PAPt)−1(PA).
From above, the row vectors of RB and the row vectors of PA span the same subspace of Fn. Thus there
is a matrix T ∈ GL2(F) satisfying T(RB) = PA. Let Q := TR. We have QB = PA and
(QB)t(QBQt)−1(QB) = (RB)t(RBRt)−1(RB) = (PA)t(PAPt)−1(PA).
Hence PAPt = QBQt , a contradiction. 
Proposition 3.8. Let n 4, let A /= B ∈ Kn(F) with rank(A) = rank(B) = 2
[
n
2
]
. Then there exists P ∈
M2×n(F) with PAPt /= 0 and (6).
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Proof. Case 1: n is even. Then rank(A) = rank(B) = n, and A, B are nonsingular. Since A /= Bwe have
A − AB−1A /= 0.ByProposition3.6 thereexistsP ∈ M2×n(F)withPAPt /= 0andP(A − AB−1A)Pt /= 0.
Then
rank
(
(PA)t(PAPt)−1(PA)
)
= 2,
rank
(
A + (PA)t(PAPt)−1(PA)
)
= n − 2,
rank
(
B + (PA)t(PAPt)−1(PA)
)
 n − 2.
Suppose
rank
(
B + (PA)t(PAPt)−1(PA)
)
= n − 2,
then by Propositions 3.5 and 3.7 there is some Q ∈ M2×n(F) with QB = PA and PAPt = QBQt . Since
QBQt = QBB−1BQt = (QB)B−1(−QB)t = (PA)B−1(−PA)t = PAB−1APt ,
we have PAPt = PAB−1APt , this implies P(A − AB−1A)Pt = 0, a contradiction.
Case 2: n is odd. By Proposition 3.4 we may assume A =
(
K1 K1x
t
xK1 0
)
, B = diag(B11, 0), where
B11, K1 = diag(K, . . . , K) ∈ Kn−1(F), rank(B11) = n − 1and x ∈ Fn−1. IfB11 /= K1, byProposition3.6
there exists P11 ∈ M2×n−1(F) with P11K1Pt11 /= 0 and P11(K1 − K1B−111 K1)Pt11 /= 0. Then P := (P11|0)∈ M2×n(F) has the required properties. If B11 = K1, since A /= B, there is some ai,n /= 0. Without loss
of the generality we may assume at := (a1n, a2n) /= (0, 0). Let P := (I2|0) ∈ M2×n(F), then
(PA)t(PAPt)−1(PA) =
⎛
⎝−K 0 −a0 0 0
at 0 0
⎞
⎠ ,
and (6) holds. 
Proposition 3.9. Let n 4, 2 2k n be integers, and A /= B ∈ Kn(F) with rank(A) = rank(B) = 2k
Then there exists C ∈ Kn(F) with
rank(C) = 2,
rank(A − C) = 2k − 2,
rank(B − C) 2k.
Proof. Let n 4, 2 2k n be integers. Let A /= B ∈ Kn(F), with rank(A) = rank(B) = 2k. In the case
k = 1, C := A has the required properties. Assume now k 2. Without loss of generality, we assume
A = diag(A11, 0), B =
(
B11 B12
−Bt12 B22
)
, where A11 = K1 := diag(K, . . . , K), B11 ∈ K2k(F).
Case 1: For all j ∈ {2k + 1, . . . , n}, bj = 0, where bi ∈ Fn denotes the ith row vector of B, for all
i = 1, . . . , n. Then rank(B11) = 2k. By Proposition 3.8, there is C11 ∈ K2k(F) with
rank(C11) = 2,
rank(A11 − C11) = 2k − 2,
rank(B11 − C11) = 2k.
Then C = diag(C11, 0) ∈ Kn(F) has the required properties.
Case 2: There is some j ∈ {2k + 1, . . . , n} with bj /= 0. Since rank(B) = 2k, there is an integer
i ∈ {1, . . . , 2k}, such that
bi ∈ span(b1, b2, . . . , bˆi, . . . , bj, . . . , bn).
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Then rank(B′) = rank(B) = 2k, where B′ = B − (b1iE1i + · · · + bniEni − b1iEi1 − · · · − bniEin) ∈
Kn(F). Deﬁne C := Ei,i+1 − Ei+1,i when i is odd, and C := Ei−1,i − Ei,i−1 when i is even, then C has
the required properties. 
Lemma 3.6. Let |F| 3. The graph on Kn(F) satisﬁes the conditions (A1)–(A5).
Proof
(A1) The diameter of Kn(F) is
[
n
2
]
. The graph on Kn(F) is connected.
(A2) LetX /= Y bematrices inKn(F)withd(X, Y) = m.WemayassumeX = 0,Y = diag(K, . . . , K, 0),
where the number of K ism. For any k,m k
[
n
2
]
, let Z = diag(K, . . . , K, 0), where the number
of K is k. Then d(X, Z) = d(X, Y) + d(Y, Z) = k.
(A3) Let X /= Y and Z be matrices in Kn(F) with d(X, Y) = d(X, Z) + d(Z, Y). DeﬁneW := X + Y −
Z ∈ Kn(F). By Lemma 3.2,W satisﬁes the conditions in (A3).
(A4) The ﬁrst part holds from Proposition 3.9.
Now we show that the second part of (A4) also holds. Let X, Y, Z ∈ Kn(F) with d(X, Z) = 2 =
d(Y, Z) and d(X, Y) = 3. Without loss of generality, let Z = 0, X − Y = diag(K, K, K, 0). Since
rank X = 4 = rank Y , rank(X − Y) = 6 and Im(X − Y) ⊆ Im X + Im Y , we have 6 dim(Im X
+ Im Y) 8.
Case 1: dim(Im X + Im Y) = 6: Then Im(X − Y) = Im X + Im Y , we have Xij = Yij = 0, i, j =
7, . . . , n, i.e., X = diag(X′, 0), and Y = diag(Y ′, 0), where X′, Y ′ ∈ K6(F). By applying (A2) to
K6(F), there is amatrixW ′ ∈ K6(F)withd(W ′, X′) = 1,d(W ′, Z′) = 3andd(W ′, Y ′) 3.Deﬁne
W := diag(W ′, 0) ∈ Kn(F),W has the required properties.
Case 2: dim(Im X + Im Y) = 7: Without loss of generality, assume Im X + Im Y = span(e1, e2,
. . . , e7), where ei denote the ith vector of the canonical basis of Fn, for all i = 1, . . . , n. Then
X = diag(X′, 0), and Y = diag(Y ′, 0), where X′, Y ′ ∈ K7(F). diam(K7(F)) = 3. Analogous to
case 1, there is a matrixW ∈ Kn(F), with the required properties.
Case 3: dim(Im X + Im Y) = 8, then span(e7, . . . , en) = Ker(X − Y) ⊆ Ker X ∩ Ker Y . So we
have X = diag(X′, 0), and Y = diag(Y ′, 0), where X′, Y ′ ∈ K6(F), and dim(Im X + Im Y) =
6 /= 8, a contradiction.
(A5) Without of generality, assume A = 0, B = E12 − E21. Let P = λE12 − λE21 where λ ∈ F ,
λ /= 0, 1. Then by Proposition 3.2, for any X ∈ Kn(F), we have
d(X, P)max{d(X, A), d(X, B)} 
From our main Theorem 2.1 and the fundamental theorem of geometry of alternate matrices [4],
we have the following theorem:
Theorem 3.3. Let F , F ′ be two ﬁelds with |F|, |F ′| 3 Let n, n′  4 and 2 2k < n − 1 be integers. If ϕ
is a surjection from Kn(F) to Kn′(F ′) which satisﬁes
rank(A − B) 2k ⇔ rank(Aϕ − Bϕ) 2k ∀ A, B ∈ Kn(F),
then ϕ is bijective. Both ϕ and ϕ−1 preserve adjacency of alternate matrices. Moreover n = n′ and F and
F ′ are isomorphic.
3.4. Projective geometry of rectangular matrices – the Grassmann space
Let D be a division ring. The projective space of rectangular matrices Mm×n(D), m, n 2, is the
Grassmann space G(m,m + n;D) over D. The points are m-dimensional subspaces in the (m + n)-
dimensional left vector space over D. We refer to [4] for its relationship to Mm×n(D). Two points
A, B ∈ G(m,m + n;D) are called adjacent if A ∩ B is (m − 1)-dimensional. The distance between
A,B is deﬁned as d(A, B) = m − dim(A ∩ B). The graph on the Grassmann space G(m,m + n;D) has
diameter min{m, n} and satisﬁes the conditions (A1), (A2′), (A4′) and (A5′), see [1].
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Using dimension arguments we have the following property: Let X /= Y ∈ G(m,m + n;D) with
d(X, Y) = k. Then Z ∈ G(m,m + n;D) satisﬁes d(X, Y) = d(X, Z) + d(Z, Y) if and only ifX ∩ Y < Z <
X + Y and there are subspacesUi < X + Y , i = 1, . . . , 4 such that X = U1 ⊕ U2 ⊕ (X ∩ Y), Y = U3 ⊕
U4 ⊕ (X ∩ Y) and Z = U2 ⊕ U3 ⊕ (X ∩ Y)with dimU1 = dimU3 = d(X, Z) and dimU2 = dimU4 =
d(Y, Z).
From above property, condition (A3) holds obviously.
We now prove (A4). Let X, Y, Z ∈ G(m,m + n;D) be vertices with X /= Y and d(X, Z) = d(Y, Z) =:
k 1. In the case k = 1, letW := X . Now suppose k 2.
Case 1: X + Z = Y + Z . Then X, Y, Z can be considered as vertices of the graph arising from the
Grassmann space with point set {W < X + Z| dim(W) = m}. The diameter of this graph is k. By
property (A4′) there existsW ∈ G(m,m + n;D) with the desired properties.
Case 2: X + Z /= Y + Z . Choose a vector x ∈ X\(Y + Z) and let U < Z be an (m − 1)-dimensional
subspace which contains X ∩ Z . Deﬁne W := span(x) + U. Then W ∈ G(m,m + n;D), d(W, Z) = 1
and d(W, X) = k − 1. Since x ∈ W\(Y + Z),W is not a subspace of Y + Z . Hence d(W, Y) /= k − 1.
For the second part of (A4), let X, Y, Z ∈ G(m,m + n;D) with d(Z, X) = 2 = d(Z, Y) and
d(X, Y) = 3.
Since dim(X + Y) = m + 3 and dim(X + Z) = m + 2, there is a vector y ∈ Dm+n satisfying y ∈
Y\(X + Z). LetW ∈ G(m,m + n;D), y ∈ W < span(y) + X + Z with d(W, X) = 1 and d(W, Z) = 3.
Fromthe triangle inequalitywehaved(W, Y) 4. Anecessary condition ford(W, Y) = 4 = d(W, X) +
d(X, Y) isW ∩ Y < X . Since y ∈ (W ∩ Y)\X , (W ∩ Y) is not a subspace of X . Hence d(W, Y) < 4.
Theorem 3.4. Let D,D′ be division rings. Let m, n, p, q be integers  2 and 1 k < min{m, n, p, q}. If
ϕ : G(m,m + n;D) 	→ G(p, p + q;D′) is a surjection which satisﬁes
d(A, B) k ⇔ d(Aϕ , Bϕ) k
for all A, B ∈ G(m,m + n;D), then ϕ is bijective. Both ϕ and ϕ−1 preserve adjacency of subspaces.
Moreovermin{m, n} = min{p, q}.
Remark 3.1. The Grassmann space G(m,m + n;D)may also be deﬁned for n = ∞. The graph arising
from G(m,m + n;D) with n = ∞ satisﬁes (A1)–(A5).
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