Abstract Fair evaluation of interviewers based on their cooperation rates is complicated in most surveys. depending on the mode(s) of data collection and the methods used to assign sampled cases to interviewers, different interviewers often work cases that are more or less difficult to interview. Further, in centralized telephone facilities, interviewers are given cases affected by the results of earlier attempts by other interviewers. This paper proposes and evaluates an interviewer performance indicator that attempts to repair these weaknesses and can be used in all data collection modes involving interviewers. For each contact made by an interviewer, the deviation between the outcome of that contact (1 = successful interview, 0 = other) and the predicted probability of a successful interview for that contact (according to auxiliary information and survey paradata) is recorded. each interviewer then receives a score that is the mean of these deviations across all contacts. This performance indicator gives larger credit to the interviewer who obtains success on difficult cases versus relatively easy cases. The indicator also gives smaller penalties to failures on very difficult cases. We analyze face-to-face and telephone contacts from three different surveys to illustrate the computation Brady T.
of this indicator and its properties. We find that calling-history paradata are the strongest predictors of obtaining interviews in both modes (especially for face-to-face contacts), and produce propensity-adjusted performance indicators that more effectively distinguish among interviewers.
introduction
Interviewer-level cooperation rates are often used as performance metrics for interviewers (e.g., Groves and Couper 1998; Kennickell 2006; Fowler 2008; Tarnai and Moore 2008) . In area probability sample surveys, interpreting such rates is complicated. Interviewers whose sample assignments lie in large urban areas tend to obtain lower cooperation rates than those working in small rural communities (Groves and Couper 1998) . These differences are believed to arise more because of target population differences than interviewer performance differences (e.g., singer, Frankel, and Glassman 1983; Wiggins, Longford, and o'Muircheartaigh 1992; Morton-Williams 1993; o'Muircheartaigh and Campanelli 1999; snijkers, Hox, and de Leeuw 1999; Hox and de Leeuw 2002 ; but see Hox, de Leeuw, and Kreft 1991) . In contrast, interviewers working the same shift in centralized telephone interviewing facilities share nearrandom subsamples of cases. However, even in centralized telephone surveys, there remain three complications of interpreting interviewer-level cooperation rates: (1) interviewers working different shifts tend to contact people with different likelihoods of cooperation; (2) interviewer response rates are affected by the contributions of other interviewers' prior interactions with those cases; and (3) interviewers assigned refusal conversion cases have a greater burden to obtain a given response rate. Given that cases in telephone surveys are often assigned to any interviewer ready for the next dialing, evaluating performance based on each interaction with a sample member (rather than the final outcomes of cases) is an attractive alternative.
It would therefore be useful for the survey practitioner to have a metric for comparing the effectiveness of interviewers that adjusts for the difficulty of specific contacts with sampled cases (where "contacts" refer to face-to-face or telephone interactions with a sample householder). Unfortunately, most metrics used for evaluating interviewer performance fail to recognize the difficulty of assigned cases (e.g., cooperation rates, calls and completes per hour, measures of data quality, performance relative to other interviewers, etc.; see Barioux [1952] or Tarnai and Moore [2008] ). Two recently developed metrics have attempted to address this problem, and we aim to extend these initial efforts in this paper.
durand (2005) developed a scoring system for interviewer performance in telephone surveys that conceptualized performance as a function of completed interviews, refusals, and interviewer time required to achieve those outcomes. For each interviewer within each calling shift, durand's Net Contribution to Performance Index (NCPI) awards: (1) one point for a completed interview from a never-reached number; (2) two points for a converted refusal; and (3) one point for a completed interview from a previous appointment. It also deducts one point for a refusal from a never-reached number.
The sum of these points for all calls made during a shift is then divided by the maximum number of completed interviews during the shift (defined as the shift duration divided by the average length of a completed interview in that shift) to compute the NCPI. The author acknowledges that the assignment of these points, while clearly ordered correctly relative to one another, is somewhat arbitrary. Further, the NCPI combines success in gaining participation with speed of gaining that participation. We seek a measure that reflects success at gaining participation while accounting for the difficulty of assignments, without reflecting the speed of the work.
In another work, Laflamme and st. Jean (2011) defined a weighted interviewer performance (WIP) measure for CaTI surveys as a function of three factors: the current state of the case being worked (e.g., a contacted case without any prior refusals), the number of calls previously made to a case, and the time of day at which the call was made (day or evening). Interviews completed with cases falling into cells with lower cooperation rates receive more weight in the calculation of the WIP measure for an interviewer; see Laflamme and st. Jean (2011, pp. 6-7) for computational details. These authors note that each of the three factors affect the likelihood of gaining participation when calling a given case. This indicator therefore partially incorporates the difficulty of cases currently being worked, but is limited by using cells formed by only three factors to define the difficulty of a case.
We propose a metric that can be used to evaluate interviewers that focuses on contacts with sample cases, and incorporates the projected difficulty of those cases based on response propensity modeling. This extends the ideas proposed by durand (2005) and Laflamme and st. Jean (2011) to both face-to-face and telephone data collection modes, and allows for differences in expected response propensity between cases based on a number of predictor variables. For example, interviewers successfully obtaining cooperation from a more difficult previous refusal (with a lower expected response propensity, based on several other predictor variables) would be given a larger score for the contact. although response propensity modeling provides a more general measure of the difficulty of active cases in any given survey, its value depends on the predictive power of the models. We describe our proposed method in the next section, describing the response propensity model and the use of informative survey paradata.
the Propensity-Adjusted interviewer Performance (PAiP) score Central to our proposed method is the ability to estimate a strong model of response propensity, where a contact-level response indicator (1 = successful interview, 0 = other outcome) is regressed on a rich set of survey paradata and auxiliary variables that are (1) available for all sample contacts; and (2) predictive of cooperation with the survey request at the next contact. With appropriate survey paradata (Couper 1998; Couper and Lyberg 2005; Kreuter and Casas-Cordero 2010) , an interviewer performance indicator might be considered that measures the interviewer's average performance in obtaining interviews over all contacts made with sampled households. The use of paradata, or "data collection process" data, to estimate response propensities and possibly repair nonresponse bias has received a considerable amount of recent research attention (see West [2011] for a review). In this paper, we use selected paradata, in addition to other auxiliary variables available for both respondents and nonrespondents, to estimate response propensities for active cases at subsequent contacts.
Consider the following ingredients for computing a propensity-adjusted interviewer performance indicator for a given interviewer: a) For each active case, estimate the probability that the next contact will generate a positive outcome; this probability is stored in the paradata record of the case, and is called p jc (the probability of a successful outcome for case j at contact c). b) The interviewer who contacts case j at the next call, based on the outcome of that contact, O jc , is assigned a "deviation" score of d jc = O jc -p jc , where O jc = 1 for a completed interview and 0 otherwise. This performance indicator gives a larger credit to the interviewer who obtains success on very difficult cases versus relatively easy cases, and a larger penalty for failure on very easy cases versus relatively difficult cases. We note 1. We acknowledge that establishment of an appointment for a future interview might be considered a "successful" outcome of a contact. The methodology behind computing the PaIP score is flexible enough to allow survey managers to choose an arbitrary contact outcome value for an appointment, such as 0.5 (as opposed to 1 or 0), when computing the PaIP scores. However, appointments do not always guarantee interviews at future contacts, especially in telephone surveys (as we will demonstrate in our examples), and we are interested in the ideal product of the survey process: a completed interview. establishing appointments will make cases "easier" in terms of response propensity, which we also demonstrate in our examples, so we include establishment of appointments at prior contacts in the response propensity models that we use to illustrate the computation of PaIP scores.
that response probabilities at subsequent contacts from part a) need to be estimated using the response propensity models described earlier. The appropriate classification of cases as "easy" or "difficult" therefore relies on the model used to estimate response propensity.
examples of computing and evaluating PAiP scores
We present three illustrations of the PaIP score: one using face-to-face contacts with households in an area probability sample, where interviewers are resident in primary sampling areas; one using contacts from several years of a monthly random-digit-dial (rdd) telephone survey conducted in a centralized CaTI facility; and one using both CaPI and CaTI contacts from a mixed-mode survey. evaluating the utility of our proposed PaIP score requires estimation of the difficulty of cases assigned to an interviewer. We estimate case difficulty as the mean predicted response propensity for all final contacts made by an interviewer, because these predictions incorporate all of the paradata and other auxiliary information that has been recorded for a case from all prior calling efforts. our evaluation explores the correlations of mean estimated difficulty measures for the cases assigned to interviewers, the cooperation rates of interviewers, and our proposed PaIP scores. In addition, the paradata and call duration 2 data necessary to compute the evaluation metrics proposed by durand (2005) and Laflamme and st. Jean (2011) were available for each year of the monthly rdd telephone survey, and we use these data to compare the computed PaIP scores to these two alternative metrics.
The National survey of Family Growth (NsFG) is an ongoing area probability sample survey of U.s. household members 15-44 years of age, with a 60-80-minute face-to-face interview (using CaPI and aCasI) about sexual and fertility experiences, partnering, and family formation events (Groves et al. 2009; Lepkowski et al. 2010) . In initial screening interviews, NsFG 2. some of the survey of Consumer attitudes (sCa) call duration data may have been subject to measurement error. across the four sCa years analyzed in this study, between 21.84 and 42.99 percent of the data in fields measuring computer-recorded call durations were missing. The missing call-duration values were "imputed" based on the time elapsed between subsequent calls made by the same interviewer on the same day (which may have, for example, included breaks). We note that the collection of the sCa calling-history data was not designed with computation of the NCPI and WIP metrics in mind. 3. sas code for computing the two alternative metrics is available upon request from the authors. as indicated earlier, these competing metrics cannot be computed for face-to-face surveys, and the CaTI contacts from the mixed-mode survey did not have the necessary call-duration data available.
interviewers complete a roster of a sampled household, and a single respondent between the ages of 15 and 44 is then randomly selected from the roster for the main interview, according to a probability sampling scheme that is designed to meet target sample sizes in specified demographic subgroups (Lepkowski et al. 2010 ). The main interviews are then conducted either immediately after the screening interview or at a later appointed date and in english or spanish, depending on the respondent's preferences. This example examines the performance of 91 interviewers working in 83 different primary sampling areas (PsUs) over the first 10 quarters (i.e., 30 months) of data collection for the survey (June 2006 (June to december 2008 . Using the aaPor rr4 calculation (aaPor 2008), with individual outcomes adjusted by base sampling weights, the NsFG achieved overall quarterly weighted response rates ranging from 70 to 80 percent across demographic subgroups during these 10 quarters. Given that most NsFG interviewers work in a single PsU, we attempted to include several PsU-level predictor variables that might explain variation in case difficulty among interviewers. We analyze visits in which contact was established with someone at the sampled housing unit, after completion of an initial screening interview designed to select an eligible person between the ages of 15 and 44 for the main NsFG interview.
The NsFG uses a responsive design framework (Groves and Heeringa 2006) , and accordingly collects a very rich set of paradata on sampled area segments within PsUs (e.g., interviewer safety concerns about the area), housing units (e.g., physical access impediments), calls (e.g., number of calls attempted), contacts (e.g., respondents asking questions during the contact), and interviewer observations (e.g., evidence of presence of young children) to enhance design decisions during data collection (Groves et al. 2009, pp. 23-24) . We use these paradata, along with interviewer experience (in years) and selected Census 2000 information for the PsUs, to build the response propensity model required for computation of the PaIP scores. our data set included 42,200 contacts, and we used ProC LoGIsTIC in sas to fit a discrete-time hazard model (see allison [2010] , Chapter 7, for details) and predict the probability of a successful main interview at the next contact. sample cases had as many records in the data set as contacts were made until a main interview was completed or the data collection was finished for a given quarter. The dependent variable was equal to 1 for contacts with successful main interviews and 0 for contacts with other outcomes. We included all of the auxiliary variables indicated in table 1, as our goal was to maximize the fit of the model. Table 1 presents the estimated coefficients for this model (for additional detail on the predictor variables, see Lepkowski et al. [2010] and table a3 in the online appendix).
The model has a pseudo-R 2 value of 0.337. Most of the significant relationships are in the expected directions: For example, interviewers with more experience have higher probabilities of obtaining an interview given contact; cases receiving more calls or presenting resistance have lower probabilities; Continued cases with previous appointments have higher probabilities; and cases in larger areas with more urban features tend to have lower probabilities. The coefficients for several interviewer observations and other variables collected from the screening interview are also statistically non-zero, but these variables are not making a substantial contribution to the model; their exclusion yields a pseudo-R 2 value of 0.333 (see the discussion section for more details). Predicted probabilities of successful interviews at each contact, based on the estimated coefficients from this model, were used to compute the PaIP scores for each interviewer. Table 2 sorts all 42,200 contacts in the NsFG data set by quintiles of the estimated probabilities of obtaining a main interview. The second column of table 2 shows a close fit between the predicted response propensities and actual contact outcomes; the propensity model does a good job of discriminating contacts that are difficult for interviewers from those that are easy. The third column of table 2 presents standard deviations of the quintile-specific interviewer-level cooperation rates for all final contacts falling into each quintile. These results show that final contacts having a very high propensity of an interview are successfully handled by almost all interviewers, while final contacts with a very low propensity result in more variance among the 
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interviewers in cooperation rates. In short, "easy" cases (based on the estimated propensity model in table 1) generated uniformly high cooperation rates across all interviewers, and "difficult" cases produced large interviewer variation in cooperation rates. These results show that the predicted response propensities incorporating all available information for a case provide a strong proxy of case difficulty in the NsFG, which is important for the success of the PaIP methodology when evaluating interviewers. Finally, we expect the interviewer-level cooperation rates (based on final outcomes with their assigned cases) to be positively correlated with the mean predicted response propensity of cases assigned to the interviewer (also based on final contacts). That is, the more traditional way of evaluating interviewers favors those interviewers who are assigned easier cases. The estimated correlation of the interviewer-level cooperation rate and the mean predicted response propensity of cases assigned to the interviewer was r = 0.461 (p < 0.001), showing that interviewers with easier assignments do indeed tend to have higher cooperation rates. The estimated correlation of the mean predicted response propensity for an interviewer and the PaIP score computed for the interviewer was r = -0.494 (p < 0.001), suggesting a very different story: Interviewers working more difficult cases tended to have higher PaIP scores (meaning that success with difficult cases is being rewarded), whereas interviewers working easy cases tended to have lower PaIP scores (meaning that failures with easy cases are being penalized). The interviewer-level cooperation rate and the PaIP score were positively correlated but not strongly (r = 0.367), suggesting that the PaIP scores and the cooperation rates only have about 13.5 percent of their variance in common. These results provide support for the PaIP score as a distinct measure of interviewer performance. The surveys of Consumers (abbreviated here as sCa) are monthly rdd household telephone surveys interviewing randomly selected U.s. adults about their attitudes toward the economy and their personal financial condition (see http://www.sca.isr.umich.edu for more details). each month, about 300 new interviews are taken (in a separate part of the design, second-wave interviews are taken with those first interviewed six months earlier). a listassisted rdd design provides an equal probability sample of all telephone households, and when sampled households are initially contacted, interviewers compile a list of all household members 18 and older. From this list, a specific household member is randomly selected using probability-based "respondent selection tables" assigned to each household (see http://www. sca.isr.umich.edu for additional sampling details), and subsequent interviews are conducted in english or spanish. The sCa analyses in this example are based on all calls resulting in household contact from 2003 to 2006, using only the first-wave rdd sample cases; only landline telephone numbers were sampled during these years. The response rate for the first-wave cases ranges from 43.2 to 47.8 percent (rr2; aaPor 2008) during this period. as is the case with most centralized telephone surveys, interviewers working on the survey share the sample cases, with calling directed by sample administration software. The rdd sample design and the sharing of cases are expected to result in a more uniform distribution of difficult cases across interviewers working the same shifts. In general, less paradata and other auxiliary information are available for predicting response propensity in telephone surveys like the sCa, 4 given the absence of visual observations from the interviewers and relatively sparse frame information. We do consider a set of paradata collected that documents previous calling efforts and contact history (see table 1), generated using the Blaise software for CaTI applications (Westat 2004) . We also merged auxiliary information (purchased from the commercial vendor Marketing systems Group) into the contact history data set, by first determining the ZIP code(s) associated with each telephone number's exchange, and then linking aggregated data for that ZIP code (or the area defined by the first three digits of the ZIP code, if there were missing data for the ZIP code; see Johnson et al. [2006] for a similar example). Table a3 in the online appendix provides additional details on the predictor variables analyzed in table 1. a discrete time hazard model was fitted to all sCa contacts from 2003 to 2006 (84,858 contacts in total) using these paradata and the other auxiliary variables (see table 1 for the 4. In addition, we could link interviewer experience to the sCa contacts only with the consent of interviewers, and only about 25 percent of interviewers consented to this process. Consequently, we could not test the relationship of interviewer experience with response propensity without experiencing a large drop in the number of contacts. full list) as predictors of a binary indicator for a successful completed interview given contact. Table 1 presents estimates of the coefficients in the discrete-time hazard model for the sCa contact data, alongside estimates for the NsFG. apparent in this table is the lack of available paradata for building this response propensity model relative to the NsFG (the pseudo-R 2 value is 0.074). also of note is the fact that the paradata tended to be much stronger predictors of interview completion than the other auxiliary variables. When removing all of the additional auxiliary variables from the full model presented in table 1, the pseudo-R 2 value dropped from 0.074 to 0.052, suggesting that the additional auxiliary information was not contributing substantial predictive power to the model. only higher education, white race, lower median home values, and Census region appear to be strong area-level predictors of response propensity, among all the additional auxiliary variables considered. Table 3 repeats the evaluation performed for the NsFG model by sCa year, to examine the stability of the results across the four years. as with the NsFG analysis, the percentage of contacts yielding an interview increased by propensity quintile in a nearly monotonic fashion (in each sCa year), suggesting that the model can predict the likelihood of an interview in a useful fashion despite the low pseudo-r2 value.
across the four sCa years, the relationship between the response propensity quintile and the standard deviation of the interviewer-level cooperation rates (based on final contacts) is consistently much weaker than seen in table 2 for the NsFG, and there could be several reasons for this finding. First, in centralized telephone facilities, interviewers are given a more uniform mix of sample cases. This also means that individual interviewer cooperation rates are more uniform than in area probability surveys, where cooperation rates vary because of differences across primary areas. second, unlike the NsFG, a much smaller proportion of final contacts in the sCa were with cases in the highest estimated propensity quintile, and a much higher proportion of final contacts were with cases in the lowest quintile. This would have the effect of reducing the standard deviation in the lowest quintile and increasing the standard deviation in the highest quintile (relative to the NsFG), assuming that sums of squared deviations from the mean in each quintile were similar to those found in NsFG.
The mean predicted response propensities and the cooperation rates for the interviewers in each year (both based on final contacts) were moderately correlated (with correlations ranging between 0.41 and 0.61 across the four years). That is, as with the NsFG, interviewers in sCa who disproportionately call "easy" cases achieve higher cooperation rates. Correlations of the mean predicted response propensities and the computed PaIP scores ranged from -0.11 to 0.25 across the four years, with no correlations significant at p < 0.05. These negligible correlations suggest that working more difficult cases in telephone surveys does not necessarily result in higher PaIP scores, but this result could be a function of the poorer predictive ability of the response propensity model relative to the NsFG. 5 The correlations between interviewer cooperation rates and the computed PaIP scores ranged between 0.38 and 0.63 across the four years. These moderate correlations once again suggest that the two indicators are measuring somewhat different phenomena, with at most 40 percent of their variance shared in common. ,523) 5. In the NsFG, the mean predicted response propensities for interviewers, as a measure of average case difficulty, ranged from 0.115 to 0.693; in the sCa, the range of mean predicted response propensities across all four years was 0.084 to 0.358. The sCa correlations are therefore based on a much more limited range of case difficulty, which would generally be the case when comparing telephone surveys (lower response rates) and face-to-face surveys (higher response rates).
Finally, we examined the correlations of the PaIP scores with the NCPI and WIP measures 6 for each sCa year. Table 4 presents the results of these analyses.
We note a general tendency of the PaIP scores and the WIP measures to have a moderate positive correlation, although the correlation in 2003 was relatively small. This finding is not entirely surprising, given that the WIP measure adjusts for some of the same indicators of case difficulty (based on calling history) that proved significant in computing the PaIP scores. We remind readers that the PaIP score provides the more general advantage of allowing as many predictors of response propensity as possible (both continuous and categorical), as opposed to the three discrete factors used for computing the WIP measures, resulting in a more sensitive measure of case difficulty (and likely the moderate positive correlations in this example). The PaIP scores and the NCPI scores tended not to be correlated in each of the four sCa years, and appear to be measuring different aspects of interviewer performance. This is also not surprising, given that the NCPI measure incorporates the speed at which the work was completed, unlike the PaIP and WIP measures. To summarize these results, the PaIP scores allow for a more general adjustment for 6. The specific categories of each factor (case status, number of calls made to case, and time of day of call) defining the productivity cells required for the WIP measure can be selected by the survey manager. For this particular application, we defined three case-status categories at the time of a contact (never contacted, contacted with previous refusal, contacted with no previous refusal), five categories for number of calls (0, 1-2, 3-5, 6-10, 11+), and three categories for time of day based on three general sCa calling shifts (weekdays 10 am-6 pm, weekdays 6 pm-midnight, and weekends), resulting in 45 total cells for assessing productivity. The NCPI measures for each year were computed based on the three aforementioned sCa calling shifts, and cumulative sums of the daily numerator and denominator values were used to define the NCPI measure (i.e., each interviewer had one NCPI score for the entire year). The sas code used to compute both sets of measures is available from the authors upon request. Pass is a panel survey conducted by the Institute for employment research (IaB) in Nuremberg, Germany, and uses both CaPI and CaTI to collect labor market, household income, and unemployment benefit receipt data from a nationally representative sample of the German population (covering more than 12,000 households annually). starting in July 2006, two samples of roughly equal size (about 6,000 households each) had data collected from them annually: a sample of households receiving unemployment benefits (as recorded in registers of the German Federal employment agency), or the UB sample, and a sample of households from the general German population with low-income households oversampled, or the GP sample. The UB sample is refreshed each year by a sample of new entries to the UB population, and the GP sample was refreshed in 2010 (the fifth wave of Pass) with a cluster (municipality) sample from the German population register. response rates (using the rr1 calculation; see aaPor [2008] ) at the household level in waves 4 and 5 ranged from 73.3 to 74.6 percent for panel households, and from 25.1 to 31.5 percent for the refreshment samples (Jesske and Quandt 2011, 2012) . an overview of the Pass design can be found in Trappmann et al. (2010) . We analyze CaPI and CaTI contacts with the heads of households from the two most recent waves (waves 4 and 5) of the Pass survey separately in this example. Because a given case may have been contacted multiple times in multiple modes by different interviewers, we control for indicators of previous contacts in the other mode when analyzing the contacts specific to each mode and computing PaIP scores for the CaPI or CaTI interviewers. In addition to these mixed-mode indicators, we also consider as predictors of response propensity the wave of data collection, the state in Germany where a household is located, a variety of calling-history paradata, and detailed commercial information (from the consumer marketing organization Microm) that describes features of the households and their neighborhoods. Table 5 presents estimates of the coefficients in the discrete-time hazard models 7 for each set of Pass contacts.
The results in table 5 are largely consistent with the NsFG and sCa results. The calling-history paradata are the strongest predictors of response 7. Much like the sCa, information on interviewer experience was available only for a limited (less than 50 percent) subsample of Pass interviewers, as this information was provided in a voluntary interviewer survey. Given the importance of interviewer experience shown in the NsFG analysis, future surveys computing PaIP scores should strongly consider linking data on interviewing experience for all interviewers into the contact-history data sets used to fit the response propensity models.
propensity, and although certain types of areas may have significantly higher or lower response propensity (especially for CaPI contacts), the utility of the geographic identifiers and the neighborhood information is fairly limited. When removing the German state identifiers and the Microm information from each model, the pseudo-R 2 values dropped to 0.235 and 0.112 for CaPI and CaTI contacts, respectively, suggesting that this additional auxiliary information adds little predictive power to the models. We also once again see that the model for the in-person CaPI contacts has more predictive power than the model for the CaTI contacts. Table 6 evaluates the propensity model fits for the CaPI and CaTI contacts separately, and the results are mostly consistent with those seen for the NsFG and the sCa. The models have good fits to the observed outcomes, and unlike for the sCa, the standard deviations of the interviewer cooperation rates for final CaTI contacts decrease as a function of the response propensity quintile (more like the NsFG). The same standard deviations indicate a curious curvilinear relationship for the CaPI contacts, where the most difficult cases and the least difficult cases result in the least variance among interviewers in final contact cooperation rates. These slightly different findings could be due to the mixed-mode nature of the Pass survey or general cultural differences between Germany and the United states.
The correlations of mean predicted response propensities at final contacts and cooperation rates at final contacts for CaPI interviewers (n = 321) and CaTI interviewers (n = 214), respectively, were 0.749 and 0.807, indicating strong agreement of cooperation rates with case difficulty in Pass (as expected). The correlations of the PaIP scores with the mean predicted response propensities for CaPI and CaTI interviewers were -0.254 (p < 0.001) and 0.110 (p = 0.109), respectively, mirroring the NsFG and sCa results. The PaIP score rewards CaPI interviewers achieving success with more difficult cases in Pass, but this does not necessarily hold for CaTI interviewers (presumably due to the lower predictive power of the response propensity model and the lower variation in response propensity for CaTI contacts in Pass, much like the sCa). Finally, the correlations of the PaIP scores with cooperation rates at final contacts for CaPI and CaTI interviewers were 0.356 and 0.324, respectively, once again indicating that the PaIP score has only about 13 percent of its variance in common with the more commonly used cooperation rate.
discussion
Cooperation rates obtained by interviewers, based on their assigned cases, are commonly used to evaluate interviewer performance in surveys. If interviewers were assigned sample cases at random, using their cooperation rates to evaluate them would be a fair process. However, interviewers assigned more difficult cases than others are disadvantaged by such a process. The propensity-adjusted interviewer performance indicator proposed in this paper attempts to rectify this inequity by evaluating interviewers based on how their achievement exceeds what was expected for a given contact, given the attributes and prior calling outcomes for an assigned case. Unlike other interviewer evaluation measures that have been proposed in the literature to account for case difficulty, our general methodology can be applied to evaluate interviewers in face-to-face or telephone surveys, and uses a continuous measure of case difficulty based on a response propensity model. our evaluations of the proposed methodology have shown that it provides a unique measure of interviewer performance relative to other more commonly used evaluation measures, especially in face-to-face surveys.
Many survey organizations already collect the data that we used to model response propensity for nonresponse adjustment purposes. Given an information system that can collect and update information on these auxiliary variables and contact outcomes on a daily basis, these models can be estimated each day from call-record data (organized into a data set of contacts) with standard statistical software capable of fitting logistic regression models. We found that response propensity models fitted to contact history data collected in face-to-face household surveys (the NsFG, and CaPI contacts from Pass) had significantly better fits than models fitted to contact history data collected in telephone surveys (the sCa, and CaTI contacts from Pass). although the in-person survey format enables the collection of a much richer set of paradata, including interviewer observations, we found that these additional observations (including features measured during screening interviews) did not provide a substantial contribution to the overall predictive power of the models.
Cross-survey comparisons: as a check on how robust our findings were, given the additional predictors included in the NsFG model, we attempted to refit the NsFG model using only those predictors from table 1 that were also available (in one form or another) in the sCa contact-history data set (e.g., the previous appointment indicators, counts of previous calls and contacts, and indicators of previous resistance). Table a1 in the online appendix shows  the estimated coefficients in this model, and table a2 replicates the NsFG  analysis  8 presented in table 2 . These tables show that the pseudo-R 2 value for the substantially reduced NsFG model hardly changed (0.329), and that the predictive power of the resulting model is still quite good. These findings reinforce the need for both in-person and telephone surveys computing PaIP scores to collect paradata that are strongly predictive of response propensity, 8 . Interestingly, the use of only eight calling-history variables in the reduced NsFG response propensity model failed to do a good job of discriminating between contacts with lower response propensities. attempts to compute quintiles for model evaluation revealed that the 20th and 40th percentiles tended to be identical, due to a large number of equal predicted response propensities at the lower end of the distribution. While this generally is not problematic for computation of the PaIP scores (at the beginning of a data collection, when not a lot of paradata are available, cases will have similar predicted response propensity), this is the reason for the presentation of tertiles for predicted response propensities based on the reduced model in table a2. 9. "New UB entries" refers to a new sample (in a particular wave) of households that are new recipients of unemployment benefits and were not receiving unemployment benefits in any previous waves (and therefore had no chance of being sampled). "New UB sample" refers to a new refresher sample of unemployment benefit recipients that may have been eligible to be sampled at previous waves. Note that the first refresher samples were selected in wave 5.
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as the eight calling-history variables collected in both the NsFG and the sCa were the strongest predictors of eventual survey outcomes. If the same calling-history paradata were the strongest predictors in the response propensity models that we fitted to both the in-person and telephone contacts, why did the PaIP score do a better job of distinguishing interviewer performance as a function of case difficulty in the NsFG and Pass-CaPI cases? examining tables 1 and 5, it would appear that the relationships of these paradata with the cooperation outcomes in the sCa and Pass-CaTI models were consistently smaller in magnitude. For example, establishment of a "hard" appointment with an sCa case increased the odds of a successful interview at the next contact by 281 percent, holding the other predictors constant. 10. a housing unit aggregate (HUa) is defined by Microm (for data protection purposes) as a collection of six adjacent single-family homes, or an entire building for multiunit housing facilities. These Microm variables are all assigned codes from 1 (lowest) to 9 (highest), using an ordinal scoring system. In the NsFG, the relative increase in these odds given establishment of a "hard" appointment was 1,154 percent. These differences in the effects of the same predictors across the two data collection modes, which were also noted for the Pass survey, are likely due to inherent differences between the modes. Honoring an appointment for an interview is likely easier for someone when an interviewer has introduced themselves in person and made the effort to visit a person's house, establishing more of a relationship with the potential respondent. In telephone surveys, it is much easier to ignore previous commitments to appointments and simply not answer the phone at the time of the appointment (especially if multiple interviewers have made contact with a household). When combined with the reduced variation in response indicators in general in telephone surveys (due to lower response rates), these mode differences likely contributed to the poorer fits of the sCa and Pass-CaTI models and the reduced effectiveness of the PaIP scores in these cases. despite this reduced predictive power, the PaIP scores still captured unique information about interviewer performance relative to the simple cooperation rate. Telephone survey managers can identify interviewers with extreme PaIP scores based on the best possible response propensity model to see if anything unusual is occurring given an interviewer's current workload. Because linked auxiliary information from consumer marketing organizations was not found to substantially improve the fits of the sCa and Pass-CaTI models, survey methodologists need to continue to research strong predictors of response propensity in telephone surveys to improve these models (and thus the performance of the PaIP scores).
conclusions
The evaluation methodology proposed in this paper measures one aspect of interviewer performance: the ability to obtain cooperation given that contact has been established with a sampled individual. Interviewers need to be evaluated along multiple dimensions (steinkamp 1964) , and an additional skill that could be measured using the proposed methodology is the ability to successfully make contact at a given call attempt. The methods used to compute the PaIP score in this paper could easily be adapted to this situation: The response propensity models would be fitted to a data set of calling attempts, rather than contacts, where the dependent variable would be an indicator of whether contact was established. PaIP scores based on calling attempts would provide an evaluation tool that recognizes whether the cases assigned to an interviewer are more or less difficult to contact, and how successful the interviewer has been at making contact given these expectations. Collectively, PaIP scores that are computed in line with the examples in this paper and scores that measure success at establishing contact (adjusted for the expected difficulty of establishing contact) could be used to more fully evaluate interviewer performance.
Finally, we note that transparency with field staff will be essential for the evaluation of interviewers based on PaIP scores to be effective and accepted in practice. Interviewers may question the importance of collecting paradata and recording call histories, but this paper has demonstrated the importance of these process data in predicting response propensity in both CaPI and CaTI data collection modes. If interviewers know that they will (in part) be evaluated based on their performance with respect to the difficulty of their assigned cases, and that the collection of these paradata will help provide the best possible picture of how difficult their cases really are, they may come to understand the importance of collecting high-quality paradata. all interviewers should be clearly aware of how the PaIP score is computed, and how it is designed to account for the fact that some interviewers may be assigned more difficult workloads than others. This aspect of the PaIP score should appeal to interviewers who are accustomed to being evaluated based on cooperation rates and other related measures, and accordingly may get discouraged when they are assigned cases that are more difficult than seen in previous data collections.
supplementary data
supplementary data are freely available online at http://poq.oxfordjournals.org/.
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