Imaging highly complex subsurface structures is a challenging problem because it ultimately necessitates dealing with nonlinear multiple-scattering effects (e.g., migration of multiples, amplitude corrections for transmission effects) to overcome the liminations of linear imaging. Most of the current migration techniques rely on the linear single-scattering assumption, and therefore, fail to handle these complex scattering effects. Recently, seismic imaging has been related to scattering-based image-domain interferometry in order to address the fully nonlinear imaging problem. Building on this connection between imaging and interferometry, we define the seimic image as a locally scattered wavefield and introduce a new imaging condition that is both suitable and practical for nonlinear imaging. A previous formulation of nonlinear scatteringbased imaging requires the evaluation of volume integrals that cannot easily be incorporated in current imaging algorithms. Our method consists of adapting the conventional crosscorrelation imaging condition to account for the interference mechanisms that ensure power conservation in the scattering of wavefields. To do so, we add the zero-lag autocorrelation of scattered wavefields to the zero-lag crosscorrelation of reference and scattered wavefields. In our development, we show that this autocorrelation of scattered fields fully replaces the volume scattering term required by the previous formulation. We also show that this replacement follows from the application of the generalized optical theorem. The resulting imaging condition accounts for nonlinear multiple-scattering effects, reduces imaging artifacts and improves both amplitude preservation and illumination in the images. We address the principles of our nonlinear imaging condition and demonstrate its importance in ideal nonlinear imaging experiments, i.e., we present synthetic data examples assuming ideal scattered wavefield extrapolation and study the influence of different scattering regimes and aperture limitation.
INTRODUCTION
Wave-equation imaging techniques, including reverse-timemigration (Baysal et al., 1983; McMechan, 2006) , are in principle suitable for accounting for nonlinear effects in imaging of finite-frequency data in the presence of complex subsurface models. Most of today's imaging methods, however, rely on the conventional crosscorrelation imaging condition that requires a linear single-scattering approximation (Oristaglio, 1989; Biondi, 2006) . Source wavefield and receiver wavefield are extrapolated from recorded seismic data, and then the imaging condition is applied, that is, the two wavefields are crosscorrelated to obtain an estimate of the reflection coefficient at zero time-lag (Claerbout, 1971) . Applying the conventional imaging condition to multiply scattered waves gives rise to artifacts in the image space (Fletcher et al., 2005; Guitton et al., 2007) . Also, applying the conventional imaging condition to true amplitude wavefields do not map the "true" scattering amplitudes of scattering objects, such as reflectors or diffractors, in the image space (Shin et al., 2001; Zhang et al., 2007; Symes, 2009; Vasconcelos et al., 2010) . The con-ventional imaging condition is thus not suitable for nonlinear imaging.
Retrieving the Green's function in interferometry similarly faces the challenge of reconstructing multiply scattered waves. Handling such waves incorrectly may lead to spurious arrivals (Snieder et al., 2008; Wapenaar et al., 2010) . To tackle this problem, analyze representation theorems for perturbed scattering media, and show that neglecting high-order scattering interactions is responsible for such spurious arrivals. To reduce these spurious arrivals, scattered waves are crosscorrelated with themselves. The conservation law of these scattering quantities is also known as generalized optical theorem (Newton, 1976; Carney et al., 2004) . The Born approximation does not satisfy the generalized optical theorem in the same way that it violates energy conservation (Rodberg and Thaler, 1967; Wolf and Born, 1965) . This confirms that the Born approximation, commonly used in seismic imaging, is not suitable for nonlinear imaging. Esmersoy and Oristaglio (1988) , Oristaglio (1989) , and Thorbecke (1997) established the relation between integral representation and imaging condition. Their work suggests a connection between Green's function retrieval and seismic imaging (Thorbecke and Wapenaar, 2007) . For example, the conventional imaging condition has been extended to non-zero time and space lags (Rickett and Sava, 2002; Sava and Fomel, 2006) . Following the connection between Green's function retrieval and seismic imaging, Vasconcelos et al. (2010) and Sava and Vasconcelos (2011) use a representation theorem of the correlation-type for scattered waves to define the resulting extended images as evaluations of locally scattered wavefields in the image domain. Vasconcelos et al. (2010) also present imaging conditions that are theorically suitable for nonlinear imaging. In this manuscript, we pursue our previous work (Fleury and Vasconcelos, 2010) and expand on scattering-based image-domain interferometry. We thus define the seismic image as locally scattered wavefield at zero-time and modify the conventional imaging condition to be suitable for practical nonlinear imaging applications.
Taking advantage of the results obtained in seismic interferometry for cancellation of spurious arrivals, we add the autocorrelation of scattered wavefields to the conventional crosscorrelation of reference and scattered wavefields. In practice, the subsurface-domain scattered wavefields are not accessible for observation, and we obtain these wavefields from surface recorded data by means of wavefield extrapolation (Thorbecke, 1997; Vasconcelos et al., 2010) . In our manuscript, we do not address this re-datuming step in the imaging procedure and focus our efforts on the interpretation of the imaging condition. We assume that an ideal estimate of subsurfacedomain scattered wavefields is available to us. The contribution of high-order scattering interactions between these scattered waves allows for power conservation in scattering and ultimately results in improving amplitude preservation and illumination in the nonlinear images.
First, we present the theory, discussing the role of our nonlinear imaging condition in ideal imaging experiments. We thereafter illustrate the application of this imaging condition to numerical examples. We interpret the advantages of our nonlinear imaging condition for imaging transmitted waves and internal multiples. Finally, we discuss the implications of this work for future practical applications.
THEORY
In order to clarify the principles of our imaging condition, we treat the seismic imaging problem for the simple case of acoustic waves. Consider the imaging domain D, bounded by the closed surface δD (see Figure 1 ). For r ∈ D, the pressure wavefield p(r, ω) is a solution of L(r, ω)p(r, ω) = jωq(r, ω) in the frequency domain (angular frequency ω); where L is the differential operator L(r, ω) = ∇ · (ρ −1 (r)∇·) + ω 2 κ −1 (r)·, and q(r, ω) is the volume injection rate density. The density ρ(r) and bulk modulus κ(r) characterize the physical properties of the medium of propagation, and relates to the wave speed c(r) through the relation c(r) 2 = κ(r)ρ −1 (r). We use the Fourier convention u(r, t) = R u(r, ω)exp(−jωt)dω. For notation simplicity, we omit the frequency dependence of variables and operators. Unless specified otherwise, we use the spatial variables of integration rS and r for surface and volume integrals, respectively. We define the Green's function G(r, rS) as the solution of the wave equation for a source q(r) = δ(r − rS).
1 Scattering-based imaging
We interpret seismic imaging as a scattering problem. The wavefield G = G0 + GS in medium (ρ = ρ0 + ρS, κ = κ0 + κS) can be decomposed into reference wavefield G0 in medium (ρ0, κ0) and scattered wavefield GS due to the perturbation (ρS, κS) contained in volume P. Assume, for example, a smooth reference medium (ρ0, κ0) so that G0 is kinematically correct while the perturbation (ρS, κS) maps the discontinuities of medium (ρ, κ), such as reflectors and diffractors, so that GS contains the scattered waves in wavefield G. This latter description of the seismic imaging problems then connects to seismic migration (Miller et al., 1987) . Assume, instead, an a-priori reference medium (ρ0, κ0) that needs to be updated by (ρS, κS) to minimize a waveform data misfit or annihilate an image I, that is function of G0 and GS. This new description relates scattering-based seismic imaging to an inverse problem in either data or image domains (Symes, 2008) .
We define the image I(x) as the zero-time scattered field GS at position x for a coinciding source ,
The image I is a model-dependent object that maps the model perturbation (ρS, κS) responsible for scattered wavefield GS: for x ∈ P, I(x) = 0 while for x / ∈ P, I(x) = 0. The choice of reference model (ρ0, κ0) therefore determines the resulting image.
2 Conventional imaging condition
The seismic data consists of the set of recorded responses G(r R denote source and receiver positions, respectively. These responses follow from recorded data after processing to take into account source signatures. For each shot i, the reference wavefield G0(x, r i S ) is forwardmodeled, and the scattered wavefield GS(x, r i S ) is extrapolated from the j seismic traces recorded at the surface (Claerbout, 1985; Biondi, 2006) . In this manuscript, we assume the scattered wavefield GS(x, r i S ) to be known, and compute scattered wavefields by means of forward-modeling. Accurate extrapolation of scattered wavefields is a research topic on its own, and we leave it for future studies.
Since the image is defined as a local scattered wavefield (equation 1), we relate the image to the data using correlationtype reciprocity theorem for perturbed media (Vasconcelos et al., 2009) . We assume the perturbation of the medium properties vanishes on the boundary δD, (ρS(rS), κS(rS)) = (0, 0), rS ∈ δD. For acoustic waves in lossless media, GS(rA, rB) = 1 jω
where f * denotes the complex conjugate of f , rA and rB are two points in D, dS is a surface element pointing out- . Velocity models and source distribution for the square example: model 2(a) is the true model, and models 2(b) and 2(c) are reference models. We represent differently the bottom sources (blue dots) from the sides and top sources (yellow dots) because the latter are inactivated when the illumination is partial. For complete illumination, we use the full aperture (f ull = top + bottom + sides). The angle θ S locates the source position. We compute correlograms at the locations indicated by the white dots and numbered 1 to 3.
ward, dV is a volume element, and the scattering operator
(r). Using spatial reciprocity applies (G(rS, x) = G(x, rS)), the resulting representation theorem, for rA = rB = x, gives GS(x, x) = 1 jω
Integration over frequencies (ω) gives the nonlinear imaging condition :
When δD is a sphere so large that the far-field approximation can be used, ∇G(r, rS) · dS = jk(rS)G(r, rS)dS, where k is the wavenumber, and dS a surface element (e.g. Wapenaar and Fokkema (2006) ), so that
where Z(r) = c(r)ρ(r) is the acoustic impedance. The image I results from the application of the imaging condition (equation 4, or equation 5 in the far-field approximation) to the reference wavefield G0(x, rS) and the scattered wavefield GS(x, rS). Note the volume integrals on the right-hand side of equations 4 and 5 that depend on the model perturbation (ρS, κS) through the scattering operator LS. The presence of these volume integrals limits the ability to compute an image with this latter imaging condition . In current practice, the contribution of these volume integrals is simply neglected to give the imaging condition
or
The image I1 results from the weighted sum over sources of zero-time crosscorrelations of reference wavefield G0, known as source wavefield, and extrapolated scattered wavefield GS, known as receiver wavefield (e.g. Biondi (2006) ). The theory presented in this section is of course only exact when sources are distributed on a closed surface δD. In practice, the acquisition geometry is usually limited to a finite part of surface δD, and the illumination is partial. We address this issue for the examples in the next section. Further discussions can be found in the literature (Thorbecke and Wapenaar, 2007; Wapenaar, 2006; Vasconcelos et al., 2009 ).
3 Power conservation in scattering
The approximation of representation theorem 2 for scattered wavefields, that leads to the imaging condition 6, consists of neglecting the volume contribution
Ignoring this contribution is responsible for an erroneous estimate of the scattering amplitude of scattering objects such as reflectors and diffractors, for missing high order scattering events in the image, and for spurious scattering events mapped in the image Wapenaar et al., 2010) . Imaging conditions 4 and 5 are therefore not suitable for nonlinear imaging. The volume contributions V are essential for the balance of scattering contributions to the nonlinear image. show that
For rA = rB = x and using spatial reciprocity, equation 9 is
where ℑ [] denotes the imaginary part. This expression is the generalized optical theorem for acoutic lossless media discussed by Carney et al. (2004) . The imaginary part of V (x, x) is proportional to the power carried by scattered wavefield, that is, the flux density vector of scattering ∼ ρ
S (x, rS)∇GS(x, rS)] passing through the closed surface δD in the outward direction. Neglecting V breaks the power conservation in scattering. In the first-order Born approximation, (11) and consequently, because LS is self-adjoint,
Neglecting V thus is equivalent to a Born approximation for imaging condition 4 (e.g. Claerbout (1985) ; Oristaglio (1989) ), which takes properly into account only scattering due to weak perturbations (Wu and Aki, 1985; Jannane et al., 1989) . The conventional imaging condition is only accurate in the Born sense and does not conserve power (Wolf and Born, 1965; Rodberg and Thaler, 1967; Wapenaar et al., 2010) . These two arguments confirm that the conventional imaging condition is not suitable for migrating multiply scattered waves.
4 Nonlinear imaging condition
We modify the conventional imaging condition (equation 4, or equation 5 in the far-field approximation) to account for the power carried by scattered wavefields. This makes the modified imaging condition suitable for nonlinear imaging, that is, the image maps all of the scattering events, and the volume contribution V (x, x) reduces to the contribution of a surface integral. Rewrite the definition of the image I as
(13) Take the real part of equation 2 to obtain
Using equation 10, relate the real part of scattered wavefield to the power carried by scattered wavefield in the representation
From the perspective of scattering theory, equation 15 relates to the difference in power that a source located at position x would radiate in medium (ρ, κ) instead of reference medium (ρ0, κ0), that is, the power flux difference between the total field and a scattering-free reference field (differential flux density vector ∼ ρ scattered wavefields, and the second term on the right-hand side of equation 15 is the power of the scattered wavefield. After integration over all frequencies, equation 15 represents the conservation of total power. In addition to being understood as local scattered wavefield, we can alternatively interpret the image I as total source power loss in scattering. By accounting for the power of the scattered wavefield, we obtain an imaging condition that is fully nonlinear and conserves power,
In the far-field approximation (e.g. Wapenaar and Fokkema (2006) ), this imaging condition reduces to
( 17) In addition to the crosscorrelation of reference wavefield G0 and scattered wavefield GS, the nonlinear imaging condition requires the autocorrelation of scattered wavefield GS. In other words, I2(x) = I1(x) + IS(x), where I1 is given by equation 6, and
or in the far-field approximation,
The image IS corrects image I1 for the contribution of the volume terms V (x, x) in order to get the nonlinear image I2 and to assure power conservation. Power conservation holds for complete illumination with sources distributed along the closed surface δD. Only in that case are the exact scattering amplitudes imaged throughout the entire volume D. For partial illumination, the imaging condition assesses a partial source power loss, that is, the source power loss through a fraction of surface δD. As discussed in next section, the resulting image nonetheless remains a good estimate of the relative change of scattering amplitude in the nonlinear image.
NUMERICAL EXAMPLES
We test the nonlinear imaging condition introduced in the previous section on two numerical examples denoted as square and sigsbee. We model both reference and scattered wavefields using a time-space domain finite difference scheme. We then
Figure 5. Correlograms C 1 , C S , and C 2 , and their stacks (red curves) over all sources (θ S ∈ f ull) for imaging point 1 with reference model 2(b). We compare the stacks to the exact local scattered field (blue curve). The zero-time stacks are the amplitudes in images I 1 , I S , and I 2 , respectively. The stationary contributions to C 1 result in the wrong amplitude (negative spike) that C S compensates (positive spike) so that C 2 matches the blue curve (see green ellipses for stationary contributions at zero time-lag).
apply our nonlinear imaging condition and compare the resulting images with the ones obtained using the convential imaging condition. We interpret the benefit of the additional contribution of the interaction between scattered wavefields. We also address the influence of partial illumination on our results for different scattering regimes. This allows us to draw some key observations about our nonlinear imaging condition.
1 Square
The square example consists of a high velocity contrast square obstacle embedded in an homogeneous velocity background that contains a point scatterer in its center (Figure 2 (a)). We consider two possible reference media, that are, respectively, a constant velocity medium corresponding to the background (Figure 2(b) ) and a medium corresponding to the square obstacle in its background without the point scatterer (Figure 2(c) ). The ratio of the velocity inside the square to the velocity of the background is 8/3. The first reference medium corresponds to a regime of strong scattering while the second reference medium corresponds to a regime of weak scattering. Uncorrelated bandlimited impulsive sources are distributed along a circle surrounding the obstacle. For the two reference media, we compare the conventional image I1, the image IS of the autocorrelation of scattered wavefields, and the nonlinear image I2. We study the effect of illumination on these images by considering both complete illumination (all sources are active) and partial illumination (the bottom sources are active).
As it is done in seismic interferometry (Schuster and Zhou, 2006; Snieder, 2006; Wapenaar and Fokkema, 2006) , we analyze the stationary contributions to the images I1, IS, and I2 for both reference models 2(b) and 2(c) in order to explain and interpret our observations, that is, we compute the correlation C1 of reference and scattered wavefields, the autocorrelation CS of scattered wavefields, and their sum C2 as functions of time-lag τ and source angular position θS (defined in Figure 2(b) ). We show the corresponding correlograms, defined as two-dimensional representations of these correlation functions for particular imaging points that we refer to by their position (number 1 to 3 in Figure 2 ). These correlograms give a representation of the integrands in our formulation of the imaging conditions. To form the image Iα from the correlogram Cα, we stack the correlation function Cα over source angular positions θS and take the zero time-lag amplitude (Iα = R Cα(θS, τ = 0)dθS). The stacks of correlograms C1, CS, and C2 over different distributions of angle θS allow for estimating the reconstruction of image amplitudes and its dependence on illumination. Because images can be seen as local scattered wavefields in space and time (Sava and Vasconcelos, 2011; Vasconcelos et al., 2010) , these correlograms also allow us to observe time extensions of images I1, IS, and I2 (i.e, the images for τ = 0). Sava and Fomel (2006) have introduced this concept of time-shift imaging condition. Yang and Sava (2010) have proposed to use these extended images Figure 6 . Correlograms C 1 , C S , and C 2 , and their stacks (red curves) over all sources (θ S ∈ f ull) for imaging point 2 with reference model 2(b). We compare the stacks to the exact local scattered field (blue curve). The zero-time stacks are the amplitudes in images I 1 , I S , and I 2 , respectively. At zero time-lag, C 1 contributes to both the correct amplitude (solid green ellipse) and artifacts (dashed green ellipse). The Green arrows show artifacts at non-zero time-lag. C S reduces these artifacts and restores amplitudes.
for migration velocity analysis because these images provide information to assess the quality of the focus at zero-time. The correlograms show that our nonlinear imaging condition applies to extended imaging condition and is potentially suitable for such methods of migration velocity analysis.
1.1 Complete illumination
In the ideal imaging experiment, sources surround the imaging domain. With complete illumination, the nonlinear imaging condition conserves power. The estimate of the total source power loss is accurate at every point in the image which allows for exact imaging of the perturbation, that is, scattering objects are constructed at the correct locations with correct amplitudes. The nonlinear imaging condition improves the images obtained from the conventional imaging condition. The comparison of images I1 and I2 shows the limitation of the conventional image for the purpose of nonlinear imaging. For reference model 2(b), the conventional image 3(a) recovers only the edges of the square obstacle and artifacts contaminate the image while the nonlinear image 3(c) properly maps the obstacle with the point scatterer at its center. For reference model 2(c), both the conventional image 4(a) and the nonlinear image 4(c) map the point scatterer, but only the latter is free from artifacts. Note that our conventional images 3(a) and 4(a) do not look like the images commonly obtained in seismic imaging. The two main reasons for this difference are the use of a complete aperture and exact scattered wavefield modeling. We model both the forward-and backward-scattered components of scattered wavefields. Because of the presence of forward-scattered waves, this practice notably results in artifacts that we refer to as "transmission artifacts" (i.e., artifacts due to the interactions with these forwar-scattered waves that traverse the scatterers). These artifacts are not usually observed but resemble backpropagation artifacts. Backpropagation artifacts are commonly observed in reverse-time-migration (Fletcher et al., 2005; Guitton et al., 2007; Douma et al., 2010) when the scattered wavefield is estimated by backpropagation of seismic data. Image 4(a) resolves the point scatterer in the center of the square better than image 3(a) because the Born approximation is more accurate for a weak perturbation (reference model 2(c)) than for a strong perturbation (reference model 2(b)), and for the weak perturbation, the result of the conventional image condition should in principle be close to the "true" image. For both weak and strong perturbations, the images 3(a) and 4(a) are nonetheless imperfect because they lack interactions between scattered wavefields. The images 3(b) and 4(b) represent these missing contributions that we interpret in terms of the power of scattered waves in the previous section.
The autocorrelation of scattered wavefields is responsible for reducing the image artifacts in images 3(a) and 4(a). These imaging artifacts result from the interaction between reference and scattered wavefields. Image 3(a) shows side lobes to the bottom top side side side Figure 7 . Correlograms C 1 , C S , and C 2 , and their stacks (red curves) over all sources (θ S ∈ f ull) for imaging point 3 with reference model 2(c).
We compare the stacks to the exact local scattered field (blue curve). The zero-time stacks are the amplitudes in images I 1 , I S , and I 2 , respectively. At zero time-lag, both C 1 and C S contribute to image the point scatterer (see solid green ellipses), but only the sum of the two stacks gives the correct amplitude.
square obstacle. These artifacts are examples of "transmission artifacts" and are particularly strong for transmission through the corners of the obstacle. To understand these artifacts, we look at the correlograms at position 1 (see Figure 5 ). The correlogram C1 shows stationary contributions (green ellipse in Figure 5 (a)) to the image that are non-zero for sources on the bottom and sides of the obstacle. These contributions, resulting from the interaction between reference and forwardscattered wavefields, lead to a negative spike at zero time-lag in the stack over the full aperture (red curve in Figure 5 (d)) which does not equal the source power loss in scattering at position 1 (blue curve in Figure 5(d) ), expected to be zero at zero time-lag. These contributions are responsible for the "transmission artifacts" described in image 3(a). The stationary contributions of correlogram CS (green ellipse in Figure  5 (b)) give a positive spike at zero time-lag in the stack over the full aperture (red curve in Figure 5 (e)) which compensates for these "transmission" artifacts. The positive and negative spikes in the stacks of Figures 5(d) and 5(e) cancel to give the correct amplitude at imaging point 1, that is, the stack over full aperture of the correlogram C2 ( Figure 5(c) ) at zero time-lag (see Figure 5 (f )) . In image 4(a), a different type of artifact occurs when internal multiples in the reference wavefields crosscorrelate with the wavefields scattered by the point scatterer; these artifacts are present both outside but mostly inside the obstacle. Accounting for the autocorrelation of scattered wavefields also reduces these artifacts.
The autocorrelation of scattered wavefields also allows for reconstructing portions of the image that cannot be retrieved by only using the conventional imaging condition. In image 3(a), obtained by the conventional imaging condition, the correct image of the scatterer is masked by strong artifacts caused by the lack of power conservation. This is due to the inaccuracy of the Born approximation for strong perturbations. The reference model 2(b) is indeed too far from the true model 2(a). In the interior of the strong model perturbation caused by the square, the image 3(b) does not retrieve an appropriate image of the scatterer by itself either. Inside the square, both the conventional imaging condition and the autocorrelation of scattered wavefields contribute to the correct reconstruction of both the geometry and amplitude of the scatterer, as well as that of the insides of the square interfaces. With reference model 2(b), the interaction of scattered waves is necessary to image the point scatterer. The image 3(b) carries information about the structure of the point scatterer that may not be readily available from image 3(a) alone, thus playing an important role in the construction of images with better amplitude and illumination. The latter point should be clearer in the next examples when looking at the image obtained with partial illumination. For reference model 2(c), the contribution of the autocorrelation of scattered wavefields is relatively smaller than for reference model 2(b) because the difference between models 2(a) and 2(c) is small enough to generate scattered wavefields that are well approximated in the Born , and 8(c) are obtained by using the conventional imaging condition, the autocorrelation of scattered wavefields, and the nonlinear imaging condition, respectively. The conventional imaging condition only retrieves the bottom reflector and is contaminated by artifacts. The nonlinear imaging condition reconstructs the point scatterer inside the square despite some artifacts that remain in the image.
linearization. The conventional imaging condition is therefore effective in retrieving images with the correct structures. For example, the interaction of reference wavefields with scattered wavefields is sufficiant for retrieving the point scatterer in the middle of the square as observed in image 4(a). Nonetheless, the conventional imaging condition does not map the correct amplitudes in the image and generates artifacts.
The autocorrelation of scattered wavefields improves the preservation of scattering amplitudes. Figure 6 shows the correlograms at position 2 for reference model 2(b). The top sources allow for imaging the top edge of the obstacle in reflection by using the conventional crosscorrelation of reference and scattered wavefields (see the stationary contributions of top sources to C1 at zero time-lag that are marked by the solid green ellipse in Figure 6(a) ). In transmission, this same correlogram C1 shows the loss in power of the reference wavefield (see the stationary contributions of sides and bottom sources that are marked by the dashed green ellipse in Figure  6 (a)) and some strong spurious arrivals at non-zero time-lag (see the stationary contributions of sides and bottom sources that are identified by the green arrows in Figure 6 (a)). Overall, the stack over full aperture (red curve in Figure 6 (d)) of correlogram C1 does not give the correct amplitude (blue curve in Figure 6 (d)) at zero time-lag. In order to obtain the correct amplitude, we add the stack over full aperture (red curve in Figure 6 (e)) of the correlogram CS (Figure 6(b) ) at zero-time lag. The correlogram C2 (Figure 6(c) ), corresponding to the nonlinear imaging condition and resulting from this latter addition, shows the attenuation of the spurious arrivals observed in correlogram C1 (see green arrows in Figure 6 (c)) and lead to the stack amplitude of Figure 6 (f) that matches the correct scattering amplitude. This same observation is valid for a weak perturbation. In image 4(a), the conventional imaging condition reconstructs the point scatterer but does not give the correct amplitudes. Figure 7 shows the correlograms at position 3 for reference model 2(c). In both C1 and CS, sides, top and bottom sources contribute to image the point scatterer (see the stationary contributions marked by the green ellipses in Figure  7 (a) and 7(b), respectively). However, the stack of correlogram C1 over full aperture (red curve in Figure 6 (d)) does not by itself give the correct amplitude (blue curve in Figure 6(d) ). It is the contributions of correlogram CS (red curve of Figure  7 (e)) that compensate for the correct scattering amplitude, as observed in the correlogram C2 (see Figures 7(c) and 7(f) ).
1.2 Partial illumination
We next study the imprint of a partial illumination by only using the bottom sources (indicated by the blue dots in figure  2 ) to image the square example. The illumination is uneven because it only comes from the bottom sources. This breaks the power conservation that we utilize for the nonlinear imaging condition but also brings our experiment closer to a real seismic exploration set-up where sources are located at the surface of the Earth, i.e., illumination of the subsurface is onesided. We show that despite the limited aperture, the additional bottom top side side side Figure 9 . Correlograms C 1 and their stacks (red curves) over either top or bottom sources (θ S ∈ top or θ S ∈ bottom) for imaging point 1 with reference model 2(b). We compare the stacks to the exact local scattered field (blue curve). The zero-time stack is the amplitude in the image I 1 for top or bottom illumination. At zero time-lag, C 1 reconstructs the correct amplitude in reflection (top sources) but fails in transmission. The non-zero stationary contributions of bottom sources (see green ellipse) gives "transmission" artifacts.
contribution of the interaction between scattered wavefields is beneficial for the construction of nonlinear images. The nonlinear imaging condition still more accurately reconstructs the features of the image than the conventional imaging condition. For reference model 2(b), the conventional image 8(a) reconstructs only the bottom edge of the square obstacle, and artifacts contaminate the remainder of the image. In contrast, the nonlinear image 8(c) maps the square obstacle with the point scatterer at its center. The image clearly benefits from the nonlinear imaging condition even though artifacts, such as side lobes emanating from the square obstacle, remain in the image. Figure 9 shows the correlograms C1 at imaging point 1 for both top and bottom illuminations. The stack over top sources (red curve of Figure 9 (c)) of the stationary contributions of correlogram C1 (Figure 9(a) ) matches the local scattered wavefield at location 1 (blue curve of Figure 9(c) ). The conventional imaging condition is capable of accurately reconstructing the scattering amplitude of the first reflection event with the square obstable. This result is a special case for which the conventional imaging condition alone constructs the correct nonlinear scattering amplitude (Vasconcelos et al., 2009) . The stack over bottom sources (red curve of Figure 9 (d)) of the stationary contributions of correlogram C1 (green ellipse in Figure 9(b) ) gives an erroneous reconstruction of this same local scattered wavefield (blue curve of Figure  9(d) ). The conventional imaging condition is not appropriate for forward-scattered waves, especially when the kinematics of the reference wavefields are incorrect. To obtain an accurate reconstruction of imaging point 1, Figure 10 shows that we utimately need to consider both the stationnary contributions of correlograms C1 and CS (green ellipses in Figures 10(a) and 10(b), respectively) stacked over top and bottom sources. Summing the stacks of Figures 10(d) and 10(e) practically retrieves the correct scattering amplitude at zero time-lag (blue curve in Figure 10(f) ).
The nonlinear imaging condition reduces some of the imaging artifacts in the conventional image despite the onesided illumination. The conventional image 8(a) does not map the top edge of the square because of the presence of strong "transmission" artifacts. Figure 11 shows the correlograms at imaging point 2 for bottom illumination. Comparing the stack over bottom sources (red curve in Figure 11(d) ) of the stationary contributions of C1 (green ellipse in Figure 11(a) ) at imaging point 2 with the same stack at imaging point 1 (red curve in Figure 9 (d)), there is little difference in contrast, that is, the intensities of imaging points 1 and 2 are close. This explains why the top edge of the square is not mapped in the convention image 8(a). This intensity at imaging points 1 and 2 corresponds to the power lost by the reference wavefield but does not relate to the power loss in scattering, which in turn defines the correct image. This contributes to the observed "transmission" artifacts that the stationary contributions of CS (green ellipse in Figure 11(b) ) reduce. The stack over bottom sources of correlogram CS (red curve in Figure 11 (e)) summed to the stack of Figure 10 . Correlograms C 1 , C S , and C 2 , and their stacks (red curves) over top and bottom sources (θ S ∈ top + bottom) for imaging point 1 with reference model 2(b). We compare the stacks to the exact local scattered field (blue curve). The zero-time stacks are the amplitudes in images I 1 , I S , and I 2 , respectively. The correlogram C 1 is a sum of the correlograms of Figure 9 . The stationary contributions of C S (see green ellipses) reduce the "transmission" artifacts.
correlogram C1 (Figure 11(d) ) gives the stack of correlogram C2 (Figure 11(f) ) and overall preserves the scattering amplitude at zero time-lag. As a result, the nonlinear image 8(c) maps the top edge of the square. Because of the limited aperture, the amplitude is nonetheless imperfect and corresponds to the estimate of a partial power loss through the bottom surface. We also observe spurious arrivals at non-zero time-lag in correlogram C1 (green arrows in Figure 11(a) ). The nonlinear imaging condition is responsible for reducing these spurious arrivals in a similar way (see green arrows in Figure 11 (c)). Hence, the stack over bottom sources (red curve in Figure  11 (f) of correlogram C2 (Figure 11 (c) shows a better focus in time.
Under partial illumination, the reconstruction of scattering amplitudes is not totally accurate but still benefits from the nonlinear imaging condition. For reference model 2(c), both the conventional image 12(a) and the nonlinear image 12(c) map the point scatterer, and artifacts contaminate both images. As with the image with full aperture in Figure 4(a) , the image 12(a) is structurally close to the total image 12(c) because the scattering perturbation is weaker when using the square in the background medium rather than a constant background. The overall contribution of the interaction between scattered wavefields to the nonlinear image 12(c) is relatively weak. In this weak scattering regime, the two images differ, however, in terms of their amplitudes. Figure 13 shows the correlograms for imaging point 3. Both correlograms C1 and CS have stationary contributions (green ellipses in Figures  13(a) and 13(b) , respectively) that improve the amplitude reconstruction for the point scatterer inside the square. At zero time-lag, the stacks over bottom sources of correlograms C1 and CS (red curves in Figures 13(d) and 13(e), respectively) positively contribute to reconstruct the correct scattering amplitude (blue curves in Figures 13(d) and 13(e), respectively). Their sum does not, however, fully retrieve the exact amplitude (see Figure 13(f) ).
The aperture-limited example in Figure 12 also reveals a remarkable property of adding the autocorrelation of scattered wavefields to the conventional imaging condition. Despite the limited aperture in the acquisition design, the autocorrelation image 12(b) is structurally similar to the full aperture image 4(b) at the scatterer location. This increase in spatial resolution is due to the higher-order multiple scattering interactions, part of the scattered wavefields, that occur between the scatterer and the sides of the square in the background. These interactions are of course weaker than single scattered waves but carry additional information on the local spatial resolution. Neither the conventional imaging condition image nor the total image display the same behavior because they are predominantly dominated by first order interactions between reference and scattered wavefields. We come back to this point in the Discussion section. The increased spatial resolution of image 12(b) relative to image 12(a) can be of potential use in devel- Figure 11 . Correlograms C 1 , C S , and C 2 , and their stacks (red curves) over bottom sources (θ S ∈ bottom) for imaging point 2 with reference model 2(b). We compare the stacks to the exact local scattered field (blue curve). The zero time-lag stacks are the amplitudes in images I 1 , I S , and I 2 , respectively. Summing the stationary contributions of correlograms C 1 and C S improves the stacked amplitude at zero time-lag (see green ellipses) and reduces spurious arrivals (see green arrows).
oping nonlinear imaging methods that can overcome some of the aperture limitations of field acquisition geometries.
2 Sigsbee model
The sigsbee example consists of a selected portion of sigsbee 2A model (Figure 14 ). The true model is the stratigraphic model (Figure 14(a) ) and the reference model is a smoothed version of the latter model that contains the hard salt body (Figure 14(b) ). Sources are distributed along a line z = 2km. As for the square example, we compute the images I1, IS, and I2 in order to compare conventional and nonlinear imaging conditions. Figure 15 shows the images I1, IS, and I2. The conventional image (Figure 15(a) ) recovers the salt body and some of the reflectors present in model 14(a) are discernible, but strong low spatial frequency artifacts contaminate the image, especially on the top of the salt. The addition of the image 15(b) of the autocorrelation of scattered wavefields reduces these artifacts and allows for the recovery of most of the reflectors as observed in the nonlinear image 15(c). The interaction of scattered wavefields promotes the use of multiples to construct the nonlinear image and partially compensates for the nonphysical contributions that are responsible for the artifacts in the conventional image. Imaging artifacts nonetheless remain in the nonlinear image because of the limited source coverage. In particular, we observe low spatial frequency artifacts that are mainly the same "transmission artifacts" as the ones discussed in the square example. Their similarity with backpropagation artifacts in reverse-time-migration (Fletcher et al., 2005; Guitton et al., 2007) suggests the use of Laplacian filter to elimate these artifacts, as advocated by Youn and Zhou (2001) . The Laplacian-filtered images of Figure 16 show improvement of the quality of the nonlinear image 16(c) with respect to image 16(a). Comparing the images with the true model 14(a), the relative amplitude contrasts between features of high frequency content are better preserved in the nonlinear image, i.e., the nonlinear image displays a visibly wider spatial frequency content than its conventional counterpart. More strikingly, the conventional image exhibits the wrong polarity for some of the reflectors (marked by arrows in Figure 16(a) ) while the addition of image 16(b) corrects it. This pattern is particularly noticeable at interfaces where the wavespeed contrast decreases across interfaces. Such polarity errors can be misleading for interpretation. In contrast, the nonlinear imaging condition under partial illumination leads to the reduction of imaging artifacts and to the reconstruction of approximate scattering amplitudes that overall preserve the relative contrasts in amplitude.
DISCUSSION
In the previous section, we define an imaging condition that accounts for nonlinear scattering and test this nonlinear imag- Figure 12 . Images of the square example with reference model 2(c) and bottom illumination: images 12(a), 12(b), and 12(c) are obtained by using the conventional imaging condition, the autocorrelation of scattered wavefields, and the nonlinear imaging condition, respectively. Both the conventional and modified imaging conditions reconstruct the point scatterer and show similar artifacts. The image I S exhibits the same structure as the full aperture image 3(b) which suggests an increase of spatial resolution due to the interaction of scattered waves.
ing condition in ideal imaging experiments. Here, we address the practical use of our method and discuss some potential applications.
1 From theory to practice
The practical imaging experiment diverges from our ideal imaging experiment with respect to wavefield extrapolation and acquisition geometry. It is important to reiterate that although we use the term "conventional imaging condition" throughout this paper, the images we make using this imaging condition are not representative of what is done in current practices of "conventional imaging". That is mainly because our receiver wavefields, i.e., scattered fields recorded by pseudo-receivers inside the subsurface, contain the full and exact scattering response. In practice, the scattered wavefield GS cannot be evaluated at an imaging point x in the subsurface but only at the receiver locations rR from the recorded data. We must perform an extrapolation step to estimate the scattered wavefield GS(x, rS). This scattered wavefield is approximated by backpropagation of the data in the background model. For example, Thorbecke (1997) describes the imaging procedure in terms of double focusing. The focusing of the receiver array (integral over receivers rR) gives an estimate of the scattered field
where GS(rR, rS) represents the data, i.e., the scattered waves that are recorded at receiver locations rR due to sources at rS. In the far-field approximation,
The imaging condition of equation 7 then maps the information about the subsurface from the reconstructed scattered wavefields into the image space. This second step corresponds to the focusing of the source array (integral over sources rS). The technique of source-receiver interferometry proposed by Curtis and Halliday (2010) ; Halliday and Curtis (2010) extends the double focusing concept to more diverse configurations of source-receiver geometry. Because equations 20 and 21 neglect the volume integral V (x, rS) in representation theorem 2 for scattered waves, this extrapolation method gives an approximate estimate of scattered field GS(x, rS) and can lead to imaging artifacts similar to those in reversetime-migration (Fletcher et al., 2005; Guitton et al., 2007) . Extracting scattered wavefields inside the imaging volume from measurement at its surface is ultimately an inverse problem . For example, Malcolm and de Hoop (2005) and Malcolm et al. (2009) use generalized Bremmer coupling series (de Hoop, 1996) to reconstruct internal multiples. Such methods can improve current techniques of extrapolation and make them more suitable for applying our nonlinear imaging condition. These methods imply that the inverse reconstruction of receiver wavefields is done in a bottom top side side side Figure 13 . Correlograms C 1 , C S , and C 2 , and their stacks (red curves) over bottom sources (θ S ∈ bottom) for imaging point 3 with reference model 2(c). We compare the stacks to the exact local scattered field (blue curve). The zero-time stacks are the amplitudes in images I 1 , I S , and I 2 , respectively. At zero time-lag, both C 1 and C S contribute to image the point scatterer (see solid green ellipses). Summing the two corresponding stacks improves the reconstructed amplitude.
semi-automatic, algorithm-based manner. Alternatively, current tools in velocity model building based on the input of a human interpreter may also be suitable for building models with sharp interfaces for the extrapolation of scattered wavefields. In addition, the acquisition geometry limits the illumination. According to the theory, the nonlinear imaging condition is power-conservative and maps true amplitudes only for full source and receiver coverage. In practice, illumination is partial because we mostly acquire seismic data at the surface of the Earth or in boreholes. Our numerical examples show that despite partial illumination, the nonlinear imaging condition improves the construction of images by using interactions of scattered waves and allows for better amplitude preservation. The observation of correlograms suggests that a stationary phase analysis possibly helps to identify sources that mainly contribute to the construction of nonlinear images, which would lead to relaxing the need for complete illumination. Also, following the work of Wapenaar (2006) and van der Neut et al. (2010) on interferometry and re-datuming techniques in case of one-sided illumination, there are media for which the estimate of power loss under partial illumination can be quite accurate. For such media that generate strong backscattering, these authors show that interferometry suffers less from the limited aperture because energy is primarily scattered back to the surface. In these situations, a nonlinear imaging condition, such as presented here or by means of multi-dimensional deconvolution approaches van der Neut et al., 2010) potentially reconstructs better amplitudes despite partial illumination.
2 Applications
In our nonlinear imaging condition, the original idea is to take into account interactions of scattered wavefields with themselves. We show that this extra contribution allows for better amplitude reconstruction in our images. Our work directly connects to recent advances in using multiply scattered waves to perform imaging. Both surface related and internal multiples have been shown to provide better illumination of the subsurface (Jiang et al., 2005; Malcolm et al., 2009; Verschuur and Berkhout, 2011) . In reverse-time-migration, Youn and Zhou (2001); Farmer et al. (2006); Mittet (2006) show recent advances that consist of using velocity models with sharp contrast which lead ultimately to better handling of multiple propagation. Malcolm et al. (2009) provide a method based on Bremmer coupling series that allows for the reconstruction of internal multiples with one-way operators; they apply their technique to image salt flanks. Most of these attempts however focus on extrapolating the seismic data to reconstruct receiver wavefields with kinematically correct multiples, but do not modify the imaging condition to account for the nonlinearity of the newly reconstructed wavefields with respect to scattering contrasts. Here, we provide a modified nonlinear imaging condition to image the subsurface with multiply scattered waves. Our proposed imaging condition suits more appropriately attempts to image the subsurface by reverse-timemigration and can lead to advantages in imaging data with aperture limited acquisition.
Our method potentially applies to internal multiples and possibly even refracted waves which is a clear advantage for imaging challenging complex subsurface features. This includes salt imaging, e.g., dirty salt imaging, imaging of strong scattering caused by salt interfingering with sediments, subsalt imaging using the signal of interbed salt multiples. As with complex salt environments, our nonlinear imaging condition may also bring benefits to the imaging of basalt-rich provinces, where sub-basalt imaging is difficult due to basaltinduced multiple scattering. Apart from better reconstruction of amplitudes from aperture-limited data, the use of nonlinear imaging conditions may be used for locally improving spatial resolution in the image, i.e., improve local image aperture. In our simple square example with limited acquisition aperture, we show that the interaction of scattered waves with themselves brings additional information to spatial resolution when compared to the conventional imaging condition. Although this is a topic of further research, we argue that further analysis of the behavior of the different terms in our nonlinear imaging condition can lead to practical methods that improve image aperture and partially correct for the "missing illumination".
CONCLUSIONS
We introduce a modified crosscorrelation imaging condition to account for multiple scattering. We image multiply scattered waves by correcting the conventional imaging condition for the interaction between scattered wavefields. For an ideal acquisition geometry, this additional contribution allows for power conservation in scattering. Each individual point in the image is assigned an estimate of the power loss in scattering by a virtual source hypothetically located at this imaging point; the latter estimate being directly related to scattering amplitudes. For complete illumination, the resulting imaging condition is "power-conservative" and accounts for all of the nonlinear scattering interactions between reference and scattered wavefields. For partial illumination, this imaging condition reduces to the estimate of the power loss only in the direction corresponding to the aperture of illumination. The modified imaging condition does not always preserve the total power injected by the virtual source but remains sensitive to the relative changes in scattering amplitude and improves amplitude preservation in the image. 
