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COHOMOLOGIE DE CHEVALLEY DES GRAPHES VECTORIELS
WALID ALOULOU, DIDIER ARNAL ET RIDHA CHATBOURI
Abstract. L’espace des champs de vecteurs augmente´ des fonctions C∞ sur Rd
est une sous alge`bre de Lie de l’alge`bre de Lie (gradue´e) de l’espace Tpoly(R
d) des
champs de tenseurs sur Rd muni du crochet de Schouten.
Dans cet article, on calcule la cohomologie des repre´sentations adjointes de cette
sous alge`bre de Lie, en se restreignant a` des cochaˆınes de´finies par des graphes de
Kontsevich ae´riens comme dans [AGM]. On retrouve les re´sultats bien connus de
[GF] et [DWL].
1. Introduction
Notons Tpoly(R
d) l’espace des tenseurs comple`tement antisyme´triques sur Rd. Cet
espace, muni du crochet de Schouten et de la graduation deg(α) = k − 1 si α est un
k-tenseur est une alge`bre de Lie gradue´e.
Cette alge`bre de Lie contient une sous-alge`bre de Lie inte´ressante : V ect(Rd),
espace des tenseurs de degre´ ne´gatif ou nul, c’est a` dire l’alge`bre de Lie des champs
de vecteurs ξ augmente´e de l’espace des fonctions C∞ f muni du crochet usuel des
champs de vecteurs e´tendu aux fonctions par:
[ξ, f ] = −[f, ξ] = ξf, et [f1, f2] = 0.
La repre´sentation adjointe fait de Tpoly(R
d) un V ect(Rd)-module. Dans cet article,
on va calculer des groupes de cohomologies de ce module.
Plus pre´cise´ment, nous conside´rons ici des cochaˆınes ϕ de´finies comme dans [AGM]
a` partir d’une combinaison line´aire de graphes ae´riens de Kontsevich [K]. Dans le
cas de V ect(Rd), au plus une areˆte part d’un sommet de chacun de ces graphes.
L’ope´rateur de cohomologie peut alors eˆtre de´fini sur l’espace des graphes, il corre-
spond a` une suite d’‘e´clatement’ des sommets.
Les cohomologies de Chevalley des champs de vecteurs ont e´te´ calcule´es par plu-
sieurs auteurs. En particulier dans [DWL], la cohomologie a` valeurs dans les formes
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est de´termine´e explicitement. Dans cet article, notre restriction aux graphes pure-
ment ae´riens nous permet d’adapter la preuve de [DWL]. On reformule en particulier
la de´finition de l’homotopie et on en de´duit la cohomologie des graphes ae´riens. On
retrouve le meˆme re´sultat, a` savoir que cette cohomologie est donne´e par les roues
impaires.
Rappelons que dans le proble`me de la construction d’une formalite´ sur Rd au moyen
de graphes, les cohomologies qui apparaissent sont celles de Hochschild, de Chevalley
et de Chevalley-Harrison. La premie`re a e´te´ calcule´e dans [AM], la troisie`me est nulle
d’apre`s [GH].
2. Notations et de´finitions
Dans cet article, on conside`re l’espace Tpoly(R
d) des tenseurs comple`tement an-
tisyme´triques sur Rd. Si X de´signe l’espace des champs de vecteurs ξ sur Rd, on
construit Tens(Rd) comme l’alge`bre associative libre sur C∞(Rd) engendre´e par les
champs constants ∂1, . . . , ∂d. Tpoly(R
d) est le quotient de Tens(Rd) par l’ide´al en-
gendre´ par {ξ⊗ η− η⊗ ξ, ξ ∈ X , η ∈ X}. Tpoly(R
d) est muni d’un produit associatif
∧, tout e´le´ment de Tpoly(R
d) est une somme de produits de la forme ξ1 ∧ · · · ∧ ξk et
de fonctions f . On peut aussi e´crire tout tenseur α de Tpoly(R
d) de fac¸on unique sous
la forme
α =
K∑
k=0
∑
i1,...,ik
αi1...ik(k) ∂i1 ∧ · · · ∧ ∂ik .
(On prend la convention que les coordonne´es αi1...ik(k) sont des fonctions C
∞ et sont
comple`tement antisyme´triques en i1, . . . , ik. On a donc aussi
α =
K∑
k=0
∑
i1<···<ik
k! αi1...ik(k) ∂i1 ∧ · · · ∧ ∂ik .
On place sur Rd la connexion plate triviale ∇, c’est a` dire la connexion pour la
structure riemannienne usuelle de Rd. On a donc
∇ξf = ξf, ∇ξη = ∇ξ(
∑
i
ηi∂i) =
∑
i
(ξηi)∂i (f ∈ C
∞(Rd), ξ, η ∈ X ).
Il y a un prolongement unique de ∇ξ en une de´rivation de Tpoly(R
d). On impose
∇ξ(α ∧ β) = (∇ξα) ∧ β + α ∧ (∇ξβ),
on obtient une solution et une seule de´finie par
∇ξ(η1 ∧ · · · ∧ ηℓ) =
ℓ∑
j=1
(−1)j−1(∇ξηj) ∧ η1 ∧ . . . η̂j · · · ∧ ηℓ
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ou par
∇ξα =
∑
i1,...,ik
(
ξαi1...ik
)
∂i1 ∧ · · · ∧ ∂ik .
Maintenant, on conside`re Tpoly(R
d) comme une alge`bre gradue´e par |α| = k si α est
un k-tenseur et on utilise syste´matiquement la re`gle de Koszul. Si ξ ∈ X , ∇ξ est une
de´rivation de degre´ 0, le produit ∧ est aussi de degre´ 0, les formules ci-dessus sont
donc cohe´rentes avec cette re`gle. Cependant l’application ∇ : ξ 7→ ∇ξ est maintenant
homoge`ne de degre´ -1 de X vers l’espace Der(Tpoly(R
d)) des de´rivations de Tpoly(R
d).
On veut la prolonger comme une de´rivation.
On cherche donc ∇ : Tpoly(R
d) −→ Der(Tpoly(R
d)) qui la prolonge et telle que
∇α∧β(γ) = (−1)
|α|α ∧ (∇βγ) + (−1)
|β||γ|(∇αγ) ∧ β.
Lemme 2.1. (Le prolongement)
Un tel prolongement existe et il est unique, il est de´fini par ∇f = 0 si f ∈ C
∞(Rd)
et soit
∇ξ1∧···∧ξk(η1∧· · ·∧ηℓ) =
k∑
i=1
ℓ∑
j=1
(−1)i+jξ1∧ . . . ξ̂i · · ·∧ξk∧ (∇ξiηj)∧η1∧ . . . η̂j · · ·∧ηℓ
soit
∇αβ =
k∑
r=1
(−1)r−1
∑
i1,...,ik
j1,...,jℓ
αi1...ik
(
∂irβ
j1...jℓ
)
∂i1 ∧ . . . ∂̂ir · · · ∧ ∂ik ∧ ∂j1 ∧ · · · ∧ ∂jℓ .
Remarquons que l’on retrouve l’ope´ration note´e • dans [AMM]
∇αβ = α • β.
Preuve
Soit ξ un champ de vecteur et f ∈ C∞(Rd). On doit avoir ∇(fξ) = ∇f∧ξ ou, pour
tout k-tenseur α,
f∇ξα = ∇(fξ)(α) = f(∇ξα) + (−1)
k(∇fα) ∧ ξ.
∇fα est un k− 1-tenseur. S’il n’est pas nul, on peut choisir ξ tel que (∇fα)∧ ξ 6= 0,
ce qui est absurde.
On montre ensuite par re´currence sur k que ∇ξ1∧···∧ξk(η1 ∧ · · · ∧ ηℓ) ne peut eˆtre
que ce qui est annonce´. Enfin que l’application ∇ ainsi de´finie a bien les proprie´te´s
demande´es. La formule donnant ∇αβ est une conse´quence imme´diate de la premie`re
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formule.
Maintenant on a par construction
∇ξη −∇ηξ = [ξ, η], (ξ, η ∈ X ).
Traditionnellement, pour e´tendre le crochet des champs de vecteurs en le crochet de
Schouten, de´fini sur Tpoly(R
d), on choisit la graduation deg(α) = k − 1 si α est un
k-tenseur, le crochet des champs de vecteurs est antisyme´trique, de degre´ 0, il se
prolonge d’une fac¸on unique en un crochet antisyme´trique toujours de degre´ 0 sur
Tpoly(R
d) qui est une de´rivation ’a` droite’ c’est a` dire en un crochet tel que
[α, β ∧ γ] = [α, β] ∧ γ + (−1)(deg(β)−1)deg(α)β ∧ [α, γ]
[β, α] = −(−1)deg(α)deg(β)[α, β]
(en effet, deg(∧) = −1 maintenant). Ce prolongement unique est donne´ par [f, g] = 0
si f et g sont des fonctions, [ξ, f ] = −[f, ξ] = ξf si ξ est un champ de vecteurs et f
une fonction et par
[ξ1∧· · ·∧ξk, η1∧· · ·∧ηℓ] =
k∑
i=1
ℓ∑
j=1
(−1)k−i+j−1ξ1∧. . . ξ̂i · · ·∧ξk∧[ξi, ηj]∧η1∧. . . η̂j · · ·∧ηℓ.
Il ve´rifie la relation
[α ∧ β, γ] = α ∧ [β, γ] + (−1)(deg(β)+1)deg(γ)[α, γ] ∧ β.
Avec nos notations, on peut aussi de´finir le crochet de Schouten par:
[α, β] = (−1)deg(α)∇αβ − (−1)
(deg(α)+1)deg(β)∇βα.
Cependant, nous gardons ici la graduation |α| = k si α est un k-tenseur. Le crochet
des champs de vecteurs devient un produit commutatif. On le prolonge donc comme
dans [K] en une ope´ration Q syme´trique, de degre´ -1 ve´rifiant
Q(α, β ∧ γ) = Q(α, β) ∧ γ + (−1)|β|(|α|−1)β ∧Q(α, γ)
Q(β, α) = (−1)|α||β|Q(α, β).
Lemme 2.2. (L’ope´rateur Q)
Il y a un prolongement et un seul Q du crochet des champs de vecteurs ve´rifiant
ces relations. Ce prolongement est donne´ par
Q(α, β) = ∇αβ + (−1)
|α||β|∇βα.
Il ve´rifie
Q(α ∧ β, γ) = (−1)|α|α ∧Q(β, γ) + (−1)|β||γ|Q(α, γ) ∧ β.
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On a
Q(α, β) =
∑
i1...ik
j1...jℓ
[ k∑
r=1
(−1)r−1αi1...ik
(
∂irβ
j1...jℓ
)
∂i1 ∧ . . . ∂̂ir · · · ∧ ∂ik ∧ ∂j1 ∧ · · · ∧ ∂jℓ
+
ℓ∑
s=1
(−1)k+sβj1...jℓ
(
∂jsα
i1...ik
)
∂i1 ∧ · · · ∧ ∂ik ∧ ∂j1 ∧ . . . ∂̂js · · · ∧ ∂jℓ
]
.
et
[α, β] = (−1)deg(α)Q(α, β).
Preuve
Supposons que Q soit une telle extension. Q e´tant de degre´ -1, Q(f, g) = 0 si f et
g sont des fonctions. Maintenant
Q(ξ, fη) = Q(ξ, f)η + fQ(ξ, η) = [ξ, fη] = (ξf)η + f [ξ, η],
donc Q(ξ, f) = Q(f, ξ) = ξf = ∇ξf + ∇fξ. L’application β 7→ Q(ξ, β) e´tant une
de´rivation, on montre par re´currence sur ℓ que
Q(ξ, η1 ∧ · · · ∧ ηℓ) =
ℓ∑
j=1
(−1)j−1[ξ, ηj] ∧ η1 ∧ . . . η̂j · · · ∧ ηℓ.
Par re´currence sur k, on montre ensuite que
Q(ξ1 ∧ · · · ∧ ξk, η1 ∧ . . . ηℓ) =
i=k
j=ℓ∑
i=1
j=1
(−1)i+jξ1 ∧ . . . ξ̂i · · · ∧ ξk ∧ [ξi, ηj]∧ η1 ∧ . . . η̂j · · · ∧ ηℓ.
Ceci nous dit que si Q existe, elle est unique et que c’est
Q(α, β) = ∇αβ + (−1)
|α||β|∇βα.
Maintenant les proprie´te´s de ∇ montrent que cette formule de´finit bien une bide´ri-
vation syme´trique de degre´ -1, extension du crochet des champs de vecteurs. Les
dernie`res formules du lemme sont imme´diates.
Reprenons maintenant le choix de signes donne´ dans [AMM]. Soit σ une permuta-
tion de {1, . . . , n}. On note ε(σ) sa signature. Si v1, . . . , vn sont n vecteurs homoge`nes
d’un espace vectoriel V gradue´ par deg, on note εdeg(v)(σ) la signature de la permu-
tation que σ induit sur les v de degre´s impairs. Par construction ces signatures sont
des homomorphismes de groupe. Si C est une application n-line´aire sur V n, a` valeurs
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dans un espace vectoriel, on dira que C est syme´trique (resp. antisyme´trique) si pour
toute permutation σ ∈ Sn et tout v1, . . . , vn homoge`nes,
C(vσ(1), . . . , vσ(n)) = εdeg(v)(σ)C(v1, . . . , vn)(
respectivement C(vσ(1), . . . , vσ(n)) = ε(σ)εdeg(v)(σ)C(v1, . . . , vn)
)
.
Ceci est e´quivalent a`
C(v1, . . . , vi+1, vi, . . . , vn) = (−1)
deg(vi)deg(vi+1)C(v1, . . . , vn)(
resp. C(v1, . . . , vi+1, vi, . . . , vn) = −(−1)
deg(vi)deg(vi+1)C(v1, . . . , vn)
)
pour tout i.
Changeons de graduation sur V et posons |v| = deg(v) + 1. Posons
ηv(σ) = εdeg(v)(σ)ε|v|(σ)ε(σ).
Si nous nous donnons une application τ de V n dans {±1} telle que pour tout σ et
tout v1, . . . , vn,
τ(vσ(1), . . . , vσ(n)) = ηv(σ)τ(v1, . . . , vn),(2.1)
alors on peut faire correspondre a` toute application n-line´aire deg-antisyme´trique C ′
une application n-line´aire | |-syme´trique C en posant C = τC ′ ou
C(v1, . . . , vn) = τ(v1, . . . , vn)C
′(v1, . . . , vn).
Un tel choix a e´te´ fait dans [AMM] ou` on a pose´ τ(v1, . . . , vn) = ηv(σ) ou` σ est
la permutation rangeant les vi deg-pairs au de´but, sans changer leur ordre et les vj
deg-impairs en fin sans changer leur ordre.
Du fait de la relation que nous venons d’e´tablir entre [ , ] et Q, nous posons ici
τ(α1, . . . , αn) = (−1)
∑n
i=1(n−i)deg(αi).
En fait 2.1 est vrai pour σ = (i, i+ 1) donc pour tout σ puisque chaque membre de
2.1 de´finit une action de Sn. On a donc
Q = τ [ , ].
De´finition 2.3. (Cohomologie de Chevalley)
Soit C ′ une n-cochaˆıne, c’est a` dire une application n-line´aire deg-antisyme´trique
de
(
Tpoly(R
d)
)n
dans Tpoly(R
d), homoge`ne de degre´ deg(C ′). Le cobord ∂′C ′ de C ′ est
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par de´finition l’application n+ 1-line´aire deg-antisyme´trique
(∂′C ′)(α0, . . . , αn) =
n∑
i=0
(−1)iεdeg(α)(i, 0 . . . ıˆ . . . n)(−1)
deg(C′)deg(αi) [αi, C
′(α0, . . . α̂i . . . , αn)]
−
1
2
∑
i 6=j
εdeg(α)(i, j, 0, . . . ıˆ . . . ˆ . . . n)(−1)
i+j−1C ′ ([αi, αj], α0, . . . α̂i . . . α̂j . . . , αn) .
Une n-cochaˆıne C ′ telle que ∂′C ′ = 0 est appele´e un cocycle, une n-cochaˆıne de la
forme C ′ = ∂′A′ est appele´e un cobord.
Soit C ′ une n-cochaˆıne. Posons C = τC ′ et de´finissons ∂C par
∂C = τ∂′C ′.
Lemme 2.4. (Cohomologie syme´trise´e)
Une application n-line´aire | |-syme´trique C est une n-cochaˆıne, son cobord ∂C est
donne´ par
(∂C)(α0, . . . , αn) =
n∑
i=0
ε|α|(i, 0 . . . ıˆ . . . n)(−1)
|C|(|αi|−1)Q (αi, C(α0, . . . α̂i . . . , αn))
−
1
2
∑
i 6=j
ε|α|(i, j, 0, . . . ıˆ . . . ˆ . . . n)C (Q(αi, αj), α0, . . . α̂i . . . α̂j . . . , αn) .
Ou bien par
(∂C)(α0, . . . , αn) =
n∑
i=0
(
ε|α|(i, 0 . . . ıˆ . . . n)(−1)
|C|(|αi|−1)∇αiC(α0, . . . α̂i . . . , αn)
+ (−1)|C|ε|α|(0 . . . ıˆ . . . n, i)∇C(α0,...α̂i...,αn)αi
)
−
∑
i 6=j
ε|α|(i, j, 0, . . . ıˆ . . . ˆ . . . n)C (∇αiαj, α0, . . . α̂i . . . α̂j . . . , αn) .
3. Graphes ae´riens et cochaines
Dans cet article, on conside`re des graphes de Kontsevich, c’est a` dire des graphes Γ
ayant des sommets ae´riens nume´rote´s 1, . . . , n, que l’on peut voir comme des points du
demi espace de Poincare´ {Im(z) > 0} et des sommets terrestres, nume´rote´s 1¯, . . . , m¯
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que l’on peut voir comme des points range´s sur l’axe re´el. De chaque sommet ae´rien i
part ki ≥ 0 areˆtes du graphe. Ces areˆtes sont des fle`ches d’extre´mite´ soit un sommet
ae´rien (on s’autorise des ‘petites boucles’, c’est a` dire des areˆtes de la forme
−→
ii ) soit
un sommet terrestre. Il n’y a pas d’areˆte partant d’un sommet terrestre appele´ ’pied’
du graphe et il y a exactement une areˆte y arrivant, cette areˆte est une jambe du
graphe. Il n’y a pas d’areˆte multiple (mais on peut avoir les areˆtes
−→
ij et
−→
ji si i 6= j).
Fixons un ordre O sur les areˆtes qui soit compatible avec la nume´rotation des
sommets ae´riens c’est a` dire tel que les k1 premie`res fle`ches partent du sommet 1, les
k2 suivantes du sommet 2, etc... On de´finit alors une application BΓ,O n-line´aire de
Tpoly(R
d) dans lui meˆme de la fac¸on suivante :
BΓ,O(α1, . . . , αn) est nul sauf si α1 est un k1-tenseur, α2 un k2-tenseur,. . . ,αn un
kn-tenseur.
Dans ce dernier cas, on appelle Deb(i) l’ensemble ordonne´ des fle`ches issues de i,
elles portent les nume´ros ai = (
∑
j<i kj) + 1, ai + 1, . . . , ai + ki =
∑
j≤i kj. On pose:
α
Deb(i)
i := α
tai tai+1...tai+ki
i .
Pour un sommet ae´rien on note Fin(i) l’ensemble des fle`ches arrivant sur i. Elles
portent les nume´ros s1, . . . , sr. On pose:
∂F in(i) := ∂ts1 ...tsr .
Pour un pied (un sommet terrestre), on note Fin(¯i) l’ensemble des fle`ches arrivant
sur i¯. Cet ensemble contient une seule fle`che de nume´ro s et on pose
∂F in(¯i) := ∂ts .
Alors on de´finit BΓ,O(α1, . . . , αn) par:
BΓ,O(α1, . . . , αn) =
∑
1≤t1,...,t|k|≤d
n∏
i=1
∂F in(i) α
Deb(i)
i ∂F in(1¯) ∧ · · · ∧ ∂F in(m¯).
(On a pose´ |k| = k1 + · · ·+ kn).
Remarque 3.1.
La de´finition de l’ope´rateur BΓ,O de´pend du choix de l’ordre compatible O. Changer
cet ordre revient a` multiplier BΓ,O par le signe note´ ε(O,O
′) dans [AGM] de la per-
mutation de l’ensemble des areˆtes faisant passer de O a` O′.
On e´tend la de´finition de l’ope´rateur BΓ,O aux ordres O
′ non compatibles en posant
BΓ,O′ = ε(O,O
′)BΓ,O.
Si on se restreint aux graphes vectoriels c’est a` dire aux graphes tels que Deb(i) a
au plus un e´le´ment, il y a un seul ordre compatible. On nume´rotera alors les fle`ches
par le nume´ro i de leur origine.
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Un graphe qui n’a aucun pied et aucune jambe est appele´ graphe ae´rien. Si ∆ est
un tel graphe ae´rien, on peut le ‘comple´ter’ en lui ajoutant des pieds et des jambes.
On conside´rera donc tous les graphes Γ tels que, lorsque l’on retire les pieds et les
jambes de Γ, on retrouve ∆. Si (∆,O) est un graphe oriente´, on conside´rera tous les
graphes oriente´s (Γ,OΓ) tels que l’ordre induit par OΓ sur l’ensemble des areˆtes qui ne
sont pas des jambes soit exatement O. On notera cette proprie´te´ (Γ,OΓ) ⊃ (∆,O).
Plus pre´cise´ment, on reprendra la de´finition de [AGM]. Partant de (∆,O) ou` O
est compatible et de m pieds nume´rote´s 1¯, . . . , m¯, on peut construire un graphe Γ en
ajoutant m jambes a` ∆ (une pour chaque pied). On peut de´finir un ordre O0 sur les
areˆtes de Γ en rangeant les jambes apre`s les areˆtes ae´riennes, dans l’ordre des pieds.
Si k1, . . . , kn sont les nombres d’areˆtes de Γ issues des sommets 1, . . . , n et ℓ1, . . . , ℓn
le nombre d’areˆtes de ∆ issues des sommets 1, . . . , n, il y a
k!
ℓ!
ordres compatibles
possibles OΓ tels que (Γ,OΓ) ⊃ (∆,O). On posera:
C∆,O =
∞∑
m=0
1
m!
∑
(Γ,OΓ)⊃(∆,O)
#{pieds de Γ}=m
ℓ!
k!
ε(OΓ,O0)BΓ,OΓ .
Lorsque l’on se restreint aux graphes vectoriels, cette somme est finie. La somme
ci-dessus ne contient que des graphes Γ ayant m pieds avec:
0 ≤ m ≤ n− |ℓ|.
Comme il n’y a qu’un ordre compatible sur les areˆtes de ∆.
Les cochaˆınes Cδ e´tudie´es dans ce papier sont les syme´trise´es des applications
C∆,O, c’est a` dire des ope´rateurs associe´s a` des combinaisons line´aires syme´triques de
graphes
δ =
∑
∆,O
a∆,O(∆,O).
Si σ est une premutation de n e´le´ments, σ agit sur ∆ en permutant ses sommets et
ses areˆtes par paquets, en gardant l’ordre des areˆtes issues d’un meˆme sommet. On
sait alors ([AGM], Proposition 4.4) que:
C∆,O(ασ(1), . . . , ασ(n)) = ε|Deb(∆)|(σ)C∆,O(α1, . . . , αn).
On dira donc que δ est syme´trique si Cδ =
∑
∆,O a∆,OC∆,O l’est, c’est a` dire si, pour
tout (∆,O),
aσ(∆),σ(O) = ε|Deb(∆)|a∆,O.
Par exemple la roue simple ∆ de longueur 3 est un graphe ae´rien a` 3 sommets
nume´rote´s 1, 2, 3 et ayant pour areˆtes {
−→
12,
−→
23,
−→
31}. C’est un graphe vectoriel. La
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syme´trisation δ de (∆,O) est:
δ =
∑
σ∈S3
ε(σ)(σ(∆), σ(O)) = 3× {
−→
12,
−→
23,
−→
31} − 3× {
−→
13,
−→
32,
−→
21}.
Cette syme´trisation de´finit une application Cδ qui envoie trois champs de vecteurs
α1, α2, α3 sur la fonction
Cδ(α1, α2, α3) = 3∂i3α
i1
1 ∂i1α
i2
2 ∂i2α
i3
3 − 3∂i2α
i1
1 ∂i1α
i3
3 ∂i3α
i2
2 .
4. L’ope´rateur de cobord sur les graphes vectoriels
Dans ce paragraphe, nous de´finissons directement sur les combinaisons line´aires δ
syme´triques de graphes ae´riens vectoriels un ope´rateur de cobord ∂ correspondant a`
l’ope´rateur de cobord pour les cochaˆınes syme´triques Cδ de´finies par δ. Dans [AGM],
il est montre´ qu’un tel ope´rateur de´fini sur les graphes existe. Dans le cas des graphes
vectoriels, son expression peut eˆtre simplifie´e.
De´finition 4.1. (Eclatement propre d’un sommet)
Soit ∆ un graphe vectoriel ae´rien de sommets nume´rote´s 1, . . . , n. Fixons i et j
tels que 0 ≤ i, j ≤ n. On construit une famille de graphes ∆′ji (resp. ∆
′
ij) de la fac¸on
suivante:
On renume´rote les sommets de ∆ en 0, . . . ˆ . . . , n (en gardant leur ordre initial),
Si le sommet i est un point isole´ (Deb(i) = Fin(i) = ∅)
On ajoute le sommet j et la fle`che
−→
ji (resp.
−→
ij ).
Si le sommet i n’est pas un point isole´
On ajoute un sommet j et une fle`che
−→
ji (resp.
−→
ij ),
Si une fle`che
−→
ia partait de i dans ∆, on la garde dans ∆′ji (resp. on la remplace
par
−→
ja dans ∆′ij),
On re´partit les fle`ches du graphe ∆ arrivant sur le sommet i entre les sommets j
et i du nouveau graphe ∆′ji (resp. ∆
′
ij) proprement, c’est a` dire de telle fac¸on que:
inf (|Deb(i)|+ |Fin(i)|, |Deb(j)|+ |Fin(j)|) > 1.
Remarquons que:
Si i est un sommet isole´, il y a un seul graphe ∆′ji.
Si i est tel que |Deb(i)|+ |Fin(i)| = 1 alors il n’y a aucun graphe ∆′ji.
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Si i est un sommet tel que |Deb(i)| = |Fin(i)| = 1, il y a un seul ∆′ji.
En ge´ne´ral si |Deb(i)| = 1, il y a 2|F in(i)| − 1 graphes ∆′ji, si |Deb(i)| = 0 et
|Fin(i)| ≥ 1, il y a 2|F in(i)| − 2 graphes ∆′ji.
Le meˆme re´sultat est valable pour ∆′ij.
Pour repre´senter la famille des graphes qu’on vient de de´finir, on notera:
∆′ji →
prop
i ∆ (resp.∆
′
ij →
prop
i ∆).
Proposition 4.2. (L’ope´rateur ∂ sur les graphes)
Soit δ =
∑
∆ a∆∆ une combinaison line´aire syme´trique homoge`ne de graphes
ae´riens vectoriels. Alors
∂Cδ =
∑
∆
a∆C∂∆
avec
∂∆ = −
∑
j 6=i
ε{|Deb(0)|,...,|Deb(n)|}(j, 0, . . . ˆ . . . , n)
∑
∆′ji→
prop
i ∆
∆′ji.
On peut e´crire ∂∆ autrement. Notons ε|Deb| la quantite´ ε{|Deb(0)|,...,|Deb(n)|}, alors
∂∆ = −
∑
i<j
[
ε|Deb|(j, 0, . . . ˆ . . . , n)
∑
∆′ji→
prop
i ∆
∆′ji
+
[
(1− |Deb(j)|) ε|Deb|(i, 0, . . . ıˆ . . . , n)− |Deb(j)|ε|Deb|(j, 0, . . . ˆ . . . , n)
]
×
∑
∆′ij→
prop
i ∆
∆′ij
]
Preuve
On sait que:
(∂Cδ)(α0, . . . , αn) =
n∑
j=0
ε|α|(j, 0 . . . ˆ . . . n)(−1)
|C|(|αj |−1)∇αjCδ(α0, . . . α̂j . . . , αn)
+
n∑
i=0
(−1)|Cδ|ε|α|(0 . . . ıˆ . . . n, i)∇Cδ(α0,...α̂i...,αn)αi
−
∑
i 6=j
ε|α|(j, i, 0, . . . ıˆ . . . ˆ . . . n)Cδ
(
∇αjαi, α0, . . . α̂i . . . α̂j . . . , αn
)
= (I) + (II)− (III).
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Puisque la cohomologie de Cδ est de´termine´e par sa composante dans les fonctions
([AGM], Proposition 5.2), on ne regarde que les termes qui sont des ope´rateurs 0
diffe´rentiels (des fonctions) dans cette expression.
Les termes de la premie`re somme n’apparaissent que si αj est un champ de vecteurs
αj =
∑
ℓ α
ℓ
j∂ℓ. On a
(I) =
∑
j 6=i
ε|α|(j, 0, . . . ˆ . . . , n)
∑
ℓ
αℓjCδ(α0, . . . α̂j . . . , ∂ℓαi, . . . , αn)
Dans le second terme, |Cδ| est le nombre |δ| de fle`ches des graphes de δ. En revenant a`
la de´finition de Cδ, ces termes apparaissent lorsque Cδ(α0, . . . α̂i . . . , αn) est un champ
de vecteurs. Pour chaque ∆ de δ, on choisit un sommet j tel que Deb(αj) = 0. Alors:
C∆(α0, . . . α̂i . . . , αn)
=
∑
(Γ,OΓ)⊃(∆,O)
ε(OΓ,O0)
∑
j,ℓ
B(Γ,O)(α0, . . . , α
ℓ
j, . . . α̂i . . . , αn)∂ℓ
=
∑
(Γ,OΓ)⊃(∆,O)
ε|α|(0, . . . ıˆ . . . ˆ . . . , n, j)
∑
j,ℓ
B(Γ,O)(α0, . . . , α
ℓ
j, . . . α̂i . . . , αn)∂ℓ.
Donc on obtient puisqu’ici |αi| = 0,
(II) =
∑
j 6=i
(−1)|δ|ε|α|(0, . . . ıˆ . . . ˆ . . . , n, j)
∑
ℓ
Cδ(α0, . . . , α
ℓ
j, . . . α̂i . . . , αn)∂ℓαi
=
∑
j 6=i
ε|α|(j, 0, . . . ˆ . . . , n)
∑
ℓ
Cδ(α0, . . . , α
ℓ
j, . . . α̂i . . . , αn)∂ℓαi
=
∑
j 6=i
ε|α|(j, 0, . . . ˆ . . . , n)
∑
ℓ
Cδ(α0, . . . , α
ℓ
j︸︷︷︸
(i)
, . . . α̂j . . . , αn)∂ℓαi.
Enfin la dernie`re somme s’e´crit:
(III) =
∑
i 6=j
ε|α|(j, i, 0, . . . ıˆ . . . ˆ . . . , n)Cδ
(
∇αjαi, α0, . . . α̂i . . . α̂j . . . , αn
)
=
∑
i 6=j
ε|α|(j, 0, . . . ˆ . . . , n)
∑
ℓ
Cδ(α0, . . . , α
ℓ
j∂ℓαi︸ ︷︷ ︸
(i)
, . . . α̂j . . . , αn).
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Appliquons la re`gle de Leibniz pour les de´rivations multiples dans le terme (III), on
obtient pour chaque ∆ de δ:
C∆(α0, . . . , α
ℓ
j∂ℓαi︸ ︷︷ ︸
(i)
, . . . α̂j . . . , αn)
=
∏
t6=i
∂F in(t)α
Deb(t)
t .∂F in(i)
(
αℓj∂ℓα
Deb(i)
i
)
=
∏
t6=i
∂F in(t)α
Deb(t)
t .
 ∑
A⊂F in(i)
∂Aα
ℓ
j∂{ℓ}∪F in(i)\Aα
Deb(i)
i
 .
La somme (I) correspond exactement au cas A = ∅, la somme (II) au cas A = Fin(i).
Il y a simplification. Posons ε|Deb| = ε{|Deb(0)|,...,|Deb(n)|} et
∂C∆ = −
∑
j 6=i
ε|Deb|(j, 0, . . . ˆ . . . , n)∂jiC∆ = −
∑
j 6=i
ε|Deb|(j, 0, . . . ˆ . . . , n)C∂ji∆,
on peut e´crire:
Si Deb(i) = Fin(i) = ∅
∂ji∆ = ∆
′
ji =
∑
∆′ji→
prop
i ∆
∆′ji.
Si Deb(i) = ∅ et |Fin(i)| > 1
∂jiC∆ =
∏
t6=i
∂F in(t)α
Deb(t)
t .

∑
A⊂F in(i)
A 6=∅
A 6=F in(i)
∂Aα
ℓ
j∂{ℓ}∪F in(i)\Aαi

=
∑
∆′ji→
prop
i ∆
C∆′ji .
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Si Deb(i) 6= ∅ et Fin(i) 6= ∅
∂jiC∆ =
∏
t6=i
∂F in(t)α
Deb(t)
t .
 ∑
A⊂F in(i)
A 6=∅
∂Aα
ℓ
j∂{ℓ}∪F in(i)\Aα
Deb(i)
i

=
∑
∆′ji→
prop
i ∆
C∆′ji.
Si |Deb(i)|+ |Fin(i)| = 1
∂ji∆ = 0 =
∑
∆′ji→
prop
i ∆
∆′ji.
Finalement on a donc bien:
∂∆ = −
∑
j 6=i
ε|Deb|(j, 0, . . . ˆ . . . , n)
∑
∆′ji→
prop
i ∆
∆′ji.
D’autre part, on peut regrouper les termes de (III) autrement:
(III) =
∑
i<j
ε|α|(j, i, 0, . . . ıˆ . . . ˆ . . . , n)Cδ
(
∇αjαi, α0, . . . α̂i . . . α̂j . . . , αn
)
+
∑
i<j
ε|α|(i, j, 0, . . . ıˆ . . . ˆ . . . , n)Cδ (∇αiαj , α0, . . . α̂i . . . α̂j . . . , αn)
ou
(III) =
∑
i<j
ε|α|(j, 0, . . . ˆ . . . , n)
∑
ℓ
Cδ(α0, . . . , α
ℓ
j∂ℓαi︸ ︷︷ ︸
(i)
, . . . α̂j . . . , αn)
+
∑
i<j
(−1)|αi||αj |ε|α|(j, i, 0, . . . ıˆ . . . ˆ . . . , n)
∑
ℓ
Cδ
(
αℓi∂ℓαj, α0, . . . α̂i . . . α̂j . . . , αn
)
.
On transforme le second terme ainsi:
Si |αj | = 1, ce terme est:
−ε|α|(j, 0, . . . ˆ . . . , n)
∑
ℓ
Cδ(α0, . . . , α
ℓ
i∂ℓαj︸ ︷︷ ︸
(i)
, . . . α̂j . . . , αn).
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Si |αj | = 0, ce terme est:
ε|α|(i, 0, . . . ıˆ . . . , n)
∑
ℓ
Cδ(α0, . . . , α
ℓ
i∂ℓαj︸ ︷︷ ︸
(i)
, . . . α̂j . . . , αn).
En regroupant les deux cas, on obtient le facteur annonce´:[
(1− |αj|) ε|α|(i, 0, . . . ıˆ . . . , n)− |αj|ε|α|(j, 0, . . . ˆ . . . , n)
]
Cδ(α0, . . . , α
ℓ
i∂ℓαj︸ ︷︷ ︸
(i)
, . . . α̂j . . . , αn).
De meˆme pour (I) et (II), on obtient
(I) =
∑
i<j
ε|α|(j, 0, . . . ˆ . . . , n)
∑
ℓ
αℓjCδ(α0, . . . , ∂ℓαi︸︷︷︸
(i)
, . . . α̂j . . . , αn)
+
[
(1− |αj|) ε|α|(i, 0, . . . ıˆ . . . , n)− |αj |ε|α|(j, 0, . . . ˆ . . . , n)
]∑
ℓ
αℓiCδ(α0, . . . , ∂ℓαj︸︷︷︸
(i)
, . . . α̂j . . . , αn)
et
(II) =
∑
i<j
ε|α|(j, 0, . . . ˆ . . . , n)
∑
ℓ
Cδ(α0, . . . , α
ℓ
j︸︷︷︸
(i)
, . . . α̂j . . . , αn)∂ℓαi
+ ε|α|(i, 0, . . . ıˆ . . . , n)
∑
ℓ
Cδ(α0, . . . , α
ℓ
i︸︷︷︸
(i)
, . . . α̂j . . . , αn)∂ℓαj .
En faisant le meˆme calcul que ci-dessus, on simplifie les termes qui se correspondent
dans (I), (II) et (III) et on obtient la formule annonce´e.
Remarque 4.3.
On a retrouve´ le cobord de´fini dans [AGM]. En particulier, si δ est syme´trique, ∂δ
est aussi syme´trique.
On pose bien entendu
De´finition 4.4. (Espaces de cohomologie)
Une combinaison line´aire syme´trique δ de graphes vectoriels ae´riens est un cocycle
si ∂δ = 0, un cobord s’il existe une combinaison line´aire syme´trique β telle que
δ = ∂β.
L’espace Zn des n-cocycles est l’espace des combinaisons syme´triques de graphes
vectoriels ayant n sommets et qui sont des cocycles.
L’espace Bn des n-cobords est l’espace des combinaisons de graphes qui sont les
cobords de combinaisons syme´triques de graphes ayant n− 1 sommets.
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Le ne`me espace de cohomologie des graphes Hn est le quotient de l’espace Zn par
l’espace Bn.
5. Symbole d’un graphe
Soit ∆ un graphe ae´rien vectoriel de sommets nume´rote´s (1, . . . , n). On peut dis-
tinguer six classes de sommets i:
Classe 1: les sommets i tels que |Fin(i)| > 1 et |Deb(i)| = 0. On appellera ordre
de i le symbole ri ou` ri = |Fin(i)|,
Classe 2: les sommets i tels que |Fin(i)| > 1 et |Deb(i)| = 1. On appellera ordre
de i le symbole r+i ou` ri = |Fin(i)|,
Classe 3: les sommets i tels que |Fin(i)| = 1 et |Deb(i)| = 1. On appellera ordre
de i le symbole 1+,
Classe 4: les sommets i tels que |Fin(i)| = 1 et |Deb(i)| = 0. On appellera ordre
de i le symbole 1,
Classe 5: les sommets i tels que |Fin(i)| = 0 et |Deb(i)| = 0. On appellera ordre
de i le symbole 0,
Classe 6: les sommets i tels que |Fin(i)| = 0 et |Deb(i)| = 1. On appellera ordre
de i le symbole 0−.
On ordonne les ordres des sommets en posant:
ri > r
+
j > 1
+ > 1 > 0 > 0− et r+i ≥ r
+
i′ ⇔ ri ≥ ri′ . (∗)
L’ordre O(∆) d’un graphe ∆ est le mot forme´ par les ordres de ses sommets:
O(∆) = (O(1), . . . ,O(n)) .
On ordonne les ordres des graphes en utilisant l’ordre lexicographique, en respectant
(∗).
Si δ =
∑
∆ a∆∆ est une combinaison line´aire syme´trique de graphes vectoriels, on
de´finit l’ordre de δ par:
O(δ) = Max{O(∆), a∆ 6= 0}
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et on appellera symbole de δ la combinaison line´aire non syme´trique:
σδ =
∑
∆
O(∆)=O(δ)
a∆∆.
Comme δ est syme´trique, son ordre a la forme:
O(δ) = (r1, . . . , rk0−1, r
+
k0
, . . . , r+k1−1, 1
+︸︷︷︸
(k1)
, . . . , 1+, 1︸︷︷︸
(k2)
, . . . , 1, 0︸︷︷︸
(k3)
, . . . , 0, 0−︸︷︷︸
(k4)
, . . . , 0−)
avec
r1 ≥ r2 · · · ≥ rk0−1, r
+
k0
≥ · · · ≥ r+k1−1
(on peut avoir k0 = 1 ou k1 = k0, etc. . . )
Proposition 5.1. (Le symbole de ∂δ)
Soit δ une combinaison line´aire syme´trique de graphes ae´riens vectoriels, d’ordre
O(δ) =
(r1, . . . , rk0−1, r
+
k0
, . . . , r+k1−1, 1
+︸︷︷︸
(k1)
, . . . , 1+, 1︸︷︷︸
(k2)
, . . . , 1, 0︸︷︷︸
(k3)
, . . . , 0, 0−︸︷︷︸
(k4)
, . . . , 0−).
Alors chaque graphe ∆′ apparaissant dans ∂δ est d’ordre au plus:
O(δ)⊕ 1+ =
(r1, . . . , rk0−1, r
+
k0
, . . . , r+k1−1, 1
+︸︷︷︸
(k1)
, . . . , 1+, 1︸︷︷︸
(k2+1)
, . . . , 1, 0︸︷︷︸
(k3+1)
, . . . , 0, 0−︸︷︷︸
(k4+1)
, . . . , 0−).
Si O(∂δ) = O(δ)⊕ 1+, alors le symbole de ∂δ est:
σ∂δ = −
∑
∆∈σδ
a∆
∑
i<j
0≤i<k0
k1≤j≤k2
ε|Deb|(j, 0, . . . ˆ . . . , n)
∑
∆′ji→
prop
i ∆
∆′ji
+
∑
i<j
k0≤i<k1
k1≤j≤k2
ε|Deb|(j, 0, . . . ˆ . . . , n)
[ ∑
∆′ji→
prop
i ∆
∆′ji −
∑
∆′ij→
prop
i ∆
∆′ij
]
+
∑
i<j
k1≤i<k2
k1≤j≤k2
ε|Deb|(j, 0, . . . ˆ . . . , n)
[ ∑
∆′
ji
→prop
i
∆
∆′ji −
∑
∆′
ij
→prop
i
∆
∆′ij
]
.
Preuve
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Si ∆ est un graphe de δ qui n’apparaˆıt pas dans le symbole σδ, alors les ordres
des graphes ∆′ij et ∆
′
ji qui se contractent sur ∆ sont tous strictement plus petits que
O(δ)⊕ 1+. Regardons donc seulement les ∆ de σδ.
Fixons un couple (i, j) avec i < j. Il est clair que dans la de´composition de ∂∆,
les graphes ∆′ = ∆′ji ou ∆
′ = ∆′ij sont d’ordre:
Si 0 ≤ i < k0, alors
O(∆′ji) = (r1, . . . , (ri − k + 1)︸ ︷︷ ︸
(i)
, . . . , k+︸︷︷︸
(j)
, . . . ) (1 ≤ k < ri).
Donc O(∆′ji) ≤ O(δ)⊕ 1
+ et l’e´galite´ n’est vraie que si k = 1 et k1 ≤ j ≤ k2. Il y a
ri graphes ∆
′
ji dans ce cas. D’autre part:
O(∆′ij) = (r1, . . . , k
+︸︷︷︸
(i)
, . . . , (ri − k + 1)︸ ︷︷ ︸
(j)
, . . . ) (1 ≤ k < ri).
Donc O(∆′ij) < O(δ)⊕ 1
+. Il n’y a aucun graphe ∆′ij dans ce cas.
Si k0 ≤ i < k1, alors
O(∆′ji) = (r1, . . . , (ri − k + 1)
+︸ ︷︷ ︸
(i)
, . . . , k+︸︷︷︸
(j)
, . . . ) (1 ≤ k ≤ ri).
Donc O(∆′ji) ≤ O(δ)⊕ 1
+ et l’e´galite´ n’est vraie que si k = 1 et k1 ≤ j ≤ k2. Il y a
ri graphes ∆
′
ji dans ce cas. D’autre part:
O(∆′ij) = (r1, . . . , k
+︸︷︷︸
(i)
, . . . , (ri − k + 1)
+︸ ︷︷ ︸
(j)
, . . . ) (1 ≤ k ≤ ri).
Donc O(∆′ij) ≤ O(δ)⊕ 1
+ et l’e´galite´ n’est vraie que si k = ri et k1 ≤ j ≤ k2. Il y a
un seul graphe ∆′ij dans ce cas.
Si k1 ≤ i < k2, alors
O(∆′) = (r1, . . . , 1
+︸︷︷︸
(i)
, . . . , 1+︸︷︷︸
(j)
, . . . ).
Donc pour et seulement pour i < j ≤ k2, O(∆
′) = O(δ)⊕ 1+ et il y a un seul graphe
∆′ji et un seul graphe ∆
′
ij dans ce cas.
Si k2 < i, pour tout j > i, on a O(∆
′) < O(δ)⊕ 1+.
De´finissons maintenant l’ope´rateur d’homotopie.
De´finition 5.2. (L’homotopie)
Soit ∆ un graphe vectoriel de sommets (0, . . . , n), ayant des sommets i tels que
|Deb(i)| = |Fin(i)| = 1 (des sommets i d’ordre 1+). On de´finit le graphe h(∆) ainsi:
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On conside`re i0, le plus grand des indices i d’ordre 1
+. La fle`che issue de i0 est−→
i0a. Le graphe h(∆) est le graphe de sommets (0, . . . ıˆ0 . . . , n) obtenu en comprimant
la fle`che
−→
i0a et en identifiant les sommets i0 et a au sommet a.
Si ∆ n’a pas de sommets d’ordre 1+, on pose h(∆) = 0.
On prolonge h line´airement a` l’espace des combinaisons line´aires de graphes.
Proposition 5.3. (Symbole et homotopie)
Soit δ une combinaison line´aire syme´trique de graphes vectoriels d’ordre
O(δ) =
(r1, . . . , rk0−1, r
+
k0
, . . . , r+k1−1, 1
+︸︷︷︸
(k1)
, . . . , 1+, 1︸︷︷︸
(k2)
, . . . , 1, 0︸︷︷︸
(k3)
, . . . , 0, 0−︸︷︷︸
(k4)
, . . . , 0−).
Par abus de notations, on pose:
σ∂δ =
∑
∆′∈∂δ
O(∆′)=O(δ)⊕1+
a∆′∆
′
si ∂δ =
∑
∆′ a∆′∆
′.
Notons enfin δ(0, . . . kˆ2 . . . , n) la combinaison line´aire de graphes ∆ dont on a
renume´rote´ les sommets en (0, . . . kˆ2 . . . , n). Alors
h(σ∂δ)(0, . . . kˆ2 . . . , n) = σ∂h(σδ)(0, . . . kˆ2 . . . , n)
− ε|Deb|(k2, 0, . . . kˆ2 . . . , n)
( ∑
0≤i<k0
ri +
∑
k0≤i<k1
(ri − 1)
)
σδ(0, . . . kˆ2 . . . , n).
Preuve
On reprend les notations de la proposition pre´ce´dente. Le dernier i d’ordre 1+ dans
∂δ est k2. On e´crit donc:
σ∂δ = −
∑
∆∈σδ
a∆
{ ∑
i<j
0≤i<k0
j=k2
ε|Deb|(k2, 0, . . . kˆ2 . . . , n)
∑
∆′
k2i
→propi ∆
∆′k2i
+
∑
i<j
0≤i<k0
k1≤j<k2
ε|Deb|(j, 0, . . . ˆ . . . , n)
∑
∆′ji→
prop
i ∆
∆′ji
+
∑
i<j
k0≤i<k1
j=k2
ε|Deb|(k2, 0, . . . kˆ2 . . . , n)
[ ∑
∆′
k2i
→propi ∆
∆′k2i −
∑
∆′
ik2
→propi ∆
∆′ik2
]
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+
∑
i<j
k0≤i<k1
k1≤j<k2
ε|Deb|(j, 0, . . . ˆ . . . , n)
[ ∑
∆′ji→
prop
i ∆
∆′ji −
∑
∆′ij→
prop
i ∆
∆′ij
]
+
∑
i<j
k1≤i<k2
j=k2
ε|Deb|(k2, 0, . . . kˆ2 . . . , n)
[ ∑
∆′
k2i
→propi ∆
∆′k2i −
∑
∆′
ik2
→propi ∆
∆′ik2
]
+
∑
i<j
k1≤i<k2
k1≤j<k2
ε|Deb|(j, 0, . . . ˆ . . . , n)
[ ∑
∆′ji→
prop
i ∆
∆′ji −
∑
∆′ij→
prop
i ∆
∆′ij
]}
.
Appliquons h, on obtient:
h (σ∂δ) = −
∑
∆∈σδ
a∆
{
ε|Deb|(k2, 0, . . . kˆ2 . . . , n)( ∑
0≤i<k0
ri +
∑
k0≤i<k1
(ri − 1) +
∑
k1≤i<k2
(1− 1)
)
∆(0, . . . kˆ2 . . . , n) + reste
}
.
Le reste est compose´ de termes de la forme h(∆′ij) ou h(∆
′
ji) avec i < j < k2. Par
construction, h e´tant la compression de la fle`che issue du sommet k2 dans ∆
′
ji (resp.
∆′ij), il re´alise une bijection entre les ensembles{
∆′ji, ∆
′
ji →
prop
i ∆
} h
−→
{
B′ji, B
′
ji →
prop
i h(∆)
}
(
resp. entre les ensembles{
∆′ij , ∆
′
ij →
prop
i ∆
} h
−→
{
B′ij, B
′
ij →
prop
i h(∆)
})
ou` B′ji (resp. B
′
ij) est un graphe de sommets nume´rote´s (0, . . . kˆ2 . . . , n) et h(∆) a
pour sommets (0, . . . ˆ . . . kˆ2 . . . , n).
Dans reste, chacun des termes correspondant est affecte´ du signe
ε|Deb|(j, 0, . . . ˆ . . . , n).
Ce signe co¨ıncide avec le meˆme signe calcule´ en supprimant l’indice k2:
ε|Deb(∆′)|(j, 0, . . . ˆ . . . , n) = ε|Deb(h(∆′))|(j, 0, . . . ˆ . . . , n).
Donc
reste = −σ∂h(σδ)(0, . . . kˆ2 . . . , n).
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6. Cohomologie des graphes vectoriels
Disons qu’un sommet i d’un graphe vectoriel ∆ est simple si |Fin(i)| ≤ 1.
Proposition 6.1. (Le symbole d’un cocycle ne contient que des sommets simples)
Soit δ une combinaison line´aire syme´trique de graphes ae´riens vectoriels. On sup-
pose que δ est un cocycle (∂δ = 0). Alors il existe un cobord ∂β tel que le symbole
σδ−∂β de δ − ∂β ne contient que des graphes ∆ dont tous les sommets sont simples.
Preuve
Puisque δ est un cocycle, h(σ∂δ) = 0. Dire que σδ contient au moins un graphe
posse´dant un sommet non simple, c’est dire que dans O(δ), k1 > 0. On a alors:
0 = −ε|Deb|(k2, 0, . . . kˆ2 . . . , n)
( ∑
0≤i<k0
ri +
∑
k0≤i<k1
(ri − 1)
)
σδ + σ∂h(σδ).
Le coefficient a de σδ est non nul. Puisque σδ n’est pas nul, on en de´duit que h(σδ)
n’est pas nul, donc k2 > k1, il existe des sommets d’ordre 1
+ dans les graphes ∆ de
σδ.
Posons β1 = −
1
a
S(h(σδ)). D’abord par construction, les graphes apparaissant dans
S(h(σδ)) mais pas dans h(σδ) sont d’ordre strictement plus petit que les graphes
apparaissant dans h(σδ), ou:
σh(σδ) = σS(h(σδ)).
Ensuite on a vu que pour calculer le symbole de ∂δ, on ne conside´rait que les graphes
du symbole de δ donc:
σ∂h(σδ) = σ∂S(h(σδ)) = −aσ∂β1
Alors,
σ∂β1 = σδ.
Autrement dit δ1 = δ − ∂β1 a un ordre strictement plus petit que O(δ). Si le
symbole de δ1 a des graphes avec des sommets non simples, on peut recommencer
cette ope´ration. Au bout d’un nombre fini d’e´tapes, on arrive sur une combinaison
de graphes δ − ∂β dont le symbole ne contient que des sommets simples:
O(δ − ∂β) = (1+, . . . , 1+, 1, . . . , 1, 0, . . . , 0, 0−, . . . , 0−).
Donc tous les graphes de δ − ∂β n’ont eux aussi que des sommets simples.
De´finition 6.2. (Les roues)
Une roue syme´trique Rk de longueur k est le syme´trise´ de la roue simple qui est le
graphe ∆k ayant k sommets {1, . . . , k} et les k fle`ches {
−→
12,
−→
23, . . . ,
−−−−−→
(k − 1)k,
−→
k1}.
22 W. ALOULOU, D. ARNAL ET R. CHATBOURI
✛
 
 ✠
❄
✲
❅
❅❘
✻
❅
❅■
. . . . . .
 
 ✒
1
2
k
k − 1
3
Lemme 6.3. (La cohomologie des roues)
Les roues syme´triques de longueur paire sont nulles, R2k = 0.
Les roues impaires sont des cocycles ∂R2k+1 = 0 qui ne sont pas des cobords.
Preuve
Soit ∆2k une roue simple de longueur paire. Soit σ la permutation circulaire σ =
(1, 2, . . . , 2k). Alors
ε(σ) = ε|Deb|(σ) = −1
et σ(∆2k) = ∆2k. Donc R2k = S(∆2k) = 0.
Par contre les roues R2k+1 de longueur impaire ne sont pas nulles. En effet si on
suppose la dimension de l’espace Rd assez grande, l’ope´rateur
CR2k+1(α1, . . . , α2k+1) =
∑
σ∈S2k+1
ε(σ)
∑
1≤i1...i2k+1≤d
∂i2k+1α
i1
σ(1)∂i1α
i2
σ(2) . . . ∂i2kα
i2k+1
σ(2k+1).
Cet ope´rateur est le cocycle non trivial ζ (2k+1) de [DWL]. Comme il n’est pas nul, le
graphe correspondant n’est pas nul non plus.
Soit ∆ un graphe apparaissant dans la roue syme´trique R2k+1. Les graphes ∆
′
ij et
∆′ji apparaissant dans ∂∆ sont tous des roues de longueurs 2k + 2 (a` l’ordre de leur
sommets pre`s). Comme ∂R2k+1 est syme´trique, on a donc ∂R2k+1 = 0.
Supposons que R2k+1 = ∂β. Il est clair que β ne contient que des graphes ayant 2k
sommets tous d’ordres 1+. Donc β est une combinaison line´aire de roues de longueur
paire, β = 0, ce qui est impossible. R2k+1 n’est pas un cobord.
Lemme 6.4. (Les graphes a` roues)
Si ∆ est un graphe dont toutes les composantes connexes sont des roues de longueurs
impaires, alors le syme´trise´ de ∆ est nul si deux composantes connexes ont la meˆme
longueur, sinon S(∆) est au signe pre`s le syme´trise´ du graphe:
∆k1 ∧∆k2 ∧ · · · ∧∆kp
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dont les fle`ches sont:{−→
12, . . . ,
−−−−−−→
(k1 − 1)k1,
−→
k11,
−−−−−−−−−−−→
(k1 + 1)(k1 + 2), . . . ,
−−−−−−−−−−−−−−−→
(k1 + k2 − 1)(k1 + k2),
−−−−−−−−−−−−→
(k1 + k2)(k1 + 1), . . . ,
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
(k1 + · · ·+ kp−1 + 1)(k1 + · · ·+ kp−1 + 2), . . . ,
−−−−−−−−−−−−−−−−−−−−−−−−−−→
(k1 + · · ·+ kp)(k1 + · · ·+ kp−1 + 1)
}
et k1 < k2 < · · · < kp.
Preuve
Si deux composantes connexes de ∆ sont des roues de meˆme longueur 2k + 1, de
sommets nume´rote´s {i1, . . . , i2k+1, j1, . . . , j2k+1}, alors la permutation
σ = (i1, j1) . . . (i2k+1, j2k+1)
est impaire et laisse ∆ invariant, donc le syme´trise´ de ∆ est nul.
Il est clair que si les composantes connexes de ∆ sont toutes des roues de longueurs
impaires diffe´rentes, il existe une permutation des sommets de ∆ qui le transforme
en ∆k1 ∧∆k2 ∧ · · · ∧∆kp avec k1 < k2 < · · · < kp. On notera abusivement:
S(∆) = Rk1 ∧Rk2 ∧ · · · ∧ Rkp.
Lemme 6.5. (La cohomologie des graphes a` roues)
Tous les graphes a` roues R =
∧p
i=1R2ki+1 sont des cocycles qui sont line´airement
inde´dependants dans l’espace de cohomologie.
Preuve
D’abord chacun de ces graphes est un cocycle, ensuite si une combinaison line´aire
de ces graphes syme´triques est un cobord (
∑
j ajRj = ∂β), en se plac¸ant sur un espace
Rd de dimension assez grande, on obtient une combinaison line´aire d’ope´rateurs∑
j
aj
(
pj∧
i=1
ζ (2ki+1)
)
qui est un cobord pour la cohomologie de Chevalley de l’alge`bre de Lie des champs
de vecteurs sur Rd a` valeur dans les fonctions (les 0-formes). Ceci n’est possible que
si chaque aj est nul d’apre`s [DWL].
De´finition 6.6. (Les lignes)
La ligne syme´trique Lℓ de longueur ℓ est le syme´trise´ de la ligne simple ∆ℓ, graphe
de sommets {1, . . . , ℓ+1} et de fle`ches {
−→
21,
−→
32, . . . ,
−−−−−→
(ℓ+ 1)ℓ}. Par convention, la ligne
L0 est le graphe a` un sommet {1} et sans fle`che.
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Lemme 6.7. (Cohomologie des lignes)
Les lignes syme´triques de longueur impaire L2ℓ+1 sont des cobords.
Le syme´trise´ d’un graphe contenant deux lignes de meˆme longueur impaire est nul.
Les lignes syme´triques de longueur paire L2ℓ ne sont pas des cocycles, plus pre´ci-
se´ment, on a:
∂L2ℓ = L2ℓ+1.
Preuve
Prenons une ligne simple ∆ℓ. Si ℓ > 0, dans le calcul de ∂∆ℓ, on e´clate les ℓ − 1
sommets qui ne sont pas les extre´mite´s de la ligne:
∂∆ℓ = −
∑
i 6=j
ε|Deb|(j, 0, . . . ˆ . . . , ℓ+ 1)
∑
∆′ji→
prop
i ∆ℓ
∆′ji.
Pour chaque couple i 6= j, il y a un seul graphe ∆′ji. A l’ordre des sommets pre`s, on
obtient a` chaque fois une ligne de longueur ℓ + 1.
On cherche donc dans le cobord de Lℓ les lignes simples ∆ℓ+1. Ces lignes ne
peuvent provenir que de l’e´clatement du sommet i de la ligne simple ∆ℓ avec les
sommets {0, . . . ˆı+ 1 . . . , ℓ+ 1} et pour j = i+ 1. On obtient donc
−
(
ℓ∑
i=1
ε|Deb|(i+ 1, 0, . . . ı̂+ 1 . . . , ℓ+ 1)
)
∆ℓ+1 = −
(
ℓ∑
i=1
(−1)i
)
∆ℓ+1
=
{
0 si ℓ est pair,
∆ℓ+1 si ℓ est impair.
En syme´trisant, on obtient:
∂L2ℓ+1 = 0, ∂L2ℓ = L2ℓ+1.
Si ∆ contient deux composantes connexes qui sont des lignes de meˆme longueur
impaire 2ℓ+ 1, de sommets nume´rote´s i1, . . . , i2ℓ+2 et j1, . . . , j2ℓ+2, la permutation
σ = (i1, j1) . . . (i2ℓ+2, j2ℓ+2)
est telle que:
ε|Deb|(σ) = −1 et σ(∆) = ∆.
Donc le syme´trise´ S(∆) de ∆ est nul.
Lemme 6.8. (Les graphes a` lignes)
Si ∆ est un graphe dont toutes les composantes connexes sont des lignes, si le
syme´trise´ S(∆) de ∆ n’est pas nul, c’est au signe pre`s le syme´trise´ du graphe:(
∆k00 ∆
k1
2 . . .∆
kℓ
2ℓ
)
∆2ℓ1+1 ∧∆2ℓ2+1 ∧ · · · ∧∆2ℓq+1 (ℓ1 < ℓ2 < · · · < ℓq).
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Les sommets de ce graphe sont range´s dan l’ordre naturel (par exemple ∆kℓ2ℓ de´signe
un graphe ayant kℓ(2ℓ + 1) sommets forme´ d’une union de kℓ lignes de longueur 2ℓ,
en nume´rotant d’abord les sommets de la premie`re ligne, puis ceux de la seconde,
etc. . . )
Preuve
Si le syme´trise´ de ∆ n’est pas nul, pour chaque longueur impaire, il y a au plus
une composante connexe de cette longueur. Les composantes de longueur paire (y
compris 0) peuvent apparaˆıtre plusieurs fois. Modulo une permutation des sommets,
∆ est donc bien un produit de lignes comme annonce´.
Notons abusivement le syme´trise´ de ce graphe(
Lk00 L
k1
2 . . . L
kℓ
2ℓ
)
L2ℓ1+1 ∧ L2ℓ2+1 ∧ · · · ∧ L2ℓq+1
Lemme 6.9. (La cohomologie des graphes a` lignes)
Conside´rons le graphe a` lignes:(
ℓ∏
i=0
Lki2i
)(
q∧
j=1
L2ℓj+1
)
.
Si pour chaque i, ki 6= 0 implique qu’il existe j tel que i = ℓj, alors
∂
(
ℓ∏
i=0
Lki2i
)(
q∧
j=1
L2ℓj+1
)
= 0.
Sinon
∂
(
ℓ∏
i=0
Lki2i
)(
q∧
j=1
L2ℓj+1
)
=
ℓ∑
r=0
kr
(∏
i 6=r
Lki2i
)
Lkr−12r L2r+1 ∧
(
q∧
j=1
L2ℓj+1
)
6= 0.
La cohomologie des graphes a` lignes est triviale.
Preuve
Il re´sulte des calculs pre´ce´dents et du fait que les lignes de longueur paire peuvent
permuter avec toutes les autres lignes sans changement de signe que:
∂
(
ℓ∏
i=0
Lki2i
)(
q∧
j=1
L2ℓj+1
)
=
ℓ∑
r=0
kr
(∏
i 6=r
Lki2i
)
Lkr−12r L2r+1 ∧
(
q∧
j=1
L2ℓj+1
)
.
Donc si pour chaque i, ki 6= 0 implique qu’il existe j tel que i = ℓj , alors
∂
(
ℓ∏
i=0
Lki2i
)(
q∧
j=1
L2ℓj+1
)
= 0.
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S’il existe i tel que ki > 0 et il n’y a pas de j tel que i = ℓj, le graphe n’est pas un
cocycle car si r 6= s,(∏
i 6=r
Lki2i
)
Lkr−12r L2r+1 ∧
(
q∧
j=1
L2ℓj+1
)
6=
(∏
i 6=s
Lki2i
)
Lks−12s L2s+1 ∧
(
q∧
j=1
L2ℓj+1
)
.
En particulier le graphe a` lignes simples(
ℓ−1∏
i=0
∆ki2i
)
∆kℓ−12ℓ ∆2ℓ+1 ∧
(
q∧
j=1
∆2ℓj+1
)
n’apparaˆıt qu’une seule fois. Le second membre n’est pas nul.
Si un graphe a` lignes
L =
(
p∏
i=1
Lki2i
)(
q∧
j=1
L2ℓj+1
)
est un cocycle, 2ℓq + 1 est la plus grande longueur des graphes apparaissant dans L
et on a si p = ℓq
L = (−1)q−1∂
1
kp + 1
(
p−1∏
i=1
Lki2i
)
L
kp+1
2p
(
q−1∧
j=1
L2ℓj+1
)
et si p < ℓq
L = (−1)q−1∂
(
p∏
i=1
Lki2i
)
L2ℓq
(
q−1∧
j=1
L2ℓj+1
)
.
La cohomologie des graphes a` lignes est donc toujours triviale.
The´ore`me 6.10. (La cohomologie de Chevalley des graphes)
La cohomologie de Chevalley des graphes vectoriels est donne´e par les roues de
longueur impaire. Plus pre´cise´ment, pour tout n, une base de Hn est donne´e par{
R2k1+1 ∧ R2k2+1 ∧ · · · ∧ R2kp+1, avec k1 < k2 < · · · < kp,
p∑
i=1
(2ki + 1) = n
}
.
Preuve
D’apre`s la proposition 6.1, tout cocycle δ est cohomologue a` un cocycle δ − ∂β
dont le symbole ne contient que des graphes avec des sommets simples. On suppose
maintenant que δ a cette proprie´te´. Chaque graphe de ce symbole est donc une union
de composantes connexes qui sont soit des roues simples de longueur impaire soit des
lignes simples. Le nombre de lignes est d’ailleurs fixe´, e´gal au nombre de 0−.
On de´finit un nouvel ordre sur les graphes de ce type en posant:
O′(∆) = (ℓ1, . . . , ℓp, r1, . . . , rq)
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ou` les ℓi sont les longueurs des lignes et les rj celles des roues. On range ces sym-
boles en posant ℓi > rj pour tout i et j, on range ces ordres de graphes par l’ordre
lexicographique sur les symboles.
L’ordre de δ est
O′(δ) = Max{O′(∆), ∆ apparaissant dans σδ}.
On a donc O′(δ) = (ℓ1, . . . , ℓp, r1, . . . , rq) avec ℓ1 ≥ ℓ2, . . . , r1 > r2 > . . . , les seuls ℓi
re´pe´te´s sont pairs, les rj sont tous impairs. Le nouveau symbole de δ est
σ′δ =
∑
∆
O′(∆)=O′(δ)
a∆∆.
Supposons qu’il existe un indice i tel que ℓi est pair et ℓi + 1 n’appartient pas a`
{ℓ1, . . . , ℓi−1}. Appelons i0 le premier indice pour lequel ceci se produit.
Si ∆ apparaˆıt dans δ mais pas dans S(σδ), on a vu que:
O(∂∆) < O(δ)⊕ 1+.
D’apre`s les lemmes pre´ce´dents, si ∆ apparaˆıt dans S(σδ) mais pas dans S(σ
′
δ), alors
le nouvel ordre O′(S(∂∆)) est strictement plus petit que
O′(δ)⊕ [i0] = (ℓ1, . . . , ℓi0 + 1︸ ︷︷ ︸
(i0)
, . . . , ℓp, r1, . . . , rq).
En effet, pour calculer ∂∆, on proce`de a` des e´clatements soit dans les lignes soit dans
les roues. On ne retient que les e´clatements qui ne disparaissent pas par syme´trisation.
Enfin si ∆ apparaˆıt dans S(σ′δ), le nouvel ordre de S(∂∆) est toujours infe´rieur ou
e´gal a`O′(δ)⊕[i0], car on utilise les lemmes pre´ce´dents, en proce´dant a` des e´clatements
successivement des sommets des lignes et des sommets des roues.
On a donc avec nos notations habituelles:
S(σ′δ) = a
( ∏
ℓi pair
Lℓi
)( ∧
ℓi impair
Lℓi
)
∧
(
p∧
j=1
Rj
)
et
S(σ′∂δ) = a
 ∏
ℓi pair
i 6=i0
Lℓi
Lℓi0+1 ∧
( ∧
ℓi impair
Lℓi
)
∧
(
p∧
j=1
Rj
)
6= 0.
Ceci est donc impossible, il n’existe pas de i tel que ℓi soit pair et ℓi+1 n’appartient
pas a` {ℓ1, . . . , ℓi−1}.
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On en de´duit en particulier que s’il y a des lignes, ℓ1 est impair et en retranchant
a` δ le cobord de
β = a
( ∏
ℓi pair
Lℓi
)
Lℓ1−1
 ∧
ℓi impair
i>1
Lℓi
 ∧( p∧
j=1
Rj
)
on obtient un graphe δ− ∂β dont le nouvel ordre est strictement plus petit que celui
de δ. En re´pe´tant cette ope´ration, on se rame`ne au cas ou` le symbole de δ ne contient
que des graphes a` roues impaires. Alors S(σδ) est un cocycle et l’ordre de δ − S(σδ)
est strictement plus petit.
On recommence cette ope´ration jusqu’a` annulation de l’ordre des cocycles cons-
truits. On obtient :
δ = ∂β +
∑
r1,...,rq
ar1...rqRr1 ∧ · · · ∧Rrq .
La cohomologie est donc engendre´e par les graphes a` roues de longueurs impaires.
On a vu que ces graphes sont line´airement inde´pendants.
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