A stochastic analog to Chebyshev centers and optimal average case algorithms  by Novak, Erich & Ritter, Klaus
JOURNAL OF COMPLEXITY 5, 60-79 (1989) 
A Stochastic Analog to Chebyshev Centers and Optimal 
Average Case Algorithms 
ERICH NOVAK AND KLAUS RITTER 
Mathematisches Institut, Bismarckstrasse I 112, D-8520 Erlangen, West Germany 
Received January 5, 1988 
We study a stochastic analog to Chebyshev centers in a metric space. We prove 
several statements concerning the existence and uniqueness of those centers. 
Similarly as in the worst case these results can be used to prove the existence and 
uniqueness of optimal average case algorithms. We also show that nonmeasurable 
algorithms are not better than measurable ones. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Let (X, d) be a metric space and let D C X be a bounded set. We define 
radmax(D, -4 = SUP 0, Y) 
YED 
and 
rad,,,(D) = rad&,,(D) = 21 radmax(D, x). 
The number rad,,,(D) is called the Chebyshev radius of D and a point 
x E X is a Chebyshev center of D if 
radmax(D, -4 = ra4,,,,(D). 
The notion of a Chebyshev center is well established (see Garkavi, 1964; 
Amir, 1984). The relationship between optimal worst case algorithms and 
Chebyshev centers is the following (see Micchelli and Rivlin, 1977). 
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We assume that S: F + X is an arbitrary mapping which is to be 
approximated by a mapping 4 0 N, where N: F + R” is a given mapping 
and 6: R” + X is an arbitrary mapping. The vector N(f) contains the 
known information offE F, and N is called the information operator. The 
maximal or worst case error emax($, N) of an algorithm $J is defined by 
emax(4, NJ = sum W(f), 4 0 N(f)), 
and the maximal radius of the information operator is defined by 
An algorithm + is called optimal (in the worst case) if 
An algorithm + is called central if 4(y) is a Cheby shev center of S(N -‘( y)) 
for each y E R”. It is easy to see that every central algorithm is optimal 
and 
rmaxW) = SUP rad,,,(SW-l(~))). 
yER” 
If X is a subspace of a metric space Y (for example, when X is a Banach 
space and X C X** = Y by the natural imbedding) then rad,,,(D, x) with 
x E Y and rad,&&D) = inf xEY rad,,,(D, x) are defined as well. The inequal- 
ities rad,&,,(D) I rad&,(D) and rad,$,,(N) % r&,(N) are trivial, and it is 
interesting to find conditions under which the radii in Y are the same as in 
X. The following Theorem A is a summary of well-known facts. We shall 
see that some of our results for the average case are similar, but there are 
interesting differences as well. 
THEOREM A. (1) In the case X = C(K), where K is compact, a 
Chebyshev center exists for every D C X. 
(2) In the case X = B(T), where T is arbitrary, a Chebyshev center 
exists for every D C X. 
(3) Let X = C(K) and Y = B(K). Then radi,,(D) 5 rad&,,(D) for 
each D C X and this inequality is strict for some D iff K is not an 
extremally disconnected space. 
(4) Let X be the dual space of a normed linear space. Then a 
Chebyshev center exists for every D C X. 
(5) Let P: Y + X be a projection with j\P]\ = 1. Then we have 
62 NOVAK AND RITTER 
rad$,,,(D) = rad,$,,(D) 
for every D C X and the projection of a Chebyshev center in Y is a 
Chebyshev center in X. 
(6) The Chebyshev center of every bounded nonempty set D C X is 
unique if and only if X is uniformly convex in every direction. 
By B(T) we denote the space of bounded functions on a set T, and by 
C(K) we denote the space of continuous functions on a compact space K. 
We consider both spaces equipped with the supremum norm. The first 
statement is due to Kadets and Zamyatin (1968), the second one is trivial. 
For the third statement, see Holmes (1972). We give the following simple 
example. Consider D = {f E C([- 1, 11)) [(fl\ 5 1, x . f(x) 2 O}. Then 
rad~~;lJ)(D) = 1 but rad$&‘*‘l)(D) = +. The statements (4)-(6) are due to 
Garkavi (1964). We mention that every uniformly convex space is uni- 
formly convex in every direction and therefore every bounded nonempty 
set in a uniformly convex space has a unique Chebyshev center by (4), (6), 
and a well-known theorem of Milman. 
We are mainly interested in optimal average case algorithms. To estab- 
lish results on the existence and uniqueness of optimal algorithms in this 
setting (see Section 5), we introduce the notion of an average center of a 
metric space with respect to a probability measure. For brevity, we 
shortly speak of ap-center of a measure. Let m be a (finite Borel) measure 
on the metric space X and let 1 I p < ~0. We define 
rad,(m, xl = (lx 4x, y)pdm(y))ls 
and assume that rad,(m, a) is a finite function, i.e., rad,(m, x) < CC for some 
x E X (and hence for any x E X). The number 
rad,(m) = radf(m) = in$rad,(m, x) 
is called the p-radius of m and a point x E X is called a p-center of m if 
rad,(m, x) = rad,(m). 
Now we assume that X is a Banach space and that m is a measure on X 
with rad,(m, .) < m for some given p, 1 5 p < m. If X is a closed subspace 
of a Banach space Y then rad,(m, x) with x E Y and radF(m) = infxEy 
rad,(m, x) are defined as well. The reader should compare the following 
statements on p-centers with the worst case results of Theorem A. 
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THEOREM B. (1) In the case X = C([O, 11) a p-center does not always 
exist. 
(2) Let X = B(T), where T is arbitrary, and let m be a tight measure 
on X. Then a p-center always exists. 
(3) Let X = C(K) and Y = B(K), where K is a compact metric 
space. Then 
rad:(m) = radi(m). 
(4) Let X be the dual space of a normed linear space and let m be a 
tight measure on X. Then a p-center always exists. 
(5) Let P: Y + X be a projection with ((PI( = 1. Then we have 
radt(m) = radF(m) 
and the projection of a p-center in Y is a p-center in X. 
(6) The p-center of every measure with radf(m, a) < m is unique if 
and only if X is strictly convex and 1 < p < m. 
The statements (2), (4), and (5) are analogous to the respective results 
on Chebyshev centers. Also the proofs are similar for (4) (it can be shown 
that the function XI+ rad,(m, x) is weak* lower semicontinuous and hence 
takes its infimum on X) and (5). For the proof of (2) we use the fact that 
x H rad,,(m, x) is lower semicontinuous with respect to the product to- 
pology on [-c, c]r. 
At the end of this Introduction we want to stress that the theory of 
centers of probability measures is related not only to optimal average case 
algorithms in numerical analysis but also to other areas of analysis: 
(a) Centers of probability measures are connected with the theory 
of best coapproximation (see Papini and Singer, 1979; Westphal, 1981). 
Actually we prove the following result: Let D C C(K) be a set of the form 
D = {x E C(K)/ ((x(( 5 c, o(x) 5 o} C C(K) C B(K) 
and let z* E B(K) be arbitrary. Then there is a 2 E D with ((2 - x1( 5 I(z* - 
x/I for all x E D (see the proof of Theorem 2.1.3). Thus we have solved the 
problem of best coapproximation for the set D C B(K). 
(b) Centers of probability measures and the theory of best coap 
proximation are strongly related to the following question: Which subsets 
0f.a Banach space X are the image P(X) of a nonexpansive (nonlinear) 
projection P: X --+ X? In this connection, Beauzamy and Maurey (1977) 
proved statement (4) of Theorem (B) (for the case where the support of m 
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is compact and X is the dual of a separable space; see also Beauzamy, 
1978). 
(c) Centers of probability measures (in a metric space) are also stud- 
ied in the theory of random variables as a natural generalization of the 
expectation or mean of a measure (see Pick, 1987). Observe that the 
expectation of a measure in a Hilbert space is the same as the p-center for 
p = 2. 
2. THE EXISTENCE OFP-CENTERS 
We assume that (X, (I.)() is a Banach space and that m is a measure on X 
with rad,(m, .) < ~0 for some given p, 1 % p < m. 
2.1. THEOREM. (1) In the case X = C([O, 11) a p-center does not 
always exist. 
(2) Let X = B(T), where T is arbitrary, and let m be a tight measure 
on X. Then a p-center always exists. 
(3) Let X = C(K) and Y = B(K), where K is a compact metric 
space. Then 
radt(m) = radF(m). 
(4) Let X be the dual space of a normed linear space and m be a 
tight measure on X. Then a p-center always exists. 
(5) Let P: Y + X be a projection with l/P]/ = 1. Then we have 
radf(m> = radi(m) 
and the projection of a p-center in Y is a p-center in X. 
(6) Even ifX C Y and Y arefinite dimensional, the equation rad%(m) 
= rad,Y(m) does not always hold. 
2.2. Remarks. (1) A measure m on a metric space X is said to be 
tight if for each E > 0 there exists a compact set D, C X such that m(X\ D,) 
< E. If X is a complete separable metric space, then every measure on X is 
tight (see Parthasarathy, 1967, p. 29). 
(2) Our proof of (3) shows that a p-center of m in X = C(K) exists if 
the support of m is compact. According to the first remark the existence 
of ap-center in B(K) for any measure on C(K) follows from statement (2). 
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(3) It is known that for X = ,51(p), where F is o-finite, there exists a 
norm-one projection P: X** --$ X (see Holmes, 1972, p. 183). Hence the 
existence of a p-center is ensured for any tight measure on X by state- 
ments (4) and (5). 
(4) Because S llxll d m x < m holds by the above assumptions, the ( ) 
mean of m always exists (see Vakhania, 1981, p. 94). If X is a Hilbert 
space and p = 2, then the mean of m is the unique p-center of m. In 
general the mean need not be a p-center. 
(5) Let m be symmetric with respect to z E X, i.e., m(z + D) = 
m(z - D) for any Bore1 set D C X. The convexity of rad,(m, *) implies 
that z is a p-center of m. 
3. PROOF OFTHEOREM 2.1 
Proof of(l). We construct a probability measure m on X = C([O, 13) 
with the following properties: 
(i) The support of m is bounded and hence rad,(m, .) < 00 for each 
lip<w. 
(ii) There is no x E X with rad,(m, x) = rad,(m). 
First we define the functions x,, yn E X for n E N. Let 
i 
0 if t 5 l/2 
xn(t) = 1 if t 2 l/2 + 1/2n 
2n(t - l/2) if l/2 < t < l/2 + 1/2n 
and 
i 
-1 if t 5 l/2 - 1/2n 
YnW = 0 if t z l/2 
2n(t - l/2) if l/2 - 1/2n < t < l/2. 
Now we consider the probability measure 
where E, is the respective Dirac measure. Let z E X = C([O, 11). Then 
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; llz - AllIp + ; llz - Ynllp))“p 
Considering the function z,, = 3(x, + y,) (for n + m), we see that rad,,(m) = 
4. Now we assume that rad,(m, z*) = f for some z* E X. The above 
estimate shows that 
llz” - &II + 11z* - Ynll = 1 
for all n. If z*(J) < 0 then JJz* - x,,(l > 1 for large IZ. If z*(1) > 0 then I/z* - 
y,J > I for large n. If z*(1) = 0 then j(z* - x,(( 2 3 and (Jz” - Y,IJ 2 % for 
large 12. Hence we have proved that such a z* does not exist. 
Proofof(2). Let T be an arbitrary set and let X = B(T). We assume 
that m is a tight measure on X with rad,(m, a) < ~0. We use the following 
lemma which is well known. 
LEMMA. Let D c B(T) be a compact set. Then there is a sequence 
(fn)nEN in T with 
Iim SUP (J/X)/ - SUP lX(ti)l) = 0. 
n-p xED i=l,...,n 
The sets {x E B(T)(rad,(m, x) I a} are bounded for all LY. Therefore it is 
enough to consider the function rad,(m, 3) on a set E = {x E B(T)/ J(xJJ % c} 
for a certain c > 0. The set E is compact with respect to the product 
topology on E = I-c, c] r. Therefore we only have to show that 
rad,(m, e): E--j R is lower semicontinuous. 
Let z E E and E > 0. Then there is a compact set D C B(T) with 
(ID l(z - X//P dm(x))“’ 2 rad,(m, z) - E. 
Because of the lemma there is a sequence (t,J in T with 
lim SUP (l/Z - XJ( - SUP IZ(ti) - X(t;))) = 0. 
n-z *ED i=l....,n 
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Hence we get 
We choose no E N such that 
((, ,-sup Iz(tJ - X(ti)(P h(4)“p 2 rad&z, z) 
,-1,.-J?” 
and define 
- 2E 
O(z) = {y E B(T)\ Iz(ti) - y(tJl < E for i = 1, . . , no). 
The set O(z) is a neighborhood of z with respect to the product topology 
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and for all y E O(z) we have 
rad,h Y) 2 (1 D ,-sup JY(ti) - X(ti)lP dm(~))“~ 2 rad,(m, z) - 3.5 
I-l,...Jq 
and the statement follows. 
Proofof(3). Let z* E Y = B(K) be a p-center of m in Y, i.e., 
rad,(m, z*) = radJ(m>, 
and let E > 0. There is a compact set D C C(K) with 
(ID llz - xllp dm(x))“’ 2 rad,(m, z) - E 
for all z E B(K), JJzll 5 I)z*jI. W e may assume that D is of the form 
D = {x E C(K)\ llxll 5 c, o(x) 5 4. 
The function o(x) is the modulus of continuity of x, defined by 
dwd = suP{lxo*) - -edI l&l, f2) 4 hl, 
and w: R+ + R+ is a continuous function with the following properties: (a) 
o(h) + 0 for h + 0; (b) 6.1 is increasing; (c) w(hr + h2) 5 w(hr) + w&). It is 
enough to show that there is a 2 E C(K) with ~~2”~~ s \Iz*\~ such that 
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(jD IIt - XIP dm(x))i'p 5 (I, ((z* - xI(p dm(x))"', 
Now we construct such a function Z. Let (t,) be a dense sequence in K and 
let z. = z*. Let the function z, (n E N) be given by 
I 
Zn- dtrl) if t = t, 
zn(t) = min(z,-r(t), z,-I(&) + w(d(t, tJ> if z,-l(t) 2 z,-l(b) 
max(z,- i(r), z,-I - 4&t, CJ) if z,-,(t) < z,-I(&). 
Then the following assertions hold: 
(i) I(z, - x/J s /Izn-, - XII for each it E N and x E D; 
(ii) jz,(t;) - z,(t)\ 5 o(d(t;, t)) for i = 1, . . . , n; 
(iii) Z,,(ti) = Zi(tj) if n 2 i. 
We prove these statements: 
(i) Let 6 > 0, x E D, and lz,Jl) - x(t)/ z j/zn - x)1 - 6 for some I E 
K. We assume that [z,(t) - x(t)\ > Iz,-,(r> - x(t)j and discuss the case 
z,,-hJ = z,-~O). Then z,-I@) - z~-I(&) > 4&, 68, z,(t) = z,-&) + 
o(d(t, t,)), and x(t) > z,(t). Because of x(t,) 2 x(t) - w(d(t, t,,)) we get x(t,) 
- &,(f,) 2 x(t) - Zn(f) 2 llx - ZnJl - 6. 
(ii) Let s, t E K and m f N such that 
I&n(s) - Z&)( 5 w(d(s, t)). 
We want to prove that Izm+r(s) - z,+r(t)j 5 w(d(s, 0). Because this is 
trivial if zm+r(s) = z,&) and z,+,(t) = z,(t), we assume that z,(s) f G+I(S) 
and discuss the case z,(s) > zm(fm+r). We have 
Zm+,(S) = zm(tm+d + w(d(s, L+1)). 
If z~+~s) 5 I~+&) then we get 
IZm+dS> - zm+dOl 5 zm(tm+l) + 0442, tm+l)) - Z&n+J - 44s7 hn+d) 
5 o(d(s, t)). 
rf z~+,(.s) > z,+,(t) and z,(t) 5 zm+&) then we get 
lzm+h) - z,+,(t>l < zm(s) - z,(t) 5 o(d(s, t)). . 
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If Z,,,+,(S) > z,,,+,(t) and Z,(C) > z,+&) then we get 
Iz,n+ds) - zm+dt)l = Z&m+1) + WMS, fm+d - Zmhn+d - ww, L+d 
4 w(d(s, t)). 
NOW the statement follows from Izi(ti) - zi(r)[ 5 w(d(ti, f)) by induction. 
(iii) For arbitrary n > i we have Jzn-l(ti) - zn-i(tJl 5 w(d(ti, &)) by 
(ii), hence z,(ti) = Zn-i(ti), and the statement follows by induction. 
Because the sequence (t,) is dense in K, we conclude that the z,, con- 
verge uniformly to a function i E C(K) with 
and 
for all x E D. Hence we have 11~11 5 J(z*~( and 
((, II2 - xllp dm(xy 5 (I, ((I* - xllpdm(x))“p. 
This completes the proof. 
Observe that the above construction of i is possible for an arbitrary z* 
E B(K). If we define z’(t) = min(max(-c, i(t)), c), then we get llz’ - xl\ 5 
llz* - XII for all x E D and additionally z’ E D. Hence we have solved the 
problem of best coapproximation for D C B(K). 
Proof of (4). It is enough to consider the function rad,(m, a) on a 
certain bounded set in X = V*. Let z E X and E > 0. There is a compact 
set D C X with 
(ID (Iz - xI(p &r(x))” z rad,(m, z) - E. 
For each x E D there is a u, E V with jlu,lj = 1 and 
llz - XII < l(z - x)(v,)l + E. 
Because D is compact, there is a finite number ui, . . . , IJ,, of those u, 
such that 
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llz - XII < SUP Kz - mi)J + E 
i=l,....n 
for all x E D. Hence we get 
(I,, (i:,up, l(z - x)(r#’ dm(x))“’ z- rad,(m, Z) - 2~. , 9 
Let O(z) = {ZE E XJ jz(Vi) - Z(vi)j < E for i = 1, . . . , n}. The set Q(Z) is a 
weak*-neighborhood of z and we have 
rad&, 4 -> (ID (i:ttpn j(i - x)(uJJ)p dm(x))la 2 rad,(m, Z) - 3~ 
9 . 
for every i E Q(z). Therefore the function rad,(m, .) is weak* lower 
semicontinuous and hence takes its infimum on X. 
Proofof(5). Obviously radj’(m) 5 radf((m) holds. From rad,(m, P(y)) 
I rad,(m, y) the statement follows. 
Proofof(6). It is enough to consider the following example. Let Y = 
R3 with J/x/j = maxlx;l and let X = {x E Y/x, + x2 = x3). It is easy to see that 
for D = ((3, - 1, 2), (0, 2, 2), (0, -2, -2)) C X the point x = $(2, -1, 1) is 
the unique Chebyshev center of D in X and the radius is different in X and 
Y, namely 
rad&,(D) = 4 but rad,&,,(D) = 2. 
Now we consider the equidistribution M on D, i.e., m({x}) = Q for x E D. 
A simple computation yields the values 
radf(m) = f and radj’(m) 5 2 
for all p, 1 ‘: p < w. 
4. THE UNIQUENESS OF ~-CENTERS 
It is not difficult to construct examples, where the p-center of a measure 
is not unique. Let, for example, X be a space which is not strictly convex. 
Then there exist zI, z2 E X such that the p-center of m = &q, + E,,) is not 
unique for all 1 5 p < m. Nonuniqueness is even possible for measures 
which have a compact, convex support. 
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4.1. EXAMPLE. We change the example in the proof of Theorem 2.1.6 
in the following way. Let X = R4 with 11x11 = maxlxil and let D = ((3, - 1,2, 
0), (0, 2,2, 0), (0, -2, -2,O)). Consider a measure ml on X with support 
conv(D) and m,(X) = 36, where 0 < 6 < Q. A probability measure m is 
defined by 
m = ml + (i - 6) . 2 cd. 
We obtain rad,(m) 5 2 and 
rad,(m, x) 2 (1 - 36) . (i . dTD 11x - d/P)” 2 (1 - 36) * z 
for each x in the plane generated by D. Therefore any p-center z = (~1, z2, 
z3, 0) has distance a! > 0 from conv(D), if 6 is sufficiently small, and (~1, z2, 
z3, p), I/31 5 a, is ap-center of m, too. 
In spite of this result, the following theorem shows that the p-center of 
m is unique in many cases. 
4.2. THEOREM. (1) Let X be a strictly convex space and let 1 < p < x. 
Zf the p-center of a measure m exists, then it is unique. 
(2) Let X be a strictly convex space and let p = 1. Then the p-center 
of m is not unique iff there are points zf, z2 E X with z1 # z2 and 
m({zl + X(z2 - zl)JX 5 0)) = rn((2.j + A(22 - zJlA 2 I>> = d. (1) 
(3) Let X be an arbitrary Banach space. Zf z E int(supp(m)) is a 
p-center, then z is the unique p-center of m. 
Proof of (I). If X is strictly convex and p > 1 then x H ((x((p and 
consequently rad,(m, 0) are strictly convex mappings. Hence there exists 
at most one p-center. 
Proof of (2). Let p = 1. We assume that zI, z2 E X, zl # z2, are 
p-centers of m and define z. = t(zr + ~2). From convexity of rad,(m, a) it 
follows that zo is a p-center of m and this implies 
m({x E X(2d(x, ZO) = 4x, ZI) + d(x, z2)}) = 1. 
Because X is a strictly convex space the measure is concentrated on the 
line spanned by z1 and zl. We get 
m({zl -t X(Z~ - ZI)IA E R\lO, 111) = 1 
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and from radi(m, zi) = radi(m, ~2) the statement follows. Conversely 
assume that (1) holds for zI, 22 E X, zl # z2. Obviously we have 
radi(m, zl) = radt(m, z2) = inf radi(m, z), ZEZ 
where Z = {zl f A(22 - zJ]h E R}. It is enough to show that for any 
x* E X\Z there exists a z* in Z such that 
IIZ - z”lI < Ilz - x*11 
for all z E Z. Without loss of generality we assume d(zi, ~2) = 1 and define 
K(r, z) = {x E Xldk z + r(z2 - ZJ) < Irll 
for z E Z and r E R. Using strict convexity of X we obtain 
m-1 9 z> c a-2, z) u {z} 
if 0 < r1 < r2 or 0 > r-1 > r2. Now 
Z+ = {z E Zl3r > 0: x* E K(r, z)} 
Z- = {z E Z)3r < 0: x* E K(r, z)} 
are disjoint, open, nonempty subsets of Z. Hence there exists z* E Z\(Z+ 
U Z-) and for each r E R we have x* $E K(r, z*). Together with (2) this 
implies that llz - z*IJ < JJz - x*JJ holds for all z, E Z. 
Proof of (3). Let z be a p-center of m which lies in the interior of the 
support of m and let i be another p-center of m. Because rad,(m, *) is 
convex we may assume that z. E supp(m), where LO = $(z + 2). It follows 
that m({x E X(4x, z)p + d(x, .+’ = 24x, z&p}) = 1 and therefore m({x E 
X/4x, z,J < d(z, zO>}) = 0. This is possibly only if i = z. 
4.3. Remark. If m is symmetric with respect to z E supp(m), then z is 
the unique p-center of m. 
5. OPTIMAL AVERAGE CASE ALGORITHMS 
Using existence and uniqueness theorems for p-centers, we can prove 
statements concerning the existence and uniqueness of optimal average 
case algorithms. Henceforth we assume that F and X are complete separa- 
ble metric spaces. Suppose we want to approximate S(f), where f E F 
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and S: F ---, X is a measurable operator. We assume that N(f) is known, 
where N: F + R” is a measurable information operator with closed range 
N(F) C R”. Then we approximate S by 4 0 N, where 4: Rn * X is an 
arbitrary mapping, called an algorithm. 
Let p be a probability measure on F and let 1 5 p < w. IffH d(S(f), 
$0 N(f)) is measurable then we define the p-average error e,($, N) by 
Wasilkowski (1983) extended this definition to arbitrary algorithms $ in 
the following way. 
Let u = Nh be the probability measure on R” induced by N, i.e., u(B) = 
E.L(N-‘(B)) for any Bore1 set B C R”, and let k(.Iy), y E R”? be a family of 
probability measures on F such that 
(1) k(N-‘{y}ly) = 1 for v-almost all y E R”; 
(2) k@(e) is measurable for any Bore1 set B C F; 
(3) p(B) = JR” p(BIy)d~(y) for any Bore1 set B C F. 
The family ~(-1y) is called a regular conditional probability distribution. 
For the existence and uniqueness u-a.e. of p( -1 y) see Parthasarathy (1967, 
p. 147). It is well known that y H SF G(f)&(fly) is measurable and 
holds for each measurable G: F + lZiJ, 
5.1. DEFINITION. (1) If 4: Rn * X is an arbitrary algorithm and J* 
denotes the upper integral then 
is called the p-average error of (6. 
(2) The number 
r,(N) = i;fe,(4, NJ 
is called the p-average radius of N and the p-radius 
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of Sp(*(y) is called the local p-average radius of N in y E R”. 
(3) An algorithm is called p-optimal if e,($, N) = r,(N). 
Next we cite a theorem, which is stated here in terms of p-centers. 
5.2. THEOREM (Wasilkowski, 1983). The local p-average radius 
y H rad,(Sp(.Iy)) is measurable and for the p-average radius of N the 
following equation holds 
r,(N) = (lRn radP(Sp(l.v))pdv(y))“P. 
Zfr,(N) is finite, then an algorithm 4 is optimal iff 4(y) is a p-center of 
St.~(-/y) for u-almost ally E R”. 
Using our results on p-centers, we can prove statements concerning the 
existence and uniqueness, i.e., uniqueness z+a.e., of p-optimal algo- 
rithms. For example, the following statement holds. 
5.3. THEOREM. Assume that S: F + X and N: F --$ Rn are measur- 
able, where F and X are complete separable metric spaces and N(F) is 
closed. We further assume that t..c is an arbitrary (Borel) probability mea- 
sure on F. Zf X is a strictly convex separable dual space and if r,(N) < ~0 
for some p, 1 < p < ~0, then a p-optimal algorithm exists and is unique. 
5.4. Remark. Optimal algorithms can be given explicitly for many 
linear problems (see, for example, Lee and Wasilkowski, 1986). A linear 
problem is given by a linear continuous operator S: F + X, where F and X 
are separable Banach spaces, and an adaptive linear information operator 
N. This means 
N(f) = ((Ll(f))(f ), . . . , (L,(f ))(f )), 
where Li: F + F* and (Lj(f))(f) = (Lj(g))(g) forj = 1, . . . , i - I 
implies that Li( f) = Li(g). Assuming that the mappings Li are strong 
measurable, i.e., pointwise limits of sequences of measurable step func- 
tions, one can show that N is measurable. 
Wasilkowski and Woiniakowski (1984) introduced the notion of ortho- 
gonally invariant measures. Let ,u be an orthogonally invariant measure 
on F with the property that JFllf112dp( f) is finite. Under the nonrestrictive 
assumptions that p has mean zero and an injective covariance operator 
C,: F * + F and that (Lj (f ))(Cp(Li( f ))) = 6ij, the relation p = Dp holds, 
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where 
Nf) = 2 ’ 2 bXf)Kf) . Cp(L(f)) - .f 
i=l 
For the case of a separable Hilbert space F this invariance property is 
proved in Wasilkowski and Woiniakowski (1984) but strong measurabil- 
ity of Li allows the proof to be carried out in the same way for a separable 
Banach space F. 
Because of the uniqueness y-a.e. of the regular conditional probability 
distribution together with N 0 D = N this yields p(*ly) = Dp(.Jy) for V- 
almost all y E R”. Let y E R” with F(N-r{y}ly) = 1. Then the D-invari- 
ance of p(*Iy) implies that the measure p(*Iy) is symmetric with respect to 
Q(Y) = 2 (Li(f))(f) * C,(Li(.f)>, 
where f is arbitrary in N-‘(y). Since S is linear, the measure Sp(*\y) is 
symmetric with respect to 
4*(y) = S 0 Q(y) 
and due to Remark 2.2.5 the point 4*(y) is ap-center of Sp(*ly). Therefore 
the p-optimality of +* is proved. 
The algorithm C#J* is called a spline algorithm. The optimality of spline 
algorithms for linear problems is proved in the papers by Wasilkowski and 
Woiniakowski (1984), Lee and Wasilkowski (1986), and Wasilkowski 
(1986) under slightly more special assumptions concerning F, X, N, and 
p. Instead off- &Y(f), C#J 0 N(f)) P, in these papers even more general 
functionals are used to define an average case error. 
Gaussian measures p are orthogonally invariant, and if N is an adaptive 
linear information operator, then the measures p(*ly) are Gaussian too 
(see Wasilkowski, 1986; Lee and Wasilkowski, 1986). Observing that con- 
tinuous linear images of Gaussian measures are Gaussian measures and 
using Remark 4.3, we conclude that spline algorithms are the unique p- 
optimal algorithms for linear problems with Gaussian measures. 
6. MEASURABILITY OF OPTIMAL ALGORITHMS 
Assume that r,(N) is finite. Due to Theorem 5.2 an algorithm C#J is 
optimal iff 
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i.e., the upper integral can be replaced by an ordinary integral in this case. 
First we show that such a 4 may be nonmeasurable and that the iterated 
integral cannot be replaced by a single integral. 
6.1. EXAMPLE. Let F = X = R* be equipped with the norm (1(x, y)]( = 
1x1 + Iy] and let S = idRl. Let N be the projection N(x, y) = y and let p = 1. 
Consider the probability measure p defined by 
P(B) = f * NY E K4 llIU, Y) E w + A{Y E [Of WL Y) E m 
where B C R2 is a Bore1 set and A denotes the Lebesgue measure. For 
v-almost all y we have 
{z E R2(z is p-center of p(*]y)} = [- 1, I] x {y}. 
Let C C [0, 11 be a set which is not Lebesgue measurable. Then the 
algorithm 
4(Y) = 
(0, Y> ify E C 
(19 Y> if y E R\C 
is p-optimal but not measurable. In fact (x, y) H ]IS(x, y) - 4 0 N(x, y)]l is 
not even p-measurable, i.e., measurable with respect to the y-completion 
of the Bore1 sets. 
6.2. Remark. In Example 6.1 there are also p-optimal algorithms 
which are measurable. We prove that in general nonmeasurable algo- 
rithms are not better than measurable ones. For the proof we need the 
selection theorem of Yankov-von Neumann (see Wagner, 1980), which 
we cite here in a particular version. 
Let v be a measure on R” and let H C R” X X. Assume that His analytic 
and that for every y E R” there exists a point x E X such that (y, x) E H. 
Then there exists a v-measurable mapping cp: R” -+ X with (y, (o(y)) E H 
for all y E R”. 
6.3. THEOREM. Zf S: F --, X and N: F-P R” are measurable, where F 
and X are complete separable metric spaces and N(F) is closed, then 
r,,(N) = inf{e,(4, N)I4: R” -+ X is (Boref) measurable}. 
Assume that a p-optimal exists. Then there exists a p-optimal measurable 
algorithm. 
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Proof. We only consider the nontrivial case r&V) < ~0. Let y E R” 
and x E X. Define 
If R,(Y, x) < CQ for some x E X then R,(y, x) < CC for all x E X and 
lR.AY> -4 - R,(Y, z>J 5 4x, z>; 
i.e., R,(y, *) is continuous. Let xi, i E N, be a dense sequence in X and let 
a E R. We have 
A = {(y, x) E R” x X&,(y, x) I a} 
=fNJ{ (Y, x> E R” x XJR,(y, 
kEN I’EN 
x;)Sa+~,d(x,xi)5~ 
I 
=fNJ( Y E R”IRp(y, Xi) zz a + i x E Xld(~, xi) 5 k . 
kEN iEN 
Because of the measurability of I$,(., xi) the set A is a Bore1 set in Rn x X. 
This proves the measurability of R,: R” x X --, Rof U {cc}. 
Let B = {y E R”(rad,(Sp(.(y)) < w}. We get v(B) = 1 by Theorem 5.2 
and r,(N) < m. Define 
MY, xl = 
WY, -4 - radp(W.Iy)) ifyEB 
0 if y E R”\B 
and 
Hk = {(y, x) E R” X X(h(y, x) 5 ;) 
for k E N. Then Hk C R” X X is a Bore1 set. Since Rn and X are complete 
separable metric spaces it follows that Hk is analytic (see Parthasarathy, 
1967,~. 16).ForeachyERnthereisapointxEXsuchthat(y,x)EHk. 
Now the selection theorem shows the existence of a v-measurable algo- 
rithm cp with (y, p(y)) E Hk for all y. Since X is a separable metric space, 
there is a Bore1 measurable 4: Rn + X with C#J = cp a.e. We obtain 
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5 r,(N) + 1 k’ 
which shows r,(N) = inf{e,($, IV)/+: R” --f X measurable}. 
Now let 4 be ap-optimal algorithm. From Theorem 5.2 the existence of 
a Bore1 set C C Rfl with v(C) = 0 and R,(y, $(y)) = rad,(Sp(*Iy)) < CC for 
all y E R”\C follows. Define 
H = (-) Hk U (C x X). 
BEN 
Then H is analytic and (y, 4(y)) E H for all y E R”. Using the same 
argument as above the existence of a measurable p-optimal algorithm 
follows. 
6.4. Remark. A different definition of the average error is 
We get cp(& N) 2 e,(4, N) but inf &p(+, N) = r,(N) because of Theorem 
6.3. Q 
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