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Abstract
The objective of this thesis is to derive a supersymmetric Lagrangian for fermionic
fields with mass dimension one and to discuss their coupling to the O’Raifeartaigh model
which is the simplest model permitting supersymmetry breaking. In addition it will be
shown that eigenspinors of the charge conjugation operator (ELKO) exhibit a different
transformation behaviour under discrete symmetries than previously assumed.
The calculations confirm that ELKO spinors are not eigenspinors of the parity operator
and satisfy (CPT )2 = −I which identifies them as representation of a nonstandard Wigner
class. However, it is found that ELKO spinors transform symmetrically under parity
instead of the previously assumed asymmetry. Furthermore, it is demonstrated that ELKO
spinors transform asymmetrically under time reversal which is opposite to the previously
reported symmetric behaviour. These changes affect the (anti)commutation relations that
are satisfied by the operators acting on ELKO spinors. Therefore, ELKO spinors satisfy
the same (anti)commutation relations as Dirac spinors, even though they belong to two
different representations of the Lorentz group.
Afterwards, a supersymmetric model for fermionic fields with mass dimension one based
on a general superfield with one spinor index is formulated. It includes the systematic
derivation of all associated chiral and anti-chiral superfields up to third order in covariant
derivatives. Starting from these fundamental superfields a supersymmetric on-shell La-
grangian that contains a kinetic term for the fermionic fields with mass dimension one is
constructed. This on-shell Lagrangian is subsequently used to derive the on-shell super-
current and to successfully formulate a consistent second quantisation for the component
fields. In addition, the Hamiltonian in position space that corresponds to the supersym-
metric Lagrangian is calculated. As the Lagrangian is by construction supersymmetric
and the second quantisation of the component fields is consistent with their general super-
translations, the Hamiltonian is positive definite. This is confirmed by the results for the
Hamiltonian in momentum space and the derivation of the creation and annihilation op-
erators in momentum space. Based on these results, fermionic fields with mass dimension
one represent an intriguing candidate for supersymmetric dark matter.
As an application the coupling of the fermionic fields with mass dimension one to the
O’Raifeartaigh model is discussed. It turns out that the coupled model has two distinct
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solutions. The first solution representing a local minimum of the superpotential sponta-
neously breaks supersymmetry in perfect analogy to the O’Raifeartaigh model. The second
solution is more intriguing as it corresponds to a global minimum of the superpotential.
In this case the coupling to the fermionic sector restores supersymmetry. This is, however,
achieved at the cost of breaking Lorentz invariance. Finally, the mass matrices for the mul-
tiplets of the coupled model are presented. It turns out that it contains two bosonic triplets
and one fermionic doublet which are mass multiplets. In addition it contains a massless
fermionic doublet as well as one fermionic triplet which is not a mass multiplet but rather
an interaction multiplet that contains component fields of different mass dimension.
These results show that the presented model for fermionic fields with mass dimension
one is a viable candidate for supersymmetric dark matter that could be accessible to
experiments in the near future.
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Chapter 1
Introduction
The recent proposal of matter fields with spin one-half and mass dimension one, “Eigen-
spinoren des Ladungskonjugationsoperators” (ELKO) – translating to eigenspinors of the
charge conjugation operator – has opened a wide field of theoretical research previously
thought to be unphysical (Ahluwalia-Khalilova and Grumiller, 2005a,b).
This belief was due to the nonlocality of the theory (Lee and Wick, 1966), even though
the mathematical foundations were already formulated by Wigner (1939, 1964). From the
present point of view, however, nonlocal degrees of freedom could become relevant close to
the quantum gravity scale. It is further supported by the recent proposal of a set of local
fermionic fields with mass dimension one (Ahluwalia et al., 2010).
From the theoretical point of view the study of fermionic fields with mass dimension
one and thus ELKO spinors as a special case proves to be interesting. There are several
reasons that make them a good candidate for dark matter (DM). First, ELKO spinors
are of mass dimension one, even though they carry spin one-half (Ahluwalia-Khalilova
and Grumiller, 2005a). Due to their mass dimension, they only interact very weakly with
Standard Model (SM) spinors and gauge fields while the dominant contribution comes
from unsuppressed quartic interactions with neutral scalar fields (da Rocha and Pereira,
2007). In the SM this is the Higgs field. Therefore, it is not surprising that ELKO spinors
have not been detected yet and are first-principle DM candidates (Ahluwalia-Khalilova and
Grumiller, 2005b). Second, they transform according to (CPT )2 = −I and thus belong to
a nonstandard Wigner class – class 5 in the Lounesto spinor field classification (Lounesto,
2002; da Rocha and Rodrigues Jr., 2006). Third, the simplest cosmological ELKO spinors
(in absence of a preferred direction) satisfy scalar-like equations of motion and include a
quartic self-interaction term (Ahluwalia-Khalilova and Grumiller, 2005b; Ahn and Shapiro,
2005). Finally, the model can be mapped to a scalar field theory and it is tempting
to consider them as a source of inflation. This could have interesting consequences for
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cosmological models (Bo¨hmer, 2007a,b; Bo¨hmer et al., 2008).
ELKO spinors are also of special interest in light of recent work presented by Novello
(2007) where it was shown that the spacetime metric can be interpreted as effective geome-
try without own dynamics. Instead the metric inherits its dynamics from two fundamental
spinor fields. In this formalism the coupling of matter to spinor fields is kinematically iden-
tical to couplings in General Relativity. Within this spinor theory of gravity it is possible
to construct a spatially homogeneous and isotropic universe as a special solution.
However, it can be shown that the Lagrangian presented by Ahluwalia-Khalilova and
Grumiller (2005a,b) is not supersymmetric. Furthermore, there exists no mapping of the
Lagrangian in field theoretical notation onto the superspace component field formalism
that is commonly used to formulate models in particle theory. This makes it impossible
to simply use the results from any of the previous publications on fermionic fields with
mass dimension one to achieve a coupling or extension of one of the existing models in
particle physics like the O’Raifeartaigh Model or the Minimal Supersymmetic Extension
of the Standard Model.
This motivated the generalisation of ELKO spinors to the more fundamental concept
of fermionic fields with mass dimension one in superspace. Therefore, all arguments pre-
sented above still apply. As mentioned above, for ELKO spinors there exists no mapping
between fields in spacetime and component fields in superspace and it is necessary to for-
mulate a model from ground up that is by construction supersymmetric and at the same
time contains fermionic fields with mass dimension one. These component fields are no
longer identified with ELKO spinors as introduced by Ahluwalia-Khalilova and Grumiller
(2005a). Instead the fermionic component fields in superspace are solely constrained by
their mass dimension as well as the requirement that it must be possible to formulate a
supersymmetric Lagrangian describing dynamic fermionic fields with mass dimension one.
Trivial solutions without possible kinetic terms are excluded. This Lagrangian builds the
foundation for the formulation of a consistent model for fermionic fields with mass dimen-
sion one. Subsequently, this model is applied to extend the O’Raifeartaigh model which is
the simplest model permitting spontaneous symmetry breaking.
In the following sections some of the fundamental concepts that are essential to achieve
the objective of this thesis will be introduced. In Section 1.1 the general concept of units is
presented and it is discussed when the term mass dimension becomes meaningful. After-
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wards, in Section 1.2 discrete symmetries will be introduced. This includes a derivation of
charge conjugation, parity, and time reversal that is consistent with the conventions used
in this thesis. Then the concept of supersymmetry is presented in Section 1.3. Finally, in
Section 1.4 the breaking of supersymmetry is explained.
1.1 The Mass Dimension
To understand how a mass dimension is assigned to a field or any other physical object or
quantity in a meaningful way it is necessary to clarify the concept of mass dimensionality
and more generally the concept of units.
In everyday life the units of interest are mass M , length L, and time T and are used to
describe size and weight of physical objects as well as temporal separation between events.
This rudimentary approach to units still holds in physics where any system of units, e. g.,
cgs, SI, or Planck units, can be boiled down to fundamental units for mass, length, and
time. However, for a number of applications like general relativity or particle theory it
proves useful to reduce this set of units using constraints that simplify the calculations
and eliminate constants that appear repeatedly. The most common sets of constrained
units are geometrised units, see, e. g., Hartle (2003), and natural units. In addition to
these commonly used systems of units it is possible to conceive arbitrarily many other unit
systems that may be advantageous for certain applications. Due to this ambiguity of the
definition of the fundamental set of units, it is important to clearly specify the unit system
used.
For the rest of this thesis natural units that are commonly used in particle theory and
string theory will be adapted. In this convention the speed of light c and Planck’s constant
~ are assumed to be dimensionless and equal to unity, c = ~ = 1. These two constraints
on the units then reduce the number of units such that L, M , and T can be expressed in
terms of one single unit which is chosen to be the mass. Only then talking about the mass
dimension of a physical object or in this specific case the mass dimension of component
fields becomes meaningful.
The condition c = 1 leads to a relation between the units of length and time
1 = [c] =
L
T
⇒ T = L . (1.1)
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Furthermore, setting ~ = 1 and using the relation between length and time from the
previous equation leads to a relation between length and mass
1 = [~] = ML2/T = ML ⇒ L = 1
M
. (1.2)
If all units are expressed in terms of the mass, the new units for mass, length, and time
are
M = M , L =
1
M
, T =
1
M
. (1.3)
Obviously the mass still has the unit of a mass. However, in natural units, time and length
have the units of an inverse mass.
Before proceeding to discuss mass dimensionality in the superfield formalism it is educa-
tional to review an example in classical field theory. In classical field theory it is assumed
that bosonic fields satisfy the Klein-Gordon equation and obey commutation relations,
while fermionic fields satisfy the Dirac equation in addition to the Klein-Gordon equation
and obey anticommutation relations. It can then be shown that the simple Lagrangian
L = ψ¯ (i∂/ −m)ψ (1.4)
containing the fermionic field ψ as well as its Dirac dual ψ¯ = ψ†γ0 corresponds to the
Hamiltonian
H =
∫
d3x ψ¯ (−iγ ·∇+m)ψ. (1.5)
As the Hamiltonian represents the energy of the system, it has the following natural units
M = [H] = M−3
[
ψ¯
]
M [ψ] = M−2
[
ψ¯
]
[ψ] . (1.6)
The fermionic field and its Dirac dual that both appear in this equation have the same
mass dimension. This implies that the fermionic field ψ in classical field theory has mass
dimension
[ψ] = M3/2 . (1.7)
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The discussion of mass dimensionality in the superfield formalism follows in general
the same principles that were used for the discussion in classical field theory. The only
complication arises from the additional Grassmann valued superspace coordinates that
have no corresponding counterparts in classical field theory. It can be shown that the
Grassmann variables θ and θ¯ have mass dimension
dim(θ) = dim
(
θ¯
)
= −1
2
. (1.8)
Using the expansion of the general superfield V in Grassmann variables which will be
discussed in detail in Sections 3.1 and 3.4 together with the fact that the general superfield
V has mass dimension 0, it is straightforward to calculate the mass dimension of the
component fields, dim(C) = 0, dim(χ) = 1/2, etc.
The transition from the general superfield V to the general superfield with one spinor
index Vα introduces additional spinor indices. As the goal of this thesis is to formulate
a model describing fermionic fields with mass dimension one, the mass dimension of the
superfield Vα has to be chosen such that it contains at least one spinor field satisfying this
property. Therefore, the superfield Vα must have an integer valued mass dimension. A
mass dimension of less then 0 is excluded for obvious reasons, while a mass dimension of 1
or larger restricts the number of possible mass and kinetic terms significantly. Therefore,
the general superfield with one spinor index must also have mass dimension 0. For the
specific choice of Vα that will be presented in equation 3.17 this leads to mass dimensions
for the component fields of
dim(κα) = 0 , (1.9)
dim(Mβα) = dim(Nβα) =
1
2
, (1.10)
dim(ψα) = dim(χα) = dim(ωµα) = 1 , (1.11)
dim
(
Rβ˙α
)
= dim(Sβα) =
3
2
, (1.12)
dim(λα) = 2 . (1.13)
It can be seen that the general superfield with one spinor index contains component fields
with mass dimension ranging from 0 to 2. More importantly it is found that it contains
three possible candidates for a fermionic field with mass dimension one. Two of those are
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spinor fields, while the third one is a spinor-vector field.
1.2 Discrete Symmetries
A discussion of the discrete symmetry operators – namely charge conjugation, parity,
and time reversal – can be found in most field theory textbooks, see, e. g., Peskin and
Schroeder (1995, Sect. 3.6) or Landau and Lifshitz (1982, Sect. 26). Even though the
book by Landau and Lifshitz (1982) does not contain an explicit derivation of the parity
operator P , a general equation for P can be derived in analogy to the discussions for C
and T .
In analogy to the conventions by Peskin and Schroeder (1995), the metric is chosen as
ηµν = ηµν = diag(+,−,−,−) , (1.14)
while the Dirac matrices in the Weyl representation is defined as
γµ =
 0 σµ
σ¯µ 0
 , (1.15)
where σµ are the Pauli matrices and σ¯µ =
(
I,−σi).
A complete summary of the conventions can be found in the Appendix. Appendix
A.1 summarises the general conventions, while Appendix A.2 contains all ELKO specific
definitions. The action of the operators on Dirac spinors can then be written as
Cψ(t,x) = ηCγ2ψ∗(t,x) , (1.16)
Pψ(t,x) = ηPγ0ψ(t,−x) , (1.17)
Tψ(t,x) = ηTγ1γ3ψ∗(−t,x) , (1.18)
where ηC , ηP , and ηT are arbitrary phase factors. Therefore, the derivation of the operators
C, P , and T is reduced to the appropriate determination of the general phase factors which
will depend on the conventions used. This will be the subject of the following subsections.
It has to be emphasised that equations (1.16), (1.17), and (1.18) are only valid in the Weyl
representation as well as for any other representation of γµ which is related to the Weyl
representation by a real similarity transformation.
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1.2.1 Derivation of the Charge Conjugation Operator
Equation (1.16) shows that the charge conjugation operator can be written as
C = ηCγ2K , (1.19)
where K denotes the complex conjugation. A convenient choice for the phase factor should
reproduce the charge conjugation operator as chosen by Ahluwalia-Khalilova and Grumiller
(2005b),
C = γ2K . (1.20)
Here it has been taken into account that the convention for γi used by Ahluwalia-Khalilova
and Grumiller (2005b) differs by a factor of −1 from the one used by Peskin and Schroeder
(1995). This corresponds to setting ηC = 1 and is convenient for the analysis of ELKO
spinors as Ahluwalia-Khalilova and Grumiller (2005b) used this specific choice of C to
normalise the ELKO spinors. Any other choice for ηC requires the modification of equations
(A.11) to (A.14) by a phase factor to preserve the eigenvalues of ±1. However, this choice
for C makes it necessary to reanalyse the behaviour of the Dirac spinors under charge
conjugation. It has to be emphasised that the changes only affect the prefactors – phase
factors – and do not affect the symmetry properties like (CPT )2 or commutation and
anticommutation relations.
1.2.2 Derivation of the Parity Operator
On the left hand side of equation (1.17) the parity operator acts on the wavefunction while
the right hand side is proportional to the wavefunction with inverted spatial coordinates.
An explicit spatial inversion of coordinates has therefore to be included into the parity
operator. The parity operator in its general form is then given by
P = ηPγ0R , (1.21)
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where R is the space inversion operator as defined in equation (A.7). It is customary, if
somewhat judicious, to choose the phase factor such that
Pu+(p) = u+(p) . (1.22)
It can be shown that this uniquely specifies the phase factor to ηP = 1. This choice of
phase factor implies that P 2 = 1 for Dirac spinors, see, e. g., Peskin and Schroeder (1995).
It deviates from Landau and Lifshitz (1982) where it is assumed that P 2 = −1 for Dirac
spinors. The parity operator is then found to be
P = γ0R . (1.23)
1.2.3 Derivation of the Time Reversal Operator
The remaining operator is the time reversal operator that transforms a particle wavefunc-
tion according to equation (1.18). Here, the operator on the left hand side acts on the
wavefunction while the right hand side is proportional to the complex conjugate wave-
function with inverted time coordinate. Both operations, complex conjugation as well as
inversion of the time coordinate, have thus to be included into the general time reversal
operator. The time reversal operator is then found to be
T = ηTγ1γ3KT , (1.24)
where K denotes complex conjugation and T encodes the reversal of the time coordinate.
Unlike the previous discussions for the charge conjugation and parity operators, the
phase factor of the time reversal operator is no longer arbitrary. It is restricted by the
requirement that (CPT )2 = I for Dirac fields. Based on our previous derivations of the
charge conjugation operator, equation (1.20), and the parity operator, equation (1.23), the
action of CPT on a particle wavefunction is given by
CPTψ(t,x) = −η∗Tγ5ψ(−t,−x) . (1.25)
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The behaviour under (CPT )2 is then found to be
(CPT )2 ψ(t,x) = − (η∗T)2 ψ(t,x) . (1.26)
To satisfy the requirement (CPT )2 ψ(t,x) = ψ(t,x) for Dirac fields, the phase factor is
restricted to η∗T = ±i. This leaves two possible choices for the behaviour under CPT while
the behaviour under (CPT )2 is, of course, uniquely defined. In the following discussion
the convention η∗T = i and therefore,
T = −iγ1γ3KT (1.27)
will be used. It implies that CPT acting on a particle wavefunction yields CPTψ(t,x) =
−iγ5ψ(−t,−x).
1.3 Supersymmetry
Supersymmetry is by construction a symmetry between fermions and bosons, or in other
words, a symmetry between the fields that constitute the matter in our universe and
those that mediate the interactions. To distinguish particles from their superpartner the
fermionic superpartner of a boson is denoted by the ending -ino, such as W-boson and Wino,
while every fermion has a bosonic superpartner that is denoted by a prefix s-, e. g., electron
and selectron. By construction a particle and its corresponding superpartner are members
of the same supermultiplet and thus have the same mass as long as supersymmetry is not
broken. Up to now no superpartners have been detected experimentally, which implies
that any realistic supersymmetric theory must be broken – spontaneously or explicitly.
The breaking of supersymmetry then eliminates the mass degeneracy among the different
members of the multiplet without destroying the multiplet structure.
In its modern formulation supersymmetry was introduced in the fundamental papers by
Wess and Zumino (1974a,b,c) which is commonly referred to as the Wess-Zumino model.
They succeeded to formulate a model that unifies spacetime symmetries and internal sym-
metries. To achieve this goal, they relaxed the requirement that supersymmetry generators
form a Lie algebra, which had restricted the generators to have integer-valued spin, thus
being bosonic and satisfying commutation relations. Furthermore, they admitted half-
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integer-valued fermionic supersymmetry generators that satisfy anticommutation relations.
This resulted in an algebra that contained both commutation and anticommutation rela-
tions which identify the supersymmetry algebra as a graded Lie algebra. This approach
conveniently circumvented the no-go theorem by Coleman and Mandula (1967) which ex-
cluded any such model based on bosonic symmetry generators. At the same time it implies
that the generators of supersymmetry in any supersymmetric model must be fermionic op-
erators, so that the Coleman-Mandula theorem would not apply. Subsequently, this result
was generalised by Haag et al. (1975) who showed that supersymmetry is the only model
that is able to unify spacetime symmetries and internal symmetries.
Shortly after its introduction, O’Raifeartaigh (1975) generalised the Wess-Zumino model
by assuming distinguishable superfields instead of identical superfields. With a specific
choice of structure constants, he was able to show that his model contains regions in the
parameter space where at least one of the auxiliary fields acquires a nonvanishing expec-
tation value and thus supersymmetry is spontaneously broken. This model is known as
the O’Raifeartaigh model and is the simplest model that permits supersymmetry breaking,
which will be discussed in more detail in the next section. Explicit calculations for the
O’Raifeartaigh model will also be presented in Chapter 7, where the coupling of fermionic
fields with mass dimension one to the O’Raifeartaigh model is discussed. Since then su-
persymmetry has been incorporated into more sophisticated models which culminated in
the formulation of the Minimally Supersymmetric extension of the Standard Model (Drees
et al., 2004; Dine, 2007), superstring theory (Green et al., 1987a,b; Dine, 2007), and super-
gravity (Wess and Bagger, 1982). It is possible to formulate supersymmetric theories with
up to 11 dimensions. A very elegant proof can be given in the context of superstring theory
utilising the commutator of quantum Lorentz charges and the commutation relations of
the Virasoro operators. This fixes the dimension of spacetime for superstring theories to
10. Overall, there are five distinct superstring theories, which can then be unified to one
11-dimensional superstring theory, commonly referred to as M-theory.
The minimal supersymmetric model is generated by the four independent components
of the two 2-spinor operators Q and Q¯ and does not contain any central charges. They act
on functions similar to a derivative operator and thus can be thought of as infinitesimal
superspace transformations. Alternatively, the two 2-spinor operators can be arranged into
one single 4-spinor operator, which is the namesake of N = 1 supersymmetry. Here, N
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refers to the number of 4-spinor supersymmetry generators. In addition to the minimal
model there exist extended supersymmetric models with N = 2, 4, 8. Any N -extended
supersymmetric model will contain particles with spin of at least N/4. This results in
stringent restrictions on the number of distinct supersymmetric theories and their ability
to describe certain aspects of physics realistically. One of the fundamental cornerstones
of field theoretical models is renormalisability. To formulate a renormalisable flat-space
field theory it cannot contain particles with spin greater than or equal to 3/2, see, e. g.,
Sohnius (1985). Therefore, the maximally renormalisable supersymmetric theory is N = 4,
since N = 8 contains at least one spin-2 particle that renders the model non-renormalizable.
Similar arguments also apply for the successful inclusion of gravity which cannot be coupled
consistently to fields of spin 5/2 or higher. This implies that any extended theory in excess
of N = 8 is incapable to describe gravity. Therefore, the number of supersymmetric
theories is restricted to the four distinct cases, N = 1, 2, 4, 8.
A discussion of the supersymmetry algebra can be found in any standard textbook on
supersymmetry (Wess and Bagger, 1982; Dine, 2007; Misra, 1992) and thus the reader is
referred to the reference literature for further information. As the calculations in this thesis
are based on the minimal supersymmetric model which is the only supersymmetric model
with chiral representations, the N = 1 supersymmetry algebra without central charges can
be summarised to
[Pµ, Pν ] = 0 , (1.28)
[Pµ,Mρσ] = i (ηµρPσ − ηµσPρ) , (1.29)
[Mµν ,Mρσ] = i (ηνρMµσ − ηνσMµρ − ηµρMνσ + ηµσMνρ) , (1.30)
[Br, Bs] = icrstBt , (1.31)
[Br, Pµ] = [Br,Mµν ] = 0 , (1.32)
[Qα, Pµ] =
[
Q¯α˙, Pµ
]
= 0 , (1.33)
[Qα,Mµν ] =
1
2
(σµν)α
βQβ , (1.34)[
Q¯α˙,Mµν
]
= −1
2
Q¯β˙ (σ¯µν)
β˙
α˙ , (1.35)
[Qα, Br] = brQα , (1.36)[
Q¯α˙, Br
]
= −Q¯α˙br , (1.37)
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{
Qα, Q¯β˙
}
= 2 (σµ)αβ˙ Pµ , (1.38)
{Qα, Qβ} =
{
Q¯α˙, Q¯β˙
}
= 0 . (1.39)
Here Pµ denotes the energy-momentum operator, Mµν are the Lorentz generators, Br are
internal symmetry generators, and crst and br are coefficients that satisfy certain symmetry
properties. The infinitesimal transformations of a superfield with the generators of the
supersymmetry algebra Pµ, Mµν , Qα, and Q¯α˙ can then be used to construct an irreducible
representation of the supersymmetry algebra. It is also worth mentioning that extracting
the energy as the 0-component of the energy-momentum operator from the supersymmetry
algebra always leads to a positive ground-state energy.
There are a number of arguments that suggest that supersymmetry is a good candidate
for describing physics in the TeV range. First, a supersymmetry breaking scale of the order
of a few TeV solves the hierarchy problem as low-energy physics is decoupled from the
Planck scale. Second, in the Minimally Supersymmetric extension of the Standard Model,
all couplings are unified at an energy of the order of 1016 GeV. Third, supersymmetric
theories automatically provide a suitable candidate for dark matter in form of the lightest
supersymmetric particle which is commonly assumed to be the neutralino. Being the
lightest superpartner this particle is stable as its decay into Standard Model particles
would otherwise be detectable.
The most promising approach to formulate a model that includes gravity and reduces
to the Standard Model in the low-energy limit is to assume that physics at the Planck
scale is described by supergravity. At intermediate energies between the Planck scale and
the supersymmetry breaking scale a transition between supergravity and N = 1 supersym-
metry takes place. Finally, another transition takes place at the supersymmetry breaking
scale, and for energies below this scale any supersymmetric effect are strongly suppressed.
1.4 Supersymmetry Breaking
Supersymmetry is a very elegant and more importantly the only way to unify spacetime
symmetries and internal symmetries (Haag et al., 1975). It implies that all members of the
same supermultiplet which includes the particles as well as their superpartners must have
the same mass if supersymmetry is preserved, but up to now no superpartners have been
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detected experimentally. This negative experimental result leaves two possible conclusions.
First, there is no supersymmetry. This would be rather disappointing, considering the suc-
cess of the Minimal Supersymmetric Standard Model as well as the promising work in
superstring theory and supergravity. Alternatively, supersymmetry is broken to lift the
mass degeneracy between the members of the supermultiplets and shifts the mass of the
lightest supersymmetric particle to the supersymmetry breaking scale at a few TeV. Of
course, supersymmetry breaking could theoretically shift the energies of the supersymmet-
ric partners to even higher energies, e. g., up to the Planck scale, which again leads to the
hierarchy problem that motivated the introduction of supersymmetry in the first place.
Therefore, if supersymmetry is supposed to describe the real world, it must be broken
either spontaneously or explicitly and the mass of the lightest supersymmetric particle
should be of the order of a few TeV.
From the field theoretical point of view the breaking of supersymmetry only leads to
minor inconveniences that can be dealt with. As long as a model exhibits supersymme-
try, the diverging contributions from bosonic and fermionic fields cancel identically. The
breaking of supersymmetry spoils this perfect cancellation of divergences. The resulting
divergences are, however, only of logarithmic nature that can be accommodated by the
introduction of a running coupling constant.
Supersymmetry breaking depends strongly on the underlying supersymmetric model.
Models that exhibit global supersymmetry can be broken either spontaneously or explicitly,
while models with local supersymmetry can only be broken spontaneously. If supersym-
metry is not an accident, it must be a local symmetry which is realised in both superstring
theory as well as supergravity.
To determine whether supersymmetry is broken within a specific model, it is sufficient
to determine if certain conditions are satisfied. The main indicator for the occurrence of
supersymmetry breaking is a nonzero expectation value of the superfield component with
the highest mass dimension. It corresponds to the F -component of a chiral superfield or the
D-component of a general superfield. The most general way to determine the expectation
values and vacuum energy is to minimise the superpotential. Depending on the number of
superfields involved, this can be a rather difficult task. It can be simplified by also utilising
the equations of motion for the auxiliary fields. They usually do not provide a complete set
of solutions but are significantly easier to solve. These results can then be used to reduce
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the initial set of equations that was derived in the minimisation of the superpotential. The
reduced set of equations can then be solved for the remaining expectation values.
The simplest model exhibiting spontaneous symmetry breaking, which was also the
first one proposed, is the O’Raifeartaigh model (O’Raifeartaigh, 1975). The discussion of
this model which is outlined in Section 7.1 reveals that for a specific choice of coupling
constants in the O’Raifeartaigh model one of the F -components, usually assumed to be
F3, acquires a nonzero expectation value. This leads to a nonzero expectation value of the
component field A3, which is undetermined in the classical calculation and is assumed to
be proportional to the scale parameter µ. As quantum corrections create a potential for
A3, this problem is resolved at the one loop level. A similar effect arises for the coupling
of the O’Raifeartaigh model to a fermionic sector as shown in Sections 7.3 and 7.4, where
the expectation value becomes proportional to the mass scale of the fermionic sector as
well as the coupling strength between the O’Raifeartaigh model and the fermionic sector.
In addition, there is a wide range of possible terms that can be introduced to achieve
an explicit symmetry breaking. However, these symmetry breaking terms are far from
arbitrary and are constrained by the properties of the model. Overall, explicit symmetry
breaking terms can be narrowed down to three different types, scalar mass terms of the
form m2Φ
∣∣Φ2∣∣, gaugino mass terms mλλλ, and trilinear scalar couplings ΓΦΦΦ.
Supersymmetry can also be broken by the introduction of at least one additional set of
fields. Furthermore, it is assumed that the interactions between the additional set of fields
and the component fields of the visible sector are suppressed. Therefore, the additional
set of fields is referred to as the hidden sector. The resulting small interaction between
the visible and the hidden sector is then responsible for the breaking of supersymmetry in
the visible sector. This is very interesting in light of the later discussion of the coupling
of the O’Raifeartaigh model to the fermionic sector which is de facto a hidden sector
model. However, in this case the visible sector described by the O’Raifeartaigh model
already spontaneously breaks supersymmetry, while the hidden sector is supersymmetric
and restores the supersymmetry of the coupled model at the cost of breaking Lorentz
invariance.
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Chapter 2
Transformation Properties and Symmetry Behav-
iour of ELKO Spinors
A review of the fundamental literature on ELKO spinors (Ahluwalia-Khalilova and
Grumiller, 2005b) revealed inconsistencies in the behaviour of ELKO spinors under dis-
crete symmetry operations. The authors of the paper refer to it as “apparently paradoxical
asymmetry”. A careful analysis of the transformation behaviour of ELKO spinors un-
der discrete symmetry transformations using the operators derived in Section 1.2 reveals
that this problem is resolved and that ELKO spinors exhibit a different transformation
behaviour than previously assumed.
In this chapter, the transformation behaviour of ELKO spinors under charge conjuga-
tion, parity, and time reversal will be discussed. Furthermore, the symmetry structure of
ELKO spinors in form of (anti)commutation relations will be analysed and compared to
Dirac spinors.
In Section 2.1 the transformation behaviour of Dirac spinors under discrete symmetry
operations which are derived in Section 1.2 are reviewed. In Sections 2.2 to 2.4 the trans-
formation behaviour of ELKO spinors under charge conjugation, parity, and time reversal
is discussed in detail. Afterwards, in Section 2.5 the behaviour under CPT and (CPT )2
as well as the (anti)commutativity of the operators acting on ELKO spinors is analysed.
Finally, the results are summarised in Section 2.7.
At this point it is important to mention that the results presented in this chapter
differ slightly from those published in Wunderle and Dick (2009). This is due to the fact
that the conventions used in this publication were chosen in agreement with those used
by Ahluwalia-Khalilova and Grumiller (2005b). To achieve a consistent treatment of the
field theoretical content as well as supersymmetry and superfield formalism, the previously
published material was reworked to conform with the conventions by Peskin and Schroeder
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(1995) that are used throughout this thesis.
2.1 Transformation and Symmetry Properties of Dirac Spinors
For later reference the behaviour of Dirac spinors under discrete symmetry transforma-
tions is breifly reviewed. The behaviour of Dirac spinors, equation (A.5), under charge
conjugation, parity, and time reversal as defined in equations (1.20), (1.23), and (1.27) is
summarised in the following equations:
Cu±(p) = iv±(p), Cv±(p) = iu±(p), (2.1)
Pu±(p) = u±(p), Pv±(p) = −v±(p), (2.2)
Tu±(p) = ±iu∓(−p), T v±(p) = ±iv∓(−p). (2.3)
These results can then be used to calculate the transformation of Dirac spinors under CPT
and more importantly under (CPT )2. For u+(p) it is found that
CPTu+(p) = v−(−p), (2.4)
(CPT )2 u+(p) = u+(p). (2.5)
Similar calculations can be performed for the remaining Dirac spinors. Eq. (2.4) shows
that a Dirac spinor transforms under CPT into an antiparticle with opposite spin and
momentum. Furthermore, equation (2.5) confirms that (CPT )2 = I for Dirac spinors.
These results are as expectated.
Another important property of Dirac spinors is their symmetry behaviour which is
encoded in the commutation and anticommutation relations between the three operators.
By using equations (2.1), (2.2), and (2.3) it can be shown that
{C,P}u+(p) = 0, (2.6)
[C, T ]u+(p) = 0, (2.7)
[P, T ]u+(p) = 0. (2.8)
Again, the discussion is restricted to u+(p), however, the same is valid for any Dirac spinor.
Eq. (2.6) shows clearly that C and P anticommute while equations (2.7) and (2.8) reveal
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that C and T as well as P and T commute. This is the expected symmetry behaviour
for Dirac spinors. The result also shows that the explicit choice of phase factors does
not modify the symmetry behaviour of the theory as long as they are chosen such that
(CPT )2 = I.
2.2 ELKO Spinors under Charge Conjugation
The behaviour of ELKO spinors under charge conjugation was previously presented in
Ahluwalia-Khalilova and Grumiller (2005b). For convenience the derivation of this result
will be briefly reviewed.
The analysis of the behaviour of λS{−,+}(p) under charge conjugationis based on the
definitions of the charge conjugation operator, equation (1.20), and the boosted ELKO
spinor, equation (A.19),
CλS{−,+}(p) = i
√
E +m
2m
(
1− |p|
E +m
) 0 Θ
−Θ 0
−iΘφ+L (0)[
φ+L (0)
]∗

= −i
√
E +m
2m
(
1− |p|
E +m
)−Θ [φ+L (0)]∗
iφ+L (0)

= λS{−,+}(p). (2.9)
Similarly, the behaviour of λA{−,+}(p) can be determined
CλA{−,+}(p) = i
√
E +m
2m
(
1− |p|
E +m
) 0 Θ
−Θ 0
iΘφ+L (0)[
φ+L (0)
]∗

= −i
√
E +m
2m
(
1− |p|
E +m
)−Θ [φ+L (0)]∗
−iφ+L (0)

= −λA{−,+}(p) . (2.10)
These results confirm that ELKO spinors are eigenspinors of the charge conjugation op-
erator and the expected eigenvalues are reproduced. The calculations for the remaining
ELKO spinors can be performed in analogy and the behaviour of ELKO spinors under
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charge conjugation can thus be summarised to
CλS{−,+}(p) = λ
S
{−,+}(p) , (2.11)
CλS{+,−}(p) = λ
S
{+,−}(p) , (2.12)
CλA{−,+}(p) = −λA{−,+}(p) , (2.13)
CλA{+,−}(p) = −λA{+,−}(p) . (2.14)
These transformation properties under charge conjugation yield C2 = I.
2.3 ELKO Spinors under Parity Transformation
Using the definitions of the parity operator from equation (1.23) and the boosted ELKO
spinors from equations (A.19) and (A.20), the behaviour of ELKO spinors under parity
transformation is analysed. For reasons of brevity the transformations of λS/A{−,+}(p) under
parity are discussed in detail while the results for λS/A{+,−}(p) are briefly summarised. They
are calculated in analogy to the first case and the details differ only slightly based on their
explicit form.
The action of the parity operator on λS{−,+}(p) is then given by
PλS{−,+}(p) = γ
0
√
E +m
2m
(
1− |p|
E +m
)RiΘ [φ+L (0)]∗
Rφ+L (0)
 . (2.15)
At this point the behaviour of the ELKO spinor components under spatial inversion has to
be analysed. With the help of equations (A.6), (A.7), (A.16), and (A.17) it can be shown
that they transform as
Rφ+L (0) = −iφ−L (0) = iΘ
[
φ+L (0)
]∗
, (2.16)
RΘ [φ+L (0)]∗ = iΘ [φ−L (0)]∗ = iφ+L (0). (2.17)
Obviously the states −iφ−L (0) and iΘ
[
φ+L (0)
]∗ in equation (2.16) have the same helicity.
The same is valid for iΘ
[
φ−L (0)
]∗ and iφ+L (0) in equation (2.17).
Rewriting the spatially inverted components in equation (2.15) using terms proportional
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to φ−L (0) results in
PλS{−,+}(p) = −i
√
E +m
2m
(
1− |p|
E +m
) φ−L (0)
−iΘ [φ−L (0)]∗
 (2.18)
6= −i
√
E +m
2m
(
1 +
|p|
E +m
)−iΘ [φ−L (0)]∗
φ−L (0)

= −iλA{+,−}(p). (2.19)
This shows clearly that a transformation of the form PλS{−,+}(p) ∝ λ
S/A
{+,−}(p) as proposed
in Ahluwalia-Khalilova and Grumiller (2005b) is only approximately satisfied. However,
there are two obvious problems. First, the prefactor contains a different sign. This problem
could be resolved by introducing a prefactor similar to the one that will arise in our
discussion of the time reversal operator. Second, the ordering of the spinor components is
opposite to what we expect. In this case no simple solution exists – other than introducing
an additional γ0, which means redefining P .
A different picture arises if the solutions proportional to φ+L (0) in equations (2.16) and
(2.17) are used to rewrite equation (2.15). The parity transformed ELKO spinor can then
be written as
PλS{−,+}(p) = γ
0
√
E +m
2m
(
1− |p|
E +m
) −φ+L (0)
iΘ
[
φ+L (0)
]∗

=
√
E +m
2m
(
1− |p|
E +m
)iΘ [φ+L (0)]∗
−φ+L (0)

= −λA{−,+}(p). (2.20)
This result points to a symmetric behaviour of ELKO spinors under parity transformation.
To confirm this finding, similar calculations have to be performed for λA{−,+}(p). With the
help of the previously derived transformation properties of the ELKO spinor components
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under spatial inversion, equations (2.16) and (2.17), it can be shown that
PλA{−,+}(p) = γ
0
√
E +m
2m
(
1− |p|
E +m
)−RiΘ [φ+L (0)]∗
Rφ+L (0)

= γ0
√
E +m
2m
(
1− |p|
E +m
) φ+L (0)
iΘ
[
φ+L (0)
]∗

=
√
E +m
2m
(
1− |p|
E +m
)iΘ [φ+L (0)]∗
φ+L (0)

= λS{−,+}(p). (2.21)
This verifies that ELKO spinors transform symmetrically under parity transformation.
Similar calculations can now be repeated for the remaining ELKO spinors. This involves
the analysis of the behaviour of components containing the negative helicity eigenstate
φ−L (0) under space inversion. These relations are found in analogy to equations (2.16) and
(2.17):
Rφ−L (0) = −iφ+L (0) = −iΘ
[
φ−L (0)
]∗
, (2.22)
RΘ [φ−L (0)]∗ = iΘ [φ+L (0)]∗ = −iφ−L (0). (2.23)
The spatially inverted components can again be expressed in terms of φ+L (0) or φ
−
L (0).
By using the appropriate relations the transformation behaviour of the remaining ELKO
spinors can be derived. The results for all ELKO spinors are summarised in the following
equations
PλS{−,+}(p) = −λA{−,+}(p), (2.24)
PλS{+,−}(p) = λ
A
{+,−}(p), (2.25)
PλA{−,+}(p) = λ
S
{−,+}(p), (2.26)
PλA{+,−}(p) = −λS{+,−}(p). (2.27)
These results for the properties under parity transformation directly imply P 2 = −I .
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2.4 ELKO Spinors under Time Reversal
Finally, the behaviour of ELKO spinors under time reversal is discussed. As we will
see, ELKO spinors have asymmetric transformation properties under time reversal and
therefore the discussion is restricted to λS{−,+}(p) and λ
A
{+,−}(p).
For λS{−,+}(p) it is found that
TλS{−,+}(p) = i
√
E +m
2m
(
1− |p|
E +m
) iφ+L (0)
Θ
[
φ+L (0)
]∗

= i
√
E +m
2m
(
1− |p|
E +m
)iΘ [φ−L (0)]∗
−φ−L (0)

= −i
√
E +m
2m
(
1− |p|
E +m
)
λA{+,−}(0)
= −i1−
|p|
E+m
1 + |p|E+m
λA{+,−}(p), (2.28)
where the previously derived relations between the positive and negative helicity eigenstates
from equations (2.16) and (2.17) were used. This result shows that a self-conjugate ELKO
spinor is transformed into an anti-self-conjugate ELKO spinor with opposite helicity. Ad-
ditionally, the time reversed spinor contains a prefactor. This result differs again from the
predictions of Ahluwalia-Khalilova and Grumiller (2005b) – that predicts a transformation
of the form TλS{−,+}(p) ∝ λA{−,+}(p) – but does not come as a surprise. The change of
the transformation behaviour under time reversal is a direct consequence of the change of
behaviour under parity, since (CPT )2 = −I for ELKO spinors should be preserved.
A similar calculation for λA{+,−}(p) shows that
TλA{+,−}(p) = i
√
E +m
2m
(
1 +
|p|
E +m
) −iφ−L (0)
Θ
[
φ−L (0)
]∗

= i
√
E +m
2m
(
1 +
|p|
E +m
)iΘ [φ+L (0)]∗
φ+L (0)

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= i
√
E +m
2m
(
1 +
|p|
E +m
)
λS{−,+}(0)
= i
1 + |p|E+m
1− |p|E+m
λS{−,+}(p). (2.29)
It can be seen that an anti-self-conjugate spinor is transformed into a self-conjugate spinor
with opposite helicity. Furthermore, the prefactor that arises in the transformation of
spinors with helicity index {−,+} is the inverse of those arising in the transformation
of spinors with helicity index {+,−}. Therefore, these prefactors cancel under repeated
application of the time reversal operator and an ELKO spinor transforms into minus itself.
This implies that T 2 = −I.
Similar calculations can be performed for the remaining ELKO spinors and the results
for the behaviour of all ELKO spinors under time reversal can be summarised to
TλS{−,+}(p) = −i
1− |p|E+m
1 + |p|E+m
λA{+,−}(p), (2.30)
TλS{+,−}(p) = i
1 + |p|E+m
1− |p|E+m
λA{−,+}(p), (2.31)
TλA{−,+}(p) = −i
1− |p|E+m
1 + |p|E+m
λS{+,−}(p), (2.32)
TλA{+,−}(p) = i
1 + |p|E+m
1− |p|E+m
λS{−,+}(p). (2.33)
2.5 ELKO Spinors under CPT and (CPT )2
Now that the transformation properties of ELKO spinors under charge conjugation, parity,
and time reversal are known, the calculation of the behaviour under CPT and (CPT )2 is
straightforward. As before, the calculations will only be shown for one ELKO spinor as
the calculations for the remaining ELKO spinors do not yield any additional information.
Under CPT the ELKO spinor λS{−,+}(p) transforms as follows
CPTλS{−,+}(p) = −i
1− |p|E+m
1 + |p|E+m
λS{+,−}(p). (2.34)
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This result shows that the self-conjugate ELKO spinor is transformed into a self-conjugate
ELKO spinor with opposite helicity times a prefactor. Thus, the interpretation is not as
obvious as for Dirac spinors which does not come as a surprise. Now the behaviour under
(CPT )2 is derived by repeated operation of CPT
(CPT )2 λS{−,+}(p) = −λS{−,+}(p) . (2.35)
The result shows that ELKO spinors satisfy
(CPT )2 = −I , (2.36)
which identifies them as a representation of a nonstandard Wigner class.
2.6 (Anti)commutation Relations for ELKO Spinors
The last remaining task is to analyse the (anti)commutation relations of the operators
acting on ELKO spinors. With the help of the derived transformation properties under
charge conjugation, parity, and time reversal this discussion is again clear-cut. For this
set of operators there are three independent (anti)commutation relations that need to be
evaluated. It can be shown that any ELKO spinor satisfies
{C,P}λS{−,+}(p) = 0 , (2.37)
[C, T ]λS{−,+}(p) = 0 , (2.38)
[P, T ]λS{−,+}(p) = 0 . (2.39)
These results show that for ELKO spinors C and P anticommute while C and T as well
as P and T commute. This behaviour is in perfect analogy to the Dirac case which was
outlined in Section 4. It deviates from previous proposals assuming that ELKO spinors
satisfy [C,P ] = 0, [C, T ] = 0, and {P, T} = 0.
2.7 Conclusions
The presented calculations confirm that ELKO spinors are not eigenspinors of the helicity
operator. However, the observed transformation behaviour under parity and time reversal
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is different than previously thought. It has been shown that ELKO spinors transform sym-
metrically under parity transformation if the appropriate transformations of the helicity
eigenstates under spatial inversion are chosen. The results also imply P 2 = −1. Further-
more, a change in the transformation behaviour under time reversal has been found. It
has also been shown that ELKO spinors transform asymmetrically under time reversal and
aquire an additional prefactor. This prefactor cancels through repeated application of the
time reversal operator and it is found that T 2 = −I. Even though the transformation
behaviour under parity and time reversal changes, (CPT )2 = −I is unchanged. This is
expected as ELKO spinors are a representation of a nonstandard Wigner class while Dirac
spinors satisfy (CPT )2 = I. Finally, it has been shown that ELKO spinors satisfy ex-
actly the same (anti)commutation relations as Dirac spinors {C,P} = 0, [C, T ] = 0, and
[P, T ] = 0. This result is especially intriguing as it shows that ELKO and Dirac spinors
behave similarly under discrete symmetry transformations, even though they belong to two
different representations.
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Chapter 3
A Supersymmetric Lagrangian
3.1 Constructing a Theory Based on the General Scalar Su-
perfield
The most straightforward approach to formulate a supersymmetric theory for fermionic
fields with integer-valued mass dimension is to formulate a theory in analogy to the com-
monly used formalism where fermionic fields have half-integer-valued mass dimension. This
is done by starting from the general scalar superfield
V = C − iθχ+ iχ¯′θ¯ − i
2
θ2 (M − iN) + i
2
θ¯2 (M + iN)− θσµθ¯Aµ
+ iθ¯2θ
(
λ− i
2
∂/χ¯′
)
− iθ2θ¯
(
λ¯′ − i
2
∂¯/χ
)
− 1
2
θ2θ¯2
(
D +
1
2
C
)
, (3.1)
and redefining the mass dimensions of the component fields appropriately, e. g., dim(C) =
1/2, dim(χ) = 1, etc. The chiral superfields X and Wα are then defined as
X =
i
2
D¯2V , (3.2)
Wα =
i
4
D¯2DαV , (3.3)
where the covariant derivatives are given by
Dα = ∂α − i∂/αβ˙ θ¯β˙ , (3.4)
D¯α˙ = −∂¯α˙ + iθβ∂/βα˙ . (3.5)
It has to be emphasised that this choice of conventions differs by a factor of −i from the
conventions used by Wess and Bagger (1982). It ensures that the covariant derivatives and
supersymmetry generators are Hermitian while the ones used by Wess and Bagger (1982)
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Contribution Mass Dimension Possible Contributions
V V dim(V V ) = 1 (mV V )D
XV dim(XV ) = 2 (XV )D
DVDV dim(DVDV ) = 2 (DVDV )D
V X dim(V X) = 2 (V X)D
DWV dim(DWV ) = 3 mass dimension too large for D-component
WDV dim(WDV ) = 3 mass dimension too large for D-component
XX dim(XX) = 3 (XX)F
DVW dim(DVW ) = 3 mass dimension too large for D-component
V DW dim(V DW ) = 3 mass dimension too large for D-component
Table 3.1: Contributions to the Lagrangian based on the general scalar superfield
if χ is identified with the fermionic field of mass dimension one. In addition to the
contributions built from products of unbarred superfields, the Hermitian conjugates
are permitted as well.
are not Hermitian. This deviation, however, does not affect the results for the chiral and
anti-chiral superfields as they are normalised such that the prefactor of the lowest superfield
component is unity which absorbs any overall prefactor of the previously mentioned kind.
However, there are two fundamental problems that prevent a feasible theory using this
approach. The first problem is that all possible contributions to the Lagrangian fail to
produce a nonvanishing kinetic term for the fermionic fields. The second problem is en-
countered during second quantisation of the Lagrangian. It can be shown that already the
simplest possible Lagrangian leads to negative energy solutions. In the following subsec-
tions these two problems are discussed in detail.
3.1.1 A Non-kinetic Supersymmetric Lagrangian
The general scalar superfield has two possible candidates for a fermionic field with mass
dimension one, χ and λ. For simplicity, the discussion is restricted to the case for χ as
fermionic field with mass dimension one. Similar calculations can be repeated for λ. Due
to the shift in mass dimension of the component fields the maximum number of covariant
derivatives necessary to be considered is then increased by two and the discussion becomes
more involved.
If χ is identified with the fermionic field with mass dimension one, it can be shown
that the mass dimensions of the general superfield V , covariant derivative Dα, and chiral
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superfields X and Wα are
dim(V ) =
1
2
, dim(Dα) =
1
2
, dim(X) =
3
2
, dim(Wα) = 2 . (3.6)
These results for the building blocks of the Lagrangian can be utilised to work out all
possible contributions to the Lagrangian. The contributions have to satisfy three basic
requirements. First, all contributions to the Lagrangian have to be Lorentz scalars and
thus cannot contain any uncontracted indices. Second, all structure constants must have
positive mass dimension for the theory to be renormalizable. Third, the contributions
must have the appropriate mass dimension to contribute either via the F -component or
the D-component. For contributions via the D-component no further restrictions on the
symmetry properties of the fields apply. This is no longer the case for contributions via
the F -component. In this case the fields that are multiplied together must either be all
chiral or all anti-chiral.
For χ the list of contributions is rather short and all possible terms are summarised in
Table 3.1. It groups the contributions into three groups depending on the mass dimension
of the superfield product without structure constants, which is related to the number
of covariant derivatives needed to derive the products using solely the general superfield
and covariant derivatives. It is possible to conceive terms with higher mass dimension;
however, those terms cannot contribute to the Lagrangian and are therefore irrelevant for
the following discussion. For simplicity the discussion is restricted to the unbarred fields
while the Hermitian conjugated components have to be considered for the Lagrangian as
well.
The first group of terms with mass dimension one consists of a single term which is the
product of two general superfields. As the general superfield is neither chiral nor antichiral
the only possible contribution to the Lagrangian is a mass term via the D-component.
The second group containing all terms with mass dimension 2 then encompasses all
terms that can be constructed using two general superfields and two covariant derivatives.
This results in three possible contributions to the kinetic term via the D-component. There
can be no contributions to the mass term via the F -component as neither V nor DV are
chiral or anti-chiral.
Finally, the third group summarises all terms with mass dimension three which contain
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two general superfields as well as four covariant derivatives. Due to the mass dimension,
only contributions via the F -component are possible. The only term that satisfies the
necessary symmetry requirements is XX which contributes to the kinetic term.
This means that there is one contribution to the mass term as well as four contributions
to the kinetic term. On the first glance this seems to ensure the existence of a viable theory.
However, explicit calculations reveal that neither one of the four kinetic terms in question
nor any combination of them is able to produce a kinetic term for χ which was originally
identified with the fermionic field with mass dimension one. A similar discussion can be
repeated for the case where λ is identified with the fermionic field with mass dimension one.
Although the discussion for λ produces an even larger number of potential contributions to
the kinetic term, neither of these terms results in a nonvanishing kinetic term. Therefore, it
can be concluded that it is impossible to construct a viable theory – other than the trivial
solution for a constant background spinor field – based on the general scalar superfield
that is able to describe fermionic fields with mass dimension one.
3.1.2 Problems with Second Quantisation
The second major problem arises from the second quantisation of the component fields.
A simple way to demonstrate this is to start with the simplest possible Lagrangian for a
fermionic field with mass dimension one
L = ∂µψ¯∂µψ −m2ψ¯ψ . (3.7)
The corresponding Hamiltonian is then found to be
H = ~∇ψ¯ ~∇ψ +m2ψ¯ψ . (3.8)
Inserting the quantised Dirac field
ψ =
∫
d3p
(2pi)3
1√
2Ep
∑
s
(
aspu
s(p)e−ip·x + bsp
†vs(p)eip·x
)
, (3.9)
ψ¯ =
∫
d3p
(2pi)3
1√
2Ep
∑
s
(
bspv¯
s(p)e−ip·x + asp
†u¯s(p)eip·x
)
, (3.10)
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into the Hamiltonian yields
H =
∫
d3p
(2pi)3
mEp
∑
s
(
asp
†asp + b
s
pb
s
p
†
)
, (3.11)
where the creation and annihilation operators obey the well known anti-commutation re-
lations
{
arp, a
s†
q
}
=
{
brp, b
s†
q
}
= (2pi)3 δ(p− q)δrs . (3.12)
After removing the zero-point energy from the Hamiltonian, it is given by
H =
∫
d3p
(2pi)3
mEp
∑
s
(
asp
†asp − bsp†bsp
)
. (3.13)
This reveals immediately that the constructed theory is not viable. This is due to the
fact that the creation operator b† can be used to lower the energy arbitrarily and obtain
negative energy solutions. In retrospect this outcome could have been expected since
all bosonic fields were replaced with fermionic fields and all commutation relations with
anti-commutation relations; see, e. g., Peskin and Schroeder (1995, Sect. 3.5).
3.2 The General Superfield with one Spinor Index
In the previous section it was shown that a theory based on the general scalar superfield
cannot be viable. This motivated an ansatz based on the general superfield with one spinor
index. So far only few references to the general spinor superfield exist in the literature.
One exception being the article by Gates Jr. (1977) that contains an expansion of a spinor
superfield in Grassmann variables. In addition, an expansion of the chiral spinor superfield
was given by Siegel (1979). Their results are also included in the book by Gates Jr. et al.
(2001). As our notation differs from previous publications and is based on spinor superfields
with different mass dimension the spinor superfield is introduced in detail and all chiral
and anti-chiral superfields up to third order in covariant derivatives are derived.
In analogy to the general scalar superfield, the general superfield with one spinor index
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can immediately be written down as an expansion in θ and θ¯
Vα = κα + θβMβα + θ¯β˙Nβ˙α + θ
βθγψαβγ + θ¯β˙ θ¯γ˙χαβ˙γ˙ + θ
β θ¯γ˙ωαβγ˙
+ θβθγ θ¯δ˙Rδ˙αβγ + θ
β θ¯γ˙ θ¯δ˙Sαβγ˙δ˙ + θ
βθγ θ¯δ˙ θ¯˙λαβγδ˙˙ . (3.14)
To bring this ansatz into a more convenient form the Grassmann variables need to be
contracted over the respective indices. After absorbing some of the prefactors into the
component fields, the general superfield is found to be
Vα = κα + θβMβα − θ¯β˙Nβ˙α + θ2ψα + θ¯2χα + θσµθ¯ (σµ)βγ˙ ωαβγ˙
− θ2θ¯δ˙Rδ˙α + θ¯2θβSβα + θ2θ¯2λα , (3.15)
where κ, ψ, χ, and λ are Majorana spinors, M , N , R, and S are complex second rank
spinors, and ω is a 3rd rank spinor. The four complex second rank spinors contain 32
bosonic degrees of freedom while the four majorana spinors contain 16 fermionic degrees
of freedom. As the number of bosonic and fermionic degrees of freedom must be the same
for a supersymmetric theory, the 3rd rank spinor must also have 16 fermionic degrees of
freedom. It is then tempting to rewrite the 3rd rank spinor as a vector of Majorana spinors
(σµ)
βγ˙ ωαβγ˙ = (σµ)
βγ˙ (σν)βγ˙ ωνα = 2ωµα , (3.16)
which has 16 degrees of freedom as well. After appropriate rescaling of this term the most
general superfield with one spinor index is given by
Vα = κα + θβMβα − θ¯β˙Nβ˙α + θ2ψα + θ¯2χα + θσµθ¯ωµα
− θ2θ¯β˙Rβ˙α + θ¯2θβSβα + θ2θ¯2λα . (3.17)
3.2.1 The Chiral Superfields
For the general scalar superfield the chiral and antichiral fields are derived by repeated
operation of the covariant derivatives D and D¯. By definition the chiral and antichiral
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superfields satisfy the following relations
D¯α˙X = 0 , (3.18)
DαY = 0 , (3.19)
where it is assumed that X is a chiral superfield and Y is an antichiral superfield which
can have an arbitrary number of spinor indices. The chiral and anti-chiral superfields up
to third order in covariant derivatives are then found by calculating D¯2V and D2V , as
well as D¯2DV and D2D¯V . For the general scalar superfield the anticommutation relations
for the covariant derivatives imply that the spinor indices of the covariant derivatives that
appear twice have to be contracted. This results in one chiral and one anti-chiral scalar
superfield, as well as one chiral and one anti-chiral spinor superfield.
The derivation of the chiral and anti-chiral superfields based on the general superfield
with one spinor index can then be performed in perfect analogy. The only difference is
that the resulting superfields acquire additional spinor indices as well – one chiral and one
anti-chiral spinor field, as well as one chiral and one anti-chiral second rank spinor field. It
is interesting to note that the chiral second rank spinor field contains a special case where
the second rank spinor field is reduced to a chiral scalar field. This is not possible for
the anti-chiral second rank spinor field due to the index structure which contains an odd
number of dotted and undotted indices.
The chiral spinor field is found by repeated operation of the covariant derivative D¯
onto the general superfield
Xα = −14D¯
2Vα
= χα + θβ
(
Sβα +
i
2
∂/β
δ˙Nδ˙α
)
+ θ2
(
λα +
i
2
∂µωµα − 14κα
)
− iθ∂/ θ¯χα
+
i
2
θ2θ¯γ˙ ∂¯/ γ˙
β
(
Sβα +
i
2
∂/β
δ˙Nδ˙α
)
− 1
4
θ2θ¯2χα . (3.20)
Comparison with the general expansion of a chiral field with one spinor index
Xα = χα + θβMβα + θ2λα − iθ∂/ θ¯χα + i2θ
2θ¯γ˙ ∂¯/ γ˙
βMβα − 14θ
2θ¯2χα (3.21)
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enables us to rewrite the chiral spinor field in a very elegant way
Xα = exp
(−iθ∂/ θ¯)(χα + θβ (Sβα + i2∂/βδ˙Nδ˙α
)
+ θ2
(
λα +
i
2
∂µωµα − 14κα
))
. (3.22)
A similar notation is possible for the remaining chiral and anti-chiral superfields that will
be introduced shortly. As this notation is not used in the further discussion an explicit
notation in exponential form is not given for Y , Z, Z0, and Z ′ but can be derived as well.
The calculations for the anti-chiral spinor field can be performed in a similar way where
the repeated operation of the covariant derivatives D on the general superfield replaces the
repeated operation of D¯
Yα = −14D
2Vα
= ψα − θ¯β˙
(
Rβ˙α +
i
2
∂¯/ β˙
γMγα
)
+ θ¯2
(
λα +
i
2
∂µωµα − 14κα
)
− iθ∂/ θ¯ψα
− i
2
θγ θ¯2∂/γ
β˙
(
Rβ˙α +
i
2
∂¯/ β˙
δMδα
)
− 1
4
θ2θ¯2ψα . (3.23)
At this point it is instructive to have a brief look at the component fields of the chiral
and anti-chiral superfields. It can be seen that the component fields χ, S and N only
appear in the chiral spinor field, while ψ, R, and M only appear in the anti-chiral spinor
field. Furthermore, the component fields λ, ω and κ appear in the θ2 and θ¯2 components
of the chiral and anti-chiral fields respectively. It turns out that the component fields λ,
ω, and κ that appear in both superfields are auxiliary fields and don’t contribute to the
on-shell Lagrangian.
To third order in covariant derivatives there is again one chiral and one anti-chiral
superfield which are now spinor fields of second rank. The chiral second rank spinor field
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is found to be
Zγα = −14D¯
2DγVα
=
(
Sγα − i2∂/γ
β˙Nβ˙α
)
+ θβ
(
2βγλα + (σνµ)βγ ∂νωµα +
1
2
βγκα
)
− iθ2
(
∂/γ
β˙Rβ˙α −
i
2
Mγα
)
− iθ∂/ θ¯
(
Sγα − i2∂/γ
β˙Nβ˙α
)
+
i
2
θ2θ¯δ˙∂/βδ˙
(
2βγλα + (σνµ)βγ ∂νωµα +
1
2
βγκα
)
− 1
4
θ2θ¯2
(
Sγα − i2∂/γ
β˙Nβ˙α
)
. (3.24)
A special case arises if the two undotted indices of the second rank spinor field are con-
tracted. It is then reduced to a scalar superfield
Z0 =
1
4
D¯2DV
= Tr
(
S +
i
2
∂/N
)
− θβ
(
2λβ + σνµ∂νωµ +
1
2
κβ
)
+ iθ2Tr
(
∂/R+
i
2
M
)
− iθ∂/ θ¯Tr
(
S +
i
2
∂/N
)
− i
2
θ2θ¯δ˙∂/βδ˙
(
2λβ + σνµ∂νωµ +
1
2
κβ
)
− 1
4
θ2θ¯2Tr
(
S +
i
2
∂/N
)
. (3.25)
The calculations for the anti-chiral second rank spinor field are nearly identical and it is
found to be
Z ′ = −1
4
D2D¯γ˙Vα
=
(
Rγ˙α +
i
2
∂/βγ˙Mβα
)
− θ¯β˙
(
2β˙γ˙λα − (σ¯νµ)β˙γ˙ ∂νωµα +
1
2
β˙γ˙κα
)
+ θ¯2
(
i∂¯/ γ˙
βSβα − 12Nγ˙α
)
+ iθ∂/ θ¯
(
Rγ˙α +
i
2
∂/βγ˙Mβα
)
+
i
2
θδ θ¯2∂/δ
β˙
(
2β˙γ˙λα − (σ¯νµ)β˙γ˙ ∂νωµα +
1
2
β˙γ˙κα
)
− 1
4
θ2θ¯2
(
Rγ˙α +
i
2
∂/βγ˙Mβα
)
. (3.26)
Unlike for the chiral second rank spinor field, no special case exists for the anti-chiral
second rank spinor field. This is due to the odd number of dotted and undotted indices
which makes it impossible to contract the indices to achieve a scalar superfield.
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3.2.2 Unitary Supertranslations
For the later discussion of the supercurrent and the derivation of the commutators and
anticommutators for the second quantisation of the component fields it is necessary to
derive the superfield variation of the general superfield with one spinor index. This also
specifies the superfield variations of the component fields and thus the superfield variation
of the on-shell component fields. The following derivation follows closely the discussion for
the general scalar superfield in Dick (2009) and was adapted accordingly to compensate
for the additional spinor index.
The starting point for the derivation of the behaviour of a superfield under unitary
supertranslations is the definition of a superspace eigenstate
∣∣x0, θ0, θ¯0〉 , (3.27)
which has the eigenvalues
xµ
∣∣x0, θ0, θ¯0〉 = x0 ∣∣x0, θ0, θ¯0〉 , (3.28)
θα
∣∣x0, θ0, θ¯0〉 = θ0α ∣∣x0, θ0, θ¯0〉 , (3.29)
θ¯α˙
∣∣x0, θ0, θ¯0〉 = θ¯0α˙ ∣∣x0, θ0, θ¯0〉 . (3.30)
Here θα, θ¯α˙, and xµ are operators acting on the superspace eigenstate while the eigenvalues
are denoted by a subscript 0 for the original eigenstate and with a prime for the translated
state. This differs somewhat from the usual convention to denote operators with a hat
to achieve a consistent notation throughout this thesis. Therefore, a state that is shifted
under unitary supertranslations can be written as
∣∣x′, θ′, θ¯′〉 = exp (iay · P + ibζQ+ icQ¯ζ¯) ∣∣x0, θ0, θ¯0〉 , (3.31)
where the prefactors a, b, and c still need to be determined in agreement with the previ-
ous choice for the position space representation of the components of the supersymmetry
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algebra. An arbitrary operator O acting on the shifted state can also be expressend as
O ∣∣x′, θ′, θ¯′〉 = O exp (iay · P + ibζQ+ icQ¯ζ¯) ∣∣x0, θ0, θ¯0〉
= exp
(
iay · P + ibζQ+ icQ¯ζ¯) exp (−iay · P − ibζQ− icQ¯ζ¯)
×O exp (iay · P + ibζQ+ icQ¯ζ¯) ∣∣x0, θ0, θ¯0〉 . (3.32)
Using the Campbell-Baker-Hausdorff formula
e−iGλAeiGλ =
∑
j
(−iλ)j
j
[G,A] (3.33)
this product of operators can be decomposed into an infinite sum of commutators
O ∣∣x′, θ′, θ¯′〉 = exp (iay · P + ibζQ+ icQ¯ζ¯)
×
∑
j
(−iλ)j
j
[ay · P + bζQ+ cQ¯ζ¯,O] ∣∣x0, θ0, θ¯0〉 . (3.34)
To evaluate the commutators in the previous equation it proves useful to utilise the fol-
lowing three commutators and anticommutators.
{∂β, θα} = βα , (3.35){
∂β˙, θ¯α˙
}
= α˙β˙ , (3.36)
[Pν , xµ] = iηνµ . (3.37)
For the operator θ it is found that
θα
∣∣x′, θ′, θ¯′〉 = exp (iay · P + ibζQ+ icQ¯ζ¯)
×
∑
j
(−iλ)j
j
[ay · P + bζQ+ cQ¯ζ¯, θ] ∣∣x, θ, θ¯〉 , (3.38)
where the n-th commutator has to be derived recursively. Conveniently, the first commu-
tator is given by
[
ayµPµ + bζβQβ + cQ¯β˙ ζ¯
β˙, θα
]
= ibζα . (3.39)
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This implies that the second commutator already vanishes
2
[ ayµPµ + bζβQβ + cQ¯β˙ ζ¯
β˙, θα
]
= 0 . (3.40)
Therefore, all higher order contributions to the infinite sum must vanish identically as well.
The eigenvalue of the shifted state is then found to be
θ′α
∣∣x′, θ′, θ¯′〉 = exp (iay · P + ibζQ+ icQ¯ζ¯) (θα + bζα) ∣∣x0, θ0, θ¯0〉
= (θ0α + bζα)
∣∣x′, θ′, θ¯′〉 , (3.41)
which corresponds to
θ′α = θ0α + bζα . (3.42)
A similar calculation can be repeated for the operator θ¯. It is found that
θ¯α˙
∣∣x′, θ′, θ¯′〉 = exp (iay · P + ibζQ+ icQ¯ζ¯)
×
∑
j
(−iλ)j
j
[ay · P + bζQ+ cQ¯ζ¯, θ¯α˙
] ∣∣x0, θ0, θ¯0〉 . (3.43)
Again the the n-th commutator must be calculated recursively starting with the first order
commutator
[
ay · P + bζβQβ + cQ¯β˙ ζ¯ β˙, θ¯α˙
]
= icζ¯α˙ . (3.44)
Like in the previous case this result implies that the second commutator already vanishes
identically
2
[ ay · P + bζβQβ + cQ¯β˙ ζ¯ β˙, θ¯α˙
]
= 0 . (3.45)
The eigenvalue of the shifted state is then found to be
θ¯′α˙
∣∣x′, θ′, θ¯′〉 = exp (iay · P + ibζQ+ icQ¯ζ¯) (θ¯α˙ + cζ¯α˙) ∣∣x0, θ0, θ¯0〉
=
(
θ¯0α˙ + cζ¯α˙
) ∣∣x′, θ′, θ¯′〉 , (3.46)
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which alternatively can be written as
θ¯′α˙ = θ¯0α˙ + cζ¯α˙ . (3.47)
Finally, the behaviour of the eigenvalue of the operator xµ is analysed
xµ
∣∣x′, θ′, θ¯′〉 = exp (iay · P + ibζQ+ icQ¯ζ¯)
×
∑
j
(−iλ)j
j
[ay · P + ibζQ+ icQ¯ζ¯, xµ] ∣∣x0, θ0, θ¯0〉 . (3.48)
As for the previous discussion of θ and θ¯ it is necessary to determine the n-th commutator
recursively. The first commutator is found to be
[
ayνPν + bζαQα + cQ¯α˙ζ¯α˙, xµ
]
= iayµ − bζσµθ¯ + cθσµζ¯ . (3.49)
At first glance it seems as if the series expansion doesn’t terminate after the first commu-
tator. However, the explicit calculation of the second commutator reveals that it vanishes
identically
2
[ayνPν + bζαQα + cQ¯α˙ζ¯α˙, xµ
]
= ibcζγ (σµ)γ
α˙ζ¯α˙ − ibcζα (σµ)α γ˙ ζ¯ γ˙ = 0 . (3.50)
For this calculation it proves convenient to reuse the results from the previous calculations
for θ and θ¯. The identically vanishing second commutator then terminates the infinite
series and the eigenvalue for the operator xµ acting on the translated state is found to be
xµ
∣∣x′, θ′, θ¯′〉 = exp (iay · P + ibζQ+ icQ¯ζ¯) (xµ + ayµ + i (bζσµθ¯ − cθσµζ¯)) ∣∣x0, θ0, θ¯0〉
=
(
xµ0 + ay
µ + i
(
bζσµθ¯0 − cθ0σµζ¯
)) ∣∣x′, θ′, θ¯′〉 . (3.51)
Therefore, the eigenvalue of the translated state under the operation of the operator x is
given by
x′µ = xµ0 + ay
µ + i
(
bζσµθ¯0 − cθ0σµζ¯
)
. (3.52)
Combining the results for the operators θ, θ¯, and xµ yields a translated superspace
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eigenstate of
∣∣x′, θ′, θ¯′〉 = ∣∣x0 + ay0 + i (bζσθ¯0 − cθ0σζ¯) , θ0 + bζ, θ¯0 + cζ¯〉 , (3.53)
where the prefactors a, b, and c are still arbitrary. As a convention it is assumed that the
discussion is restricted to pure superspace translations for which the spatial translation
vanishes and thus ay0 = 0. Furthermore, the translations of the superspace coordinates
θ and θ¯ are chosen to be positive which results in b = c = 1. Alternatively it would be
possible to adopt a negative translation of the superspace coordinates which was realized
in Dick (2009). This results in a relation between the original and shifted state of the
following form
∣∣x′, θ′, θ¯′〉 = ∣∣x+ i (ζσθ¯ − θσζ¯) , θ + ζ, θ¯ + ζ¯〉 = exp (iζQ+ iQ¯ζ¯) ∣∣x, θ, θ¯〉 , (3.54)
where the subscript 0 was dropped as it is no longer necessary to distinguish between
operators and eigenvalues. It expresses the eigenstate at the shifted superspace coordinates
in terms of the superspace coordinates of the original superspace eigenstate. It can be seen
that a superspace translation, unlike a translation of normal fields, not only induces a
spatial translation, but also results in a shift of the superspace coordinates θ and θ¯. This
is similar to the consecutive application of two Lorentz boosts with velocities that are not
colinear which induces a Lorentz boost as well as a rotation.
Now that the behaviour of a superspace eigenstate under unitary supertranslation is
known, the calculation of the translated general superfield with one spinor index is straight-
forward
V ′
(
x, θ, θ¯
)
=
〈
x, θ, θ¯
∣∣ exp (iζQ+ iQ¯ζ¯) |V 〉
=
〈
x− i (ζσθ¯ − θσζ¯) , θ − ζ, θ¯ − ζ¯∣∣ V 〉
= V
(
x− i (ζσθ¯ − θσζ¯) , θ − ζ, θ¯ − ζ¯) . (3.55)
As for the superspace eigenstate, a unitary supertranslation acting on a general superfield
induces a spatial translation as well as a shift of superspace coordinates. In terms of the
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component fields the translated superfield can then be written as
V ′α
(
x, θ, θ¯
)
= V ′α
(
x− i (ζσθ¯ − θσζ¯) , θ − ζ, θ¯ − ζ¯)
= κα
(
x− i (ζσθ¯ − θσζ¯))+ (θβ − ζβ)Mβα(x− i (ζσθ¯ − θσζ¯))
−
(
θ¯β˙ − ζ¯ β˙
)
Nβ˙α
(
x− i (ζσθ¯ − θσζ¯))+ (θ − ζ)2 ψα(x− i (ζσθ¯ − θσζ¯))
+
(
θ¯ − ζ¯)2 χα(x− i (ζσθ¯ − θσζ¯))
+ (θ − ζ)σµ (θ¯ − ζ¯)ωµα(x− i (ζσθ¯ − θσζ¯))
− (θ − ζ)2
(
θ¯β˙ − ζ¯ β˙
)
Rβ˙α
(
x− i (ζσθ¯ − θσζ¯))
+
(
θ¯ − ζ¯)2 (θβ − ζβ)Sβα(x− i (ζσθ¯ − θσζ¯))
+ (θ − ζ)2 (θ¯ − ζ¯)2 λα(x− i (ζσθ¯ − θσζ¯)) . (3.56)
To express the translated component fields in terms of the component fields at the original
superspace coordinates a Taylor expansion of the component fields can be used. In Dick
(2009) the transformation to all orders is presented. For our purposes an expansion up to
first order in the transformation parameters ζ and ζ¯ of the form
κα
(
x− i (ζσθ¯ − θσζ¯)) ≈ κα(x)− i (ζσν θ¯ − θσν ζ¯) ∂νκα(x) (3.57)
is sufficient. After appropriately rewriting equation (3.56), neglecting all terms of second
or higher order in the transformation parameters ζ and ζ¯, and collecting the terms with
corresponding orders in the Grassmann variables θ and θ¯ the shifted superfield is given by
V ′α
(
x, θ, θ¯
)
= κα(x)− ζβMβα(x) + ζ¯ β˙Nβ˙α(x)
+ θβ
(
Mβα(x) + i (σµ)βγ˙ ζ¯
γ˙∂µκα(x)− 2ζβψα(x)− (σµ)βγ˙ ζ¯ γ˙ωµα(x)
)
− θ¯β˙
(
Nβ˙α(x)− i (σ¯µ)β˙γ ζγ∂µκα(x)− 2ζ¯β˙χα(x)− (σ¯µ)β˙γ ζγωµα(x)
)
+ θ2
(
ψα(x)− i2 ζ¯
δ˙ (σ¯µ)δ˙
β∂µMβα(x) + ζ¯ β˙Rβ˙α(x)
)
+ θ¯2
(
χα(x)− i2ζ
δ (σµ)δ
β˙∂µNβ˙α(x)− ζβSβα(x)
)
+ θσµθ¯
(
ωµα(x) +
i
2
ζδ (σν σ¯µ)δ
β∂νMβα(x)− i2 ζ¯
δ˙ (σ¯νσµ)δ˙
β˙∂νNβ˙α(x)
−ζγ (σµ)γβ˙ Rβ˙α(x) + ζ¯γ˙ (σ¯µ)γ˙β Sβα(x)
)
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− θ2θ¯β˙
(
Rβ˙α(x)− i (σ¯µ)β˙γ ζγ∂µψα(x) +
i
2
(σ¯µσν)β˙˙ ζ¯
˙∂νωµα(x)− 2ζ¯β˙λα(x)
)
+ θ¯2θβ
(
Sβα(x) + i (σµ)βγ˙ ζ¯
γ˙∂µχα(x) +
i
2
(σµσ¯ν)βδ ζ
δ∂νωµα(x)− 2ζβλα(x)
)
+ θ2θ¯2
(
λα(x)− i2ζ
γ (σµ)γ
β˙∂µRβ˙α(x)−
i
2
ζ¯ δ˙ (σ¯µ)δ˙
β∂µSβα(x)
)
. (3.58)
The variation of the general superfield with one spinor index is then defined as the difference
between the translated superfield and the superfield at the original superspace coordinates
δV
(
x, θ, θ¯
)
= V ′
(
x, θ, θ¯
)− V (x, θ, θ¯) . (3.59)
Therefore, the variation of the component fields can be extracted immediately from equa-
tion (3.58)
δκα = −ζβMβα(x) + ζ¯ β˙Nβ˙α(x) , (3.60)
δMβα = −2ζβψα(x) + iζ¯ γ˙ (σ¯µ)γ˙β ∂µκα(x)− ζ¯ γ˙ (σ¯µ)γ˙β ωµα(x) , (3.61)
δNβ˙α = −2ζ¯β˙χα(x)− iζγ (σµ)γβ˙ ∂µκα(x)− ζγ (σµ)γβ˙ ωµα(x) , (3.62)
δψα = ζ¯ β˙Rβ˙α(x)−
i
2
ζ¯ β˙ (σ¯µ)β˙
γ∂µMγα(x) , (3.63)
δχα = −ζβSβα(x)− i2ζ
β (σµ)β
γ˙∂µNγ˙α(x) , (3.64)
δωµα = ζβ (σµ)β
γ˙Rγ˙α(x) +
i
2
ζβ (σν σ¯µ)β
γ∂νMγα(x)
− ζ¯ β˙ (σ¯µ)β˙ γSγα(x)−
i
2
ζ¯ β˙ (σ¯νσµ)β˙
γ˙∂νNγ˙α(x) , (3.65)
δRβ˙α = −2ζ¯β˙λα(x)− iζγ (σµ)γβ˙ ∂µψα(x)−
i
2
ζ¯ γ˙ (σ¯νσµ)γ˙β˙ ∂νωµα(x) , (3.66)
δSβα = −2ζβλα(x) + iζ¯ γ˙ (σ¯µ)γ˙β ∂µχα(x)−
i
2
ζγ (σν σ¯µ)γβ ∂νωµα(x) , (3.67)
δλα = − i2ζ
β (σµ)β
γ˙∂µRγ˙α(x)− i2 ζ¯
β˙ (σ¯µ)β˙
γ∂µSγα(x) . (3.68)
These results then imply the variation of the on-shell component fields. After eliminating
the auxiliary fields and using the definition of the component fields R˜ and S˜ from equations
(3.75) and (3.76) the variation of the component field of the on-shell Lagrangian are found
to be
δψα = ζ¯ β˙R˜β˙α , (3.69)
δχα = −ζβS˜βα , (3.70)
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Product Mass Dimension Contributions
V V dim(V V ) = 0
(
m2V V
)
D
XV dim(XV ) = 1 (mXV )D , (mY V )D
DVDV dim(DVDV ) = 1 (mDVDV )D ,
(
mD¯V D¯V
)
D
V X dim(V X) = 1 (mVX)D , (mV Y )D
DZV dim(DZV ) = 2 (DZV )D ,
(
D¯Z ′V
)
D
ZDV dim(ZDV ) = 2 (ZDV )D ,
(
Z ′D¯V
)
D
XX dim(XX) = 2 (mXX)F , (mY Y )F , (XY )D , (Y X)D
DV Z dim(DV Z) = 2 (DV Z)D ,
(
D¯V Z ′
)
D
V DZ dim(V DZ) = 2 (V DZ)D ,
(
V D¯Z ′
)
D
DZX dim(DZX) = 3 mass dimension too large for D-component
ZZ dim(ZZ) = 3 (ZZ)F , (Z
′Z ′)F
XDZ dim(XDZ) = 3 mass dimension too large for D-component
Table 3.2: Possible contributions to the Lagrangian for χ as fermionic field with
mass dimension one based on the general superfield with one spinor index. The
first two columns specify the product and mass dimensionality using the general
superfield and chiral superfields only. The third column then summarises all possible
contributions corresponding to the product outlined in the first column including the
contributions that arise from the antichiral superfields.
δR˜β˙α = mζ¯β˙χα − 2iζγ∂/γβ˙ψα , (3.71)
δS˜βα = mζβψα + 2iζ¯ γ˙ ∂¯/ γ˙βχα . (3.72)
3.3 The Lagrangian for χ as Fermionic Field with Mass Di-
mension One
If χ is identified with the fermionic field with mass dimension one it can be shown that
dim(Vα) = 0 , dim(Dα) =
1
2
, dim(Xα) = dim(Yα) = 1 , dim(Zγα) = dim
(
Z ′γ˙α
)
=
3
2
.
(3.73)
With these results for the mass dimensions of the building blocks of the Lagrangian all
possible terms can be worked out. It is interesting to note that for χ as fermionic field with
mass dimension one the mass dimension of the general superfield with one spinor index is
1/2 lower than for the general scalar superfield. This indicates that the structure of the
theory based on the general superfield with one spinor index is richer as there are more
allowed contributions to the Lagrangian. For convenience the discussion is restricted to
the unbarred superfields while the Hermitian conjugates contribute to the Lagrangian as
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well.
The contributions to the Lagrangian have to satisfy the same basic requirements as
outlined in the discussion of the general scalar superfield in Section 3.1.1 – no uncon-
tracted spinor indices, positive mass dimension for coupling constants, and appropriate
mass dimension for contribution via D- or F -component. All conceivable terms that are
in agreement with these conditions are then summarised in Table 3.2.
As mentioned earlier, Table 3.2 contains significantly more possible contributions to the
Lagrangian which are divided into four groups. The additional group is due to the lower
mass dimensionality of the general superfield with one spinor index which now allows a
spectrum for the mass dimensions ranging from 0 and 3.
The first group which contains only one term, the product of two general superfields
with one spinor index without additional covariant derivatives, has mass dimension 0. For
symmetry reasons the only possible contribution to the Lagrangian is a mass term via the
D-component.
The group containing all terms with mass dimension 1 has then 6 possible terms. As V
and DV are neither chiral nor anti-chiral all six terms are contributions to the mass term
via the D-component.
In the third group all terms with mass dimension 2 are grouped together. It contains
12 terms of which 10 are contributions to the kinetic term via the D-component while 2
are contributions to the mass term via the F -component. It is worth mentioning that this
is the only group that contains contributions to the kinetic term as well as contributions
to the mass term. It is even more intriguing to notice that one specific type of superfield
product of the form X1X2 where X1 and X2 can be either chiral or antichiral is able to
produce both kind of contributions.
Finally, the fourth group which contains all terms with mass dimension 3 has two
entries. Due to the mass dimension only contributions via the F -component are possible
which means that both terms can only contribute to the kinetic term.
It is interesting to note that some of the terms contained in table 3.2, namely DVDV
and XV were previously considered by Gates and Siegel Gates Jr. and Siegel (1980, 1981).
However, in these articles the authors assume the commonly used mass dimensions for
fermionic and bosonic fields. This has two consequences. First, all kinetic terms in Gates
Jr. and Siegel (1980, 1981) become mass terms in the present scenario due to the change
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of mass dimensionality. Second, all contributions summarised in groups three and four of
table 3.2, and therefore the products of chiral superfields XX and Y Y do not exist without
redefinition of mass dimensions to accommodate fermionic fields with mass dimension one
and thus were not considered before.
3.4 The On-shell Lagrangian
A supersymmetric Lagrangian can be constructed by combining contributions that were
found in the dimensional analysis of the previous section. It was mentioned earlier that
the first two groups of Table 3.2 with mass dimension 0 and 1 respectively contain only
contributions to the mass term while the group with mass dimension 3 only produces
contributions to the kinetic term. Therefore, the following discussion for the construction
of a supersymmetric Lagrangian will be resticted to the third group which is the only one
containing kinetic as well as mass terms. This limits the number of superfield products
that need to be calculated to 12. Explicit calculations reveal that this number can be
narrowed down even further. It can be shown that the terms (DZV )D, (ZDV )D, (XY )D,
(DV Z)D, (V DZ)D are identical up to a prefactor. Therefore, only the D-component of
the terms XY and Y X will be considered for the kinetic term. The Lagrangian can then
be written in a very compact form
L = (XY )D + (Y X)D +
m
2
(XX)F +
m
2
(Y Y )F + h.c. . (3.74)
From the previous derivation of the chiral superfield X in equation (3.21) and the anti-
chiral superfield Y in equation (3.23) it can be seen that the component fields N , M , S, R,
λ, and κ are not independent. Therefore, it is convenient to introduce the new component
fields
S˜βα = Sβα +
i
2
∂/β
γ˙Nγ˙α , (3.75)
R˜β˙α = Rβ˙α −
i
2
∂¯/ β˙
τMτα , (3.76)
λ˜α = λα − 14κα . (3.77)
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Furthermore, it can be seen that the spinor vector field ωµα is always contracted with a four
derivative and therefore it is convenient to introduce
ω˜α = ∂µωµα , (3.78)
to simplify the equations. The chiral and anti-chiral superfields can then be written as
Xα = χα + θβS˜βα + θ2
(
λ˜α +
i
2
ω˜α
)
− iθ∂/ θ¯χα + i2θ
2θ¯γ˙ ∂¯/ γ˙
βS˜βα − 14θ
2θ¯2χα , (3.79)
Yα = ψα − θ¯β˙R˜β˙α + θ¯2
(
λ˜α − i2 ω˜α
)
+ iθ∂/ θ¯ψα +
i
2
θγ θ¯2∂/γ
β˙R˜β˙α −
1
4
θ2θ¯2ψα . (3.80)
This can be used to calculate the four contributions to the Lagrangian outlined in equation
(3.74)
(XαXα)F = χλ˜+
i
2
χω˜ − 1
2
Tr
(
S˜T S˜
)
+ λ˜χ+
i
2
ω˜χ , (3.81)
(Y αYα)F = ψλ˜−
i
2
ψω˜ − 1
2
Tr
(
R˜T R˜
)
+ λ˜ψ − i
2
ω˜ψ , (3.82)
(XαYα)D = ∂µχ∂
µψ + λ˜λ˜− i
2
λ˜ω˜ +
i
2
ω˜λ˜+
1
4
ω˜ω˜ +
i
2
Tr
(
S˜T∂/R˜
)
, (3.83)
(Y αXα)D = ∂µψ∂
µχ+ λ˜λ˜+ i
2
λ˜ω˜ − i
2
ω˜λ˜+
1
4
ω˜ω˜ +
i
2
Tr
(
R˜T ∂¯/S˜
)
. (3.84)
Therefore, the Lagrangian is given by
L = ∂µχ∂µψ + ∂µψ∂µχ+ 2λ˜λ˜+ 12 ω˜ω˜ +
m
2
χλ˜+
im
4
χω˜ +
m
2
λ˜χ+
im
4
ω˜χ+
m
2
ψλ˜− im
4
ψω˜
+
m
2
λ˜ψ − im
4
ω˜ψ +
i
2
Tr
(
S˜T∂/R˜
)
+
i
2
Tr
(
R˜T ∂¯/S˜
)
− m
4
Tr
(
S˜T S˜
)
− m
4
Tr
(
R˜T R˜
)
.
(3.85)
It can be seen that this Lagrangian still contains the auxiliary fields λ˜ and ω˜. They can
be eliminated from the Lagrangian using their equations of motion
ω˜τ = − im2 (χτ − ψτ ) , (3.86)
λ˜τ = −m4 (χτ + ψτ ) . (3.87)
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This process is also referred to as going “on-shell”. The resulting on-shell Lagrangian is
then found to be
L = ∂µχ∂µψ + ∂µψ∂µχ− m
2
4
ψχ− m
2
4
χψ
+
i
2
Tr
(
S˜T∂/R˜
)
+
i
2
Tr
(
R˜T ∂¯/S˜
)
− m
4
Tr
(
S˜T S˜
)
− m
4
Tr
(
R˜T R˜
)
. (3.88)
It is solely dependent on the on-shell component fields χ, ψ, S˜, and R˜. On the first glance
it seems that there are twice as many bosonic degrees of freedom as fermionic ones, because
each of the second rank spinor fields has in general 8 degrees of freedom, while each of the
complex spinor fields only encompasses four degrees of freedom. However, on-shell, the
bosonic second rank spinor fields satisfy a Weyl type equation which reduces the number
of bosonic on-shell degrees of freedom by a factor of 2. This means that the Lagrangian
indeed has 8 fermionic and 8 bosonic degrees of freedom.
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Chapter 4
The Supercurrent
In classical field theory the Noether theorem describes the connection between symme-
try transformations that leave the Lagrangian invariant and the corresponding conserved
quantities. It states that every symmetry results in a conserved current which can alterna-
tively be expressed as a conserved charge. Even though supersymmetry is not a symmetry
in the classical sense – as it represents a symmetry between fermionic and bosonic fields –
the Lagrangian is invariant under the variation of the component fields as defined in equa-
tions (3.69) to (3.72). Therefore, according to Noether’s theorem, a conserved supercurrent
exists.
The general equation for the supercurrent is given by
Jµκ =
∂
∂ζκ
∑
φ
δφ
∂L
∂∂µφ
−Kµ
 , (4.1)
where the summation runs over all component fields of the Lagrangian. It has to be
emphasised that this compact general equation for the full general supercurrent suppresses
any indices of the component fields and also includes all Hermitian conjugate component
fields as well. Furthermore, it is necessary to adjust the signs in agreement with the
definition of the derivative with respect to the Grassmann variables ζ and ζ¯ as well as the
insertion rules for the variation of the component fields.
The term Kµ is related to the variation of the Lagrangian by
∂µKµ = δL , (4.2)
which indicates that the variation of the Lagrangian is a four-divergence. This plays
an important role in the explicit calculation of the variation as for most purposes it is
assumed that the boundary terms vanish. For the variation of the Lagrangian and thus
46
the calculation of Kµ, however, these are exactly the terms that are of interest.
As the full supercurrent Jµ is Hermitian there are two possible ways to derive it. First, it
is possible to derive the full supercurrent using the complete on-shell Lagrangian including
the Hermitian conjugate part. Alternatively it is possible to restrict the discussion to the
on-shell Lagrangian without the Hermitian conjugate part and to calculate both J1/2µ as
well as J¯1/2µ . Both ways are equivalent as the result of the first approach calculated from
the complete Lagrangian can be constructed from the two contributions J1/2µ and J¯
1/2
µ
derived from the Lagrangian without Hermitian conjugate part alone. For simplicity the
derivation using only the Lagrangian without Hermitian conjugate part will be presented
first. This calculation was also performed using the other approach to demonstrate that
the two methods are actually equivalent.
If the discussion is restricted to the Lagrangian without Hermitian conjugate part the
general equation for J1/2µ can be written as
J1/2µκ =
∂
∂ζκ
(
δχτ
∂L
∂∂µχτ
+ δψτ
∂L
∂∂µψτ
+ δS˜τω
∂L
∂∂µS˜τω
+ δR˜τ˙ω
∂L
∂∂µR˜τ˙ω
−Kµ
)
. (4.3)
Inserting the on-shell Lagrangian from equation (3.88) into the equation for the supercur-
rent yields
Jµκ = −3S˜κα∂µψα − im2 ψ
α (σµ)κ
β˙R˜β˙α − i∂νψα (σνµ)κ βS˜βα −
∂
∂ζκ
Kµ . (4.4)
The remaining task is now to derive the explicit form of Kµ by calculating the variation of
the Lagrangian without Hermitian conjugate part
δL = ∂µδχ∂µψ + ∂µχ∂µδψ + ∂µδψ∂µχ+ ∂µψ∂µδχ
− m
2
4
δψχ− m
2
4
ψδχ− m
2
4
δχψ − m
2
4
χψδ
+
i
2
Tr
(
δS˜T∂/R˜
)
+
i
2
Tr
(
S˜T∂/δR˜
)
+
i
2
Tr
(
δR˜T ∂¯/S˜
)
+
i
2
Tr
(
R˜T ∂¯/δS˜
)
− m
4
Tr
(
δS˜T S˜
)
− m
4
Tr
(
S˜T δS˜
)
− m
4
Tr
(
δR˜T R˜
)
− m
4
Tr
(
R˜T δR˜
)
. (4.5)
It can be shown that the variation of the Lagrangian is a four divergence as expected which
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implies that
Kµ = ζβS˜βα∂µψα − ζ¯ β˙R˜β˙α∂µχα +
im
2
(σ¯µ)β˙
γ ζ¯ β˙χαS˜γα +
im
2
(σµ)β
γ˙ζβψαR˜γ˙α
+ iζ¯ δ˙ (σ¯µν)δ˙
γ˙χα∂νR˜γ˙α + iζδ (σµν)δ
γψα∂ν S˜γα . (4.6)
This result can then be inserted into the equation for the supercurrent. After differentiating
with respect to the transformation parameter ζ the supercurrent is found to be
J1/2µκ = −im (σµ)κ β˙R˜β˙αψα + 2 (σµ)βγ˙ ∂¯/ γ˙κψαS˜βα . (4.7)
The contribution to the full supercurrent J¯1/2µ is defined in perfect analogy to J
1/2
µ by
replacing the derivative with respect to the Grassmann variable ζ with a derivative with
respect to ζ¯. As mentioned earlier the behaviour of the Grassmann derivative is rather
subtle and depends on the conventions chosen. Therefore it is not immediately clear
whether the transition between unbarred and barred Grassmann derivatives also implies
a transition from right to left derivatives. In the present scenario where by convention
all derivatives are written as right derivatives the change from left to right derivative
introduces an additional overall minus sign
J¯
1/2
µκ˙ = −
∂
∂ζ¯ κ˙
(
δχτ
∂L
∂∂µχτ
+ δψτ
∂L
∂∂µψτ
+ δS˜τω
∂L
∂∂µS˜τω
+ δR˜τ˙ω
∂L
∂∂µR˜τ˙ω
−Kµ
)
. (4.8)
Later on in the calculation it will become clear that this overall sign is justified as this
choice for J¯1/2µ in connection with the previous result for J
1/2
µ produces a consistent second
quantization of the component fields. No second quantization exists if J¯1/2µ is defined
with a different prefactor. The supercurrent J¯1/2µ for the Lagrangian without the complex
conjugate part is then given by
J¯
1/2
µκ˙ = 3R˜κ˙α∂µχ
α + i (σνµ)κ˙
β˙∂νχ
αR˜β˙α +
im
2
(σ¯µ)κ˙
βS˜βαχ
α +
∂
∂ζ¯ κ˙
Kµ , (4.9)
where the term Kµ is already known from the discussion of J1/2µ . After differentiation with
respect to the Grassmann variable the final result for the contribution to the Hermitian
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conjugate supercurrent is
J¯
1/2
µκ˙ = im (σ¯µ)κ˙
βS˜βαχ
α + 2 (σ¯µ)
β˙γ ∂/γκ˙χ
αR˜β˙α . (4.10)
Together with the previous result for J1/2µ from equation (4.7) the construction of the full
supercurrent is straightforward
Jµκ = −im (σµ)κ β˙R˜β˙αψα + 2 (σµ)βγ˙ ∂¯/ γ˙κψαS˜βα
− im (σµ)κ β˙ ¯˜Sβ˙α˙χ¯α˙ + 2 (σµ)βγ˙ ∂¯/ γ˙κχ¯α˙ ¯˜Rβα˙ . (4.11)
The supercurrent J¯µ is then simply found by Hermitian conjugation
J¯µκ = im (σ¯µ)κ˙
βS˜βαχ
α + 2 (σ¯µ)
β˙γ ∂/γκ˙χ
αR˜β˙α
+ im (σ¯µ)κ˙
β ¯˜Rβα˙ψ¯α˙ + 2 (σ¯µ)
β˙γ ∂/γκ˙ψ¯
α˙ ¯˜Sβ˙α˙ . (4.12)
4.1 The Contribution of Lh.c. to the On-shell Supercurrent
Alternatively it is possible to derive the supercurrent using the the full Lagrangian. As the
contribution from the unconjugated part of the Lagrangian was previously calculated the
discussion can be restricted to the Hermitian conjugate part of the Lagrangian. Starting
from the Lagrangian in equation (3.88) the Hermitian conjugate part is found to be
Lh.c. = ∂µχ¯∂µψ¯ + ∂µψ¯∂µχ¯− m
2
4
ψ¯χ¯− m
2
4
χ¯ψ¯
+
i
2
Tr
(
˜¯ST ∂¯/ ˜¯R
)
+
i
2
Tr
(
˜¯RT∂/ ˜¯S
)
− m
4
Tr
(
˜¯ST ˜¯S
)
− m
4
Tr
(
˜¯RT ˜¯R
)
. (4.13)
Furthermore, the variations for the Hermitian conjugate on-shell component fields have to
be determined. They can be found by Hermitian conjugation from the variation of the
on-shell component fields from equations (3.69) to (3.72)
δψ¯α˙ = ζβ ˜¯Rβα˙ , (4.14)
δχ¯α˙ = −ζ¯ β˙ ˜¯Sβ˙α˙ , (4.15)
δ ˜¯Rβα˙ = −mζβχ¯α˙ − 2iζ¯ γ˙ ∂¯/ γ˙βψ¯α˙ , (4.16)
δ ˜¯Sβ˙α˙ = −mζ¯β˙ψ¯α˙ + 2iζγ∂/γβ˙χ¯α˙ . (4.17)
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The general equation for the Hermitian conjugate component of the supercurrent is
given by
(
J
1/2
h.c.
)
µκ
= − ∂
∂ζκ
(
−δχ¯ ∂L
∂∂µχ¯
− δψ¯ ∂L
∂∂µψ¯
+ δ ˜¯S
∂L
∂∂µ ˜¯S
+ δ ˜¯R
∂L
∂∂µ ˜¯R
− K¯µ
)
= − ∂
∂ζκ
(
δχ¯τ˙
∂L
∂∂µχ¯τ˙
+ δψ¯τ˙
∂L
∂∂µψ¯τ˙
+ δ ˜¯S τ˙ ω˙
∂L
∂∂µ ˜¯S τ˙ ω˙
+ δ ˜¯Rτω˙
∂L
∂∂µ ˜¯Rτω˙
− K¯µ
)
(4.18)
where
∂µK¯µ = δLh.c. . (4.19)
On the first glance the signs in the equation for J1/2µ seem inappropriate. This is caused
by interplay between the definition of the derivatives with respect to Grassmann variables
ζ and ζ¯ and the convention for the insertion of the variation of the component fields
that was mentioned before. A detailed analysis of the five terms reveals that this choice
for the prefactors is the only one that leads to a consistent second quantisation of the
component fields. It also produces a structure in agreement with the result from J1/2µ
containing two terms which is not necessarily the case for a different choice of signs. The
Hermitian conjugate component of the supercurrent as outlined in equation (4.18) can then
be calculated to
(
J
1/2
h.c.
)
µκ
= −2 ˜¯Rκα˙∂µχ¯α˙ − (σν σ¯µ)κ β∂νχ¯α˙ ˜¯Rβα˙ +
im
2
χ¯α˙ (σµ)κ
β˙ ˜¯Sβ˙α˙ +
∂
∂ζκ
K¯µ . (4.20)
Now we only have to determine K¯µ from the variation of the Hermitian conjugate part of
the Lagrangian δLh.c. which is defined by
δL = ∂µδχ¯∂µψ¯ + ∂µχ¯∂µδψ¯ + ∂µδψ¯∂µχ¯+ ∂µψ¯∂µδχ¯
− m
2
4
δψ¯χ¯− m
2
4
ψ¯δχ¯− m
2
4
δχ¯ψ¯ − m
2
4
χ¯δψ¯
+
i
2
Tr
(
δ ˜¯ST∂/ ˜¯R
)
+
i
2
Tr
(
˜¯ST∂/δ ˜¯R
)
+
i
2
Tr
(
δ ˜¯RT ∂¯/ ˜¯S
)
+
i
2
Tr
(
˜¯RT ∂¯/δ ˜¯S
)
− m
4
Tr
(
δ ˜¯ST ˜¯S
)
− m
4
Tr
(
˜¯ST δ ˜¯S
)
− m
4
Tr
(
δ ˜¯RT ˜¯R
)
− m
4
Tr
(
˜¯RT δ ˜¯R
)
. (4.21)
The resulting variation of the Hermitian conjugate part of the Lagrangian is found to be
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a four-divergence as well
K¯µ = −ζ¯ β˙ ˜¯Sβ˙α˙∂µψ¯α˙ + ζβ ˜¯Rβα˙∂µχ¯α˙ +
im
2
ζ¯ β˙ (σ¯µ)β˙
γψ¯α˙ ˜¯Rγα˙ +
im
2
ζβ (σµ)β
γ˙χ¯α˙ ˜¯Sγ˙α˙
+ iζ¯ δ˙ (σ¯νµ)δ˙
γ˙∂νψ¯
α˙ ˜¯Sγ˙α˙ + iζδ (σνµ)δ
γ∂νχ¯
α˙ ˜¯Rγα˙ . (4.22)
At this point it is possible to perform a simple consistency check involving the variaton of
the Lagrangian. Based on the previous result for K¯µ it can be shown that its Hermitian
conjugate is
(K¯µ)† = ζβS˜βα∂µψα − ζ¯ β˙R˜β˙α∂µχα + im2 ζβ (σµ)β γ˙ψαR˜γ˙α + im2 ζ¯ β˙ (σ¯µ)β˙ γχα ˜¯Sγ˙α˙
+ iζδ (σνµ)δ
γ∂νψ
αS˜γα + iζ¯ δ˙ (σ¯νµ)δ˙
γ˙∂νχ
αR˜γ˙α . (4.23)
Comparing this result to the previously derived variation of the non-conjugate part of the
Lagrangian
Kµ = ζβS˜βα∂µψα − ζ¯ β˙R˜β˙α∂µχα +
im
2
(σ¯µ)β˙
γ ζ¯ β˙χαS˜γα +
im
2
(σµ)β
γ˙ζβψαR˜γ˙α
+ iζ¯ δ˙ (σ¯µν)δ˙
γ˙χα∂νR˜γ˙α + iζδ (σµν)δ
γψα∂ν S˜γα (4.24)
reveals immediately that K¯µ is the Hermitian conjugate of Kµ. This is not surprising,
as the Lagrangian is by construction symmetric between barred and unbarred component
fields. The remaining calculation solely requires inserting the result for K¯µ from equation
(4.22) into the intermediate result for J¯1/2µ from equation (4.20). The supercurrent is then
given by
J
1/2
µκh.c. = −im (σµ)κ β˙ ˜¯Sβ˙α˙χ¯α˙ + 2 (σν σ¯µ)κ β ˜¯Rβα˙∂νχ¯α˙ . (4.25)
To verify that this result is in agreement with the one derived in the previous section it is
important to recall that the full supercurrent is Hermitian
(Jµ)
† = J¯µ , (4.26)
where Jµ and J¯µ can be written in terms of their contributions from the barred and
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unbarred componentn fields
Jµ = J1/2µ +
(
J
1/2
h.c.
)
µ
, (4.27)
J¯µ = J¯1/2µ +
(
J¯
1/2
h.c.
)
µ
. (4.28)
This implies that the contributions to the supercurrent satisfy the following relations
J1/2µ =
(
J¯
1/2
h.c.
)
µ
, (4.29)
J¯1/2µ =
(
J
1/2
h.c.
)
µ
. (4.30)
To verify that these relations are satisfied it is necessary to calculate
(
J
1/2
µκh.c.
)†
= im (σ¯µ)κ˙
βS˜βαχ
α − 2 (σ¯νσµ)κ˙ β˙R˜β˙α∂νχα . (4.31)
It is found that J¯1/2µ in equation (4.10) as derived from the unbarred part of the Lagrangian
is exactly the Hermitian conjugate of
(
J
1/2
h.c.
)
µ
that was calculated form the Hermitian
conjugate part of the Lagrangian. Thus it can be concluded that either method can be used
to derive the on-shell supercurrent. For simplicity the approach involving the Lagrangian
without Hermitian conjugate part is preferred as it neither requires the calculation of K¯µ
nor the derivation of the variation of the barred component fields.
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Chapter 5
The Hamiltonian in Position Space
The Hamiltonian in position space is usually derived from the Lagrangian by Legendre
transformation. However, it is not immediately clear whether this approach is still valid
for the present scenario that is based on a general superfield with one spinor index instead
of a scalar superfield. Due to this uncertainty a more conservative approach based on the
supersymmetry algebra was chosen.
This approach utilises the anticommutation relation between the barred and unbarred
supersymmetry generator of the N = 1 supersymmetry algebra
2 (σµ)αβ˙ Pµ =
{
Qα, Q¯β˙
}
, (5.1)
which is proportional to the momentum operator. The 0-th component of the momentum
operator then encompasses the Hamiltonian while the momentum of the system makes up
the remaining three components.
At this point it can already be seen that a successful derivation of the Hamiltonian from
the supersymmetry algebra requires the knowledge of the commutation and anticommuta-
tion relations of the component fields in position space. Therefore, the second quantisation
of the component fields in position space will be discussed in Section 5.1. Afterwards in
Section 5.2, these results will be used to derive an expression for the Hamiltonian in po-
sition space which is founded in the supersymmetry algebra and thus should be positive
definite by construction. Finally, in Section 5.3 it will be shown that Legendre transfor-
mation of the Lagrangian yields the same Hamiltonian in position space as the approach
based on the supersymmetry algebra. This establishes the equivalence between the two
approaches.
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5.1 Second Quantisation in Position Space
A viable supersymmetric theory of fermionic fields with mass dimension one requires a sec-
ond quantisation that is in agreement with the superfield transformations of the component
fields as derived in Section 3.2.2. This can be achieved by calculating the commutator be-
tween the component fields and the generators of the superspace translations
δφ = −i [φ, ζαQα + ζα˙Qα˙] . (5.2)
To generalise the notation the spinor indices of the field φ are suppressed and it can
represent a scalar field as well as first, second, or higher rank spinor fields. Subsequently,
the commutation and anticommutation relations of the barred component fields are derived
from the results for the unbarred component fields by Hermitian conjugation.
The supersymmetry generators that appear in this equation are proportional to the
supercurrent
Qα =
∫
dxJ0α , (5.3)
Q¯α˙ =
∫
dxJ¯0α˙ . (5.4)
In general the supersymmetry generators must contain the full supercurrent. However, the
previous results for the superfield translations, equations (3.69) to (3.72), imply that no
mixing between barred and unbarred component fields occurs. Therefore, it is sufficient
to restrict the discussion in this section to the supercurrent arising from the Lagrangian
without Hermitian conjugate contribution, as any cross terms vanish identically and define
the constrained generators
Q1/2α =
∫
dxJ1/20α , (5.5)
Q¯
1/2
α˙ =
∫
dxJ¯1/20α˙ . (5.6)
To distinguish the constrained generators from the full generators as outlined in equations
(5.3) and (5.4) an additional superscript 1/2 was incorporated into the notation in analogy
to the notation for the supercurrent in Chapter 4. Inserting the results for the supercurrent
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from equations (4.7) and (4.10) then yields the following expression for the constrained
supersymmetry generators
Q1/2α =
∫
dx
(
−im (σµ)α γ˙R˜γ˙β(x)ψβ(x) + 2 (σµ)γδ˙ S˜γβ(x)∂¯/ δ˙αψβ(x)
)
, (5.7)
Q¯
1/2
α˙ =
∫
dx
(
im (σ¯µ)α˙
γS˜γβ(x)χβ(x) + 2 (σ¯µ)
γ˙δ R˜γ˙β(x)∂/δα˙χ
β(x)
)
. (5.8)
5.1.1 Superfield Transformation of χ
Inserting the constrained supersymmetry generators as defined in equations (5.7) and (5.8)
into equation (5.2) for the commutator between component field χ and the generators of
superspace translations yields a variation of χ of
δχα(x) =
∫
dx′
(
mζβ (σ0)β
γ˙
{
χα(x), R˜γ˙δ
(
x′
)
ψδ
(
x′
)}
+ 2iζβ (σ0)
γδ˙
{
χα(x), S˜γ
(
x′
)
∂¯/
′
δ˙βψ

(
x′
)}
−mζ¯β˙ (σ¯0)β˙γ
{
χα(x), S˜γδ
(
x′
)
χδ
(
x′
)}
+2iζ¯β˙ (σ¯0)
γ˙δ
{
χα(x), R˜γ˙
(
x′
)
∂/ ′δ
β˙χ
(
x′
)})
. (5.9)
Each of the contributions to the variation of the component field χ contains an anticom-
mutator involving two fermionic fields and one bosonic field. They can be rewritten using
the anticommutator relation
{F1, B2F2} = B2 {F1, F2} , (5.10)
which results in
δχα(x) =
∫
dx′
(
mζβ (σ0)β
γ˙R˜γ˙δ
(
x′
){
χα(x), ψδ
(
x′
)}
+ 2iζβ (σ0)
γδ˙ S˜γ
(
x′
){
χα(x), ∂¯/
′
δ˙βψ

(
x′
)}
−mζ¯β˙ (σ¯0)β˙γ S˜γδ
(
x′
){
χα(x), χδ
(
x′
)}
+2iζ¯β˙ (σ¯0)
γ˙δ R˜γ˙
(
x′
){
χα(x), ∂/
′
δ
β˙χ
(
x′
)})
. (5.11)
It can be seen that the second and fourth terms contain a four derivative ∂/ acting on one
of the component fields in the anticommutator. These terms can be rewritten by splitting
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the four derivative into its time and spatial components and partially integrating over
the spatial components. They are then each replaced by two terms – one containing a
time derivative acting on one of the fields in the commutator and one simply containing
the commutator of component fields. Furthermore, the boundary terms from the partial
integration which are 3-divergences vanish identically and were ignored. This results in
δχα(x) =
∫
dx′
(
mζβ (σ0)β
γ˙R˜γ˙δ
(
x′
){
χα(x), ψδ
(
x′
)}
+ 2iζβS˜β
(
x′
){
χα(x), ψ˙
(
x′
)}
+ 2iζβ (σ0)
γδ˙ σδ˙β ·∇′S˜γ
(
x′
) {
χα(x), ψ
(
x′
)}
−mζ¯β˙ (σ¯0)β˙γ S˜γδ
(
x′
){
χα(x), χδ
(
x′
)}− 2iζ¯ β˙R˜β˙(x′) {χα(x), χ˙(x′)}
+2iζ¯β˙ (σ¯0)
γ˙δ σδ
β˙ ·∇′R˜γ˙
(
x′
) {
χα(x), χ
(
x′
)})
. (5.12)
By comparison with the previously derived superspace translation of χ in equation (3.70)
it can be seen that the only nonvanishing contribution comes from the term proportional
to ζS˜ while all other contributions have to vanish identically. This implies that three of
the anticommutators vanish identically
{
χα(x), ψβ
(
x′
)}
= 0 , (5.13){
χα(x), χ˙β
(
x′
)}
= 0 , (5.14){
χα(x), χβ
(
x′
)}
= 0 . (5.15)
Furthermore, the only nonvanishing anticommutator satisfies
−ζβS˜βα(x) = −2iζβ
∫
dx′S˜βγ
(
x′
){
χα(x), ψ˙γ
(
x′
)}
, (5.16)
which has a solution of the form
{
χα(x), ψ˙γ
(
x′
)}
= aαγδ
(
x− x′) . (5.17)
The prefactor a can then be determined by inserting this ansatz into equation (5.16)
ζβS˜βα(x) = 2iζβ
∫
dx′S˜βγ
(
x′
)
aδ
(
x− x′)αγ
= −2iaζβS˜βα(x) , (5.18)
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which uniquely specifies the prefactor to a = i/2. The nonvanishing anticommutation
relation involving χ is therefore given by
{
χα(x), ψ˙γ
(
x′
)}
=
i
2
αγδ
(
x− x′) . (5.19)
5.1.2 Superfield Transformation of ψ
As the Lagrangian is symmetric with respect to the exchange of χ and ψ there is no differ-
ence between the calculation of δχ and δψ. This means that the intermediate result from
equation (5.12) can be used to simplify the calculation of δψ if it is adapted appropriately.
It is then found that
δψα(x) =
∫
dx′
(
mζβ (σ0)β
γ˙R˜γ˙δ
(
x′
){
ψα(x), ψδ
(
x′
)}
+ 2iζβS˜β
(
x′
){
ψα(x), ψ˙
(
x′
)}
+ 2iζβ (σ0)
γδ˙ σδ˙β ·∇′S˜γ
(
x′
) {
ψα(x), ψ
(
x′
)}
−mζ¯β˙ (σ¯0)β˙γ S˜γδ
(
x′
){
ψα(x), χδ
(
x′
)}− 2iζ¯ β˙R˜β˙(x′) {ψα(x), χ˙(x′)}
+2iζ¯β˙ (σ¯0)
γ˙δ σδ
β˙ ·∇′R˜γ˙
(
x′
) {
ψα(x), χ
(
x′
)})
. (5.20)
By comparison with equation (3.69) it can be seen that this time the only nonvanishing
term is proportional to ζ¯R˜ while all other anticommutators have to vanish identically
{
ψα(x), ψ˙β
(
x′
)}
= 0 , (5.21){
ψα(x), ψβ
(
x′
)}
= 0 , (5.22){
ψα(x), χβ
(
x′
)}
= 0 . (5.23)
The nonvanishing term satisfies
ζ¯ β˙R˜β˙α = 2iζ¯
β˙
∫
dx′ R˜β˙
γ
(
x′
) {
ψα(x), χ˙γ
(
x′
)}
, (5.24)
which implies an anticommutator of the form
{
ψα(x), χ˙γ
(
x′
)}
= aαγδ
(
x− x′) . (5.25)
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Inserting this solution into equation (5.24) yields
−ζ¯ β˙R′
β˙α
= −2iζ¯ β˙
∫
dx′ R˜β˙
γ
(
x′
)
aδ
(
x− x′)αγ
= 2iaζ¯ β˙R˜β˙α(x) . (5.26)
This equation is satisfied for a = i/2 and the anticommutator is found to be
{
ψα(x), χ˙γ
(
x′
)}
=
i
2
αγδ
(
x− x′) . (5.27)
5.1.3 Superfield Transformation of S˜
For the calculation of the variation of the bosonic second rank spinor field δS˜ it is no longer
sufficient to adapt some intermediate result of the previous calculations for the fermionic
component fields. This is due to the fact that the change from the variation of a fermionic
to a bosonic field results in an exchange of all anticommutators with commutators
δS˜βα(x) =
∫
dx′
(
−mζγ (σ0)γ ˙
[
S˜βα(x), R˜˙δ
(
x′
)
ψδ
(
x′
)]
− 2iζγ (σ0)δ˙
[
S˜βα(x), S˜κ
(
x′
)
∂¯/ δ˙γψ
κ
(
x′
)]
+mζ¯γ˙ (σ¯0)
γ˙
[
S˜βα(x), S˜δ
(
x′
)
χδ
(
x′
)]
−2iζ¯γ˙ (σ¯0)˙δ
[
S˜βα(x), R˜˙κ
(
x′
)
∂/δ
γ˙χκ
(
x′
)])
. (5.28)
The commutators involved in this expression each contain two bosonic and one fermionic
component field and can be simplified using the commutator relation
[B1, B2F2] = F2 [B1, B2] . (5.29)
The variation of the bosonic second rank spinor field S˜ then takes the form
δS˜βα(x) =
∫
dx′
(
−mζγ (σ0)γ ˙ψδ
(
x′
) [
S˜βα(x), R˜˙δ
(
x′
)]
− 2iζγ (σ0)δ˙ ∂¯/ δ˙γψκ
(
x′
) [
S˜βα(x), S˜κ
(
x′
)]
+mζ¯γ˙ (σ¯0)
γ˙ χδ
(
x′
) [
S˜βα(x), S˜δ
(
x′
)]
−2iζ¯γ˙ (σ¯0)˙δ ∂/δγ˙χκ
(
x′
) [
S˜βα(x), R˜˙κ
(
x′
)])
. (5.30)
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If this result is compared to the result for the superspace translation of S˜ in equation (3.72)
it can be immediately read off that
[
S˜βα(x), S˜γδ
(
x′
)]
= 0 . (5.31)
The remaining two relations for the commutator between S˜ and R˜ should yield the same
result. From the first relation
mζβψα = −mζγ (σ0)γ ˙
∫
dx′ψδ
(
x′
) [
S˜βα(x), R˜˙δ
(
x′
)]
(5.32)
it is found that S˜ and R˜ satisfy a commutation relation of the form
[
S˜βα(x), R˜˙δ
(
x′
)]
= aαδ
(
σ0
)
β˙
δ
(
x− x′) (5.33)
and thus
mζβψα(x) = −mζγ (σ0)γ ˙
∫
dx′ψδ
(
x′
)
aαδδ
(
x− x′) (σ0)
β˙
= −amζβψα(x) . (5.34)
This relation is satisfied if the prefactor is chosen to a = −1 and the commutator is given
by
[
S˜βα(x), R˜˙δ
(
x′
)]
= −αδδ
(
x− x′) (σ0)
β˙
. (5.35)
With this result for the commutator between the two second rank spinor fields it can be
shown that the second relation is satisfied identically
2iζ¯ γ˙ ∂¯/ γ˙βχα(x) = −2iζ¯γ˙ (σ¯0)˙δ
∫
dx′∂/ ′δ
γ˙χκ
(
x′
) [
S˜βα(x), R˜˙κ
(
x′
)]
= 2iζ¯ γ˙ ∂¯/ γ˙βχα(x) . (5.36)
This indicates that a consistent second quantisation for the bosonic second rank component
fields exists. However, it is still necessary to perform a similar derivation for δR˜ to arrive
at a complete set of commutation relations for the second rank spinor fields.
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5.1.4 Superfield Transformation of R˜
The last superfield transformation to be discussed is the transformation of the second rank
spinor field R˜. Again it is possible to shorten the derivation and use an intermediate result
of the derivation for S˜ from equation (5.30)
δR˜β˙α(x) =
∫
dx′
(
−mζγ (σ0)γ ˙ψδ
(
x′
) [
R˜β˙α(x), R˜˙δ
(
x′
)]
− 2iζγ (σ0)δ˙ ∂¯/ ′δ˙γψκ
(
x′
) [
R˜β˙α(x), S˜κ
(
x′
)]
+mζ¯γ˙ (σ¯0)
γ˙ χδ
(
x′
) [
R˜β˙α(x), S˜δ
(
x′
)]
−2iζ¯γ˙ (σ¯0)˙δ ∂/ ′δγ˙χκ
(
x′
) [
R˜β˙α(x), R˜˙κ
(
x′
)])
. (5.37)
Together with the superfield translation from equation (3.71) this implies the commutation
relation
[
R˜β˙α(x), R˜γ˙δ
(
x′
)]
= 0 . (5.38)
Furthermore, the relation
mζ¯β˙χα(x) = mζ¯γ˙ (σ¯0)
γ˙
∫
dx′χδ
(
x′
) [
R˜β˙α(x), S˜δ
(
x′
)]
(5.39)
results in a commutation relation of the form
[
R˜β˙α(x), S˜δ
(
x′
)]
= aαδδ
(
x− x′) (σ¯0)
β˙
. (5.40)
Therefore, it is found that
−mζ¯β˙χα(x) = mζ¯γ˙ (σ¯0)γ˙
∫
dx′χδ
(
x′
)
aαδδ
(
x− x′) (σ¯0)
β˙
= −amζ¯β˙χα(x) , (5.41)
which determines the prefactor to a = −1. The commutator between R˜ and S˜ is then
given by
[
Rβ˙α(x), S
′
δ
(
x′
)]
= −αδ
(
σ¯0
)
β˙
δ
(
x− x′) . (5.42)
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This solution should be equivalent to the commutation relation between S˜ and R˜ from
equation (5.35). To show that they are identical it is necessary to commute R˜ and S˜ and
rename the indices appropriately. It is found that they are indeed the same. As consistency
check for equation (5.42) it is again possible to employ the second nonvanishing relation
in equation (5.37)
−2iζγ∂/γβ˙ψα(x) = −2iζγ (σ0)δ˙
∫
dx′∂¯/ ′δ˙γψ
κ
(
x′
) [
R˜β˙α(x), S˜κ
(
x′
)]
= −2iζγ∂/γβ˙ψα(x) , (5.43)
which leads to a true statement. This confirms once again that the commutation and
anticommutation relations derived in the previous section represent a consistent second
quantisation in position space.
5.1.5 Variation of the Component Fields
Generally it is possible to repeat the calculations outlined in the previous sections for the
Hermitian conjugate component fields. However, it is much easier to calculate the Hermi-
tian conjugate of the previously derived commutation and anticommutation relations.
For the anticommutation relations between the spinor fields the Hermitian conjugation
is straightforward and it is found that the two nonvanishing anticommutation relations
between the barred component fields are
{
χ¯α˙(x), ˙¯ψγ˙
(
x′
)}
=
i
2
α˙γ˙δ
(
x− x′) , (5.44){
ψ¯α˙(x), ˙¯χγ˙
(
x′
)}
=
i
2
α˙γ˙δ
(
x− x′) . (5.45)
The only difficulty that arises here is the fact that the second rank -tensor changes sign
under Hermitian conjugation.
For the commutation relations of the bosonic second rank spinor fields the discussion is
slightly more involved as the Hermitian conjugation inverts the ordering of the component
fields which induces an additional sign flip for the commutators that didn’t occur for the
spinor fields that satisfied anticommutation relations. Therefore, the Hermitian conjugate
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of the right and left hand side of equation (5.35) will be discussed independently
[
S˜βα(x), R˜˙δ
(
x′
)]†
= −
[
˜¯Sβ˙α˙(x),
˜¯Rδ˙
(
x′
)]
, (5.46)(
−αδδ
(
x− x′) (σ0)
β˙
)†
= α˙δ˙δ
(
x− x′) (σ¯0)
β˙
. (5.47)
Under Hermitian conjugation the commutator between S˜ and R˜ changes sign as both
bosonic component fields are replaced with their barred counterparts while their ordering
is exchanged. For the Hermitian conjugate of the left hand side it must again be taken into
account that the second rank -tensor changes sign under Hermitian conjugation. This
implies a commutation relation for the barred component fields of
[
˜¯Sβ˙α˙(x),
˜¯Rδ˙
(
x′
)]
= −α˙δ˙δ
(
x− x′) (σ¯0)
β˙
. (5.48)
The calculation for the remaining nonvanishing commutation relation can then be per-
formed in perfect analogy
[
R˜β˙α(x), S˜δ
(
x′
)]†
= −
[
˜¯Rβα˙(x), ˜¯S˙δ˙
(
x′
)]
, (5.49)(
−αδ
(
σ¯0
)
β˙
δ
(
x− x′))† = α˙δ˙ (σ0)β˙ δ(x− x′) . (5.50)
The same arguments apply as in the previous case and the second nonvanishing commu-
tation relation is given by
[
˜¯Rβα˙(x), ˜¯S˙δ˙
(
x′
)]
= −α˙δ˙
(
σ0
)
β˙
δ
(
x− x′) . (5.51)
It has to be pointed out that this relation could also have been derived from the first
commutation relation by commuting the second rank spinor fields and renaming the indices
appropriately.
5.2 The Hamiltonian from the Supersymmetry Algebra
To derive an explicit equation for the Hamiltonian the supersymmetry generators in equa-
tion (5.1) have to be expressed in terms of the component fields. This can be achieved us-
ing the relations between the supersymmetry generators which are the conserved Noether
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charges of the system and the supercurrents which were defined in equations (5.3) and
(5.4). Inserting the result for the supercurrent from equations (4.11) and (4.12) leads to
the following expression of the supersymmetry generators in terms of the component fields
Qα =
∫
dx
(
−im (σ0)α γ˙R˜γ˙β(x)ψβ(x) + 2 (σ0)γδ˙ S˜γβ(x)∂¯/ δ˙αψβ(x)
−im (σ0)α γ˙ ˜¯Sγ˙β˙(x)χ¯β˙(x) + 2 (σ0)γδ˙ ˜¯Rγβ˙(x)∂¯/ δ˙αχ¯β˙(x)
)
, (5.52)
Q¯α˙ =
∫
dx
(
im (σ¯0)α˙
γS˜γβ(x)χβ(x) + 2 (σ¯0)
γ˙δ R˜γ˙β(x)∂/δα˙χ
β(x)
+im (σ¯0)α˙
γ ˜¯Rγβ˙(x)ψ¯
β˙(x) + 2 (σ¯0)
γ˙δ ˜¯Sγ˙β˙(x)∂/δα˙ψ¯
β˙(x)
)
. (5.53)
To streamline the notation it proves useful to introduce the short notation
P/ αβ˙ = (σ
µ)αβ˙ Pµ , (5.54)
which is defined in analogy to the commonly used contraction of Dirac matrices with four
derivatives. The momentum operator is then given by
2P/ αβ˙ =
{∫
dx
(
−im (σ0)α γ˙R˜γ˙ω(x)ψω(x) + 2 (σ0)γδ˙ S˜γω(x)∂¯/ δ˙αψω(x)
−im (σ0)α γ˙ ˜¯Sγ˙ω˙(x)χ¯ω˙(x) + 2 (σ0)γδ˙ ˜¯Rγω˙(x)∂¯/
′
δ˙αχ¯
ω˙(x)
)
,∫
dx′
(
im (σ¯0)β˙
κS˜κ
(
x′
)
χ
(
x′
)
+ 2 (σ¯0)
κ˙τ R˜κ˙
(
x′
)
∂/ ′
τ β˙
χ
(
x′
)
+im (σ¯0)β˙
κ ˜¯Rκ˙
(
x′
)
ψ¯˙
(
x′
)
+ 2 (σ¯0)
κ˙τ ˜¯Sκ˙˙
(
x′
)
∂/τ β˙ψ¯
˙
(
x′
))}
. (5.55)
The anticommutators containing two fermionic and two bosonic component fields can now
be rewritten using the commutator relation
{B1F1, B2F2} = [B1, B2]F1F2 +B2B1 {F1, F2} , (5.56)
where it was assumed that the fermionic and bosonic fields commute. This assumption is
justified by the previous derivation of the commutation and anticommutation relations of
the component fields as well as the results of the superfield translations. The momentum
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operator can then be expressed as
2P/ αβ˙ =
∫
dxdx′
(
m2 (σ0)α
γ˙ (σ¯0)β˙
κψω(x)χ
(
x′
) [
R˜γ˙ω(x), S˜κ
(
x′
)]
− 2im (σ0)α γ˙ (σ¯0)κ˙τ R˜κ˙
(
x′
)
R˜γ˙ω(x)
{
ψω(x), ∂/ ′
τ β˙
χ
(
x′
)}
+ 2im (σ0)
γδ˙ (σ¯0)β˙
κS˜κ
(
x′
)
S˜γω(x)
{
∂¯/ δ˙αψ
ω(x), χ
(
x′
)}
+ 4 (σ0)
γδ˙ (σ¯0)
κ˙τ ∂¯/ δ˙αψ
ω(x)∂/ ′
τ β˙
χ
(
x′
) [
S˜γω(x), R˜κ˙
(
x′
)]
+ 4 (σ0)
γδ˙ (σ¯0)
κ˙τ R˜κ˙
(
x′
)
S˜γω(x)
{
∂¯/ δ˙αψ
ω(x), ∂/ ′
τ β˙
χ
(
x′
)}
+m2 (σ0)α
γ˙ (σ¯0)β˙
κχ¯ω˙(x)ψ¯˙
(
x′
) [ ˜¯Sγ˙ω˙(x), ˜¯Rκ˙(x′)]
− 2im (σ0)α γ˙ (σ¯0)κ˙τ ˜¯Sκ˙˙
(
x′
) ˜¯Sγ˙ω˙(x){χ¯ω˙(x), ∂/ ′τ β˙ψ¯˙(x′)}
+ 2im (σ0)
γδ˙ (σ¯0)β˙
κ ˜¯Rκ˙
(
x′
) ˜¯Rγω˙(x){∂¯/ δ˙αχ¯ω˙(x), ψ¯˙(x′)}
+ 4 (σ0)
γδ˙ (σ¯0)
κ˙τ ∂¯/ δ˙αχ¯
ω˙(x)∂/ ′
τ β˙
ψ¯˙
(
x′
) [ ˜¯Rγω˙(x), ˜¯Sκ˙˙(x′)]
+4 (σ0)
γδ˙ (σ¯0)
κ˙τ ˜¯Sκ˙˙
(
x′
) ˜¯Rγω˙(x){∂¯/ δ˙αχ¯ω˙(x), ∂/ ′τ β˙ψ¯˙(x′)}) , (5.57)
where all vanishing contributions were omitted. This can be simplified even further by
splitting the four derivative ∂/ into its time and spatial components
∂/αβ˙ = (σ
µ)αβ˙ ∂µ =
(
σ0
)
αβ˙
∂0 + σαβ˙ ·∇ . (5.58)
It is important to recall that there is a plus sign between the time and spatial com-
ponents and not a minus sign. This is due to the fact that the derivative is a covari-
ant three vector ∇ = (∂1, ∂2, ∂3) =
(
∂
∂x1
, ∂
∂x2
, ∂
∂x3
)
while all standard vectors, e. g.,
p =
(
p1, p2, p3
)
, are contravariant three vectors. Therefore, there is no sign change
due to the raising of the index using the metric and the four derivative is given by
∂µ = (∂0, ∂1, ∂2, ∂3) = (∂0,∇). However, the property  = ∂0∂0 − ∇∇ is preserved,
as ∂µ = ηµν∂ν =
(
∂0,−∂1,−∂2,−∂3
)
=
(
∂0,−∇).
After separation of the time and spatial derivatives as well as partial spatial integration
the momentum operator is given by
2P/ αβ˙ =
∫
dxdx′
(
m2 (σ0)α
γ˙ (σ¯0)β˙
κψω(x)χ
(
x′
) [
R˜γ˙ω(x), S˜κ
(
x′
)]
− 2im (σ0)α γ˙ (σ¯0)κ˙τ
(
σ0
)
τ β˙
R˜κ˙
(
x′
)
R˜γ˙ω(x)
{
ψω(x), χ˙
(
x′
)}
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+ 2im (σ0)
γδ˙ (σ¯0)β˙
κ
(
σ¯0
)
δ˙α
S˜κ
(
x′
)
S˜γω(x)
{
χ
(
x′
)
, ψ˙ω(x)
}
+ 4 (σ0)
γδ˙ (σ¯0)
κ˙τ ∂¯/ δ˙αψ
ω(x)∂/ ′
τ β˙
χ
(
x′
) [
S˜γω(x), R˜κ˙
(
x′
)]
− 4 (σ0)γδ˙ (σ¯0)κ˙τ
(
σ¯0
)
δ˙α
στ β˙ ·∇′R˜κ˙
(
x′
)
S˜γω(x)
{
χ
(
x′
)
, ψ˙ω(x)
}
− 4 (σ0)γδ˙ (σ¯0)κ˙τ
(
σ0
)
τ β˙
R˜κ˙
(
x′
)
σ¯δ˙α ·∇S˜γω(x)
{
ψω(x), χ˙
(
x′
)}
+m2 (σ0)α
γ˙ (σ¯0)β˙
κχ¯ω˙(x)ψ¯˙
(
x′
) [ ˜¯Sγ˙ω˙(x), ˜¯Rκ˙(x′)]
− 2im (σ0)α γ˙ (σ¯0)κ˙τ
(
σ0
)
τ β˙
˜¯Sκ˙˙
(
x′
) ˜¯Sγ˙ω˙(x){χ¯ω˙(x), ˙¯ψ˙(x′)}
+ 2im (σ0)
γδ˙ (σ¯0)β˙
κ
(
σ¯0
)
δ˙α
˜¯Rκ˙
(
x′
) ˜¯Rγω˙(x){ψ¯˙(x′), ˙¯χω˙(x)}
+ 4 (σ0)
γδ˙ (σ¯0)
κ˙τ ∂¯/ δ˙αχ¯
ω˙(x)∂/ ′
τ β˙
ψ¯˙
(
x′
) [ ˜¯Rγω˙(x), ˜¯Sκ˙˙(x′)]
− 4 (σ0)γδ˙ (σ¯0)κ˙τ
(
σ¯0
)
δ˙α
στ β˙ ·∇′ ˜¯Sκ˙˙
(
x′
) ˜¯Rγω˙(x){ψ¯˙(x′), ˙¯χω˙(x)}
−4 (σ0)γδ˙ (σ¯0)κ˙τ
(
σ0
)
τ β˙
˜¯Sκ˙˙
(
x′
)
σ¯δ˙α ·∇ ˜¯Rγω˙(x)
{
χ¯ω˙(x), ˙¯ψ˙
(
x′
)})
. (5.59)
Inserting the previously derived results for the commutation and anticommutation relations
between the component fields in position space then yields
2P/ αβ˙ =
∫
dx
(
−m2 (σ0)αβ˙ ψ(x)χ(x)−m (σ0)α γ˙R˜β˙(x)R˜γ˙ (x)
+m (σ¯0)β˙
κS˜κ
ω(x)S˜αω(x)− 4 (σ0)γδ˙ ∂¯/ δ˙αψ(x)∂/γβ˙χ(x)
+ 2i (σ¯0)
κ˙τ στ β˙ ·∇R˜κ˙ω(x)S˜αω(x) + 2i (σ0)γδ˙ R˜β˙(x)σ¯δ˙α ·∇S˜γ(x)
+m2 (σ0)αβ˙ χ¯˙(x)ψ¯
˙(x) +m (σ0)α
γ˙ ˜¯Sβ˙˙(x)
˜¯Sγ˙ ˙(x)
−m (σ¯0)β˙ κ ˜¯Rκω˙(x) ˜¯Rαω˙(x) + 4 (σ0)γδ˙ ∂¯/ δ˙αχ¯˙(x)∂/γβ˙ψ¯˙(x)
−2i (σ¯0)κ˙τ στ β˙ ·∇ ˜¯Sκ˙ω˙(x) ˜¯Rαω˙(x)− 2i (σ0)γδ˙ ˜¯Sβ˙˙(x)σ¯δ˙α ·∇ ˜¯Rγ ˙(x)
)
. (5.60)
To extract the Hamiltonian from the momentum operator it is necessary to contract it
with the appropriate Pauli matrix
H = 1
2
(σ0)
αβ˙ P/ αβ˙ . (5.61)
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The Hamiltonian is therefore given by
H = 1
4
∫
dx
(
2m2ψ(x)χ(x) +mR˜β˙(x)R˜
β˙(x)
−mS˜αω(x)S˜αω(x)− 4 (σ0σ¯µσ0)γβ˙ ∂µψ(x)∂/γβ˙χ(x)
+ 2i
(
σ¯0σ
iσ¯0
)κ˙α
∂iR˜κ˙
ω(x)S˜αω(x) + 2i
(
σ0σ¯
iσ0
)γβ˙
R˜β˙(x)∂iS˜γ
(x)
+ 2m2χ¯(x)ψ¯(x)−m ˜¯Sβ˙˙(x) ˜¯Sγ˙ β˙˙(x)
+m ˜¯Rαω˙(x) ˜¯Rαω˙(x) + 4 (σ0σ¯µσ0)
γβ˙ ∂µχ¯˙(x)∂/γβ˙ψ¯
˙(x)
−2i (σ¯0σiσ¯0)κ˙α ∂i ˜¯Sκ˙ω˙(x) ˜¯Rαω˙(x)− 2i (σ0σ¯iσ0)γβ˙ ˜¯Sβ˙˙(x)∂i ˜¯Rγ ˙(x)) . (5.62)
This expression for the Hamiltonian can be further simplified using relations (A.38) and
(A.39) in the Appendix A.4 between σ-matrices for the special case where the first and
last index are 0
σ0σ¯µσ0 + σ0σ¯µσ0 = 4ηµ0σ0 − 2σµ , (5.63)
σ¯0σµσ¯0 + σ¯0σµσ¯0 = 4ηµ0σ¯0 − 2σ¯µ . (5.64)
This can also be written as
σ0σ¯µσ0 = 2ηµ0σ0 − σµ , (5.65)
σ¯0σµσ¯0 = 2ηµ0σ¯0 − σ¯µ . (5.66)
The Hamiltonian then reduces to
H =
∫
dx
(
2ψ˙(x)χ˙(x) + 2∇ψ(x) ·∇χ(x) + m
2
2
ψ(x)χ(x)
+ 2 ˙¯χ(x) ˙¯ψ(x) + 2∇χ¯(x) ·∇ψ¯(x) + m
2
2
χ¯(x)ψ¯(x)
+
m
4
Tr
(
R˜T (x)R˜(x)
)
+
m
4
Tr
(
S˜T (x)S˜(x)
)
− iTr
(
R˜T (x)σ¯ ·∇S˜(x)
)
+
m
4
Tr
(
˜¯RT (x) ˜¯R(x)
)
+
m
4
Tr
(
˜¯ST (x) ˜¯S(x)
)
− iTr
(
˜¯ST (x)σ¯ ·∇ ˜¯R(x)
))
. (5.67)
It can be observed that the Hamiltonian in position space is perfectly symmetric between
the component fields and their Hermitian conjugate counterparts. This is a very interesting
feature as it implies that the sum of the corresponding unbarred and barred terms is real.
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For the bosonic contributions to the Hamiltonian this property is sufficient to conclude that
their contribution to the Hamiltonian is positive. However, for the fermionic terms this is
no longer the case. The sum of unbarred spinors products and their barred counterparts are
only restricted to be real but can be either positive or negative. This makes it impossible
to draw a conclusion on the positive definiteness of the energy spectrum of the theory –
even though it should be by construction. To ensure that this property is satisfied it is
necessary to discuss quantisation and the resulting energy spectrum of the Hamiltonian in
momentum space.
5.3 The Hamiltonian from Legendre Transformation
The derivation of the Hamiltonian using the supersymmetry algebra should by construction
be positive definite and is founded in the fundamental properties of the algebra. However,
it immediately raises the question whether this approach is equivalent to a construction of
the Hamiltonian by Legendre transformation which doesn’t require the Lagrangian to be
supersymmetric.
The Hamiltonian from Legendre transformation is then defined as
Hc.q. =
∫
d3x
(
− ∂L
∂χ˙τ
χ˙τ − ∂L
∂ψ˙τ
ψ˙τ +
∂L
∂ ˙˜Sτω
˙˜Sτω +
∂L
∂ ˙˜Rτ˙ω
˙˜Rτ˙ω − L
)
(5.68)
It is convenient at this point to rewrite the unbarred part of the Lagrangian from
equation (3.88) in the following way
L = 2χ˙αψ˙α − 2∇χα∇ψα − 2m˜2ψαχα + i2 S˜
β
α
(
σ0
)
βγ˙
˙˜Rγ˙α − i
2
S˜βασβγ˙ ·∇R˜γ˙α
− i
2
R˜β˙α
(
σ¯0
)β˙
γ
˙˜Sγα +
i
2
R˜β˙ασ¯
β˙γ ·∇S˜γα + m˜2 S˜
βαS˜βα − m˜2 R˜β˙αR˜
β˙α (5.69)
Inserting the Lagrangian into the previous definition of the Hamiltonian from Legendre
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transformation then results in
Hc.q. =
∫
d3x
(
−
(
∂
∂χ˙τ
2χ˙αψ˙α
)
χ˙τ −
(
∂
∂ψ˙τ
2ψ˙αχ˙α
)
ψ˙τ
+
(
∂
∂ ˙˜Sτω
(
− i
2
R˜β˙α
(
σ¯0
)β˙
γ
˙˜Sγα
))
˙˜Sτω −
(
∂
∂ ˙˜Rτ˙ω
(
− i
2
S˜βα
(
σ0
)
βγ˙
˙˜Rγ˙α
))
˙˜Rτ˙ω
−
(
2χ˙αψ˙α − 2∇χα∇ψα − 2m˜2ψαχα + i2 S˜
β
α
(
σ0
)
βγ˙
˙˜Rγ˙α − i
2
S˜βασβγ˙ ·∇R˜γ˙α
− i
2
R˜β˙α
(
σ¯0
)β˙
γ
˙˜Sγα +
i
2
R˜β˙ασ¯
β˙γ ·∇S˜γα + m˜2 S˜
βαS˜βα − m˜2 R˜β˙αR˜
β˙α
))
=
∫
d3x
(
2χ˙ψ˙ + 2∇χ∇ψ + 2m˜2ψχ− i
2
Tr
(
S˜Tσ ·∇R˜
)
− i
2
Tr
(
R˜T σ¯ ·∇S˜
)
+
m˜
2
Tr
(
S˜T S˜
)
+
m˜
2
Tr
(
R˜T R˜
))
= H (5.70)
It turns out that the Hamiltonian as derived from Legendre transformation is identical
to the one derived using the supersymmetry algebra. This result is especially intriguing
as it paves the way for a significantly simplified derivation of the Hamiltonian in position
space involving fermionic fields with mass dimension one. It represents an extension of
the commonly used formalism of Legendre transformations to component fields with non-
standard mass dimensions.
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Chapter 6
The Hamiltonian in Momentum Space
In Section 3.4 the on-shell Lagrangian was derived. A review of the final result in equa-
tion (3.88) reveals that the on-shell Lagrangian doesn’t contain any cross terms connecting
the component fields with their Hermitian conjugates. Furthermore, according to Sections
3.2.2 and 5.1 all commutators and anticommutators between barred and unbarred compo-
nent fields vanish identically. Therfore, it is sufficient to restrict the following discussion
to the unbarred terms of the on-shell Lagrangian
L = ∂µχ∂µψ + ∂µψ∂µχ− m
2
4
ψχ− m
2
4
χψ
+
i
2
Tr
(
S˜T∂/R˜
)
+
i
2
Tr
(
R˜T ∂¯/S˜
)
− m
4
Tr
(
S˜T S˜
)
− m
4
Tr
(
R˜T R˜
)
. (6.1)
To comply with the convention that the mass term is defined such that the component
fields satisfy a Klein-Gordon operator of the form  + m2 the mass needs to be rescaled
appropriately. The new mass m˜ is introduced which is related to the old mass m by
m˜ =
m
2
. (6.2)
This results in the on-shell Lagrangian
L = ∂µχ∂µψ + ∂µψ∂µχ− m˜2ψχ− m˜2χψ
+
i
2
Tr
(
S˜T∂/R˜
)
+
i
2
Tr
(
R˜T ∂¯/S˜
)
− m˜
2
Tr
(
S˜T S˜
)
− m˜
2
Tr
(
R˜T R˜
)
. (6.3)
The remainder of this section discusses the derivation of the Hamiltonian in momen-
tum space in detail. First, the on-shell equations of motions are derived in Section 6.1.
It is followed by the calculation of the fermionic component fields in momentum space
and their anticommutation relations in Section 6.2. Subsequently, in Section 6.3 similar
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calculations are repeated for the bosonic component fields. Afterwards, the Hamiltonian
in momentum space is derived in Section 6.4. Finally, in Section 6.5 it is worked out which
of the momentum space operators are creation operators and which ones are annihilation
operators.
6.1 The On-shell Equations of Motion
The on-shell equations of motion are calculated in the usual way using the Euler-Lagrange
equations. Starting from the Lagrangian in equation (6.3) It can then be shown that the
fermionic component field ψ satisfies the Klein-Gordon equation
0 = ∂µ
(
∂L
∂ (∂µχα)
)
− ∂L
∂χα
=
(
+ m˜2
)
ψα . (6.4)
As the Lagrangian is symmetric under the exchange of χ and ψ it is obvious that χ satisfies
a Klein-Gordon equation as well
0 =
(
+ m˜2
)
χα . (6.5)
Similar calculations can now be repeated for the bosonic second rank spinor fields S˜
and R˜. The equation of motion for S˜ is found to be
0 = ∂µ
 ∂L
∂
(
∂µS˜τω
)
− ∂L
∂S˜τω
= −i∂/τ β˙R˜β˙ω − m˜S˜τω , (6.6)
while the equation of motion for R˜ is given by
0 = ∂µ
 ∂L
∂
(
∂µR˜τ˙ω
)
− ∂L
∂R˜τ˙ω
= −i∂¯/ τ˙ βS˜βω + m˜R˜τ˙ω . (6.7)
This means that both second rank spinor fields satisfy Dirac type equations of motion.
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In standard field theory any field that satisfies the Dirac equation automatically obeys
the Klein-Gordon equation as well. To complete the analogy – even though the role of
fermionic and bosonic fields is exchanged – it remains to be shown that S˜ and R˜ satisfy
the Klein-Gordon equation in addition to the Dirac equation. This can be done by inserting
the two equations into each other
0 = S˜βα +
i
m˜
∂/β
γ˙R˜γ˙α
= S˜βα +
i
m˜
∂/β
γ˙ i
m
∂¯/ γ˙
δS˜δα
=
(
+ m˜2
)
S˜βα , (6.8)
0 = R˜τ˙ω − i
m˜
∂¯/ τ˙
βS˜βω
= R˜τ˙ω +
i
m˜
∂¯/ τ˙
β i
m
∂/β
γ˙R˜γ˙ω
=
(
+ m˜2
)
R˜τ˙ω . (6.9)
These results confirm that both S˜ and R˜ not only satisfy the Dirac-equation but also the
Klein-Gordon equation.
Usually fermionic fields satisfy the Dirac equation while bosonic fields satisfy the Klein-
Gordon equation. However, the analysis in this section shows that in the present scenario
the fermionic component fields satisfy the Klein Gordon equation while the bosonic com-
ponent fields satisfy Dirac type equations. This means that the equations of motion for a
theory based on the general multiplet with one free spinor index featuring fermionic fields
with mass dimension one are of exactly opposite type to those in standard field theory.
6.2 Second Quantisation of the Fermionic Component Fields
in Momentum Space
In equation (6.4) it was shown that ψ satisfies the Klein-Gordon equation in position space.
Furthermore, the Fourier expansion of the component field in momentum space is given by
ψα(x, t) =
∫
d3p
(2pi)3
eip·xψα(p, t) . (6.10)
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The Klein-Gordon equation of ψ in position space can then be expressed as
0 =
(
∂2
∂t2
−∇2 + m˜2
)
ψα(x, t)
=
∫
d3p
(2pi)3
(
∂2
∂t2
−∇2 + m˜2
)
eip·xψα(p, t)
=
∫
d3p
(2pi)3
eip·x
(
∂2
∂t2
+ ω2p
)
ψα(p, t) , (6.11)
where the energy ωp is given by
ωp =
√
p2 + m˜2 . (6.12)
Therefore, ψ satisfies a second order differential equation in momentum space
0 =
(
∂2
∂t2
+ ω2p
)
ψα(p, t) , (6.13)
which has the general solution
ψα(p, t) = uα(p)eiωpt + vα(p)e−iωpt . (6.14)
This results in a momentum space expansion for the position space component field ψ of
ψα(x, t) =
∫
d3p
(2pi)3
eip·x
(
uα(p)eiωpt + vα(p)e−iωpt
)
=
∫
d3p
(2pi)3
(
uα(−p)eip·x + vα(p)e−ip·x
)
=
∫
d3p
(2pi)3
(
u1α(p)e
ip·x + v1α(p)e
−ip·x) . (6.15)
To derive this expansion it was used that the integral over space doesn’t change under
the transformation p → −p and that the energy is solely dependent on the magnitude
of the momentum but not its direction ωp = ω−p. To adopt standard conventions for
the momentum label of the component fields it is necessary to make the substitution
uα(−p) = u1α(p) and vα(p) = v1α(p). The substitution for vα(p) is not really required at
this point and was only performed to denote all momentum space operators that correspond
to ψ with superscript 1 while those corresponding to χ will be denoted with superscript 2.
This distinction is important as all four momentum space operators are ad hoc independent.
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Identical calculations can be performed for the second fermionic component field χ. As
they are in perfect analogy to those for ψ it is sufficient to adapt the final result for ψ from
equation (6.15) and modify it appropriately
χα(x, t) =
∫
d3p
(2pi)3
(
u2α(p)e
ip·x + v2α(p)e
−ip·x) . (6.16)
6.2.1 The Fermionic Component Fields in Momentum Space
So far equations (6.15) and (6.16) relate the component fields in position space ψ and
χ with the momentum space operators u1, u2, v1, and v2. These equations for the mo-
mentum space operators can be inverse Fourier transformed and the resulting equations
are solvable for the momentum space operators. However, the two Fourier expansions in
momentum space at hand contain four independent momentum space operators and thus
cannot be solved uniquely. Therefore, two additional independent equations are needed. If
it is recalled that the anticommutation relations in position space also contained the time
derivatives of the fermionic component fields χ˙ and ψ˙ it yields the sought after equations
ψ˙α(x, t) =
∫
d3p
(2pi)3
iωp
(
u1α(p)e
ip·x − v1α(p)e−ip·x
)
, (6.17)
χ˙α(x, t) =
∫
d3p
(2pi)3
iωp
(
u2α(p)e
ip·x − v2α(p)e−ip·x
)
. (6.18)
Together with equations (6.15) and (6.16) they form a complete set of equations that has
a unique solution. The inverse Fourier transformed of the four component field expansions
in momentum space are then found to be
∫
d3x e−ip
′·xψα(x, t) = u1α
(−p′)eiωp′ t + v1α(p′)e−iωp′ t , (6.19)∫
d3x e−ip
′·xψ˙α(x, t) = iωp′u1α
(−p′)eiωp′ t − iωp′v1α(p′)e−iωp′ t , (6.20)∫
d3x e−ip
′·xχα(x, t) = u2α
(−p′)eiωp′ t + v2α(p′)e−iωp′ t , (6.21)∫
d3x e−ip
′·xχ˙α(x, t) = iωp′u2α
(−p′)eiωp′ t − iωp′v2α(p′)e−iωp′ t . (6.22)
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These equations are added and subtracted to solve for the momentum space operators
u1α(p) =
1
2
∫
d3x e−ip·x
(
ψα(x, t)− i
ωp
ψ˙α(x, t)
)
, (6.23)
v1α(p) =
1
2
∫
d3x eip·x
(
ψα(x, t) +
i
ωp
ψ˙α(x, t)
)
, (6.24)
u2α(p) =
1
2
∫
d3x e−ip·x
(
χα(x, t)− i
ωp
χ˙α(x, t)
)
, (6.25)
v2α(p) =
1
2
∫
d3x eip·x
(
χα(x, t) +
i
ωp
χ˙α(x, t)
)
. (6.26)
6.2.2 The Anticommutation Relations in Momentum Space
With the knowledge of the position space expansion of the momentum space operators
the anticommutators between the component fields in momentum space can be evaluated.
This is done using the position space expansion of the momentum space operators and
evaluating the arising anticommutators between the position space component fields that
are known from Section 5.1
{
u1α(p), u
1
β
(
p′
)}
=
1
4
∫
d3xd3x′ e−i(p·x+p
′·x′)
×
{
ψα(x, t)− i
ωp
ψ˙α(x, t), ψβ
(
x′, t
)− i
ωp′
ψ˙β
(
x′, t
)}
=
1
4
∫
d3xd3x′ e−i(p·x+p
′·x′) ({ψα(x, t), ψβ(x′, t)}
− i
ωp′
{
ψα(x, t), ψ˙β
(
x′, t
)}− i
ωp
{
ψ˙α(x, t), ψβ
(
x′, t
)}
− 1
ωpωp′
{
ψ˙α(x, t), ψ˙β
(
x′, t
)})
= 0 , (6.27)
where it was used that {ψ,ψ} =
{
ψ, ψ˙
}
= 0 implies
0 = ∂0
{
ψ, ψ˙
}
=
{
ψ˙, ψ˙
}
+
{
ψ, ψ¨
}
=
{
ψ˙, ψ˙
}
− ω2p {ψ,ψ} =
{
ψ˙, ψ˙
}
. (6.28)
It has to be emphasised that the second last step is mathematically not exact, as the factor
ωp is obviously dependent on the momentum and therefore cannot simply be pulled in front
of the component field in momentum space which is an integral over the momentum. A
mathematically exact treatment would involve writing down the Fourier expansion of both
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component fields and realizing that up to the prefactor of ω2 the anticommutation relations
are identical to those from the calculation of {ψ,ψ}. This implies that the anticommutator
of
{
ψ, ψ¨
}
must vanish identically as well.
The remaining anticommutation relations between the fermionic momentum space op-
erators can be calculated in analogy to the first one
{
u1α(p), u
2
β
(
p′
)}
= 0 , (6.29){
u1α(p), v
1
β
(
p′
)}
= 0 , (6.30){
u1α(p), v
2
β
(
p′
)}
= − (2pi)3 1
4ωp
αβδ
(
p− p′) , (6.31){
u2α(p), u
2
β
(
p′
)}
= 0 , (6.32){
u2α(p), v
1
β
(
p′
)}
= − (2pi)3 1
4ωp
αβδ
(
p− p′) , (6.33){
u2α(p), v
2
β
(
p′
)}
= 0 , (6.34){
v1α(p), v
1
β
(
p′
)}
= 0 , (6.35){
v1α(p), v
2
β
(
p′
)}
= 0 , (6.36){
v2α(p), v
2
β
(
p′
)}
= 0 . (6.37)
It is found that only two of the anticommutators
{
u1, v2
}
and
{
u2, v1
}
are nonzero while
all other anticommutators vanish identically.
6.3 Second Quantisation of the Bosonic Component Fields
in Momentum Space
From equation (6.8) it is known that S˜ satisfies the Klein-Gordon equation. Additionally,
the second rank spinor field in position space can be expanded in terms of its Fourier modes
in momentum space
S˜βα(x, t) =
∫
d3p
(2pi)3
eip·xS˜βα(p, t) . (6.38)
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Starting from the Klein-Gordon equation for the position space component field then yields
0 =
(
∂2
∂t2
−∇2 + m˜2
)
S˜βα(x, t)
=
∫
d3p
(2pi)3
(
∂2
∂t2
−∇2 + m˜2
)
eip·xS˜βα(p, t)
=
∫
d3p
(2pi)3
eip·x
(
∂2
∂t2
+ ω2p
)
S˜βα(p, t) , (6.39)
where the energy ωp is again given by equation (6.12). Therefore, S˜ satisfies a second
order differential equation in momentum space as well
0 =
(
∂2
∂t2
+ ω2p
)
S˜βα(p, t) , (6.40)
which has the general solution
S˜βα(p, t) = a1βα(p)e
iωpt + a2βα(p)e
−iωpt . (6.41)
This results in a momentum space expansion for S˜ of
S˜βα(x, t) =
∫
d3p
(2pi)3
eip·x
(
a1βα(p)e
iωpt + a2βα(p)e
−iωpt)
=
∫
d3p
(2pi)3
(
w1βα(−p)eiωpt−ip·x + w2βα(p)e−iωpt+ip·x
)
=
∫
d3p
(2pi)3
(
w1βα(p)e
ip·x + w2βα(p)e
−ip·x) . (6.42)
Here, the conventional notation was recovered by making the substitutions a1(−p) = w1(p)
and a2(p) = w2(p) which is in perfect analogy to those for the fermionic momentum space
operators that were discussed earlier. The same calculation can now be repeated for R˜ and
it is found that
R˜β˙α(x, t) =
∫
d3p
(2pi)3
(
y1
β˙α
(p)eip·x + y2
β˙α
(p)e−ip·x
)
. (6.43)
It was also shown in equations (6.6) and (6.7) that S˜ and R˜ satisfy Dirac type equations.
These additional relations between the component fields can be thought of as boundary
conditions or constraints, that restrict the general solutions of the Klein-Gordon equations.
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Inserting the component field expansion in momentum space into the Dirac equation for
S˜ yields the relation
0 =
∫
d3p
(2pi)3
(
w1βα(p)e
ip·x + w2βα(p)e
−ip·x)
+
i
m˜
∂/β
γ˙
∫
d3p
(2pi)3
(
y1γ˙α(p)e
ip·x + y2γ˙α(p)e
−ip·x)
=
∫
d3p
(2pi)3
((
w1βα(p)−
1
m˜
p · σβγ˙y1γ˙α(p)
)
eip·x
+
(
w2βα(p) +
1
m˜
p · σβγ˙y2γ˙α(p)
)
e−ip·x
)
. (6.44)
This indicates that only two of the four bosonic second rank momentum space operators
that appear in the momentum space expansion of the bosonic component fields are inde-
pendent. A brief inspection of this relation immediately reveals that w1 is proportional to
y1 while w2 is proportional to y2
w1βα(p) =
1
m˜
p · σβγ˙y1γ˙α(p) , (6.45)
w2βα(p) = −
1
m˜
p · σβγ˙y2γ˙α(p) . (6.46)
If the momentum space expansions of S˜ and R˜ are instead inserted into the Dirac equation
for R˜ it leads to the relation
0 =
∫
d3p
(2pi)3
(
y1τ˙ω(p)e
ip·x + y2τ˙ω(p)e
−ip·x)
− i
m˜
∂¯/ τ˙
β
∫
d3p
(2pi)3
(
w1βω(p)e
ip·x + w2βω(p)e
−ip·x)
=
∫
d3p
(2pi)3
((
y1τ˙ω(p) +
1
m˜
p · σ¯τ˙ βw1βω(p)
)
eip·x
+
(
y2τ˙ω(p)−
1
m˜
p · σ¯τ˙ βw2βω(p)
)
e−ip·x
)
. (6.47)
Again, the solution of this equation can be read off immediately and yields expressions for
y1 in terms of w1 and for y2 in terms of w2
y1τ˙ω(p) = −
1
m˜
p · σ¯τ˙ βw1βω(p) , (6.48)
y2τ˙ω(p) =
1
m˜
p · σ¯τ˙ βw2βω(p) . (6.49)
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As there are no further guidelines on which of the component fields are more fundamental
– with the w’s having two undotted indices while the y’s have one dotted and one undotted
index – it is possible to choose one of the momentum space operators with index one and
one with index 2 as independent one. The remaining momentum space operators can
then be expressed in terms of the independent operators. However, it proves useful to
make the specific choice with w1 and w2 as independent momentum space operators which
streamlines the evaluation of the commutation relations significantly
S˜βα(x, t) =
∫
d3p
(2pi)3
(
w1βα(p)e
ip·x + w2βα(p)e
−ip·x) , (6.50)
R˜β˙α(x, t) =
∫
d3p
(2pi)3
1
m˜
p · σ¯β˙γ
(−w1γα(p)eip·x + w2γα(p)e−ip·x) . (6.51)
It can be seen that the resulting momentum space expansions look very similar besides an
overall prefactor of p · σ¯/m˜ for R˜ as well as an additional sign flip of the first term.
6.3.1 The Bosonic Component Fields in Momentum Space
To solve for the component fields in momentum space it is again necessary to inverse Fourier
transform the momentum space expansions of the component fields in position space
∫
d3x e−ip
′·xS˜βα(x, t) =
∫
d3xd3p
(2pi)3
e−ip
′·x (w1βα(p)eip·x + w2βα(p)e−ip·x)
= w1βα
(−p′)eiωp′ t + w2βα(p′)e−iωp′ t , (6.52)∫
d3x e−ip
′·xR˜β˙α(x, t) =
∫
d3xd3p
(2pi)3
e−ip
′·x 1
m˜
p · σ¯β˙γ
(−w1γα(p)eip·x + w2γα(p)e−ip·x)
= − 1
m˜
(
ωp′
(
σ¯0
)
β˙
γ + p′ · σ¯β˙γ
)
w1γα
(−p′)eiωp′ t
+
1
m˜
p′ · σ¯β˙γw2γα
(
p′
)
e−iωp′ t . (6.53)
As there are only two independent bosonic operators in position space, w1 and w2, the
inverse Fourier transformed of R˜ and S˜ are sufficient to solve for the momentum space
operators. A close look at these results reveals that w2 can be eliminated by subtracting
the inverse Fourier transformed of R˜ from the inverse Fourier transformed of S˜ times a
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prefactor p′ · σ¯/m˜
2
m˜
ωp′
(
σ¯0
)
β˙
γw1γα
(−p′)eiωp′ t = 1
m˜
p′ · σ¯β˙γ
∫
d3x e−ip
′·xS˜γα(x, t)
−
∫
d3x e−ip
′·xR˜β˙α(x, t) . (6.54)
If both sides are contracted with σ0 with appropriate choice for the spinor index structure
it is found that
− 2
m˜
ωp′δ
γw1γα
(−p′)eiωp′ t = 1
m˜
(
σ0
)
δ
β˙p′ · σ¯β˙γ
∫
d3x e−ip
′·xSγα(x, t)
− (σ0)
δ
β˙
∫
d3x e−ip
′·xRβ˙α(x, t) , (6.55)
where it was used that
(
σ0
)
δ
β˙
(
σ¯0
)
β˙
γ = − (σ0σ¯0)
δ
γ = −δγ . (6.56)
This equation can immediately be solved for w1
w1δα
(−p′) = − m˜
2ωp′
(
σ0
)
δ
β˙e−iωp′ t
∫
d3x e−ip
′·x
×
(
1
m˜
p′ · σ¯β˙γS˜γα(x, t)− R˜β˙α(x, t)
)
. (6.57)
It can be seen that w1 depends on −p′ while it is conventional to write the operators such
that they depend on the positive momentum. Replacing −p′ → p′ leads to a sign flip of
all terms containing p′ while the energy ωp′ is preserved
w1δα
(
p′
)
= − m˜
2ωp′
(
σ0
)
δ
β˙
∫
d3x e−ip
′·x
×
(
1
m˜
(
ωp′
(
σ¯0
)
β˙
γ + p′ · σ¯β˙γ
)
S˜γα(x, t)− R˜β˙α(x, t)
)
. (6.58)
Alternatively it is possible to add equations (6.52) and (6.53) to eliminate w1
2ωp′
m˜
(
σ¯0
)
β˙
γw2γα
(
p′
)
e−iωp′ t =
1
m˜
(
ωp′
(
σ¯0
)
β˙
γ + p′ · σ¯β˙γ
)∫
d3x e−ip
′·xS˜γα(x, t)
+
∫
d3x e−ip
′·xR˜β˙α(x, t) . (6.59)
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Again both sides need to be contracted with σ0
2ωp′
m˜
δ
γw2γα
(
p′
)
e−iωp′ t = − (σ0)
δ
β˙
∫
d3x e−ip
′·x
×
(
1
m˜
(
ωp′
(
σ¯0
)
β˙
γ + p′ · σ¯β˙γ
)
S˜γα(x, t) + R˜β˙α(x, t)
)
. (6.60)
Finally, this intermediate result can be solved for the remaining bosonic momentum space
operator
w2δα
(
p′
)
= − m˜
2ωp′
(
σ0
)
δ
β˙
∫
d3x eip
′·x
×
(
1
m˜
(
ωp′
(
σ¯0
)
β˙
γ + p′ · σ¯β˙γ
)
S˜γα(x, t) + R˜β˙α(x, t)
)
. (6.61)
6.3.2 The Commutation Relations in Momentum Space
The commutation relations in momentum space can now be determined by expressing
the momentum space operators in terms of their position space expansions as derived in
equations (6.58) and (6.61). It is then possible to use the commutation relations in position
space to evaluate their momentum space counterparts.
[
w1βα(p), w
1
γδ
(
p′
)]
=
m˜2
4ωpωp′
(
σ0
)
β
κ˙
(
σ0
)
γ
τ˙
∫
d3xd3x′ e−i(p·x+p
′·x′)[
1
m˜
(
ωp
(
σ¯0
)
κ˙
 + p · σ¯κ˙
)
Sα(x, t)−Rκ˙α(x, t),
1
m˜
(
ωp′
(
σ¯0
)
τ˙
ω + p′ · σ¯τ˙ ω
)
Sωδ
(
x′, t
)−Rτ˙ δ(x′, t) . (6.62)
The commutation relations for the bosonic second rank spinor fields in position space either
vanish or are proportional to δ-functions in position space. Therefore, one of the spatial
integrals in all remaining terms gets cancelled by a δ-function
[
w1βα(p), w
1
γδ
(
p′
)]
=
m˜2
4ωpωp′
(
σ0
)
β
κ˙
(
σ0
)
γ
τ˙
∫
d3xd3x′ e−i(p·x+p
′·x′)(
1
m˜
(
ωp
(
σ¯0
)
κ˙
 + p · σ¯κ˙
)
αδ
(
σ0
)
τ˙
δ
(
x− x′)
+
1
m˜
(
ωp′
(
σ¯0
)
τ˙
ω + p′ · σ¯τ˙ ω
)
αδ
(
σ¯0
)
κ˙ω
δ
(
x− x′))
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=
m˜2
4ωpωp′
(
σ0
)
β
κ˙
(
σ0
)
γ
τ˙
∫
d3x e−i(p+p
′)·x(
1
m˜
(
ωp
(
σ¯0
)
κ˙
 + p · σ¯κ˙
)
αδ
(
σ0
)
τ˙
+
1
m˜
(
ωp′
(
σ¯0
)
τ˙
ω + p′ · σ¯τ˙ ω
)
αδ
(
σ¯0
)
κ˙ω
)
. (6.63)
The surviving spatial integral then yields a δ-function in momentum space
[
w1βα(p), w
1
γδ
(
p′
)]
=
m˜2
4ωpωp′
(
σ0
)
β
κ˙
(
σ0
)
γ
τ˙ (2pi)3 e−i(ωp+ωp′)tδ
(
p + p′
)
(
1
m˜
(
ωp
(
σ¯0
)
κ˙
 + p · σ¯κ˙
)
αδ
(
σ0
)
τ˙
+
1
m˜
(
ωp′
(
σ¯0
)
τ˙
ω + p′ · σ¯τ˙ ω
)
αδ
(
σ¯0
)
κ˙ω
)
. (6.64)
Using relations between σ-matrices and the fact that the momentum space δ-function
relates the momenta p = −p′ it can be shown that the commutator vanishes identically
[
w1βα(p), w
1
γδ
(
p′
)]
=
m˜
4ω2p
(2pi)3 αδe−2iωptδ
(
p + p′
) (
pi
(
σ0σ¯i
)
βγ
− pi
(
σ0σ¯i
)
γβ
)
= 0 (6.65)
The remaining commutation relations are then found to be
[
w1βα(p), w
2
γδ
(
p′
)]
=
m˜
2ωp
(2pi)3 αδβγδ
(
p− p′) , (6.66)[
w2βα(p), w
2
γδ
(
p′
)]
= 0 . (6.67)
Therefore, only one of the commutators between the second rank momentum space oper-
ators yields a nonvanishing result.
6.4 The Hamiltonian in Momentum Space
The Hamiltonian in momentum space is derived from the Hamiltonian in position space in
equation (5.67) by replacing all component fields in position space with their correspond-
ing momentum space expansions. To simplify the discussion it is convenient to split the
Hamiltonian into four parts which represent the contributions of the fermionic component
HF and its Hermitian conjugate HF¯ as well as the contributions from the bosonic part HB
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and its Hermitian conjugate HB¯.
For the unbarred fermionic part the Fourier expansion of the component fields leads to
HF =
∫
dx
(
2ψ˙(x)χ˙(x) + 2∇ψ(x) · ∇χ(x) + 2m˜2ψ(x)χ(x)
)
=
∫
d3xd3pd3p′
(2pi)6
(
2∂0
(
u1α(p)eip·x + v1α(p)e−ip·x
)
∂0
(
u2α
(
p′
)
eip
′·x + v2α
(
p′
)
e−ip
′·x
)
+ 2∇ (u1α(p)eip·x + v1α(p)e−ip·x)∇(u2α(p′)eip′·x + v2α(p′)e−ip′·x)
+2m˜2
(
u1α(p)eip·x + v1α(p)e−ip·x
) (
u2α
(
p′
)
eip
′·x + v2α
(
p′
)
e−ip
′·x
))
=
∫
d3xd3pd3p′
(2pi)6
(
− (2ωpωp′ + 2pp′)(u1α(p)u2α(p′)ei(p+p′)·x − u1α(p)v2α(p′)ei(p−p′)·x
−v1α(p)u2α
(
p′
)
e−i(p−p
′)·x + v1α(p)v2α
(
p′
)
e−i(p+p
′)·x
)
+ 2m˜2
(
u1α(p)u2α
(
p′
)
ei(p+p
′)·x + u1α(p)v2α
(
p′
)
ei(p−p
′)·x
+v1α(p)u2α
(
p′
)
e−i(p−p
′)·x + v1α(p)v2α
(
p′
)
e−i(p+p
′)·x
))
. (6.68)
It can be seen that the spatial integral results in δ-functions in momentum space that can
be used to eliminate one of the momentum space integrals
HF =
∫
d3pd3p′
(2pi)3
(
− (2ωpωp′ + 2pp′) (u1α(p)u2α(p′)ei(ωp+ωp′)tδ(p + p′)
− u1α(p)v2α
(
p′
)
ei(ωp−ωp′)tδ
(
p− p′)− v1α(p)u2α(p′)e−i(ωp−ωp′)tδ(p− p′)
+v1α(p)v2α
(
p′
)
e−i(ωp+ωp′)tδ
(
p + p′
))
+ 2m˜2
(
u1α(p)u2α
(
p′
)
ei(ωp+ωp′)tδ
(
p + p′
)
+ u1α(p)v2α
(
p′
)
ei(ωp−ωp′)tδ
(
p− p′)
+v1α(p)u2α
(
p′
)
e−i(ωp−ωp′)tδ
(
p− p′)+ v1α(p)v2α(p′)e−i(ωp+ωp′)tδ(p + p′)))
=
∫
d3p
(2pi)3
(− (2ω2p − 2p2 − 2m˜2)u1α(p)u2α(−p′)e2iωpt
+
(
2ω2p + 2p
2 + 2m˜2
)
u1α(p)v2α(p) +
(
2ω2p + 2p
2 + 2m˜2
)
v1α(p)u2α(p)
− (2ω2p − 2p2 − 2m˜2) v1α(p)v2α(−p)e−2iωpt) . (6.69)
Using the equation for the relativistic energy it is straightforward to show that the time
dependent terms cancel identically while the remaining terms are reduced to
HF =
∫
d3p
(2pi)3
4ω2p
(
u1(p)v2(p) + v1(p)u2(p)
)
. (6.70)
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The calculations for the barred fermionic part can be performed in perfect analogy and
it is found that
HF¯ =
∫
dx
(
2 ˙¯χ(x) ˙¯ψ(x) + 2∇χ¯(x) · ∇ψ¯(x) + 2m˜2χ¯(x)ψ¯(x)
)
=
∫
d3p
(2pi)3
4ω2p
(
v¯2(p)u¯1(p) + u¯2(p)v¯1(p)
)
. (6.71)
The calculation of the unbarred bosonic part of the Hamiltonian is more involved.
Inserting the momentum space expansions into the position space Hamiltonian yields
HB =
∫
d3x
(
m˜
2
Tr
(
R˜T (x)R˜(x)
)
+
m˜
2
Tr
(
S˜T (x)S˜(x)
)
− iTr
(
R˜T (x)σ¯ ·∇S˜(x)
))
=
∫
d3xd3pd3p′
(2pi)6
(
1
2m˜
p · σ¯β˙γp′ · σ¯β˙δ
(
w1γα(p)e
ip·x − w2γα(p)e−ip·x
)
(
w1δ
α
(
p′
)
eip
′·x − w2δα
(
p′
)
e−ip
′·x
)
− m˜
2
(
w1βα(p)eip·x + w2βα(p)e−ip·x
)(
w1βα
(
p′
)
eip
′·x + w2βα
(
p′
)
e−ip
′·x
)
− i
m˜
p · σ¯β˙δ
(
w1δα(p)e
ip·x − w2δα(p)e−ip·x
)
σ¯β˙γ ·∇
(
w1γα
(
p′
)
eip
′·x + w2γα
(
p′
)
e−ip
′·x
))
. (6.72)
Again the position space integral results in a δ-function in momentum space that eliminates
one of the momentum space integrals
HB =
∫
d3p
(2pi)3
(
1
2m˜
p · σ¯β˙γ
(
ωp
(
σ¯0
)β˙δ + p · σ¯β˙δ)w1γα(p)w1δα(−p)e2iωpt
− 1
2m˜
p · σ¯β˙γp · σ¯β˙δw1γα(p)w2δα(p)−
1
2m˜
p · σ¯β˙γp · σ¯β˙δw2γα(p)w1δα(p)
+
1
2m˜
p · σ¯β˙γ
(
ωp
(
σ¯0
)β˙δ + p · σ¯β˙δ)w2γα(p)w2δα(−p)e−2iωpt
− m˜
2
w1βα(p)w1βα(−p)e2iωpt −
m˜
2
w1βα(p)w2βα(p)−
m˜
2
w2βα(p)w1βα(p)
− m˜
2
w2βα(p)w2βα(−p)e−2iωpt +
1
m˜
p · σ¯β˙δσ¯β˙γ · pw1δα(p)w1γα(−p)e2iωpt
+
1
m˜
p · σ¯β˙δσ¯β˙γ · pw1δα(p)w2γα(p) +
1
m˜
p · σ¯β˙δσ¯β˙γ · pw2δα(p)w1γα(p)
+
1
m˜
p · σ¯β˙δσ¯β˙γ · pw2δα(p)w2γα(−p)e−2iωpt
)
. (6.73)
At this point it proves useful to restrict the discussion to a number of terms of interest
which will be referred to as I which encompasses all terms proportional to e2iωt. As
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the Hamiltonian should be time independent the terms proportional to e2iωt must vanish.
Explicit calculations show that I satisfies
I = 1
2m˜
p · σ¯β˙γ
(
ωp
(
σ¯0
)β˙δ + p · σ¯β˙δ)w1γα(p)w1δα(−p)e2iωpt
− m˜
2
w1βα(p)w1βα(−p)e2iωpt +
1
m˜
p · σ¯β˙δp · σ¯β˙γw1δα(p)w1γα(−p)e2iωpt
=
1
2m˜
p · σ¯β˙γp · σ¯β˙δw1γα(p)w1δα(−p)e2iωpt −
m˜
2
w1βα(p)w1βα(−p)e2iωpt
with p · σ¯β˙γp · σ¯β˙δ = p2γδ
=
(
p2
2m˜
− m˜
2
)
w1γα(p)w
1γα(−p)e2iωpt
= 0 . (6.74)
which proves that all time dependent terms proportional to e2iωt indeed vanish. The
calculation for the terms proportional to e−2iωt is nearly identical to this discussion with
all w1 replaced by w2. Therefore, the terms proportional to e−2iωt vanish identically as
well. The remaining Hamiltonian is then given by
HB =
∫
d3p
(2pi)3
(
− 1
2m˜
p · σ¯β˙γp · σ¯β˙δw1γα(p)w2δα(p) +
1
2m˜
p · σ¯β˙γp · σ¯β˙δαw2γα(p)w1δ(p)
− m˜
2
w1βα(p)w2βα(p) +
m˜
2
βκαw2κ(p)w
1
βα(p) +
1
m˜
p · σ¯β˙δp · σ¯β˙γw1δα(p)w2γα(p)
− 1
m˜
p · σ¯β˙δp · σ¯β˙γγκαw2δα(p)w1κ(p)
)
. (6.75)
To further simplify this result the momentum space operators must be brought into the
same order using the commutation relations between the momentum space operators
HB =
∫
d3p
(2pi)3
(
− 1
2m˜
p · σ¯β˙γp · σ¯β˙δw1γα(p)w2δα(p)
+
1
2m˜
p · σ¯β˙γp · σ¯β˙δα
(
w1δ(p)w
2
γα(p)− (2pi)3
m˜
2ωp
αγδδ(0)
)
− m˜
2
w1βα(p)w2βα(p) +
m˜
2
βκα
(
w1βα(p)w
2
κ(p)− (2pi)3
m˜
2ωp
καβδ(0)
)
+
1
m˜
p · σ¯β˙δp · σ¯β˙γw1δα(p)w2γα(p)
− 1
m˜
p · σ¯β˙δp · σ¯β˙γγκα
(
w1κ(p)w
2
δα(p)− (2pi)3
m˜
2ωp
ακδδ(0)
))
. (6.76)
After elimination of the zero point energy – all terms proportional to δ(0) – and using
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some relations between σ-matrices the Hamiltonian is found to be
HB =
∫
d3p
(2pi)3
(
− 1
m˜
p2w1βα(p)w2βα(p)− m˜w1βα(p)w2βα(p)
+
1
m˜
(
p · σ¯β˙δp · σ¯β˙γ − p · σ¯β˙γp · σ¯β˙δ
)
w1δα(p)w
2γα(p)
)
. (6.77)
The third term can still be simplified using the relation
p · σ¯β˙δp · σ¯β˙γ − p · σ¯β˙γp · σ¯β˙δ = 2p2δγ . (6.78)
This leads to a very compact result for the bosonic part of the Hamiltonian in momentum
space
HB = −
∫
d3p
(2pi)3
p2 + m˜2 + 2p2
m˜
w1βα(p)w2βα(p)
=
∫
d3p
(2pi)3
2ω2p
m˜
Tr
(
w1T (p)w2(p)
)
. (6.79)
Again the calculations for the barred bosonic momentum space operators are perfectly
aligned with those for the unbarred operators. It is then straightforward to show that the
contribution of the barred momentum space operators to the momentum space Hamiltonian
is given by
HB =
∫
d3x
(m
4
Tr
(
˜¯RT (x) ˜¯R(x)
)
+
m
4
Tr
(
˜¯ST (x) ˜¯S(x)
)
− iTr
(
˜¯ST (x)σ¯ ·∇ ˜¯R(x)
))
=
∫
d3p
(2pi)3
2ω2p
m˜
Tr
(
w¯2T (p)w¯1(p)
)
. (6.80)
The full Hamiltonian in momentum space is then found to be
H =
∫
d3p
(2pi)3
(
4ω2p
(
u1(p)v2(p) + v1(p)u2(p) + v¯2(p)u¯1(p) + u¯2(p)v¯1(p)
)
+
2ω2p
m˜
(
Tr
(
w1T (p)w2(p)
)
+ Tr
(
w¯2T (p)w¯1(p)
)))
. (6.81)
This result is surprisingly compact containing only six terms of which four are fermionic
and two are bosonic. Furthermore, it is perfectly symmetric between the component fields
and their Hermitian conjugates. To derive the normal ordered Hamiltonian where all the
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annihilation operators stand on the left of all creation operators the properties of the
operators still need to be determined. This will be discussed in the following section and
will verify that the normal ordered Hamiltonian is given by
: H : =
∫
d3p
(2pi)3
(
4ω2p
(
v2(p)u1(p) + v1(p)u2(p) + u¯1(p)v¯2(p) + u¯2(p)v¯1(p)
)
+
2ω2p
m˜
(
Tr
(
w2(p)w1T (p)
)
+ Tr
(
w¯1(p)w¯2T (p)
)))
. (6.82)
6.5 The Creation and Annihilation Operators
To be able to draw conclusions on the energy spectrum of the Hamiltonian in momentum
space it has to be determined which of the momentum space operators are actually creation
operators and which ones are annihilation operators.
6.5.1 The Fermionic Creation and Annihilation Operators
It is assumed that |Ψ〉 is an eigenstate of the Hamiltonian with eigenvalue E
H |Ψ〉 = E |Ψ〉 . (6.83)
Furthermore, it is known that the fermionic momentum space operators commute with
their Hermitian conjugate counterparts and also with any bosonic operator in momentum
space. This implies that the fermionic momentum space operator u1(p) commutes with all
contributions to the Hamiltonian except the contribution from HF . Therefore, it proves
to be convenient for the investigation of the properties of the fermionic momentum space
operators to separate the full Hamiltonian into two parts
H = HF +H⊥F . (6.84)
Here H⊥F denotes the part of the Hamiltonian that commutes with any unbarred fermionic
operator in momentum space and is given by the sum HF¯ + HB + HB¯. Based on these
commutation properties it is sufficient to restrict the following discussion to calculating
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the effect of HF acting on u1(p′) |Ψ〉
HFu1γ
(
p′
) |Ψ〉 = ∫ d3p
(2pi)3
4ω2p
(
u1(p)v2(p) + v1(p)u2(p)
)
u1γ
(
p′
) |Ψ〉 , (6.85)
which simplifies the notation significantly. Repeated application of the anticommutation
relations for the fermionic momentum space operators to move u1(p′) all the way to the
left leads to
HFu1γ
(
p′
) |Ψ〉 = u1γ(p′) ∫ d3p(2pi)3 4ω2p (u1(p)v2(p) + v1(p)u2(p)) |Ψ〉
+
∫
d3pωpγαδ
(
p− p′)u1α(p) |Ψ〉 . (6.86)
The momentum space integral in the first term is exactly the unbarred fermionic part of
the Hamiltonian while the second term contains a δ-function that cancels the momentum
space integral. To be able to use the initial assumption that the full Hamiltonian H acting
on ψ has eigenvalue E the perpendicular part which satisfies H⊥Fu1(p′) = u1(p′)H⊥F has
to be added on both sides of the equation. The energy of the state u1 |Ψ〉 is thus found to
be
Hu1γ
(
p′
) |Ψ〉 = u1γ(p′)H |Ψ〉+ ωp′u1γ(p′) |Ψ〉
=
(
E + ωp′
)
u1γ
(
p′
) |Ψ〉 . (6.87)
The energy ωp is by definition positive and therefore the energy of u1 |Ψ〉 is higher than
for the state |Ψ〉. This clearly shows that u1 is a creation operator.
Similar calculations can be repeated for the remaining fermionic momentum space
operators
HFu2γ
(
p′
) |Ψ〉 = (E + ωp′)u2γ(p′) |Ψ〉 , (6.88)
HF v1γ
(
p′
) |Ψ〉 = (E − ωp′) v1γ(p′) |Ψ〉 , (6.89)
HF v2γ
(
p′
) |Ψ〉 = (E − ωp′) v2γ(p′) |Ψ〉 . (6.90)
It is found that u1 and u2 are creation operators while v1 and v2 are annihilation operators.
In general it is possible to repeat the previous calculations for the barred fermionic
momentum space operators. However, by definition they are the Hermitian conjugate of
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the already discussed unbarred momentum space operators. Furthermore, it is known that
the Hermitian conjugate of a creation operator is an annihilation operator and vice versa.
Therefore, it can immediately be concluded that u¯1 and u¯2 are annihilation operators while
v¯1 and v¯2 are creation operators which satisfy
Hu¯1γ˙
(
p′
) |Ψ〉 = (E − ωp′) u¯1γ˙(p′) |Ψ〉 , (6.91)
Hu¯2γ˙
(
p′
) |Ψ〉 = (E − ωp′) u¯2γ˙(p′) |Ψ〉 , (6.92)
Hv¯1γ˙
(
p′
) |Ψ〉 = (E + ωp′) v¯1γ˙(p′) |Ψ〉 , (6.93)
Hv¯2γ˙
(
p′
) |Ψ〉 = (E + ωp′) v¯2γ˙(p′) |Ψ〉 . (6.94)
The complete set of momentum space operators thus contains four creation and four an-
nihilation operators.
6.5.2 The Bosonic Creation and Annihilation Operators
The determination of the bosonic creation and annihilation operators in momentum space
follows mostly the schematic for the fermionic operators outlined in the previous section. It
is again assumed that |Ψ〉 is an eigenstate of the Hamiltonian with eigenvalue E. However,
the separation of the Hamiltonian has to be redefined appropriately to represent a split
into the bosonic part and the component perpendicular to it H⊥B
H = HF +H⊥F . (6.95)
As the same arguments for the commutation properties between the various fermionic
and bosonic operators apply the perpendicular part H⊥B is now given by the sum of
HF +HF¯ +HB¯ and it is sufficient to restrict all but the last step of the following discussion
to the calculation of
HBw1γδ
(
p′
) |Ψ〉 = −∫ d3p
(2pi)3
2ω2p
m˜
w1βα(p)w2βα(p)w
1
γδ
(
p′
) |Ψ〉 . (6.96)
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With the help of the commutation relations w1(p′) can be pulled all the way to the left
HBw1γδ
(
p′
) |Ψ〉 = −w1γδ(p′) ∫ d3p(2pi)3 2ω
2
p
m˜
w1βα(p)w2βα(p) |Ψ〉
+
∫
d3pωpαδβγδ
(
p− p′)w1βα(p) |Ψ〉 . (6.97)
Here, the first integral corresponds the unbarred bosonic part of the Hamiltonian while
the integral in the second term is cancelled by the momentum space δ-function that arises
from the commutation of w1(p′) with the bosonic part of the Hamiltonian. Addition of
the part perpendicular to HB allows the use of the assumption on the eigenvalue of H and
leads to
Hw1γδ
(
p′
) |Ψ〉 = w1γδ(p′)H |Ψ〉+ ω′pw1γδ(p′) |Ψ〉
=
(
E + ω′p
)
w1γδ
(
p′
) |Ψ〉 . (6.98)
Therefore, the state w1(p′) |Ψ〉 has the eigenvalue E + ω′p which identifies it as creation
operator.
Similarly it can be shown that w2(p′) |Ψ〉 satisfies
Hw2γδ
(
p′
) |Ψ〉 = (E − ωp′)w2γδ(p′) |Ψ〉 . (6.99)
It can be seen that the state w2(p′) |Ψ〉 has the eigenvalue E−ω′p and thus is an annihilation
operator.
The results for the barred bosonic operators in momentum space are found to be
Hw¯1
γ˙δ˙
(
p′
) |Ψ〉 = (E − ω′p) w¯1γ˙δ˙(p′) |Ψ〉 , (6.100)
Hw¯2
γ˙δ˙
(
p′
) |Ψ〉 = (E + ωp′) w¯2γ˙δ˙(p′) |Ψ〉 . (6.101)
This shows that w¯1(p′) is an annihilation operator while w¯2(p′) is a creation operator. As
before this result for the barred bosonic momentum space operators is no surprise as they
are by construction the Hermitian conjugate of their unbarred counterparts.
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Chapter 7
Coupling to the O’Raifeartaigh Model
7.1 The O’Raifeartaigh Model
The modern formulation of supersymmetry was introduced by Wess and Zumino (1974b)
and is based on a single chiral multiplet
Φ = exp
(−iθ∂/ θ¯) (A+ θαφα + θ2F ) ,
= A+ θαφα + θ2F − iθ∂/ θ¯A+ i2θ
2θ¯γ˙ ∂¯/ γ˙
αφα − 14θ
2θ¯2A . (7.1)
In the first line the chiral character of Φ as a product of an exponential function times a
chiral term that is solely dependent on θ becomes clear while the second line represents the
full superfield expansion of the chiral superfield. The Wess-Zumino Lagrangian which is
the most general Lagrangian that can be constructed using a chiral superfield and covariant
derivatives can be written in a very compact form involving the F-component of superfield
products
L =
(
1
2
Φ · TΦ− m
2
Φ · Φ− g
3
Φ · Φ · Φ
)
F
+ h.c. . (7.2)
This first approach was then generalised by O’Raifeartaigh (1975). Instead of using three
identical chiral superfields to construct the Lagrangian, O’Raifeartaigh utilised three distin-
guishable chiral multiplets Φa which will be denoted by italic subscripts. For the following
discussion it proves useful to separate the Lagrangian into its super-kinetic part and the
superpotential
L =
1
2
(Φa · TΦa)F − (V )F + h.c. . (7.3)
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It has to be pointed out that the separation into super-kinetic term and superpotential is
usually not identical to the separation into kinetic and potential terms, e. g., the super-
kinetic term may still contain contributions to the potential and vice versa, which has to
be addressed later on in the dicussion. The general superpotential in this equation is given
by
V = λaΦa +
1
2
mabΦa · Φb + 13gabcΦa · Φb · Φc , (7.4)
where the structure constants λa, mab, and gabc are real, totally symmetric, and the sum-
mation indices run over a, b, c = 1 . . . 3. Comparison with equation (7.2) reveals that the
superpotential of the O’Raifeartaigh model still contains a linear term in the superfield
which is absent in the above Wess-Zumino Lagrangian. It can be eliminated from the La-
grangian by a redefinition of the superfields. However, it proves useful to retain the linear
term as it conveniently splits off the part that is responsible for spontaneous supersymme-
try breaking. This will be discussed in the next section.
The explicit calculation of the various superfield products that appear in the O’Raifear-
taigh Lagrangian is straightforward using the definition of the kinetic multiplet and mul-
tiplication rules outlined in Appendix A.5. It is further simplified by the fact that only
the F -component of the superfield products is needed to construct the Lagrangian. The
super-kinetic term is found to be
1
2
(Φa · TΦa)F = −
1
2
AaA†a +
1
2
FaF
†
a +
i
4
φa∂/ φ¯a , (7.5)
while the superpotential can be written as
(V )F = λaFa +
1
2
mab
(
AaFb + FaAb − 12φaφb
)
+
1
3
gabc
(
AaAbFc +AaFbAc + FaAbAc − 32φaφbAc
)
. (7.6)
Therefore, the Lagrangian for the O’Raifeartaigh model is given by
L = −1
2
AaA†a +
1
2
FaF
†
a +
i
4
φa∂/ φ¯a − λaFa − 12mab
(
AaFb + FaAb − 12φaφb
)
− 1
3
gabc
(
AaAbFc +AaFbAc + FaAbAc − 32Aaφbφc
)
+ h.c. . (7.7)
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As the upcoming derivation of the equations of motion for the component fields – especially
for the fermionic component fields φa – requires knowledge of the Hermitian conjugate part,
the full Lagrangian is found to be
L = −1
2
AaA†a −
1
2
AaA†a + FaF †a +
i
4
φa∂/ φ¯a +
i
4
φ¯a∂¯/φa − λa
(
Fa + F †a
)
− 1
2
mab
(
AaFb + FaAb +A†aF
†
b + F
†
aA
†
b −
1
2
φaφb − 12 φ¯aφ¯b
)
− 1
3
gabc
(
AaAbFc +AaFbAc + FaAbAc +A†aA
†
bF
†
c +A
†
aF
†
bA
†
c + F
†
aA
†
bA
†
c
−3
2
Aaφbφc − 32A
†
aφ¯bφ¯c
)
. (7.8)
This Lagrangian can be used to derive the equations of motion for the component fields of
the chiral multiplet
Fd = λd +mdaA†a + gdabA
†
aA
†
b , (7.9)
−i∂/ α˙βφdβ = mdaφ¯aα˙ + 2gdabA†aφ¯bα˙ , (7.10)
−Ad = mdaF †a + gdab
(
A†aF
†
b + F
†
aA
†
b −
1
2
φ¯aφ¯b
)
. (7.11)
As the Lagrangian is by construction symmetric with respect to the component fields
the equations of motion for the Hermitian conjugate component fields can be derived by
Hermitian conjugation
F †d = λd +mdaAa + gdabAaAb , (7.12)
−i∂¯/αβ˙φβ˙d = mdaφaα + 2gdabAaφbα , (7.13)
−A†d = mdaFa + gdab
(
AaFb + FaAb − 12φaφb
)
. (7.14)
The equations of motion (7.9) to (7.11) can also be rewritten using the multiplication rules
from Appendix A.5
Fd = λd +mdaA†a + gdabA
†
ab , (7.15)
−i∂/ α˙βφdβ = mdaφ¯aα˙ + gdabφ¯abα˙ , (7.16)
−Ad = mdaF †a + gdabF †ab , (7.17)
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which can be expressed in the even more compact form
TΦd = λd +mdbΦb + gdbcΦb · Φc . (7.18)
The equations of motion can then be used to express the superpotential in terms of the
bosonic auxiliary fields Fa and the spinor fields φa. A closer look at the superpotential in
equation (7.6) reveals that all the contributions to the superpotential are either linear in
Fa or quadratic in φa. The same is valid for the Hermitian conjugate of the superpotential
except that it is now dependent on the Hermitian conjugate superfields F †a and φ¯a. There-
fore, it is sufficient to restrict the discussion to the terms in equation (7.6) and it can be
shown that the following scaling relation holds
[V (φ)]F =
(
Fd
∂
∂Fd
+
1
2
φαd
∂
∂φαd
)
[V (φ)]F . (7.19)
With the previous results for the equations of motion the derivatives with respect to Fa
and φa can be written down immediately as the derivatives of the superpotential satisfy
∂
∂Fd
[V (φ)]F = λd +mdaAa + gdabAaAb = F
†
d , (7.20)
∂
∂φαd
[V (φ)]F = mdaφaα + 2gdabAaφbα = −i∂¯/αβ˙φβ˙d . (7.21)
Using these results the scaling relation simplifies to
[V (φ)]F = FaF
†
a −
i
2
φ¯a∂/φa . (7.22)
As mentioned before, the identification of super-kinetic term and superpotential is not
exactly the same as the separation into kinetic and potential term and the super-kinetic
terms still contains a non-kinetic contribution while the superpotential contains a kinetic
term. Identification of the potential terms is straightforward and the actual potential U is
found to be
U = FaF †a . (7.23)
This implies that the potential is always positive and vanishes only if 〈Fa〉 = 0.
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7.1.1 Spontaneous Supersymmetry Breaking
To determine whether supersymmetry is spontaneously broken within the framework of a
given theory the fundamental condition for symmetry breaking has to be examined. If the
F -term of a given theory has a vanishing expectation value
〈Fa〉 = 0 (7.24)
for any choice of the structure constants, supersymmetry cannot be spontaneously broken.
However, if there exist regions or points in parameter space for which Fa acquires a nonva-
nishing expectation value, supersymmetry is spontaneously broken for these parameters.
In this case the superpotential becomes positive according to equation (7.23) and therefore,
the ground state must acquire a nonzero energy as well. The supersymmetry algebra then
implies that the ground state cannot be invariant under supersymmetry transformations,
as E = 〈0|H |0〉 > 0 is not compatible with the condition for invariance under superspace
translations Qα |0〉 = 0, Q¯α˙ |0〉 = 0 which corresponds to an identically vanishing ground
state energy.
A basic example for supersymmetry breaking was pointed out by O’Raifeartaigh (1975).
Starting from the Lagrangian in equation (7.8) the structure constants were chosen such
that
λ3 = Λ , all other Λa = 0 , (7.25)
m12 = m21 = M , all othermab = 0 , (7.26)
g113 = g131 = g311 = g , all other gabc = 0 . (7.27)
Following the original definition of the structure constant in equation (7.4), Λ, M , and g
are real. Using this choice of constants, the equations of motions for the auxiliary fields
Fa from equation (7.15) reduce to
F1 = MA
†
2 + g
(
A†1A
†
3 +A
†
3A
†
1
)
, (7.28)
F2 = MA
†
1 , (7.29)
F3 = Λ + gA
†
1A
†
1 . (7.30)
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Due to the real, positive, and nonzero constant Λ that appears in the equation of motion for
the auxiliary field F3 it is impossible to set F2 and F3 to zero simultaneously. This means
that at least one of them must have a nonvanishing expectation value. Conventionally it
is assumed that 〈F3〉 6= 0.
To analyse the effect of this nonzero expectation value on the superpotential, the equa-
tions of motion for the auxiliary fields of the O’Raifeartaigh model have to be inserted into
the superpotential that was derived in equation (7.23)
U =
(
MA†2 + g
(
A†1A
†
3 +A
†
3A
†
1
))
(MA2 + g (A1A3 +A3A1)) +M2A
†
1A1
+
(
Λ + gA†1A
†
1
)
(Λ + gA1A1) . (7.31)
To minimise the potential and determine the parameter range for which the potential
is always positive, the complex component fields Aa have to be replaced with their real
components
Aa = aa + iba . (7.32)
Expressing all the complex component fields in the superpotential in terms of their two
real contributions leads to
U = Λ2 +M2
(
a22 + b
2
2
)
+
(
M2 + 2gΛ
)
a21 +
(
M2 − 2gΛ) b21 + g2 (a21 + b21)2
+ 4Mg (a1a2 + b1b2) a3 + 4Mg (a1b2 − a2b1) b3 + 4g2
(
a21 + b
2
1
)
a23
+ 4g2
(
a21 + b
2
1
)
b23 . (7.33)
As the structure parameters M and g are by definition real, the superpotential is always
positive if the relations
M2 + 2gΛ ≥ 0 , (7.34)
M2 − 2gΛ ≥ 0 . (7.35)
are satisfied. These two relations for the structure constants can be combined into a single
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condition
M2 ≥ |2gΛ| . (7.36)
The minimum value for the potential is then given by
U = Λ2 , (7.37)
and is achieved by choosing the expectation values for the fields to be
〈a1〉 = 〈a2〉 = 〈b1〉 = 〈b2〉 = 0 . (7.38)
It turns out that the expectation values for a3 and b3 are not constrained, since the su-
perpotential is minimised without making any assumptions on these fields. Without loss
of generality it can be assumed that only one of the two components of A3 acquires a
constant, real expectation value while the other one vanishes
〈a3〉 = µ2g , (7.39)
〈b3〉 = 0 . (7.40)
The new constant µ that sets the scale of the expectation value is real and may or may
not be zero.
7.2 Dimensional Analysis
To achieve a coupling of the fermionic fields with mass dimension one to the O’Raifeartaigh
model a dimensional analysis of all possible coupling terms is necessary to restrict the
discussion to the most promising terms.
From Section 3.2.1 it is known that the building blocks of the Wess-Zumino model and
therefore also of the O’Raifeartaigh model have mass dimension
dimV = 0 , dim Φ = 1 , dimDα =
1
2
. (7.41)
Furthermore, if χ is identified with a fermionic field with mass dimension one it can be
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Contribution Mass Dimension Possible Contributions
ΦΦDV dim(ΦΦDV ) = 5/2 mass dimension too large for D-component
Table 7.1: Contributions to the Lagrangian for a coupling between two chiral super-
fields of the O’Raifeartaigh model Φ and one general superfield with one free spinor
index. In addition to the contributions built from products of unbarred superfields,
the Hermitian conjugates are permitted as well.
shown that the corresponding superfields and covariant derivatives satisfy
dimVα = 0 , dimXα = 1 , dimDα =
1
2
. (7.42)
With these results for mass dimension of the building blocks of the Lagrangian all possible
terms can be worked out. For convenience the following arguments are restricted to the
unbarred superfields while obviously the Hermitian conjugates have to be considered for
the Lagrangian as well.
All contributions to the Lagrangian which is a Lorentz scalar have to satisfy two basic
requirements. First, they cannot contain any uncontracted spinor indices, and second, all
normalisation constants must have positive mass dimension for the theory to be renormal-
izable. The maximally allowed mass dimension for contributions is 3 if the F-component
can be utilised and 2 for contributions via the D-component.
The goal is to construct a coupling of the fermionic fields with mass dimension one to
the O’Raifeartaigh model. Therefore, contributions that contain three superfields should
be considered. This results in two possible scenarios – (1) two chiral superfields from the
O’Raifeartaigh model and one general superfield from the discussion of fermionic fields with
mass dimension one; (2) one superfield from the O’Raifeartaigh model and two superfields
from the discussion of fermionic fields with mass dimension one.
In the first case the number of products which are presented in Table 7.1 is rather short.
The two chiral superfields of the O’Raifeartaigh model each have mass dimension one, while
the simplest contribution involving the general superfield Vα that has no uncontracted
spinor indices is DV which has mass dimension 1/2. As DV is not chiral, the F -component
cannot be used and the accumulative mass dimension of 5/2 is too large for a contribution
via the D-component. Any other product that can be conceived using two Φ’s and one
Vα, as well as an appropriate number of covariant derivatives yields a mass dimension in
excess of 3, which is required for the F -component. It is also worth mentioning that, at
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Contribution Mass Dimension Possible Contributions
ΦV V dim(ΦV V ) = 1 (mΦV V )D,
(
mΦ¯V V
)
D
TΦV V dim(TΦV V ) = 2 (TΦV V )D,
(
TΦ¯V V
)
D
ΦXV dim(ΦXV ) = 2 (ΦXV )D,
(
Φ¯XV
)
D
, (ΦY V )D,
(
Φ¯Y V
)
D
ΦDVDV dim(ΦDVDV ) = 2 (ΦDVDV )D,
(
Φ¯DVDV
)
D
ΦV X dim(ΦV X) = 2 (ΦV X)D,
(
Φ¯V X
)
D
, (ΦV Y )D,
(
Φ¯V Y
)
D
ΦXX dim(ΦXX) = 3 (ΦXX)F ,
(
Φ¯Y Y
)
F
Table 7.2: Contributions to the Lagrangian for a coupling between one chiral super-
fields of the O’Raifeartaigh model Φ and two general superfield with one free spinor
index. In addition to the contributions built from products of unbarred superfields,
the Hermitian conjugates are permitted as well.
least in this scenario, it is impossible to construct a combination containing three fields and
covariant derivatives that has no uncontracted indices as well as an integer valued mass
dimension. Therefore, a structure constant would always have to be half-integer valued.
Dimensional analysis for the second case reveals that there are numerous possibilities for
a coupling involving the D- and F-component. They can be categorised into three distinct
groups based on the mass dimension of the superfield products without structure constants.
It has to be emphasised that the contributions presented in Table 7.2 only discusses terms
that can be constructed utilising the chiral superfield Φ, the kinetic superfield TΦ, and
the general superfield Vα, as well as its covariant derivatives. Terms containing linear
derivatives of Φ were ignored, because they are not chiral. This restriction was made to
preserve the fact that the O’Raifeartaigh model is built solely using the chiral superfield
Φ as well as the kinetic superfield TΦ.
The first group summarising all terms with mass dimension one contains only two terms
as well as their Hermitian conjugates. The first term is the product of the chiral superfield
Φ and two general superfields Vα, while the second one is the product of the anti-chiral
superfield Φ¯ and two general superfields Vα. As Vα is neither chiral nor anti-chiral, only
contributions via the D-component are possible.
The second group collects all terms with mass dimension two which means that it
contains two covariant derivatives in addition to the field configuration of the first group.
Within the outlined framework it is possible to construct 12 distinct terms which are all
contributing via the D-component, as neither Vα nor DV are chiral or anti-chiral.
Of special interest is the third group summarising all terms with mass dimension 3.
Due to its mass dimension it can only contain contributions via the F -component. Indeed,
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it is possible to construct two such contributions. They are very similar to the mass terms
for the fermionic fields with mass dimension one (mXX)F and (mY Y )F which potentially
leads to a connection between the vacuum expectation value of the spontaneously broken
superfield in the O’Raifeartaigh model and the mass of the fermionic fields with mass
diemension one.
7.3 The Interaction Lagrangian
Even though there is a large number of potential contributions to the Lagrangian, the
following discussion will be restricted to the most promising ones which are those con-
tributing via the F -component. This reduces the number of terms from 32 to 4 if the
Hermitian conjugates are considered as well. Of the 4 remaining terms two contain only
chiral superfields, ΦXX and ΦY¯ Y¯ , while Φ¯X¯X¯ and Φ¯Y Y are solely made up of anti-chiral
superfields. At the present point the index that distinguishes the three distinct chiral su-
perfields Φj of the O’Raifeartaigh model is treated generally. Later on in the discussion
it will be restricted to describe coupling of the chiral superfields Xα and the anti-chiral
superfields Yα to a specific superfield of the O’Raifeartaigh model, e. g., Φ3.
The product of the chiral superfield Φj from equation (7.1) with the two chiral super-
fields Xα as derived in equation (3.21) is given by
ΦjXαXα =
(
Aj + θδφjδ + θ2Fj − iθ∂/ θ¯Aj + i2θ
2θ¯˙∂¯/ ˙
δφjδ − 14θ
2θ¯2Aj
)
(
χα + θβS˜βα + θ2
(
λ˜α +
i
2
ω˜α
)
− iθ∂/ θ¯χα + i
2
θ2θ¯τ˙ ∂¯/ τ˙
βS˜β
α − 1
4
θ2θ¯2χα
)
(
χα + θγS˜γα + θ2
(
λ˜α +
i
2
ω˜α
)
− iθ∂/ θ¯χα + i2θ
2θ¯κ˙∂¯/ κ˙
γS˜γα − 14θ
2θ¯2χα
)
.
(7.43)
On the first glance this product of three superfields looks rather difficult. However, if
it is recalled that the term of interest is the F -component – or in other words all terms
proportional to θ2 – the calculation simplifies significantly. It is sufficient to restrict the
discussion to the pure component fields as well as the terms linear and quadratic in θ. This
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results in 6 terms that are proportional to θ2
(ΦjXαXα)θ2 = θ
2Ajχ
α
(
λ˜α +
i
2
ω˜α
)
− 1
2
βγθ2AjS˜β
αS˜γα + θ2Aj
(
λ˜α +
i
2
ω˜α
)
χα
− 1
2
δγθ2φjδχ
αS˜γα +
1
2
δβθ2φ3δS˜β
αχα + θ2Fjχαχα . (7.44)
After contraction of the spinor indices the F -component is found to be
(ΦjXαXα)F = 2Ajχλ˜+ iAjχω˜ −
1
2
AjTr
(
S˜T S˜
)
− φjS˜χ+ Fjχχ , (7.45)
where it was assumed that the fermionic and bosonic component fields commute. Similar
calculations can be repeated for the 3 remaining superfield products that contribute to the
Lagrangian
(
Φ¯jX¯α˙X¯ α˙
)
F
= 2A†jχ¯
˜¯λ− iA†jχ¯ ˜¯ω −
1
2
A†jTr
(
˜¯ST ˜¯S
)
+ φ¯j ˜¯Sχ¯+ F
†
j χ¯χ¯ , (7.46)(
Φ¯jY αYα
)
F
= 2A†jψλ˜− iA†jψω˜ −
1
2
A†jTr
(
R˜T R˜
)
− φ¯jR˜ψ + F †j ψψ , (7.47)(
Φj Y¯α˙Y¯ α˙
)
F
= 2Ajψ¯ ˜¯λ+ iAjψ¯ ˜¯ω − 12AjTr
(
˜¯RT ˜¯R
)
+ φj ˜¯Rψ¯ + Fjψ¯ψ¯ . (7.48)
The Lagrangian describing the coupling of fermionic fields with mass dimension one to
the O’Raifeartaigh model is then nothing but the sum of the O’Raifeartaigh Lagrangian
from equation (7.8), the Lagrangian for fermionic fields with mass dimension one from
equation (3.85), and the interaction terms in equations (7.45) to (7.48). In terms of super-
field products the Lagrangian can be expressed in a very compact form
L = 1
2
(Φa · TΦa)F − λa (Φa)F −
1
2
Mab (Φa · Φb)F −
1
3
gabc (Φa · Φb · Φc)F + h.c.
+ (XαYα)D + (Y
αXα)D +
m
2
(XαXα)F +
m
2
(Y αYα)F + h.c.
+ ξ (ΦjXαXα)F + ξ
(
Φ¯jX¯α˙X¯ α˙
)
F
+ ξ
(
Φ¯jY αYα
)
F
+ ξ
(
Φj Y¯α˙Y¯ α˙
)
F
, (7.49)
where the strength of the interaction is encoded in the real coupling constant ξ. Alterna-
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tively, the Lagrangian can be written in terms of the superfield components
L = −1
2
AaA†a +
1
2
FaF
†
a +
i
4
φa∂/ φ¯a − λaFa − 12Mab
(
AaFb + FaAb − 12φaφb
)
− 1
3
gabc
(
AaAbFc +AaFbAc + FaAbAc − 32Aaφbφc
)
− 1
2
AaA†a +
1
2
FaF
†
a +
i
4
φ¯a∂¯/φa − λaF †a −
1
2
Mab
(
A†aF
†
b + F
†
aA
†
b −
1
2
φ¯aφ¯b
)
− 1
3
gabc
(
A†aA
†
bF
†
c +A
†
aF
†
bA
†
c + F
†
aA
†
bA
†
c −
3
2
A†aφ¯bφ¯c
)
+ 2∂µχ∂µψ + 2λ˜λ˜+
1
2
ω˜ω˜ +mχλ˜+
im
2
χω˜ +mψλ˜− im
2
ψω˜ +
i
2
Tr
(
S˜T∂/R˜
)
+
i
2
Tr
(
R˜T ∂¯/S˜
)
− m
4
Tr
(
S˜T S˜
)
− m
4
Tr
(
R˜T R˜
)
+ 2∂µχ¯∂µψ¯ + 2˜¯λ˜¯λ+
1
2
˜¯ω ˜¯ω +mχ¯˜¯λ
− im
2
χ¯ ˜¯ω +mψ¯ ˜¯λ+
im
2
ψ¯ ˜¯ω +
i
2
Tr
(
˜¯ST ∂¯/ ˜¯R
)
+
i
2
Tr
(
˜¯RT∂/ ˜¯S
)
− m
4
Tr
(
˜¯ST ˜¯S
)
− m
4
Tr
(
˜¯RT ˜¯R
)
+ 2ξAjχλ+ iξAjχω˜ − ξ2AjTr
(
S˜T S˜
)
− ξφjS˜χ+ ξFjχχ+ 2ξA†jχ¯λ¯
− iξA†jχ¯ ˜¯ω −
ξ
2
A†jTr
(
˜¯ST ˜¯S
)
+ ξφ¯j ˜¯Sχ¯+ ξF
†
j χ¯χ¯+ 2ξA
†
jψλ− iξA†jψω˜ −
ξ
2
A†jTr
(
R˜T R˜
)
− ξφ¯jR˜ψ + ξF †j ψψ + 2ξAjψ¯λ¯+ iξAjψ¯ ˜¯ω −
ξ
2
AjTr
(
˜¯RT ˜¯R
)
+ ξφj ˜¯Rψ¯ + ξFjψ¯ψ¯ . (7.50)
7.3.1 The Equations of Motion for the Auxiliary Fields
A brief look at the Lagrangian in equation (7.50) reveals that the fields Fa, λ˜, and ω˜
are auxiliary fields and thus can be eliminated from the Lagrangian using their respective
equations of motion. In addition to the equations of motion for the auxiliary fields the
equations of motion for the spinor fields φj and the second rank spinor fields R˜ and S˜ were
derived as well as they will prove useful for the derivation of the actual superpotential
without kinetic terms. The equations of motion can then be summarised to
Fd = λd +MdaA†a + gdabA
†
aA
†
b − ξδdj (χ¯χ¯+ ψψ) , (7.51)
λ˜α = −m4 (χα + ψα)− ξ
1
2
(
Ajχα +A
†
jψα
)
, (7.52)
ω˜α = − im2 (χα − ψα)− iξ
(
Ajχα −A†jψα
)
, (7.53)
i
2
∂¯/ α˙βφ
β
d =
1
2
Mdaφ¯α˙a + gdabA†aφ¯α˙b + ξδdj
(
˜¯Sα˙γ˙χ¯γ˙ + R˜α˙γψγ
)
, (7.54)(m
2
+ ξA†j
)
R˜β˙α = −i∂¯/ β˙γS˜γα − ξφ¯jβ˙ψα , (7.55)(m
2
+ ξAj
)
S˜βα = i∂/βδ˙R˜
δ˙
α − ξφjβχα . (7.56)
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It is worth mentioning that it is not necessary to derive the equations of motion for the
conjugate component fields as they are related to the unbarred fields by Hermitian conju-
gation
F †d = λd +MdaAa + gdabAaAb − ξδdj
(
χχ+ ψ¯ψ¯
)
, (7.57)
˜¯λα˙ = −m4
(
χ¯α˙ + ψ¯α˙
)− ξ
2
(
A†jχ¯α˙ +Ajψ¯α˙
)
, (7.58)
˜¯ωα˙ =
im
2
(
χ¯α˙ − ψ¯α˙
)
+ iξ
(
A†jχ¯α˙ −Ajψ¯α˙
)
, (7.59)
− i
2
∂/αβ˙φ¯
β˙
d =
1
2
Mdaφαa + gdabAaφαb + ξδdj
(
S˜αγχ
γ + ˜¯Rαγ˙ψ¯γ˙
)
, (7.60)(m
2
+ ξAj
)
˜¯Rβα˙ = i∂/βγ˙
˜¯Sγ˙ α˙ + ξφjβψ¯α˙ , (7.61)(m
2
+ ξA†j
)
˜¯Sβ˙α˙ = −i∂¯/ β˙δ ˜¯Rδα˙ + ξφ¯jβ˙χ¯α˙ . (7.62)
7.3.2 Spontaneous Symmetry Breaking
To determine whether or not supersymmetry is spontaneously broken the Lagrangian
in equation (7.50) describing the coupling between the O’Raifeartaigh model and the
fermionic sector has to be split up into the super kinetic term Lkin and the superpotential
Lpot. The super-kinetic term is given by
Lkin = −12AaA
†
a −
1
2
AaA†a +
i
4
φa∂/ φ¯a +
i
4
φ¯a∂¯/φa + 2∂µχ∂µψ + 2∂µχ¯∂µψ¯
+
i
2
Tr
(
S˜T∂/R˜
)
+
i
2
Tr
(
R˜T ∂¯/S˜
)
+
i
2
Tr
(
˜¯ST ∂¯/ ˜¯R
)
+
i
2
Tr
(
˜¯RT∂/ ˜¯S
)
. (7.63)
The remaining terms make up the superpotential
Lpot = −FaF †a + λaFa + λaF †a +
1
2
Mab
(
AaFb + FaAb − 12φaφb +A
†
aF
†
b + F
†
aA
†
b −
1
2
φ¯aφ¯b
)
+
1
3
gabc
(
AaAbFc +AaFbAc + FaAbAc − 32Aaφbφc +A
†
aA
†
bF
†
c +A
†
aF
†
bA
†
c
+F †aA
†
bA
†
c −
3
2
A†aφ¯bφ¯c
)
−
(
2λ˜+mχ+mψ + 2ξAjχ+ 2ξA
†
jψ
)
λ˜
−
(
1
2
ω˜ +
im
2
χ− im
2
ψ + iξAjχ− iξA†jψ
)
ω˜ +
(
m
4
+
ξ
2
Aj
)
Tr
(
S˜T S˜
)
+
(
m
4
+
ξ
2
A†j
)
Tr
(
R˜T R˜
)
−
(
2˜¯λ+mχ¯+mψ¯ + 2ξA†jχ¯+ 2ξAjψ¯
)
˜¯λ
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−
(
1
2
˜¯ω − im
2
χ¯+
im
2
ψ¯ − iξA†jχ¯+ iξAjψ¯
)
˜¯ω +
(
m
4
+
ξ
2
A†j
)
Tr
(
˜¯ST ˜¯S
)
+
(
m
4
+
ξ
2
Aj
)
Tr
(
˜¯RT ˜¯R
)
+ ξφjS˜χ− ξFjχχ− ξφ¯j ˜¯Sχ¯− ξF †j χ¯χ¯
+ ξφ¯jR˜ψ − ξF †j ψψ − ξφj ˜¯Rψ¯ − ξFjψ¯ψ¯ , (7.64)
where the potential part of the Lagrangian is defined in analogy to the superpotential (V )F
which corresponds to a sign convention of L = Lkin − Lpot.
To determine whether supersymmetry is spontaneously broken the following discussion
can be restricted to the superpotential. The superpotential has then to be expressed solely
in terms of the auxiliary fields Fa, λ˜, and ω˜. It turns out that the combination of component
fields in the prefactors of ω˜ and λ˜ correspond to the equations of motion of ω˜ and λ˜ which
simplifies the superpotential significantly
Lpot = −FaF †a + λaFa + λaF †a +MabAaFb −
1
4
Mabφaφb +MabA†aF
†
b −
1
4
Mabφ¯aφ¯b
+ gabcAaAbFc − 12gabcAaφbφc + gabcA
†
aA
†
bF
†
c −
1
2
gabcA
†
aφ¯bφ¯c + 2λ˜λ˜+
1
2
ω˜ω˜
+
(
m
4
+
ξ
2
Aj
)
Tr
(
S˜T S˜
)
+
(
m
4
+
ξ
2
A†j
)
Tr
(
R˜T R˜
)
+ 2˜¯λ˜¯λ+
1
2
˜¯ω ˜¯ω
+
(
m
4
+
ξ
2
A†j
)
Tr
(
˜¯ST ˜¯S
)
+
(
m
4
+
ξ
2
Aj
)
Tr
(
˜¯RT ˜¯R
)
+ ξφjS˜χ+ ξFjχχ
− ξφ¯j ˜¯Sχ¯− ξF †j χ¯χ¯+ ξφ¯jR˜ψ − ξF †j ψψ − ξφj ˜¯Rψ¯ − ξFjψ¯ψ¯ . (7.65)
Collecting all terms proportional to Fa and F
†
a reveals that the combinations of component
fields making up the prefactors correspond to F †a and Fa, respectively
Lpot = FaF †a −
1
4
Mabφaφb − 14Mabφ¯aφ¯b −
1
2
gabcAaφbφc − 12gabcA
†
aφ¯bφ¯c
+ 2λ˜λ˜+
1
2
ω˜ω˜ +
(
m
4
+
ξ
2
Aj
)
Tr
(
S˜T S˜
)
+
(
m
4
+
ξ
2
A†j
)
Tr
(
R˜T R˜
)
+ 2˜¯λ˜¯λ+
1
2
˜¯ω ˜¯ω +
(
m
4
+
ξ
2
A†j
)
Tr
(
˜¯ST ˜¯S
)
+
(
m
4
+
ξ
2
Aj
)
Tr
(
˜¯RT ˜¯R
)
+ ξφjS˜χ− ξφ¯j ˜¯Sχ¯+ ξφ¯jR˜ψ − ξφj ˜¯Rψ¯ . (7.66)
Up to now only the equations of motion for the auxiliary fields have been used to rewrite
the superpotential in terms of the auxiliary fields. However, the intermediate result for the
superpotential still depends on Aj , φj , S˜, and R˜. At this point the equations of motion
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for these fields have to be used to eliminate or rewrite the terms of interest. Using the
equation of motion for φa and φ¯a the 8 terms containing φa and its Hermitian conjugate
are reduced to two kinetic terms
Lpot = FaF †a +
i
2
φαa∂/αβ˙φ¯
β˙
a +
i
2
φ¯α˙a ∂¯/ α˙βφ
β
a −
ξ
2
δjaφ
α
a S˜αβχ
β − ξ
2
δjaφ
α
a
˜¯Rαβ˙ψ¯
β˙
+
ξ
2
δjaφ¯
α˙
a
˜¯Sα˙β˙χ¯
β˙ +
ξ
2
δjaφ¯
α˙
a R˜α˙βψ
β + 2λ˜λ˜+
1
2
ω˜ω˜
+
(
m
4
+
ξ
2
Aj
)
Tr
(
S˜T S˜
)
+
(
m
4
+
ξ
2
A†j
)
Tr
(
R˜T R˜
)
+ 2˜¯λ˜¯λ+
1
2
˜¯ω ˜¯ω
+
(
m
4
+
ξ
2
A†j
)
Tr
(
˜¯ST ˜¯S
)
+
(
m
4
+
ξ
2
Aj
)
Tr
(
˜¯RT ˜¯R
)
. (7.67)
The same can be repeated using the equations of motion for the second rank spinor fields
S˜ and R˜. The resulting superpotential has an especially simple form
Lpot = FaF †a +
i
2
φa∂/ φ¯a +
i
2
φ¯a∂¯/φa + 2λ˜λ˜+
1
2
ω˜ω˜ +
i
2
Tr
(
R˜T ∂¯/S˜
)
+
i
2
Tr
(
S˜T∂/R˜
)
+ 2˜¯λ˜¯λ+
1
2
˜¯ω ˜¯ω +
i
2
Tr
(
˜¯RT∂/ ˜¯S
)
+
i
2
Tr
(
˜¯ST ∂¯/ ˜¯R
)
. (7.68)
It is obvious that it still contains numerous kinetic terms for the bosonic component fields
R˜ and S˜ as well as the fermionic component fields φa. As the super-kinetic term in
equation (7.63) is by construction free of contributions to the superpotential the actual
superpotential U is found to be
U = FaF †a + 2
(
λ˜λ˜+ ˜¯λ˜¯λ
)
+
1
2
(ω˜ω˜ + ˜¯ω ˜¯ω) . (7.69)
This superpotential is in perfect analogy to the superpotential for the O’Raifeartaigh model
that was derived in equation (7.23). Besides the term induced by the bosonic auxiliary
fields Fa, it includes two additional terms for the auxiliary fields λ˜ and ω˜, which originate
in the model for fermionic fields with mass dimension one that were used to extend the
O’Raifeartaigh model. As the contributions from λ˜ and ω˜ are given by a sum of spinor
products, it is not immediately clear whether the superpotential is always positive. This is
due to the fact that a sum of spinor products and their Hermitian conjugates is real; how-
ever, this is not sufficient to conclude that they are positive as well. Nevertheless, there are
two arguments that should guarantee a positive superpotential. First, the construction of
the fermionic sector using the supersymmetry algebra ensures a positive energy spectrum.
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For the O’Raifeartaigh model this property is well established and the positivity of the
energy spectrum for the fermionic fields with mass dimension one was shown in Chapter
6. Second, the coupling of two theories with positive energy spectrum should possess the
same property. Therefore, if the expectation values for all auxiliary fields Fa, λ˜, and ω˜
vanish, supersymmetry is preserved. Otherwise the superpotential acquires a finite positive
minimum and supersymmetry is spontaneously broken.
7.3.3 The On-shell Lagrangian
The calculation of the on-shell Lagrangian is very similar to the discussion in the previous
section. However, this time the equations of motion for the auxiliary fields are used to
eliminate the auxiliary fields from the superpotential. This can be done starting from
the original equation for the superpotential in equation (7.64). The calculation can be
simplified significantly if the intermediate result from equation (7.66) is used as a starting
point. It is derived from equation (7.64) using solely the equations of motion for the
auxiliary fields and the contribution of the auxiliary fields is restricted to only three terms.
Subsequent results for the discussion of supersymmetry breaking cannot be employed as
the use of the equations of motion for φa, R˜, and S˜ eliminates important contributions to
the on-shell Lagrangian which are irrelevant for the previous discussion of supersymmetry
breaking. Inserting the equations of motion for the auxiliary fields into equation (7.66)
immediately leads to
Lpot = −λaλa − λaMadAd − λagadeAdAe + ξλaδa3
(
χχ+ ψ¯ψ¯
)− λaMabA†b
−MabMadA†bAd −MabgadeA†bAdAe + ξMabA†bδaj
(
χχ+ ψ¯ψ¯
)− λagabcA†bA†c
−MadgabcA†bA†cAd − gabcgadeA†bA†cAdAe + ξgabcA†bA†cδaj
(
χχ+ ψ¯ψ¯
)
+ ξλaδaj (χ¯χ¯+ ψψ) + ξMadδaj (χ¯χ¯+ ψψ)Ad + ξgadeδaj (χ¯χ¯+ ψψ)AdAe
− ξ2δajδaj (χ¯χ¯+ ψψ)
(
χχ+ ψ¯ψ¯
)
+
1
4
Mabφaφb +
1
4
Mabφ¯aφ¯b +
1
2
gabcAaφbφc
+
1
2
gabcA
†
aφ¯bφ¯c − 2
(m
2
+ ξAj
)(m
2
+ ξA†j
)
χψ −
(
m
4
+
ξ
2
Aj
)
Tr
(
S˜T S˜
)
−
(
m
4
+
ξ
2
A†j
)
Tr
(
R˜T R˜
)
− 2
(m
2
+ ξAj
)(m
2
+ ξA†j
)
χ¯ψ¯
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−
(
m
4
+
ξ
2
A†j
)
Tr
(
˜¯ST ˜¯S
)
−
(
m
4
+
ξ
2
Aj
)
Tr
(
˜¯RT ˜¯R
)
− ξφjS˜χ+ ξφ¯j ˜¯Sχ¯
− ξφ¯jR˜ψ + ξφj ˜¯Rψ¯ . (7.70)
Therefore the on-shell Lagrangian is given by
L = −1
2
AaA†a −
1
2
AaA†a +
i
4
φa∂/ φ¯+
i
4
φ¯a∂¯/φa + ∂µχ∂µψ + ∂µψ∂µχ+ ∂µχ¯∂µψ¯
+ ∂µψ¯∂µχ¯+
i
2
Tr
(
S˜T∂/R˜
)
+
i
2
Tr
(
R˜T ∂¯/S˜
)
+
i
2
Tr
(
˜¯ST ∂¯/ ˜¯R
)
+
i
2
Tr
(
˜¯RT∂/ ˜¯S
)
− λaλa − λaMadAd − λagadeAdAe + ξλaδaj
(
χχ+ ψ¯ψ¯
)− λaMabA†b −MabMadA†bAd
−MabgadeA†bAdAe + ξMabA†bδaj
(
χχ+ ψ¯ψ¯
)− λagabcA†bA†c −MadgabcA†bA†cAd
− gabcgadeA†bA†cAdAe + ξgabcA†bA†cδaj
(
χχ+ ψ¯ψ¯
)
+ ξλaδaj (χ¯χ¯+ ψψ)
+ ξMadδaj (χ¯χ¯+ ψψ)Ad + ξgadeδaj (χ¯χ¯+ ψψ)AdAe
− ξ2δajδaj (χ¯χ¯+ ψψ)
(
χχ+ ψ¯ψ¯
)
+
1
4
Mabφaφb +
1
4
Mabφ¯aφ¯b +
1
2
gabcAaφbφc
+
1
2
gabcA
†
aφ¯bφ¯c − 2
(m
2
+ ξAj
)(m
2
+ ξA†j
)
χψ −
(
m
4
+
ξ
2
Aj
)
Tr
(
S˜T S˜
)
−
(
m
4
+
ξ
2
A†j
)
Tr
(
R˜T R˜
)
− 2
(m
2
+ ξAj
)(m
2
+ ξA†j
)
χ¯ψ¯ −
(
m
4
+
ξ
2
A†j
)
Tr
(
˜¯ST ˜¯S
)
−
(
m
4
+
ξ
2
Aj
)
Tr
(
˜¯RT ˜¯R
)
− ξφjS˜χ+ ξφ¯j ˜¯Sχ¯− ξφ¯jR˜ψ + ξφj ˜¯Rψ¯ . (7.71)
This is the most general Lagrangian describing the coupling of the O’Raifeartaigh model
to a fermionic sector as discussed in Chapters 3 to 6. Up to now no assumptions be-
sides the usual symmetry properties were made regarding the structure constants of the
O’Raifeartaigh model. Furthermore, the coupling of the fermionic sector to the O’Raifear-
taigh is not restricted to a specific superfield.
7.4 Coupling to the Field with Nonzero Expectation Value
The O’Raifeartaigh model contains three distinguishable chiral superfields of which only
one obtains a nonvanishing expectation value. Therefore, there are two possibilities to
couple the fermionic sector to the O’Raifeartaigh model. It can either be coupled to
the superfield with nonvanishing expectation value – for the specific choice of structure
constants outlined in equations (7.25) to (7.27) this corresponds to a coupling to Φ3 – or
to one of the superfields with vanishing expectation value. Without loss of generality it is
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sufficient to discuss one of the possible scenarios as the results for the other case can be
obtained in perfect analogy. It can be shown that differences between the scenarios are
restricted to the matrix components of the mass matrices while the fundamental properties,
e. g., spontaneous supersymmetry breaking, are preserved.
For convenience it was chosen to discuss the coupling of the fermionic fields with mass
dimension one to the chiral superfield of the O’Raifeartaigh model with nonvanishing ex-
pectation value. The structure constants remain those introduced in equations (7.25) to
(7.27) for the discussion of the O’Raifeartaigh model. For this specific choice the on-shell
Lagrangian from equation (7.71) is given by
L = −1
2
A1A†1 −
1
2
A2A†2 −
1
2
A3A†3 −
1
2
A1A†1 −
1
2
A2A†2 −
1
2
A3A†3 +
i
4
φ1∂/ φ¯1
+
i
4
φ2∂/ φ¯2 +
i
4
φ3∂/ φ¯3 +
i
4
φ¯1∂¯/φ1 +
i
4
φ¯2∂¯/φ2 +
i
4
φ¯3∂¯/φ3 + 2∂µχ∂µψ + 2∂µχ¯∂µψ¯
+
i
2
Tr
(
S˜T∂/R˜
)
+
i
2
Tr
(
R˜T ∂¯/S˜
)
+
i
2
Tr
(
˜¯ST ∂¯/ ˜¯R
)
+
i
2
Tr
(
˜¯RT∂/ ˜¯S
)
− Λ2
− ΛgA1A1 + ξΛ
(
χχ+ ψ¯ψ¯
)−M2A†2A2 −M2A†1A1 − 2MgA†2A1A3 − ΛgA†1A†1
−MgA†2A†1A3 −MgA†2A†3A1 − 4g2A†1A†3A1A3 − g2A†1A†1A1A1 + ξgA†1A†1
(
χχ+ ψ¯ψ¯
)
+ ξΛ (χ¯χ¯+ ψψ) + ξg (χ¯χ¯+ ψψ)A1A1 − ξ2 (χ¯χ¯+ ψψ)
(
χχ+ ψ¯ψ¯
)
+
1
2
Mφ1φ2 +
1
2
Mφ¯1φ¯2 + gA1φ1φ3 +
1
2
gA3φ1φ1 + gA
†
1φ¯1φ¯3 +
1
2
gA†3φ¯1φ¯1
− 2
(m
2
+ ξA3
)(m
2
+ ξA†3
)
χψ −
(
m
4
+
ξ
2
A3
)
Tr
(
S˜T S˜
)
−
(
m
4
+
ξ
2
A†3
)
Tr
(
R˜T R˜
)
− 2
(m
2
+ ξA3
)(m
2
+ ξA†3
)
χ¯ψ¯ −
(
m
4
+
ξ
2
A†3
)
Tr
(
˜¯ST ˜¯S
)
−
(
m
4
+
ξ
2
A3
)
Tr
(
˜¯RT ˜¯R
)
− ξφ3S˜χ+ ξφ¯3 ˜¯Sχ¯− ξφ¯3R˜ψ + ξφ3 ˜¯Rψ¯ . (7.72)
Based on this Lagrangian the equations of motion for the auxiliary fields can be derived
in the usual way using the Euler-Lagrange equations. Alternatively, the general equations
of motion from equations (7.51) to (7.53) can be adapted according to the specific choice
of structure constants and coupling to Φ3
F1 = MA
†
2 + g
(
A†1A
†
3 +A
†
3A
†
1
)
, (7.73)
F2 = MA
†
1 , (7.74)
F3 = Λ + gA
†
1A
†
1 − ξ (χ¯χ¯+ ψψ) , (7.75)
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λ˜α = −ξ2
(
m
2ξ
+A3
)
χα − ξ2
(
m
2ξ
+A†3
)
ψα , (7.76)
ω˜α = −iξ
(
m
2ξ
+A3
)
χα + iξ
(
m
2ξ
ψα +A
†
3
)
ψα . (7.77)
7.4.1 Review of the Case for Vanishing Interaction
Before the coupling of the fermionic fields with mass dimension one to the O’Raifeartaigh
model is discussed in detail it is important to verify whether the previous results for the
Lagrangian and the equations of motion are reasonable. This can be achieved by discussing
the special case for a vanishing coupling constant. In this limit the equations of motion
for the auxiliary fields of the O’Raifeartaigh model and the model for fermionic fields with
mass dimension one should decouple and reduce to the originally derived equations of
motions for the individual models. For ξ → 0 the equations of motion reduce to
F1 = MA
†
2 + g
(
A†1A
†
3 +A
†
3A
†
1
)
, (7.78)
F2 = MA
†
1 , (7.79)
F3 = Λ + gA
†
1A
†
1 , (7.80)
λ˜α = −m4 (χα + ψα) , (7.81)
ω˜α = − im2 (χα − ψα) . (7.82)
It is clear that in this limit the equations of motion for Fa decouple from those for λ˜ and ω˜.
Furthermore, it can be seen that the equations of motion for Fa reproduce the equations of
motion of the O’Raifeartaigh model from equations (7.28) to (7.30) while the equations of
motion for λ˜ and ω˜ are exactly those derived in equations (3.86) and (3.87) for the model
describing fermionic fields with mass dimension one.
As the equations of motion are exactly those of the two individual models the discussion
of the expectation values is straightforward. For the bosonic component fields Aa it is found
that
〈A1〉 = 0 , (7.83)
〈A2〉 = 0 , (7.84)
〈A3〉 = cA , (7.85)
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where cA is a real constant. Therefore, the auxiliary field F3 acquires a nonvanishing
expectation value which implies that supersymmetry is again spontaneously broken. Fur-
thermore, the only solution for the fermionic auxiliary fields λ˜ and ω˜ that does not spon-
taneously break supersymmetry is the trivial solution
〈χα〉 = 0 , (7.86)
〈ψα〉 = 0 . (7.87)
This means that in the limit of vanishing coupling any spontaneous supersymmetry break-
ing originates in the O’Raifeartaigh model while the fermionic sector preserves supersym-
metry.
7.4.2 Expectation Values for Nonzero Interaction
To calculate the expectation values for the component fields all auxiliary fields have to
be eliminated from the superpotential. As before it proves to be easier to start from
the intermediate result in equation (7.66) where the auxiliary fields appear in only three
terms. It is important to note that even though the equations following equation (7.66)
have an even simpler structure they cannot be used to derive the superpotential without
auxiliary fields as the use of the equations of motion for φ, R˜ and S˜ eliminate terms that
are important for the further discussion. For the specific choice of structure constants in
equations (7.25) to (7.27) the superpotential is given by
U = F1F
†
1 + F2F
†
2 + F3F
†
3 −
1
2
Mφ1φ2 − 12Mφ¯1φ¯2 − gA1φ1φ3 −
1
2
gA3φ1φ1 − gA†1φ¯1φ¯3
− 1
2
gA†3φ¯1φ¯1 + 2λ˜λ˜+
1
2
ω˜ω˜ +
(
m
4
+
ξ
2
A3
)
Tr
(
S˜T S˜
)
+
(
m
4
+
ξ
2
A†3
)
Tr
(
R˜T R˜
)
+ 2˜¯λ˜¯λ+
1
2
˜¯ω ˜¯ω +
(
m
4
+
ξ
2
A†3
)
Tr
(
˜¯ST ˜¯S
)
+
(
m
4
+
ξ
2
A3
)
Tr
(
˜¯RT ˜¯R
)
+ ξφ3S˜χ
− ξφ¯3 ˜¯Sχ¯+ ξφ¯3R˜ψ − ξφ3 ˜¯Rψ¯ . (7.88)
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Inserting the equations of motion for the auxiliary fields Fa, λ˜, and ω˜, as well as their
Hermitian conjugates leads to the on-shell superpotential
U =
(
MA†2 + 2gA
†
1A
†
3
)
(MA2 + 2gA1A3) +MA
†
1MA1
+
(
Λ + gA†1A
†
1 − ξ (χ¯χ¯+ ψψ)
) (
Λ + gA1A1 − ξ
(
χχ+ ψ¯ψ¯
))
− 1
2
Mφ1φ2 − 12Mφ¯1φ¯2 − gA1φ1φ3 −
1
2
gA3φ1φ1 − gA†1φ¯1φ¯3 −
1
2
gA†3φ¯1φ¯1
+ 2
(m
2
+ ξA3
)(m
2
+ ξA†3
)
χψ +
(
m
4
+
ξ
2
A3
)
Tr
(
S˜T S˜
)
+
(
m
4
+
ξ
2
A†3
)
Tr
(
R˜T R˜
)
+ 2
(m
2
+ ξA3
)(m
2
+ ξA†3
)
χ¯ψ¯ +
(
m
4
+
ξ
2
A†3
)
Tr
(
˜¯ST ˜¯S
)
+
(
m
4
+
ξ
2
A3
)
Tr
(
˜¯RT ˜¯R
)
+ ξφ3S˜χ− ξφ¯3 ˜¯Sχ¯+ ξφ¯3R˜ψ − ξφ3 ˜¯Rψ¯
= M2A2A
†
2 + 2MgA1A
†
2A3 + 2MgA
†
1A2A
†
3 + 4g
2A1A
†
1A3A
†
3 +M
2A1A
†
1 + Λ
2
+ ΛgA1A1 − ξΛ
(
χχ+ ψ¯ψ¯
)
+ ΛgA†1A
†
1 + g
2A1A1A
†
1A
†
1 − ξgA†1A†1
(
χχ+ ψ¯ψ¯
)
− ξΛ (χ¯χ¯+ ψψ)− ξgA1A1 (χ¯χ¯+ ψψ) + ξ2 (χ¯χ¯+ ψψ)
(
χχ+ ψ¯ψ¯
)− 1
2
Mφ1φ2
− 1
2
Mφ¯1φ¯2 − gA1φ1φ3 − 12gA3φ1φ1 − gA
†
1φ¯1φ¯3 −
1
2
gA†3φ¯1φ¯1
+ 2
(m
2
+ ξA3
)(m
2
+ ξA†3
)
χψ +
(
m
4
+
ξ
2
A3
)
Tr
(
S˜T S˜
)
+
(
m
4
+
ξ
2
A†3
)
Tr
(
R˜T R˜
)
+ 2
(m
2
+ ξA3
)(m
2
+ ξA†3
)
χ¯ψ¯ +
(
m
4
+
ξ
2
A†3
)
Tr
(
˜¯ST ˜¯S
)
+
(
m
4
+
ξ
2
A3
)
Tr
(
˜¯RT ˜¯R
)
+ ξφ3S˜χ− ξφ¯3 ˜¯Sχ¯+ ξφ¯3R˜ψ − ξφ3 ˜¯Rψ¯ . (7.89)
The most general way to derive the expectation values for the component fields is to
minimise the superpotential. In the present scenario this corresponds to solving a system
of equations with 10 complex or 20 real variables
0 = 2MgA†2A3 + 4g
2A†1A3A
†
3 +M
2A†1 + 2ΛgA1 + 2g
2A1A
†
1A
†
1
− 2ξgA1 (χ¯χ¯+ ψψ)− gφ1φ3 , (7.90)
0 = 2MgA2A
†
3 + 4g
2A1A3A
†
3 +M
2A1 + 2ΛgA
†
1 + 2g
2A1A1A
†
1
− 2ξgA†1
(
χχ+ ψ¯ψ¯
)− gφ¯1φ¯3 , (7.91)
0 = M2A†2 + 2MgA
†
1A
†
3 , (7.92)
0 = M2A2 + 2MgA1A3 , (7.93)
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0 = 2MgA1A
†
2 + 4g
2A1A
†
1A
†
3 −
1
2
gφ1φ1 + 2ξ
(m
2
+ ξA†3
)
χψ +
ξ
2
Tr
(
S˜T S˜
)
+ 2ξ
(m
2
+ ξA†3
)
χ¯ψ¯ +
ξ
2
Tr
(
˜¯RT ˜¯R
)
, (7.94)
0 = 2MgA†1A2 + 4g
2A1A
†
1A3 −
1
2
gφ¯1φ¯1 + 2ξ
(m
2
+ ξA3
)
χψ +
ξ
2
Tr
(
R˜T R˜
)
+ 2ξ
(m
2
+ ξA3
)
χ¯ψ¯ +
ξ
2
Tr
(
˜¯ST ˜¯S
)
, (7.95)
0 = −1
2
Mφ2α − gA1φ3α − gA3φ1α , (7.96)
0 =
1
2
Mφ¯2α˙ + gA
†
1φ¯3α˙ + gA
†
3φ¯1α˙ , (7.97)
0 = −1
2
Mφ1α , (7.98)
0 =
1
2
Mφ¯1α˙ , (7.99)
0 = −gA1φ1α − ξS˜αγχγ − ξ ˜¯Rαγ˙ψ¯γ˙ , (7.100)
0 = gA†1φ¯1α˙ + ξ
˜¯Sα˙γ˙χ¯γ˙ + ξR˜α˙γψγ , (7.101)
0 = −2ξΛχα − 2ξgA†1A†1χα + 2ξ2 (χ¯χ¯+ ψψ)χα
+ 2
(m
2
+ ξA3
)(m
2
+ ξA†3
)
ψα + ξφ
β
3 S˜βα , (7.102)
0 = 2ξΛχ¯α˙ + 2ξgA1A1χ¯α˙ − 2ξ2χ¯α˙
(
χχ+ ψ¯ψ¯
)
− 2
(m
2
+ ξA3
)(m
2
+ ξA†3
)
ψ¯α˙ − ξφ¯β˙3 ˜¯Sβ˙α˙ , (7.103)
0 = −2ξΛψα − 2ξgA1A1ψα + 2ξ2ψα
(
χχ+ ψ¯ψ¯
)
+ 2
(m
2
+ ξA3
)(m
2
+ ξA†3
)
χα − ξφ¯β˙3 R˜β˙α , (7.104)
0 = 2ξΛψ¯α˙ + 2ξgA
†
1A
†
1ψ¯α˙ − 2ξ2 (χ¯χ¯+ ψψ) ψ¯α˙
− 2
(m
2
+ ξA3
)(m
2
+ ξA†3
)
χ¯α˙ + ξφ
β
3
˜¯Rβα˙ , (7.105)
0 = 2
(
m
4
+
ξ
2
A3
)
S˜βα + ξφ3βχα , (7.106)
0 = 2
(
m
4
+
ξ
2
A†3
)
˜¯Sβ˙α˙ − ξφ¯3β˙χ¯α˙ , (7.107)
0 = 2
(
m
4
+
ξ
2
A†3
)
R˜β˙α + ξφ¯3β˙ψα , (7.108)
0 = 2
(
m
4
+
ξ
2
A3
)
˜¯Rβα˙ − ξφ3βψ¯α˙ . (7.109)
Alternatively, it is possible to use the equations of motion to derive the expectation
values. Even though the equations of motion lead to the same expectation values they don’t
result in a complete set of solutions. Specifically, they don’t constrain the component fields
111
φ, R˜, and S˜. Therefore, a combination of the two approaches proves to be very powerful
as the equations of motion immediately lead to expectation values for Aa, χ, and ψ. The
remaining expectation values for φa, R˜, and S˜ can then be derived from the reduced set
of equations that is implied by equations (7.90) to (7.109) and the expectation values for
Aa, χ, and ψ.
A close look at the equations of motion for λ˜ and ω˜ reveals that there are two possible
solutions that lead to vanishing expectation values. First, there is the trivial solution with
〈χα〉 = 〈ψα〉 = 0 which results in the same equations of motion for Fa as the O’Raifeartaigh
model and thus leads to a nonvanishing expectation value for either F2 or F3. Therefore
supersymmetry is spontaneously broken. It can be shown that this scenario also has the
same minimum of the superpotential as the O’Raifeartaigh model. This minimum is a
local minimum as the superpotential acquires the finite positive value Λ2. Second, if
the expectation value of A3 is chosen such that 〈A3〉 = −m2ξ the expectation values for
the auxiliary fields λ˜ and ω˜ vanish identically without making any assumptions on the
component fields ψ and χ. Therefore, one or both of them can acquire a nonvanishing
expectation value such that the expectation value for F3 vanishes and supersymmetry is
preserved. In this case the superpotential vanishes identically and thus represents a global
minimum. It will be shown later on that restoring supersymmetry using nonvanishing
expectation values of spinor products comes at the cost of breaking Lorentz invariance.
As the first case doesn’t yield any new results the following discussion will be resticted
to the second scenario. Starting from the equations of motion it can be shown that the
component fields Aa have the expectation values
〈
A†1
〉
= 〈A1〉 = 0 , (7.110)〈
A†2
〉
= 〈A2〉 = 0 , (7.111)〈
A†3
〉
= 〈A3〉 = −m2ξ . (7.112)
Furthermore, the equations of motion imply a relation for the spinor fields χ and ψ
〈χ¯χ¯+ ψψ〉 = 〈χχ+ ψ¯ψ¯〉 = Λ
ξ
. (7.113)
These results can then be used to simplify the system of equations (7.90) to (7.109). The
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reduced set of equations implies that the expectation values for the spinor fields φa vanish
identically
〈φ1〉 =
〈
φ¯1
〉
= 0 , (7.114)
〈φ2〉 =
〈
φ¯2
〉
= 0 , (7.115)
〈φ3〉 =
〈
φ¯3
〉
= 0 . (7.116)
This doesn’t come as a surprise as the pure O’Raifeartaigh model doesn’t produce nonva-
nishing expectation values for the φa either. The remaining relations are then summarised
to
0 = Tr
(
S˜T S˜ + ˜¯RT ˜¯R
)
, (7.117)
0 = Tr
(
R˜T R˜+ ˜¯ST ˜¯S
)
, (7.118)
0 = S˜αβχβ + ˜¯Rαβ˙ψ¯
β˙ , (7.119)
0 = ˜¯Sα˙β˙χ¯
β˙ + R˜α˙βψβ . (7.120)
Therefore, the second rank spinor fields R˜ and S˜ are not restricted and may acquire a
nonzero expectation value
〈
R˜αβ˙
〉
= cRαβ˙ , (7.121)〈
S˜αβ
〉
= cSαβ , (7.122)
(7.123)
where cRαβ˙ and cSαβ are constant second rank spinors.
7.4.3 The Mass Terms
The mass matrix is defined as the quadratic terms of the Lagrangian in the component
fields after expanding them around their expectation values. In the previous section it
was shown that A3, χ, ψ, S˜, and R˜ can acquire nonzero expectation values. Therefore,
each of these fields can be separated into its expectation value and an excitation from the
expectation value. To distinguish the excitations from the component fields the bosonic
fields are denoted by the corresponding small case italic letters, e. g., A1 → a1, while the
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notation for fermionic excitations is extended by a hat, e. g., χ → χˆ. The expectation
values, as long as they are not replaced by otherwise specified constants, are denoted by a
subscript 0. For consistency of notation the notation for the remaining component fields
with vanishing expectation values was adapted accordingly. The transition is straightfor-
ward as for vanishing expectation values the excitations from the expectation values are
identical to the component fields. This expansion of the component fields around their
expectation values leads to the superpotential
U = M2a2a
†
2 + 2Mga1a
†
2
(
−m
2ξ
+ a3
)
+ 2Mga†1a2
(
−m
2ξ
+ a†3
)
+ 4g2a1a
†
1
(
−m
2ξ
+ a3
)(
−m
2ξ
+ a†3
)
+M2a1a
†
1 + Λ
2 + Λga1a1 + ξΛ
(
χχ+ ψ¯ψ¯
)
+ Λga†1a
†
1 + g
2a1a1a
†
1a
†
1 − ξga†1a†1
(
(χ0 + χˆ) (χ0 + χˆ) +
(
ψ¯0 + ˆ¯ψ
)(
ψ¯0 + ˆ¯ψ
))
− ξΛ
((
χ¯0 + ˆ¯χ
) (
χ¯0 + ˆ¯χ
)
+
(
ψ0 + ψˆ
)(
ψ0 + ψˆ
))
− ξga1a1
((
χ¯0 + ˆ¯χ
) (
χ¯0 + ˆ¯χ
)
+
(
ψ0 + ψˆ
)(
ψ0 + ψˆ
))
+ ξ2
((
χ¯0 + ˆ¯χ
) (
χ¯0 + ˆ¯χ
)
+
(
ψ0 + ψˆ
)(
ψ0 + ψˆ
))
(
(χ0 + χˆ) (χ0 + χˆ) +
(
ψ¯0 + ˆ¯ψ
)(
ψ¯0 + ˆ¯ψ
))
− 1
2
Mφˆ1φˆ2 − 12M
ˆ¯φ1 ˆ¯φ2 − ga1φˆ1φˆ3
− 1
2
g
(
−m
2ξ
+ a3
)
φˆ1φˆ1 − ga†1 ˆ¯φ1 ˆ¯φ3 −
1
2
g
(
−m
2ξ
+ a†3
)
ˆ¯φ1 ˆ¯φ1
+ 2ξ2a3a
†
3 (χ0 + χˆ)
(
ψ0 + ψˆ
)
+
ξ
2
a3Tr
((
S˜T0 +
ˆ˜ST
)(
S˜0 +
ˆ˜S
))
+
ξ
2
a†3Tr
((
R˜T0 +
ˆ˜RT
)(
R˜0 +
ˆ˜R
))
+ 2ξ2a3a
†
3
(
χ¯0 + ˆ¯χ
) (
ψ¯0 + ˆ¯ψ
)
+
ξ
2
a†3Tr
((
˜¯ST0 +
ˆ¯˜
ST
)(
˜¯S0 +
ˆ¯˜
S
))
+
ξ
2
a3Tr
((
˜¯RT0 +
ˆ¯˜
RT
)(
˜¯R0 +
ˆ¯˜
R
))
+ ξφˆ3
(
S˜0 +
ˆ˜S
)
(χ0 + χˆ)− ξ ˆ¯φ3
(
˜¯S0 +
ˆ¯˜
S
)(
χ¯0 + ˆ¯χ
)
+ ξ ˆ¯φ3
(
R˜0 +
ˆ˜R
)(
ψ0 + ψˆ
)
− ξφˆ3
(
˜¯R+
ˆ¯˜
R
)(
ψ¯0 + ˆ¯ψ
)
. (7.124)
For the mass terms only the terms to second order in the component fields are of interest
while all terms to different order can be ignored. Therefore, the relevant terms are given
by
UO2 = M2a2a
†
2 −
mMg
ξ
a1a
†
2 −
mMg
ξ
a†1a2 +
m2g2
ξ2
a1a
†
1 +M
2a1a
†
1 + Λga1a1
− ξΛ
(
χˆχˆ+ ˆ¯ψ ˆ¯ψ
)
+ Λga†1a
†
1 − ξga†1a†1
(
χ0χ0 + ψ¯0ψ¯0
)− ξΛ( ˆ¯χ ˆ¯χ+ ψˆψˆ)
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− ξga1a1 (χ¯0χ¯0 + ψ0ψ0) + ξ2χ¯0χ¯0χˆχˆ+ ξ2χ¯0χ¯0 ˆ¯ψ ˆ¯ψ + ξ2ψ0ψ0χˆχˆ+ ξ2ψ0ψ0 ˆ¯ψ ˆ¯ψ
+ 4ξ2χ¯0 ˆ¯χχ0χˆ+ 4ξ2χ¯0 ˆ¯χψ¯0 ˆ¯ψ + 4ξ2ψ0ψˆχ0χˆ+ 4ξ2ψ0ψˆψ¯0 ˆ¯ψ + ξ2 ˆ¯χ ˆ¯χχ0χ0 + ξ2 ˆ¯χ ˆ¯χψ¯0ψ¯0
+ ξ2ψˆψˆχ0χ0 + ξ2ψˆψˆψ¯0ψ¯0 − 12Mφˆ1φˆ2 −
1
2
M ˆ¯φ1 ˆ¯φ2 +
mg
4ξ
φˆ1φˆ1 +
mg
4ξ
ˆ¯φ1 ˆ¯φ1
+ 2ξ2a3a
†
3χ0ψ0 +
ξ
2
a3Tr
(
S˜T0
ˆ˜S + ˆ˜ST S˜0
)
+
ξ
2
a†3Tr
(
R˜T0
ˆ˜R+ ˆ˜RT R˜0
)
+ 2ξ2a3a
†
3χ¯0ψ¯0
+
ξ
2
a†3Tr
(
˜¯ST0
ˆ¯˜
S +
ˆ¯˜
ST ˜¯S0
)
+
ξ
2
a3Tr
(
˜¯RT0
ˆ¯˜
R+
ˆ¯˜
RT ˜¯R0
)
+ ξφˆ3S˜0χˆ+ ξφˆ3
ˆ˜Sχ0 − ξ ˆ¯φ3 ˜¯S0 ˆ¯χ
− ξ ˆ¯φ3 ˆ¯˜Sχ¯0 + ξ ˆ¯φ3R˜0ψˆ + ξ ˆ¯φ3 ˆ˜Rψ0 − ξφˆ3 ˜¯R0 ˆ¯ψ − ξφˆ3 ˆ¯˜Rψ¯0 . (7.125)
Using the equation of motion for F3 from equation (7.75) which gives a relation for the
sum of spinor products simplifies the second order terms of the superpotential significantly
UO2 = M2a2a
†
2 −
mMg
ξ
a1a
†
2 −
mMg
ξ
a†1a2 +
m2g2
ξ2
a1a
†
1 +M
2a1a
†
1 + 4ξ
2χ¯0 ˆ¯χχ0χˆ
+ 4ξ2χ¯0 ˆ¯χψ¯0 ˆ¯ψ + 4ξ2ψ0ψˆχ0χˆ+ 4ξ2ψ0ψˆψ¯0 ˆ¯ψ − 12Mφˆ1φˆ2 −
1
2
M ˆ¯φ1 ˆ¯φ2 +
mg
4ξ
φˆ1φˆ1
+
mg
4ξ
ˆ¯φ1 ˆ¯φ1 + 2ξ2a3a
†
3χ0ψ0 +
ξ
2
a3Tr
(
S˜T0
ˆ˜S + ˆ˜ST S˜0
)
+
ξ
2
a†3Tr
(
R˜T0
ˆ˜R+ ˆ˜RT R˜0
)
+ 2ξ2a3a
†
3χ¯0ψ¯0 +
ξ
2
a†3Tr
(
˜¯ST0
ˆ¯˜
S +
ˆ¯˜
ST ˜¯S0
)
+
ξ
2
a3Tr
(
˜¯RT0
ˆ¯˜
R+
ˆ¯˜
RT ˜¯R0
)
+ ξφˆ3S˜0χˆ
+ ξφˆ3
ˆ˜Sχ0 − ξ ˆ¯φ3 ˜¯S0 ˆ¯χ− ξ ˆ¯φ3 ˆ¯˜Sχ¯0 + ξ ˆ¯φ3R˜0ψˆ + ξ ˆ¯φ3 ˆ˜Rψ0 − ξφˆ3 ˜¯R0 ˆ¯ψ − ξφˆ3 ˆ¯˜Rψ¯0 . (7.126)
A thorough investigation reveals an unpleasant multiplet structure. It turns out that there
are three multiplets. Two of them are doublets, a1 and a2 as well as φˆ1 and φˆ2, containing
fields with the same properties. A different picture arises for the third multiplet which
turns out to be a sextuplet containing a3, χˆ, ψˆ, φˆ3, S˜ and R˜. This multiplet suffers of its
large size as well as the mix of component fields it contains – scalar fields, spinor fields and
second rank spinor fields – which makes it nearly impossible to reconcile.
A solution to the structure and size problem of this multiplet presents itself if it is
recalled that the second rank spinor fields R˜ and S˜ were restricted by a relation involving
the trace that implied a constant expectation which may or may not be zero. If it is
assumed that the expectation values of both second rank spinor fields vanish identically the
multiplet structure problem is resolved. Using this assumption reduces the superpotential
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in second order of the component fields to
UO2 = M2a2a
†
2 −
mMg
ξ
a1a
†
2 −
mMg
ξ
a†1a2 +
m2g2
ξ2
a1a
†
1 +M
2a1a
†
1 + 4ξ
2χ¯0 ˆ¯χχ0χˆ
+ 4ξ2χ¯0 ˆ¯χψ¯0 ˆ¯ψ + 4ξ2ψ0ψˆχ0χˆ+ 4ξ2ψ0ψˆψ¯0 ˆ¯ψ − 12Mφˆ1φˆ2 −
1
2
M ˆ¯φ1 ˆ¯φ2 +
mg
4ξ
φˆ1φˆ1
+
mg
4ξ
ˆ¯φ1 ˆ¯φ1 + 2ξ2a3a
†
3χ0ψ0 + 2ξ
2a3a
†
3χ¯0ψ¯0 + ξφˆ3
ˆ˜Sχ0 − ξ ˆ¯φ3 ˆ¯˜Sχ¯0 + ξ ˆ¯φ3 ˆ˜Rψ0
− ξφˆ3 ˆ¯˜Rψ¯0 . (7.127)
These terms result in a simpler multiplet structure which groups the component fields into
four multiplets – two doublets and two triplets. Three of them – the doublets containing φˆ1
and φˆ2, χˆ and ψˆ, as well as the triplet containing a1, a2, and a3 – are easily explained and
are solely made up of either scalar or spinor fields. The remaining triplet is slightly more
involved as it groups a spinor field together with two second rank spinor fields. However,
a brief investigation of the terms of interest
Uφ3,S˜,R˜ = ξφˆ3
ˆ˜Sχ0 − ξ ˆ¯φ3 ˆ¯˜Sχ¯0 + ξ ˆ¯φ3 ˆ˜Rψ0 − ξφˆ3 ˆ¯˜Rψ¯0 (7.128)
reveals that it can easily be resolved by the introduction of the fields
ζˆ1α = − ˆ˜Sαβχβ0 , (7.129)
ζˆ2α =
ˆ¯˜
Rαβ˙ψ¯
β˙
0 . (7.130)
The terms involving φ3, R˜ and S˜ can then be expressed as
Uφ3,S˜,R˜ = ξφˆ3ζˆ1α + ξ
ˆ¯φ3 ˆ¯ζ1α − ξ ˆ¯φ3 ˆ¯ζ2α − ξφˆ3ζˆ2α (7.131)
and the superpotential to second order in the component fields is given by
UO2 = M2a2a
†
2 −
mMg
ξ
a1a
†
2 −
mMg
ξ
a†1a2 +
m2g2
ξ2
a1a
†
1 +M
2a1a
†
1 + 4ξ
2χ¯0 ˆ¯χχ0χˆ
+ 4ξ2χ¯0 ˆ¯χψ¯0 ˆ¯ψ + 4ξ2ψ0ψˆχ0χˆ+ 4ξ2ψ0ψˆψ¯0 ˆ¯ψ − 12Mφˆ1φˆ2 −
1
2
M ˆ¯φ1 ˆ¯φ2 +
mg
4ξ
φˆ1φˆ1
+
mg
4ξ
ˆ¯φ1 ˆ¯φ1 + 2ξ2a3a
†
3χ0ψ0 + 2ξ
2a3a
†
3χ¯0ψ¯0 + ξφˆ3ζˆ1α + ξ
ˆ¯φ3 ˆ¯ζ1α − ξ ˆ¯φ3 ˆ¯ζ2α
− ξφˆ3ζˆ2α . (7.132)
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At the same time the previously mixed multiplet containing a spinor and two second rank
spinor fields is transformed into a multiplet that contains the three spinor fields φˆ3, ζˆ1, and
ζˆ2. It has to be emphasised that this redefinition of fields is only successful after setting
the expectation values for the second rank spinor fields to zero. Without this assumption
on the expectation values the redefinition of fields fails to produce a meaningful multiplet
structure.
To determine the mass matrices it is still necessary to separate the complex scalar fields
into their two real components
a = aˆ+ ibˆ . (7.133)
The superpotential to second order in the component fields is then found to be
UO2 = M2
(
aˆ2 + ibˆ2
)(
aˆ2 − ibˆ2
)
− mMg
ξ
(
aˆ1 + ibˆ1
)(
aˆ2 − ibˆ2
)
− mMg
ξ
(
aˆ1 − ibˆ1
)(
aˆ2 + ibˆ2
)
+
m2g2
ξ2
(
aˆ1 + ibˆ1
)(
aˆ1 − ibˆ1
)
+M2
(
aˆ1 + ibˆ1
)(
aˆ1 − ibˆ1
)
+ 4ξ2χ¯0 ˆ¯χχ0χˆ+ 4ξ2χ¯0 ˆ¯χψ¯0 ˆ¯ψ + 4ξ2ψ0ψˆχ0χˆ
+ 4ξ2ψ0ψˆψ¯0 ˆ¯ψ − 12Mφˆ1φˆ2 −
1
2
M ˆ¯φ1 ˆ¯φ2 +
mg
4ξ
φˆ1φˆ1 +
mg
4ξ
ˆ¯φ1 ˆ¯φ1
+ 2ξ2
(
aˆ3 + ibˆ3
)(
aˆ3 − ibˆ3
)
χ0ψ0 + 2ξ2
(
aˆ3 + ibˆ3
)(
aˆ3 − ibˆ3
)
χ¯0ψ¯0 + ξφˆ3ζˆ1α
+ ξ ˆ¯φ3 ˆ¯ζ1α − ξ ˆ¯φ3 ˆ¯ζ2α − ξφˆ3ζˆ2α
=
(
M2 +
m2g2
ξ2
)
aˆ1aˆ1 +M2aˆ2aˆ2 + 2ξ2aˆ3aˆ3
(
χ0ψ0 + χ¯0ψ¯0
)− 2mMg
ξ
aˆ1aˆ2
+
(
M2 +
m2g2
ξ2
)
bˆ1bˆ1 +M2bˆ2bˆ2 + 2ξ2bˆ3bˆ3
(
χ0ψ0 + χ¯0ψ¯0
)− 2mMg
ξ
bˆ1bˆ2
+ 4ξ2χ¯0 ˆ¯χχ0χˆ+ 4ξ2χ¯0 ˆ¯χψ¯0 ˆ¯ψ + 4ξ2ψ0ψˆχ0χˆ+ 4ξ2ψ0ψˆψ¯0 ˆ¯ψ − 12Mφˆ1φˆ2
− 1
2
M ˆ¯φ1 ˆ¯φ2 +
mg
4ξ
φˆ1φˆ1 +
mg
4ξ
ˆ¯φ1 ˆ¯φ1 + ξφˆ3ζˆ1α + ξ ˆ¯φ3 ˆ¯ζ1α − ξ ˆ¯φ3 ˆ¯ζ2α − ξφˆ3ζˆ2α . (7.134)
All multiplets but the one containing ψˆ and χˆ are in a simple form. The remaining
multiplet, however, does not have a straightforward solution, as it involves the products
of four spinor fields including terms of the form χ0χ0χχ as well as cross terms χ0χχ0χ.
Due to the additional spinor indices that are contracted it is not immediately clear how to
rewrite them such that a proper mass term can be formulated.
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Fortunately, it is possible to simplify the superpotential even further. During the
derivation of the expectation values it was found that at least one of the spinor fields χ
and ψ acquires a nonvanishing expectation value and they furthermore satisfy the following
relation involving the sum of spinor products Λ/ξ = χχ+ ψ¯ψ¯. Without loss of generality it
is possible to choose the two spinors such that χ acquires a finite expectation value while
the expectation value for ψ vanishes. Therefore, all but one term involving the product of
four spinor fields vanish identically. Furthermore, the spinor field ζˆ2 which is by definition
proportional to the constant spinor field ψ0 vanishes identically and the superpotential is
simplified to
UO2 =
(
M2 +
m2g2
ξ2
)
aˆ1aˆ1 +M2aˆ2aˆ2 − 2mMg
ξ
aˆ1aˆ2 +
(
M2 +
m2g2
ξ2
)
bˆ1bˆ1
+M2bˆ2bˆ2 − 2mMg
ξ
bˆ1bˆ2 + 4ξ2χ¯0 ˆ¯χχ0χˆ− 12Mφˆ1φˆ2 −
1
2
M ˆ¯φ1 ˆ¯φ2
+
mg
4ξ
φˆ1φˆ1 +
mg
4ξ
ˆ¯φ1 ˆ¯φ1 + ξφˆ3ζˆ1α + ξ ˆ¯φ3 ˆ¯ζ1α . (7.135)
This final form of the superpotential to second order in the component fields can then
be utilised to extract the mass matrices. For the remainder of this section the various
contributions to UO2 will be discussed independently.
The bosonic component fields aˆa and bˆa can be grouped into two triplets of the form
a = (aˆ1, aˆ2, aˆ3) and b =
(
bˆ1, bˆ2, bˆ3
)
. The bosonic terms in equation (7.135) then correspond
to the mass matrices
Ma =

M2 + m
2g2
ξ2
−mMgξ 0
−mMgξ M2 0
0 0 0
 , (7.136)
Mb =

M2 + m
2g2
ξ2
−mMgξ 0
−mMgξ M2 0
0 0 0
 . (7.137)
They are mostly in agreement with the results for the O’Raifeartaigh model which can be
found in the reference literature, e. g., Sohnius (1985). The sole and important difference to
these results is that the corrections to the mass in the bosonic mass matrices are no longer
proportional to the scale parameter µ that sets the scale of the spontaneous supersymmetry
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breaking expectation value in the O’Raifeartaigh model. Instead the corrections in the mass
term are proportional to the coupling strength ξ between the O’Raifeartaigh model and the
fermionic sector, as well as the mass scale m of the fermionic sector. This behaviour was
expected from dimensional analysis as the coupling terms via the F -component suggested
a connection between the expectation value of the spontaneously broken superfield, the
coupling strength, and the mass scale of the fermionic sector.
The derivation of the fermionic mass matrices is slightly more involved than for the
bosonic mass matrices. To formulate the mass matrix the two-spinors and their Hermitian
conjugates need to be grouped into four-spinors of the form
Φ′1 =
φ1α
φ¯α˙1
 . (7.138)
This leads to a mass matrix for the fermionic doublet Φ′ = (Φ′1,Φ′2) of
MΦ′ =
 mg4ξ −M4
−M4 0
 . (7.139)
This deviates from the results for the O’Raifeartaigh model that contains a spinor triplet
Φ′′ = (Φ′′1,Φ′′2,Φ′′3). The spinor field Φ′3 that is missing form the previously outlined doublet
is massless in the O’Raifeartaigh model and forms a spinor triplet together with the two
spinor fields ζˆ1 and ζˆ2 of the fermionic extension.
The remaining spinor triplet ζ contains the three spinor fields ζˆ1, ζˆ2, and φˆ3. It can be
shown that the superpotential from equation (7.135) leads to a matrix
Cζ =

0 ξ2 0
ξ
2 0 0
0 0 0
 . (7.140)
This matrix has only off diagonal entries and thus cannot represent a mass matrix. A closer
look at the mass dimensions of the spinor fields that are contained in this multiplet reveals
that two of them, ζ1 and ζ2 have mass dimension 5/2 while the remaining spinor field
φ3 has mass dimension 3/2. This means that the multiplet containing components with
different mass dimensions does not represent a mass matrix but rather a coupling matrix
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between the component fields of the O’Raifeartaigh model and the fermionic sector. To
make this distinction between mass and coupling matrices even more apparent the matrix
was denoted with a capital C.
This nearly concludes the discussion of the terms in equation (7.135) and leaves only
one last term, the one containing the product of four spinor fields, to explain
Uχ = 4ξ2χ¯0 ˆ¯χχ0χˆ . (7.141)
This term, even though it is to second order in the component fields, is not a mass term.
Instead, it is responsible for the breaking of Lorentz invariance as the contraction over the
dotted and undotted spinor indices results in a term that is proportional to a vector-field
while the spinor indices are absorbed into a σ-matrix. This results in a preferred direction
which can conveniently be chosen in the time direction or in other words proportional to
σ0.
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Chapter 8
Conclusions
The primary objective of this thesis was to construct a supersymmetric model for
fermionic fields with mass dimension one and to discuss its coupling to the O’Raifeartaigh
model.
To achieve this goal it has been investigated whether it is possible to obtain a model
based on a general scalar superfield commonly used in supersymmetric models. Subse-
quently, it has been shown that such a model cannot be formulated due to problems
constructing a Lagrangian containing kinetic terms for the fermionic fields with mass di-
mension one. This eliminated all but the trivial solution which corresponds to a constant
non-dynamical background spinor field and is not appealing considering the scope of this
thesis. In addition, no consistent second quantisation of the component fields can be
constructed.
This motivated the formulation of a model for fermionic fields with mass dimension
one based on a general superfield with one free spinor index. Up to now few explicit
calculations for the general superfield with one spinor index exists in the literature, hence,
necessitating the derivation of a model from the ground up. This included the calculation
of all chiral and anti-chiral superfields up to the third order in covariant derivatives. To the
second oder in covariant derivatives there are one chiral and one anti-chiral spinor field,
while to the third order there are one chiral and one anti-chiral second rank spinor field.
Interestingly, the chiral second rank spinor field admits a special case if the two spinor
indices are summed over, while the anti-chiral second-rank spinor field cannot contain a
special case due to the mixed index structure.
Dimensional analysis revealed that there is a large number of possible contributions to
the mass and kintic terms. Therefore, it proved useful to restrict the discussion to terms
built from chiral and anti-chiral superfields. The resulting Lagrangian contains three spinor
fields, two second-rank spinor fields and one spinor-vector field that is equivalent to a third-
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rank spinor field. It has turned out that one of the spinor fields as well as the spinor-vector
field are auxiliary fields and thus their equations of motion were used to eliminate them
from the Lagrangian. The resulting on-shell Lagrangian depends solely on two spinor fields
and two second-rank spinor fields which corresponds to 8 fermionic and 8 bosonic degrees
of freedom.
As it was not a priori clear that the Hamiltonian can be derived from the Lagrangian
by Legendre transformation, a conservative approach based on the supersymmetry algebra
was utilised. The algebra provides an anticommutation relation among the supersymmetry
generators which is proportional to the momentum operator that contains the Hamiltonian
as 0-th component. This is then related to the Lagrangian via the position space represen-
tation of the generators that are proportional to the spacetime integral of the supercurrent
which can be derived from the Lagrangian. This process ensures a Hamiltonian that is
consistent with the initial Lagrangian as well as the supersymmetry algebra.
There are two possible ways to derive the supercurrent from the Lagrangian. One
of them relies solely on the Lagrangian without Hermitian conjugate, where both the
supercurrent and its Hermitian conjugate have to be calculated. Alternatively, the full
Lagrangian can be used which requires only the derivation of the supercurrent. The super-
current was then used to express the supersymmetry generators in position space. Inserting
the generators into the supersymmetry algebra resulted in a momentum operator that is
proportional to two spacetime integrals containing the commutation and anti-commutation
relations among the component fields. To proceed further, these commutators had to be
derived in agreement with the variation of the general superfield with one free spinor in-
dex. In other words, a consistent second quantisation of the component fields had to be
derived. It has been shown that unlike for the discussion of the general scalar superfield,
it is possible to construct a consistent set of commutation and anticommutation relations.
These commutation and anticommutation relations are utilised to find an expression for
the Hamiltonian in position space. By construction this Hamiltonian is positive and finite,
although, this property is not immediately obvious. This is caused by the sum of spinor
products which can be shown to be real, but in principle could be negative.
To verify that the Hamiltonian indeed only admits positive energies, it had to be
Fourier transformed into momentum space. This has been achieved by expanding the po-
sition space component fields in terms of momentum space operators. Afterwards, the
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commutation and anticommutation relations of the momentum space operators were de-
rived in agreement with the position space relations. It has then been analysed which of
the operators are creation and which ones are annihilation operators. With this knowledge
it is straightforward to write down the normal ordered Hamiltonian in momentum space.
Up to now the discussion was concentrated on the formulation of a supersymmetric
model for fermionic fields with mass dimension one. As it was intended not to find an
alternate formulation of the Standard Model in terms of spinor fields but rather to extend
it, the objective for the remaining discussion was to couple the model describing fermionic
fields with mass dimension one to one of the well-known models. Due to the fact that up to
now no supersymmetric partner of the Standard Model particles has been found it can be
assumed that any realistic theory capable of describing physics below the TeV scale must
break supersymmetry either spontaneously or explicitly. Therefore, the O’Raifeartaigh
model presented itself as a perfect candidate to formulate a minimal model. It is the
simplest model that spontaneously breaks supersymmetry and avoids the complexity of the
Standard Model that arises from the inclusion of the gauge groups. Subsequently, it has
been shown that the only possible couplings of the fermionic sector to the O’Raifeartaigh
model involving three fields contain one chiral superfield from the O’Raifeartaigh model
as well as two superfields from the fermionic sector. Interestingly, contributions via the F -
component are possible, while various other terms have been neglected for the discussion.
Moreover, these terms are similar to the mass terms that were used to construct the
Lagrangian for the fermionic sector, thus hinting at a possible connection between the
vacuum expectation value of the spontaneously broken superfield and the mass scale of
the fermionic sector. Detailed calculations have revealed that the potential of the coupled
model in terms of the auxiliary fields contains the terms expected from the O’Raifeartaigh
model as well as two additional terms from the auxiliary fields of the fermionic sector.
As a simple and especially interesting example, the coupling of the fermionic sector
to the field with nonvanishing expectation value has been discussed in detail. It has been
shown that the equations of motion for the auxiliary fields are very similar to those derived
for the individual models. However, the F -term that corresponds to the field with nonva-
nishing expectation value acquires an additional contribution that is proportional to the
coupling strength, while the equations of motion for the fermionic sector acquire additional
terms as well. A simple consistency check was performed by assuming a vanishing coupling
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strength. In this scenario it has been shown that the equations of motion of the coupled
model reduce exactly to those of the individual models.
To find the expectation values for the component fields of the coupled model, the
superpotential had to be minimised. This results in a system of 20 equations. Alternatively,
the equations of motion for the auxiliary fields can be employed. They generally do not
yield a complete set of solutions but are easier to solve than the full set of equations.
Therefore, a combined approach was used to derive a complete set of expectation values.
A brief look at the equations of motion for λ˜ and ω˜ revealed that two distinct solutions
exist. The first solution is the trivial solution 〈χ〉 = 〈ψ〉 = 0 that leads to exactly the same
equations of motion for Fi as the O’Raifeartaigh model and therefore, supersymmetry is
spontaneously broken. The second solution where 〈A3〉 = −m2ξ is more intriguing. For this
choice of expectation value the equations of motion for λ˜ and ω˜ are satisfied without making
any assumptions on χ and ψ. If it is assumed that the two spinor fields have the finite
expectation value such that 〈χ¯χ¯+ ψψ〉 = Λξ , supersymmetry is restored. At the same time
the introduction of a nonvanishing expectation value for at least one of the spinor fields
results in the introduction of a preferred direction and therefore breaks Lorentz invariance.
Overall, it has been found that the scalar field A3, the spinor fields χ and ψ, as well as the
second-rank spinor fields R˜ and S˜ could acquire nonvanishing expectation values.
To determine the mass matrices the component fields in the superpotential were ex-
panded around their expectation values. It was found that a reasonable multiplet structure
exists if and only if the expectation values for the second-rank spinor fields vanish identi-
cally. In this case the multiplet structure reduces to two fermionic doublets, of which one
is massless, and two bosonic triplets. Furthermore, a fermionic triplet arises that combines
spinor fields with different mass dimensions. This identifies it as an interaction multiplet.
If the results for the coupled model are compared to those of the O’Raifeartaigh model
a number of interesting changes have to be pointed out. The coupling to the fermionic
sector restores supersymmetry at the cost of breaking Lorentz invariance. It is also found
that the bosonic mass terms are now proportional to the coupling strength as well as the
mass scale of the fermionic sector and no longer dependent on the arbitrary scale parameter
of the O’Raifeartaigh model. The fermionic triplet of the O’Raifeartaigh model is replaced
by a fermionic doublet that also depends on the coupling strength and the mass scale of the
fermionic sector. Furthermore, there is an additional massless fermionic doublet. Finally,
124
a fermionic triplet containing spinors with different mass dimensions exist, resulting in a
coupling matrix that doesn’t have an equivalent in the O’Raifeartaigh model.
At this point the motivation behind the specific choice of coupling between the fermionic
sector and the O’Raifeartaigh model becomes clear. Up to now no superpartners have been
detected experimentally; therfore, supersymmetry must be broken at energies currently ac-
cessible by experiments. Furthermore, the coupling to the fermionic sector mimics a cou-
pling to the Higgs field of the Standard Model. An extension of the presented formalism to
an extension of the Minimal Supersymmetric Standard Model should in general be possi-
ble in a perfect analogy and potentially result in similar effects. Due to mass dimensional
arguments, the coupling of the fermionic sector to the Higgs field would dominate, while
all other couplings are suppressed. Therefore, the presented model for fermionic fields with
mass dimension one provides a good candidate for supersymmetric dark matter. Provided
that the Higgs particle is detected at the LHC, potential deviations from the expected
branching ratios of the Higgs particle can then, at least in principle, be used to predict the
mass scale and coupling strength of the fermionic sector. This will provide experimental
constraints on the amount of supersymmetric dark matter.
These results show that the presented model for fermionic fields with mass dimen-
sion one is a viable candidate for supersymmetric dark matter that can be accessed by
experiments in the near future.
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Appendix A
Mathematical Background
In the following sections the mathematical conventions and concepts used in this thesis
are briefly summarised. They coincide with those employed by Peskin and Schroeder
(1995) in their introduction to field theory, as well as by Sohnius (1985) in his report on
supersymmetry.
A.1 General Conventions
The flat-space metric was chosen to be
ηµν = ηµν = diag(+,−,−,−) . (A.1)
The γ-matrices in the Weyl representation are given by
γµ =
(
0 σµ
σ¯µ 0
)
, (A.2)
where σµ are the Pauli matrices,
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (A.3)
and σ¯µ =
(
I,−σi) is defined as usual. Furthermore γ5 is defined as
γ5 = γ0γ1γ2γ3 =
(−i 0
0 i
)
. (A.4)
This definition of γi coincides with the notation used by Peskin and Schroeder (1995),
however, it differs by a minus sign from the notation used by Landau and Lifshitz (1982),
while the notation employed by Weinberg (1995) deviates by factors of −i and i for γ0
and γi, respectively. Therefore, care has to be taken when equations and results from the
reference literature are used or compared.
The Dirac spinors that correspond to the γ-matrices outlined in equation (A.2) can
then be expressed as
us(p) =
(√
p · σξs√
p · σ¯ξs
)
, vs(p) =
( √
p · σηs
−√p · σ¯ηs
)
, (A.5)
where ξs and ηs are numerical two-spinors with spin index s. Additionally, the convention
σ¯µ = (I,−σ) was introduced to shorten the notation. This notation for the Dirac spinors
was chosen because it simplifies the calculation of the transformation behaviour under
discrete symmetry transformations. It is similar to the one used in Peskin and Schroeder
(1995), where the difference in sign for the γi results in an exchange of σ and σ¯.
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Wigner’s spin-1/2 time reversal operator is given by
Θ =
(
0 −1
1 0
)
(A.6)
and the space inversion operator is defined as
R ≡ (|p| → |p| , θ → pi − θ, ϕ→ ϕ+ pi) . (A.7)
Furthermore, the boost matrices in the (1/2, 0) and (0, 1/2) representations are given by
κ(1/2,0) = exp
(σ
2
· φ
)
=
√
E +m
2m
(
I+
σ · p
E +m
)
, (A.8)
κ(0,1/2) = exp
(
−σ
2
· φ
)
=
√
E +m
2m
(
I− σ · p
E +m
)
, (A.9)
where φ is the boost parameter. These two boost matrices make up the diagonal, and are
the only nonzero components of the boost matrix in the (1/2, 0)⊕ (0, 1/2) representation.
Finally, the sign of the 4-dimensional -tensor is chosen such that
0123 = 1 . (A.10)
A.2 ELKO Background
The following ELKO specific equations and notation correspond mostly to those used in
the fundamental papers on ELKO spinors by Ahluwalia-Khalilova and Grumiller (2005a,b).
However, if necessary, it was adapted to correspond with the general conventions for the
metric and Dirac-matrices as outlined in Appendix A.1.
The rest frame ELKO spinor are defined as
λS{−,+}(0) =
(
+iΘ
[
φ+L (0)
]∗
φ+L (0)
)
, (A.11)
λS{+,−}(0) =
(
+iΘ
[
φ−L (0)
]∗
φ−L (0)
)
, (A.12)
λA{−,+}(0) =
(−iΘ [φ+L (0)]∗
φ+L (0)
)
, (A.13)
λA{+,−}(0) =
(−iΘ [φ−L (0)]∗
φ−L (0)
)
, (A.14)
where S denotes self-conjugate and A anti-self-conjugate ELKO spinors and the helicity
eigenstates are denoted with φ±L (0) which should not be confused with the previously
introduced boost parameter φ. To explicitly write down the helicity eigenstates it is
necessary to fix the up to now arbitrary direction of the momentum. For convenience the
unit vector is chosen along p in spherical coordinates
pˆ = (sin θ cosϕ, sin θ sinϕ, cos θ) . (A.15)
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This choice of pˆ results in helicity eigenstates
φ+L (0) =
√
m
(
cos θ2e
−iϕ/2
sin θ2e
iϕ/2
)
, (A.16)
φ−L (0) =
√
m
(
sin θ2e
−iϕ/2
− cos θ2eiϕ/2
)
. (A.17)
All boosted spinors are then derived using
λ
S/A
{±,∓}(p) =
(
κ(1/2,0) 0
0 κ(0,1/2)
)
λ
S/A
{±,∓}(0) . (A.18)
It can be shown that this general equation for the boosted ELKO spinors leads to
λ
S/A
{−,+}(p) =
√
E +m
2m
(
1− |p|
E +m
)
λS{−,+}(0) , (A.19)
λ
S/A
{+,−}(p) =
√
E +m
2m
(
1 +
|p|
E +m
)
λS{+,−}(0) . (A.20)
A.3 Two Spinor Notation
For the supersymmetric and superfield formalism the notation by Sohnius (1985) was
adopted. The two dimensional -tensors are chosen to be
12 = 12 = −1˙2˙ = −1˙2˙ = 1 . (A.21)
Furthermore the raising and lowering of the spinor indices is defined such that
ψα = αβψβ , ψα = ψββα , (A.22)
ψ¯α˙ = ψ¯β˙
β˙α˙ , ψ¯α˙ = α˙β˙ψ¯
β˙ . (A.23)
Therefore, the two dimensional -tensors are related to the Kronecker-δ in the following
way
α
β = −βα = δβα , (A.24)
α˙β˙ = −β˙ α˙ = δα˙β˙ . (A.25)
In addition, the one and two dimensional sigma matrices are related by
σµσ¯ν = ηµν − iσµν , (A.26)
σ¯µσν = ηµν − iσ¯µν . (A.27)
It can then be shown that the matrices σµν and σ¯µν are symmetric under the exchange of
spinor indices
(σµν)αβ = (σ
µν)βα , (A.28)
(σ¯µν)α˙β˙ = (σ¯
µν)β˙α˙ , (A.29)
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and antisymmetric under exchange of Lorentz indices
σµν = −σνµ , (A.30)
σ¯µν = −σ¯νµ . (A.31)
A.4 Relations Between σ-matrices
A very good source for relations between σ-matrices can be found in the appendix of Wess
and Bagger (1982). However, it is necessary to determine the appropriate phase factors as
their choice of conventions for the metric and Dirac matrices differs from the one used in
this thesis.
In the following section numerous relations involving two, three, or four σ-matrices as
well as relations involving σµν are summarised.
(σ¯µ)γ˙α (σν)αγ˙ = (σ¯
µσν)γ˙ γ˙ = Tr(σ¯µσν) = 2ηµν (A.32)
(σµ)αγ˙ (σ¯
ν)γ˙α = (σµσ¯ν)α
α = Tr(σµσ¯ν) = 2ηµν (A.33)
(σµ)αβ˙ (σ¯µ)
γ˙δ = −2αδβ˙ γ˙ = 2δδαδγ˙β˙ (A.34)
(σµ)αβ˙ (σ¯µ)
β˙α = 2δααδ
β˙
β˙
= 8 (A.35)
(σ¯µσν + σ¯νσµ)α˙ β˙ = 2η
µνδα˙
β˙
(A.36)
(σµσ¯ν + σν σ¯µ)α
β = 2ηµνδβα (A.37)
σµσ¯νσρ + σρσ¯νσµ = 2ηνρσµ − 2ηµρσν + 2ηµνσρ (A.38)
σ¯µσν σ¯ρ + σ¯ρσν σ¯µ = 2ηνρσ¯µ − 2ηµρσ¯ν + 2ηµν σ¯ρ (A.39)
σµσ¯νσρ − σρσ¯νσµ = −2iµνρτστ (A.40)
σ¯µσν σ¯ρ − σ¯ρσν σ¯µ = 2iµνρτ σ¯τ (A.41)
Tr(σµν) = 0 (A.42)
Tr(σ¯µν) = 0 (A.43)
Tr(σµσ¯νσρσ¯σ) = 2ηρσηµν − 2ηνσηµρ + 2ηνρηµσ − 2iµνρσ (A.44)
Tr(σ¯µσν σ¯ρσσ) = 2ηρσηµν − 2ηνσηµρ + 2ηνρηµσ + 2iµνρσ (A.45)
Tr(σµνσρσ) = 2ηνσηµρ − 2ηνρηµσ + 2iµνρσ (A.46)
Tr(σ¯µν σ¯ρσ) = 2ηνσηµρ − 2ηνρηµσ − 2iµνρσ (A.47)
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(σµσ¯νρ)αβ˙ = −iηµρ (σν)αβ˙ + iηµν (σρ)αβ˙ + µνρσ (σσ)αβ˙ (A.48)
(σµνσρ)αβ˙ = iη
νρ (σµ)αβ˙ − iηµρ (σν)αβ˙ + µνρσ (σσ)αβ˙ (A.49)
(σ¯µσνρ)α˙β = −iηµρ (σ¯ν)α˙β + iηµν (σ¯ρ)α˙β − µνρσ (σ¯σ)α˙β (A.50)
(σ¯µν σ¯ρ)α˙β = iη
νρ (σ¯µ)α˙β − iηµρ (σ¯ν)α˙β − µνρσ (σ¯σ)α˙β (A.51)
(σµνσρσ)α
β = −ηνρηµσαβ + iηνρ (σµσ)α β + ηµρηνσαβ − iηµρ (σνσ)α β + iµνρσαβ
+ µνρτ (στσ)α
β − iηρσ (σµν)α β (A.52)
(σ¯µν σ¯ρσ)α˙β˙ = −ηνρηµσα˙β˙ + iηνρ (σ¯µσ)α˙β˙ + ηµρηνσα˙β˙ − iηµρ (σ¯νσ)α˙β˙ − iµνρσα˙β˙
− µνρτ (σ¯τσ)α˙β˙ − iηρσ (σ¯µν)α˙β˙ (A.53)
(σ¯µν σ¯ρσ)α˙β˙ + (σ¯
µν σ¯ρσ)β˙α˙ = 2iη
νρ (σ¯µσ)α˙β˙ − 2iηµρ (σ¯νσ)α˙β˙ − 2µνρτ (σ¯τσ)α˙β˙
− 2iηρσ (σ¯µν)α˙β˙ (A.54)
(σ¯µν σ¯ρσ)α˙β˙ − (σ¯µν σ¯ρσ)β˙α˙ = −2ηνρηµσα˙β˙ + 2ηµρηνσα˙β˙ − 2iµνρσα˙β˙ (A.55)
(σ¯µν σ¯ρσ)α˙β˙ + (σ¯
ρσσ¯µν)α˙β˙ = −2ηνρηµσα˙β˙ + iηνρ (σ¯µσ)α˙β˙ + 2ηµρηνσα˙β˙ − 2iµνρσα˙β˙
− µνρτ (σ¯τσ)α˙β˙ − iηρσ (σ¯µν)α˙β˙ + iησµ (σ¯ρν)α˙β˙
− ρσµτ (σ¯τν)α˙β˙ − iηµν (σ¯ρσ)α˙β˙ (A.56)
(σ¯µν σ¯ρσ)α˙β˙ − (σ¯ρσσ¯µν)α˙β˙ = iηνρ (σ¯µσ)α˙β˙ − 2iηµρ (σ¯νσ)α˙β˙ − µνρτ (σ¯τσ)α˙β˙ − iηρσ (σ¯µν)α˙β˙
− iησµ (σ¯ρν)α˙β˙ + ρσµτ (σ¯τν)α˙β˙ + iηµν (σ¯ρσ)α˙β˙ (A.57)
A.5 Superfield Calculus
Superfields can be separated into two groups – general superfields V as well as chiral Φ
and anti-chiral Φ¯ superfields. The general superfields are as their name indicates the most
general superfield that can be written down while chiral and anti chiral superfields satisfy
additional symmetry conditions. It is usually possible to derive the chiral and anti chiral
superfields by repeated operation of covariant derivatives form the corresponding general
superfield.
These superfields can then be multiplied using one of the four products defined in the
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following equations
Φ12 = Φ1 · Φ2 ⇔ Φ12 = Φ1Φ2 , (A.58)
V12 = V1 · V2 ⇔ V12 = V1V2 , (A.59)
V = Φ1 × Φ2 ⇔ V = 12
(
Φ1Φ¯2 + Φ¯1Φ2
)
, (A.60)
Φ12 = Φ1 ∧ Φ2 ⇔ Φ12 = i2
(
Φ1Φ¯2 − Φ¯1Φ2
)
. (A.61)
Here, equations (A.58) and (A.59) represent dot or scalar products. The scalar product
between two superfields of the same type always results in a superfield with the same
properties, e. g. the product of two chiral superfields is chiral and the product of two
general superfields is another general superfield. However, the product of a chiral superfield
with a general superfield is usually a general superfield and thus obviously cannot preserve
the type of the initial superfield.
The vector product between two chiral superfields as defined in equation (A.60) no
longer preserves the symmetry properties of the original superfields and the resulting prod-
uct multiplet is in general not a chiral multiplet but rather a general multiplet instead. A
brief look at the definition reveals that the vector product is symmetric under the exchange
of the two chiral superfields.
The last product that can be formulated is the exterior product and is given in equation
(A.61). Similar to the vector product the exterior product of two chiral superfields is a
general superfield, however, due to the relative sign flip between the first and second term
in the definition the exterior product is antisymmetric under the exchange of the two chiral
superfields.
In the following subsections the fields and products that are relevant for this thesis will
be discussed in detail. A discussion of the remaining superfields can be found in the book
by Wess and Bagger (1982) and the report by Sohnius (1985).
A.5.1 The Chiral Multiplet
A chiral multiplet
Φj = (Aj ;φj ;Fj) (A.62)
contains the two complex scalar fields Aj and Fj as well as one spinor field φj .
The Taylor expansion of a chiral superfield is especially simple as it can be separated
into a part that solely depends on θ and an exponential function containing both θ and
θ¯. The calculation is furthermore simplified, as the Taylor expansion of the exponential
terminates rapidly and only the first two series terms – besides the constant term – can
actually contribute while all higher order terms in the Grassmann variables vanish by
definition
Φ = exp
(−iθ∂/ θ¯) (A+ θαφα + θ2F )
= A+ θαφα + θ2F − iθ∂/ θ¯A+ i2θ
2θ¯γ˙ ∂¯/ γ˙
αφα − 14θ
2θ¯2A . (A.63)
The Hermitian conjugate of the chiral superfield which is then an anti-chiral superfield is
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found to be
Φ¯ = Φ† = A† + θ¯φ¯+ θ¯2F † + iθ∂/ θ¯A† +
i
2
θ¯2θγ∂/γ
α˙φ¯α˙ − 14θ
2θ¯2A† . (A.64)
A.5.2 The Scalar Product
Using the explicit form for the chiral superfield from equation (A.63) it is possible to show
that the dot-product of two chiral multiplets is again a chiral multiplet
Φ12 = Φ1 · Φ2
= A1A2 + θα (A1φ2α + φ1αA2) + θ2
(
A1F2 + F1A2 − 12φ1φ2
)
− iθ∂/ θ¯ (A1A2)
+
i
2
θ2θ¯β˙ ∂¯/ β˙
α (A1φ2α + φ1αA2)− 14θ
2θ¯2 (A1A2) , (A.65)
where the superfield components of the product superfield Φ12 are given by the following
combinations of the superfields components of Φ1 and Φ2
A12 = A1A2 , (A.66)
φ12α = A1φ2α + φ1αA2 , (A.67)
F12 = A1F2 + F1A2 − 12φ1φ2 . (A.68)
Higher order superfield products can then be calculated by repeated application of the
product rule for two chiral superfields. For the product of three chiral superfields for
example the component fields are given by
A123 = A12A3
= A1A2A3 , (A.69)
φ123 = A12φ3α + φ12αA3
= A1A2φ3α +A1φ2αA3 + φ1αA2A3 , (A.70)
F123 = A12F3 + F12A3 − 12φ12φ3
= A1A2F3 +A1F2A3 + F1A2A3 − 12φ1φ2A3 −
1
2
A1φ2φ3 − 12φ1A2φ3 . (A.71)
A.5.3 The Kinetic Multiplet
The kinetic multiplet belongs to the previously discussed group of chiral multiplets. How-
ever, it satisfies an additional condition that relates the kinetic multiplet TΦ to another
chiral multiplet Φ by
TΦ = −1
4
D¯2Φ¯. (A.72)
For the specific choice for Φ from equation (A.63) it can be shown that the kinetic multiplet
is found to be
TΦ = F † − iθ∂/ φ¯− θ2A† − iθ∂/ θ¯F † − 1
2
θ2θ¯φ¯− 1
4
θ2θ¯2F † . (A.73)
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To bring this intermediate result into a form that represents a chiral superfield the term
−12θ2θ¯φ¯ needs to be rewritten using the identity
θ¯φ¯ = θ¯α˙α˙β˙φ¯β˙ = θ¯
α˙
(
∂¯/∂/
)
α˙
β˙φ¯β˙ = θ¯
α˙∂¯/ α˙
γ∂/γ
β˙φ¯β˙ = θ¯
γ˙ ∂¯/ γ˙
α∂/α
β˙φ¯β˙ . (A.74)
The kinetic multiplet can then be expressed as
TΦ = F † + θα
(
−i∂/αβ˙φ¯β˙
)
− θ2A† − iθ∂/ θ¯F † + i
2
θ2θ¯γ˙ ∂¯/ γ˙
α
(
−i∂/αβ˙φ¯β˙
)
− 1
4
θ2θ¯2F † .
(A.75)
It is straightforward to identify the component fields of the kinetic multiplet with those
of a chiral multiplet. It results in a relation between the component fields of the kinetic
multiplet and the chiral multiplet of
ATΦ = F † , (A.76)
φαTΦ = −i∂/αβ˙φ¯β˙ , (A.77)
FTΦ = −A† . (A.78)
Using this correspondence the kinetic multiplet can be abbreviated as
TΦ =
(
F †;−i∂/ φ¯;−A†
)
. (A.79)
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