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Abstract
We present an existence and stability theory for gravity-capillary solitary waves with
constant vorticity on the surface of a body of water of finite depth. Exploiting a rotational
version of the classical variational principle, we prove the existence of a minimiser of the
wave energy H subject to the constraint I = 2µ, where I is the wave momentum and
0 < µ  1. Since H and I are both conserved quantities a standard argument asserts the
stability of the set Dµ of minimisers: solutions starting near Dµ remain close to Dµ in a
suitably defined energy space over their interval of existence.
In the applied mathematics literature solitary water waves of the present kind are de-
scribed by solutions of a Korteweg-deVries equation (for strong surface tension) or a non-
linear Schro¨dinger equation (for weak surface tension). We show that the waves detected by
our variational method converge (after an appropriate rescaling) to solutions of the appropri-
ate model equation as µ ↓ 0.
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1 Introduction
1.1 Variational formulation of the hydrodynamic problem
1.1.1 The water-wave problem
In this paper we consider a two-dimensional perfect fluid bounded below by a flat rigid bottom
{y = 0} and above by a free surface {y = d + η(x, t)}. The fluid has unit density and flows
under the influence of gravity and surface tension with constant vorticity ω, so that the velocity
field (u(x, y, t), v(x, y, t)) in the fluid domain Ση = {0 < y < d+η(x, t)} satisfies vx−uy = ω.
We study waves which are perturbations of underlying shear flows given by η = 0 and (u, v) =
(ω(d − y), 0) (which may be a good description of tidal currents (see Constantin [?, Chapter
2.3.2])) and are evanescent as x→ ±∞. In terms of a generalised velocity potential φ such that
(u, v) = (φx + ω(d− y), φy) and stream function ψ such that (u, v) = (ψy,−ψx), the governing
equations are
∆φ = 0, 0 < y < d+ η,
φy = 0, y = 0,
ηt = φy − ηxφx + ωηηx, y = d+ η,
φt = −1
2
|∇ψ|2 − ωψ − gη + β
[
ηx√
1 + η2x
]
x
, y = d+ η,
with η(x, t), φ(x, y, t), ψ(x, y, t) + 1
2
ω(d− y)2 → 0 as x→ ±∞, where g and β are respectively
the acceleration due to gravity and the (positive) coefficient of surface tension (see Constantin,
Ivanov & Prodanov [?]).
At this point it is convenient to introduce dimensionless variables
(x′, y′) =
1
d
(x, y), t′ =
(g
d
)1
2
t,
η′(x′, t′) =
1
d
η(x, t), φ′(x′, t′) =
1
(gd3)
1
2
φ(x, t), ψ′(x′, t′) =
1
(gd3)
1
2
ψ(x, t)
and parameters ω′ = ω(d/g)
1
2 , β′ = β/gd2; one obtains the equations
∆φ = 0, 0 < y < 1 + η, (1)
φy = 0, y = 0, (2)
ηt = φy − ηxφx + ωηηx, y = 1 + η, (3)
φt = −1
2
|∇ψ|2 − ωψ − η + β
[
ηx√
1 + η2x
]
x
, y = 1 + η, (4)
in which the primes have been dropped for notational simplicity. In particular we seek solitary-
wave solutions of (1)–(4), that is waves of permanent form which propagate from right to left
with constant (dimensionless) speed ν, so that η(x, t) = η(x+ νt) (and of course η(x+ νt)→ 0
as x+ νt→ ±∞).
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1.1.2 Formulation as a Hamiltonian system
We proceed by reducing the hydrodynamic problem to a pair of nonlocal, coupled evolutionary
equations for the variables η and ξ = φ|y=1+η. For fixed η and ξ, let φ denote the unique solution
to the boundary-value problem
∆φ = 0, 0 < y < 1 + η,
φ = ξ, y = 1 + η,
φy = 0, y = 0
and denote the harmonic conjugate of φ by ψ˜. We define the Hilbert transform H(η) and
Dirichlet-Neumann operator G(η) for this boundary-value problem by
H(η)ξ = ψ˜|y=1+η, G(η)ξ = (φy − ηxφx)|y=1+η,
so that G(η) = −∂xH(η), and note that the boundary conditions (3), (4) can be written as
ηt = G(η)ξ + ωηηx,
ξt = − 1
2(1 + η2x)
(
ξ2x − (G(η)ξ)2 − 2ηxξxG(η)ξ
)
+ ωηξx − ωH(η)ξ − η + β
[
ηx√
1 + η2x
]
x
.
Wahle´n [?] observed that the above equations can be formulated as the Hamiltonian system(
ηt
ξt
)
=
(
0 1
−1 ω∂−1x
)(
δηH
δξH
)
, (5)
in which
H(η, ξ) =
∫ ∞
−∞
(
ξG(η)ξ
2
+ ωξηηx +
ω2
6
η3 +
η2
2
+ β(
√
1 + η2x − 1)
)
dx, (6)
(note that the well-known formulation of the water-wave problem by Zakharov [?] is recovered
in the irrotational case ω = 0). This Hamiltonian system has the conserved quantities H(η, ξ)
(total energy) and
I(η, ξ) =
∫ ∞
−∞
(
ξηx +
ω
2
η2
)
dx, (7)
(total horizontal momentum), which satisfies the equation(
ηx
ξx
)
=
(
0 1
−1 ω∂−1x
)(
δηI
δξI
)
; (8)
these quantities are associated with its independence of respectively t and x. According to (5)
and (8), a solution of the form η(x, t) = η(x + νt), ξ(x, t) = ξ(x + νt) is characterised as a
critical point of the total energy subject to the constraint of fixed momentum (cf. Benjamin [?]).
It is therefore a critical point of the functionalH− νI, where the the speed of the wave is given
by the Lagrange multiplier ν. This functional depends on the single independent variable x+νt,
which we now abbreviate to x.
3
A similar variational principle for waves of permanent form with a general distribution of vor-
ticity has been used by Groves & Wahle´n [?] in an existence theory for solitary waves. Groves &
Wahle´n interpreted their variational functional as an action functional and derived a formulation
of the hydrodynamic problem as an infinite-dimensional spatial Hamiltonian system; a rich so-
lution set is found using a centre-manifold reduction technique to convert it into a Hamiltonian
system with a finite number of degrees of freedom.
In this paper we present a direct existence theory for minimisers ofH subject to the constraint
I = 2µ for 0 < µ < µ0, where µ0 is a fixed positive constant chosen small enough for for the
validity of our calculations. We seek constrained minimisers in a two-step approach.
1. Fix η 6= 0 and minimise H(η, ·) over Tµ = {ξ : I(η, ξ) = 2µ}. This problem (of
minimising a quadratic functional over a linear manifold) admits a unique global minimiser
ξη.
2. Minimise Jµ(η) := H(η, ξη) over η ∈ U \{0}, where U is a fixed ball centred upon the
origin in a suitable function space. Because ξη minimises H(η, ·) over Tµ there exists a
Lagrange multiplier νη such that
G(η)ξη + ωηη
′ = νηη′,
and straightforward calculations show that
ξη = νηG(η)
−1η′ − ω
2
G(η)−1(η2)x,
νη =
(
1
2
∫ ∞
−∞
η′G(η)−1η′ dx
)−1(
µ− ω
4
∫ ∞
−∞
η2 dx+
ω
4
∫ ∞
−∞
(η2)xG(η)
−1η′ dx
)
,
so that
Jµ(η) = K(η) + (µ+ G(η))
2
L(η) , (9)
where
G(η) = ω
4
∫ ∞
−∞
η2K(η)η dx− ω
4
∫ ∞
−∞
η2 dx, (10)
K(η) =
∫ ∞
−∞
(
1
2
η2 + β[
√
1 + η′2 − 1]
)
dx (11)
− ω
2
2
∫ ∞
−∞
η2
2
K(η)
η2
2
dx+
ω2
6
∫ ∞
−∞
η3 dx, (12)
L(η) = 1
2
∫ ∞
−∞
ηK(η)η dx (13)
and K(η) = −∂xG(η)−1∂x. This computation also shows that the dimensionless speed of
a solitary wave corresponding to a constrained minimiser η ofH is
ν =
µ+ G(η)
L(η) .
4
This two-step approach to the constrained minimisation problem was introduced in a corre-
sponding theory for irrotational solitary waves by Buffoni [?], who used a conformal mapping
due to Babenko [?, ?] to transform Jµ into another functional J˜µ depending only upon H(0) and
hence simplify the necessary variational analysis. Buffoni established the existence of a (non-
zero) minimiser of J˜µ for strong surface tension (Buffoni [?]) and obtained partial results in this
direction for weak surface tension (Buffoni [?, ?]). A method for completing his results for weak
surface tension was sketched in a short note by Groves & Wahle´n [?]; in the present paper we
give complete details, including non-zero vorticity in our treatment and working directly with the
original physical variables. Although versions of the Babenko transformation for non-zero con-
stant vorticity have been published (Constantin & Varvaruca [?], Martin [?]), finding minimisers
of Jµ over U \{0} has the advantage of immediately yielding precise information on solutions
to the original water-wave equations (1)–(4).
1.1.3 Functional-analytic framework
An appropriate functional-analytic framework for the above variational problem is introduced in
Section 2. We work with the function spaces
Hr(R) = (SS(R), ‖ · ‖r), ‖η‖2r :=
∫ ∞
−∞
(1 + k2)r|ηˆ|2 dk
for r ∈ R (the standard Sobolev spaces), and
H1/2? (R) = (SS(R), ‖ · ‖H1/2? (R)), ‖η‖
2
H
1/2
? (R)
:=
∫ ∞
−∞
(1 + k2)−
1
2k2|ηˆ|2 dk,
H−1/2? (R) = (SS(R), ‖ · ‖H−1/2? (R)), ‖η‖
2
H
−1/2
? (R)
:=
∫ ∞
−∞
(1 + k2)
1
2k−2|ηˆ|2 dk;
here (SS(R), ‖ · ‖) denotes the completion of the inner product space constructed by equipping
the Schwartz class SS(R) (or the subclass S¯S(R) of Schwartz-class functions with zero mean)
with the norm ‖ · ‖ and ηˆ = F [η] is the Fourier transform of η.
The mathematical analysis of G(η) and K(η) is complicated by the fact that they are defined
in terms of boundary-value problems in the variable domain Ση. Lannes [?, Chapters 2 and
3] has presented a comprehensive theory for handling such such boundary-value problems by
transforming them into serviceable nonlinear elliptic problems in the fixed domain Σ0, and here
we adapt Lannes’s methods to our specific requirements. Our main results are stated in the
following theorem, according to which equations (10)–(13) define analytic functionals G,K,L :
W s+3/2 → R for s > 0. In accordance with this theorem we take U = BM(0) ⊆ H2(R), where
M > 0 is chosen small enough so that BM(0) ⊆ H2(R) lies in W s+3/2 and for for the validity
of our calculations.
Theorem 1.1 Choose h0 ∈ (0, 1) and define W = {η ∈ W 1,∞(R) : 1 + inf η > h0} and
W r = Hr ∩W for r ≥ 0.
(i) The Dirichlet-Neumann operator G(η) is an isomorphism H1/2? (R) → H−1/2? (R) for
each η ∈ W .
(ii) The Dirichlet-Neumann operator G(·) : W → L(H1/2? (R), H−1/2? (R)) and Neumann-
Dirichlet operator G(·)−1 : W → L(H−1/2? (R), H1/2? (R)) are analytic.
(iii) The operator K(·) : W s+3/2 → L(Hs+3/2(R), Hs+1/2(R)) is analytic for each s > 0.
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1.2 Heuristics
The existence of small-amplitude solitary waves is predicted by studying the dispersion relation
for the linearised version of (1)–(4). Linear waves of the form η(x, t) = cos k(x + νt) exist
whenever
1 + βk2 − ων − ν2f(k) = 0, f(k) = |k| coth |k|,
that is whenever
ν = − ω
2f(k)
+
1
2
(
ω2
f(k)2
+
4(1 + βk2)
f(k)
)1
2
.
The function k 7→ ν(k), k ≥ 0 has a unique global minimum ν0 = ν(k0), and one finds that
k0 > 0 for β < βc and k0 = 0 (with ν0 = ν(0) = 12(−ω +
√
ω2 + 4)) for β > βc, where
βc =
1
6
(ω2 + 2− ω
√
ω2 + 4)
(see Figure 1). For later use let us also note that
g(k) := 1 + βk2 − ων0 − ν20f(k) ≥ 0, k ∈ R,
with equality precisely when k = ±k0.
ν
ν0
kk0 = 0
ν
ν0
kk0
β > βc β < βc
Figure 1: Dispersion relation for linear water waves
Bifurcations of nonlinear solitary waves are are expected whenever the linear group and
phase speeds are equal, so that ν ′(k) = 0 (see Dias & Kharif [?, §3]). We therefore expect the
existence of small-amplitude solitary waves with speed near ν0; the waves bifurcate from laminar
flow when β > βc and from a linear periodic wave train with frequency k0ν(k0) when β < βc.
Model equations for both types of solution have been derived by Johnson [?, §§4–5].
β > βc: The appropriate model equation is the Korteweg-deVries equation
− 2uT −
(
β − ν
2
0
3
)
uXXX + (ω
2 + 3)uuX = 0, (14)
in which
η = µ
2
3u(X,T ) +O(µ
4
3 ), X = µ
1
3 (x+ ν0t), T = 2(ω
2 + 4)−
1
2µ
2
3 t.
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At this level of approximation a solution to (14) of the form u(X,T ) = φ(X + νKdVT ) with
φ(X)→ 0 as X → ±∞ corresponds to a solitary water wave with speed
ν = ν0 + 2(ω
2 + 4)−
1
2µ
2
3νKdV = −12ω + 12(ω2 + 4)1/2 + 2(ω2 + 4)−
1
2µ
2
3νKdV.
The following lemma gives a variational description of the set of such solutions; the correspond-
ing solitary waves are sketched in Figure 2.
Lemma 1.2
(i) The set of solutions to the ordinary differential equation
−
(
β − ν
2
0
3
)
φ′′ − 2νKdVφ+ 3
2
(
ω2
3
+ 1
)
φ2 = 0
satisfying φ(X)→ 0 as X →∞ is DKdV = {φKdV(·+ y) : y ∈ R}, where
νKdV = −
2
(
3
16
)2
3
(
ω2
3
+ 1
)4
3
(
β − ν
2
0
3
)1
3
(ω2 + 4)
1
3
,
φKdV(x) = −
√
3
(
3
16
)1
6
(
ω2
3
+ 1
)1
3
(
β − ν
2
0
3
)1
3
(ω2 + 4)
1
3
sech2

(
3
16
)1
3
(
ω2
3
+ 1
)2
3
x(
β − ν
2
0
3
)2
3
(ω2 + 4)
1
6
 .
These functions are precisely the minimisers of the functional EKdV : H1(R) → R given
by
EKdV(φ) = 1
2
∫ ∞
−∞
((
β − ν
2
0
3
)
(φ′)2 +
(
ω2
3
+ 1
)
φ3
)
dx
over the set NKdV = {φ ∈ H1(R) : ‖φ‖20 = 2αKdV}; the constant 2νKdV is the Lagrange
multiplier in this constrained variational principle and
cKdV := inf {EKdV(φ) : φ ∈ NKdV} = −
9
5
(
2
3
)1
3
(
ω2
3
+ 1
)4
3
(
β − ν
2
0
3
)1
3
(ω2 + 4)
5
6
.
Here the numerical value αKdV = 2(ω2+4)−
1
2 is chosen for compatibility with an estimate
(Proposition 5.4) in the following water-wave theory.
(ii) Suppose that {φm} ⊂ NKdV is a minimising sequence for EKdV. There exists a sequence
{xm} of real numbers with the property that a subsequence of {φm(·+ xm)} converges in
H1(R) to an element of DKdV.
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Figure 2: Korteweg-deVries theory predicts the existence of small-amplitude solitary waves of
depression for strong surface tension
β < βc: The appropriate model equation is the cubic nonlinear Schro¨dinger equation
2iAT − 1
4
g′′(k0)AXX +
3
2
(
A3
2
+ A4
)
|A|2A = 0, (15)
in which
η =
1
2
µ(A(X,T )eik0(x+ν0t) + c.c.) +O(µ2),
X = µ(x+ ν0t), T = 4k0(ω + 2ν0f(k0))
−1µ2t
and A3, A4 are functions of β and ω which are given in Corollary 4.25 and Proposition 4.28
below; the abbreviation ‘c.c.’ denotes the complex conjugate of the preceding quantity. (It is
demonstrated in Appendix B thatA3 +2A4 is negative.) At this level of approximation a solution
to (15) of the form A(X,T ) = eiνNLSTφ(X) with φ(X) → 0 as X → ±∞ corresponds to a
solitary water wave with speed
ν = ν0 + 4(ω + 2ν0f(k0))
−1µ2νNLS.
The following lemma gives a variational description of the set of such solutions (see Cazenave
[?, §8]); the corresponding solitary waves are sketched in Figure 3.
Lemma 1.3
(i) The set of complex-valued solutions to the ordinary differential equation
−1
4
g′′(k0)φ′′ − 2νNLSφ+ 3
2
(
A3
2
+ A4
)
|φ|2φ = 0
satisfying φ(X)→ 0 as X →∞ is DNLS = {eiωφNLS(·+ y) : ω ∈ [0, 2pi), y ∈ R}, where
νNLS = − 9α
2
NLS
8g′′(k0)
(
A3
2
+ A4
)2
,
φNLS(x) = αNLS
(
− 3
g′′(k0)
(
A3
2
+ A4
))1
2
sech
(
−3αNLS
g′′(k0)
(
A3
2
+ A4
)
x
)
These functions are precisely the minimisers of the functional ENLS : H1(R) → R given
by
ENLS(φ) =
∫ ∞
−∞
(
1
8
g′′(k0)|φ′|2 + 3
8
(
A3
2
+ A4
)
|φ|4
)
dx
8
over the set NNLS = {φ ∈ H1(R) : ‖φ‖20 = 2αNLS}; the constant 2νNLS is the Lagrange
multiplier in this constrained variational principle and
cNLS := inf {ENLS(φ) : φ ∈ NNLS} = − 3α
3
NLS
4g′′(k0)
(
A3
2
+ A4
)2
.
Here the numerical value αNLS = 12
(
1
4
ν0f(k0) +
ω
8
)−1 is chosen for compatibility with an
estimate (Proposition 5.10) in the following water-wave theory.
(ii) Suppose that {φn} ⊂ NNLS is a minimising sequence for ENLS. There exists a sequence
{xm} of real numbers with the property that a subsequence of {φm(·+ xm)} converges in
H1(R) to an element of DNLS.
Figure 3: Nonlinear Schro¨dinger theory predicts the existence of small-amplitude envelope soli-
tary waves for weak surface tension
1.3 The main results
In this paper we establish the existence of minimisers of the functional Jµ over U \{0} and
confirm that the corresponding solitary water waves are approximated by suitable scalings of the
functions φKdV (for β > βc) and φNLS (for β < βc). The following theorem states these results
more precisely.
Theorem 1.4
(i) The set Bµ of minimisers of Jµ over U \{0} is non-empty.
(ii) Suppose that {ηm} is a minimising sequence for Jµ on U \{0} which satisfies
sup
m∈N
‖ηm‖2 < M.
There exists a sequence {xm} ⊂ R with the property that a subsequence of {ηm(xm + ·)}
converges in Hr(R), r ∈ [0, 2), to a function η ∈ Bµ.
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(iii) Suppose that β > βc. The set Bµ of minimisers of Jµ over U \{0} satisfies
sup
η∈Bµ
inf
x∈R
‖φη − φKdV(·+ x)‖1 → 0
as µ ↓ 0, where we write
η1(x) = µ
2
3φη(µ
1
3x)
and η1 is obtained from η by multiplying its Fourier transform by the characteristic func-
tion of the interval [−δ0, δ0] with δ0 > 0. Furthermore, the speed νµ of the corresponding
solitary water waves satisfies
νµ = ν0 + 2(ω
2 + 4)−
1
2νKdVµ
2
3 + o(µ
2
3 )
uniformly over η ∈ Bµ.
(iv) Suppose that β < βc. The set Bµ of minimisers of Jµ over U \{0} satisfies
sup
η∈Bµ
inf
ω∈[0,2pi],
x∈R
‖φη − eiωφNLS(·+ x)‖1 → 0
as µ ↓ 0, where we write
η+1 (x) =
1
2
µφη(µx)e
ık0x,
and η+1 is obtained from η by multiplying its Fourier transform by the characteristic func-
tion of the interval [k0 − δ0, k0 + δ0] with δ0 ∈ (0, k0/3). Furthermore, the speed νµ of the
corresponding solitary water waves satisfies
νµ = ν0 + 4(ω + 2ν0f(k0))
−1νNLSµ2 + o(µ2)
uniformly over η ∈ Bµ.
The first part of Theorem 1.4 is proved by reducing it to a special case of the second. We
proceed by introducing the coercive penalised functional Jρ,µ : H2(R)→ R ∪ {∞} defined by
Jρ,µ(η) =

K(η) + (µ+ G(η))
2
L(η) + ρ(‖η‖
2
2), η ∈ U \{0},
∞, η 6∈ U \{0},
where ρ : [0,M2)→ R is a smooth, increasing ‘penalisation’ function which explodes to infinity
as t ↑ M2 and vanishes for 0 ≤ t ≤ M˜2; the number M˜ is chosen very close to M . Minimising
sequences {ηm} for Jρ,µ, which clearly satisfy supm∈N ‖ηm‖2 < M , are studied in detail in
Section 3 with the help of the concentration-compactness principle (Lions [?, ?]). The main
difficulty here lies in discussing the consequences of ‘dichotomy’.
On the one hand the functionals G, K and L are nonlocal and therefore do not act linearly
when applied to the sum of two functions with disjoint supports. They are however ‘pseudolocal’
in the sense that 
G
K
L
 (η(1)m + η(2)m )−

G
K
L
 (η(1)m )−

G
K
L
 (η(2)m )→ 0
10
asm→∞, where {η(1)m }, {η(2)m } have the properties that supp η(1)m ⊂ [−Rm, Rm] and supp η(2)m ⊂
R \ (−Sm, Sm) for sequences {Rm}, {Sm} of positive real numbers with Rm, Sm → ∞,
Rm/Sm → 0 as m → ∞ (Lemma 3.9(iii)). This result is established in Section 2.2.2 by a new
method which involves studying the weak formulation of the boundary-value problems defining
the terms in the power-series expansion of K about η0 ∈ W s+3/2. On the other hand no a priori
estimate is available to rule out ‘dichotomy’ at this stage; proceeding iteratively we find that
minimising sequences can theoretically have profiles with infinitely many ‘bumps’. In particular
we show that {ηm} asymptotically lies in the region unaffected by the penalisation and construct
a special minimising sequence {η˜m} for Jρ,µ which lies in a neighbourhood of the origin with
radius O(µ
1
2 ) in H2(R) and satisfies ‖J ′µ(η˜m)‖0 → 0 as n → ∞. The fact that the construction
is independent of the choice of M˜ allows us to conclude that {η˜m} is also a minimising sequence
for Jµ over U \{0}.
The special minimising sequence {η˜m} is used in Section 4 to establish the strict sub-
additivity of the infimum cµ of Jµ over U \{0}, that is the inequality
cµ1+µ2 < cµ1 + cµ2 , 0 < µ1, µ2, µ1 + µ2 < µ0.
The strict sub-additivity of cµ follows from the fact that the function
a 7→ a−qMa2µ(aη˜m), a ∈ [1, a0], (16)
is decreasing and strictly negative for some q > 2 and a0 ∈ (1, 2], where
Mµ(η) := Jµ(η)−K2(η)− (µ+ G2(η))
2
L2(η)
is the ‘nonlinear’ part of Jµ(η) (see Section 4.4). We proceed by approximatingMµ(ηm) with
its dominant term and showing that this term has the required property.
The heuristic arguments given above suggest firstly that the spectrum of minimisers of Jµ
over U \{0} (that is, the support of their Fourier transform) is concentrated near wavenumbers
k = ±k0, and secondly that they have the KdV or nonlinear Schro¨dinger length scales; the same
should be true of the functions η˜m, which approximate minimisers. We therefore decompose
η˜m into the sum of a function η˜m,1 whose spectrum is compactly supported near k = ±k0 and
a function η˜m,2 whose spectrum is bounded away from these points, and study η˜m,1 using the
weighted norm
|||η|||2α :=
∫ ∞
−∞
(1 + µ−4α(|k| − k0)4)|ηˆ(k)|2 dk.
A careful analysis of the equation J ′µ(η˜m) = O(µN) in L2(R) shows that |||η˜m,1|||2α = O(µ) and
‖η˜m,2‖2 = O(µ2+α) for α < 13 when β > βc and for α < 1 when β < βc. Using these estimates
on the size of η˜n, we find that
Mµ(η˜m) =

c
∫ ∞
−∞
η˜3m,1 dx+ o(µ
5
3 ), β > βc,
−c
∫ ∞
−∞
η˜4m,1 dx+ o(µ
3), β < βc.
That the function (16) is decreasing and strictly negative follows from the above estimate and
the fact thatMµ(ηm) is negative for any minimising sequence {ηm} for Jµ over U \{0}.
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Knowledge of the strict sub-additivity property of cµ (and general estimates for general min-
imising sequences) reduces the proof of part (ii) of Theorem 1.4 to a straightforward application
of the concentration-compactness principle (see Section 5.1). Parts (iii) and (iv) are derived from
Lemmata 1.2(ii) and 1.3(ii) by means of a scaling and contradiction argument from the estimates
‖φη‖20 = 2
{
αKdV
αNLS
}
+ o(1),
{EKdV
ENLS
}
(φη) =
{
cKdV
cNLS
}
+ o(1), η ∈ Bµ,
which emerge as part of the proof of Theorem 1.4(i) (see Section 5.2).
Some of the techniques used in the present paper were developed by Buffoni et al. [?] in
an existence theory for three-dimensional irrotational solitary waves. While we make refer-
ence to relevant parts of that paper, many aspects of our construction differ significantly from
theirs. In particular, our treatment of nonlocal analytic operators is more comprehensive. Their
version of Theorem 1.1 (see Lemmata 1.1 and 1.4 in that reference) is obtained using a less
sophisticated ‘flattening’ transformation and shows only that the operators are analytic at the
origin. Correspondingly, ‘pseudo-localness’ in the sense described above is established there
only for constant-coefficient boundary-value problems (using an explcit representation of the
solution by means of Green’s functions). Our treatment of the consequences of ‘dichotomy’ in
the concentration-compactness principle (Section 3) is on the other hand similar to that given by
Buffoni et al. [?], and we omit proofs which are straightforward modifications of theirs; the main
difference here is that negative values of the parameter µ emerge in our iterative construction of
the special minimising sequence (see the remarks below Lemma 3.8).
1.4 Conditional energetic stability
Our original problem of finding minimisers of H(η, ξ) subject to the constraint I(η, ξ) = 2µ is
also solved as a corollary to Theorem 1.4(ii); one follows the two-step minimisation procedure
described in Section 1.1 (see Section 5.1).
Theorem 1.5
(i) The set Dµ of minimisers ofH on the set
Sµ = {(η, ξ) ∈ U ×H1/2? (R) : I(η, ξ) = 2µ}
is non-empty.
(ii) Suppose that {(ηm, ξm)} ⊂ Sµ is a minimising sequence for H with the property that
supm∈N ‖ηm‖2 < M . There exists a sequence {xm} ⊂ R with the property that a sub-
sequence of {(ηm(xm + ·), ξm(xm + ·)} converges in Hr(R) × H1/2? (R), r ∈ [0, 2), to a
function in Dµ.
It is a general principle that the solution set of a constrained minimisation problem constitutes
a stable set of solutions of the corresponding initial-value problem (e.g. see Cazenave & Lions
[?]). The usual informal interpretation of the statement that a setX of solutions to an initial-value
problem is ‘stable’ is that a solution which begins close to a solution in X remains close to a
solution in X at all subsequent times. Implicit in this statement is the assumption that the initial-
value problem is globally well-posed, that is every pair (η0,Φ0) in an appropriately chosen set is
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indeed the initial datum of a unique solution t 7→ (η(t),Φ(t)), t ∈ [0,∞). At present there is no
global well-posedness theory for gravity-capillary water waves with constant vorticity (although
there is a large and growing body of literature concerning well-posedness issues for water-wave
problems in general). Assuming the existence of solutions, we obtain the following stability
result as a corollary of Theorem 1.5 using the argument given by Buffoni et al. [?, Theorem 5.5].
(The only property of a solution (η, ξ) to the initial-value problem which is relevant to stability
theory is thatH(η(t), ξ(t)) and I(η(t), ξ(t)) are constant; we therefore adopt this property as the
definition of a solution.)
Theorem 1.6 Suppose that (η, ξ) : [0, T ]→ U ×H1/2? (R) has the properties that
H(η(t), ξ(t)) = H(η(0), ξ(0)), I(η(t), ξ(t)) = I(η(0), ξ(0)), t ∈ [0, T ]
and
sup
t∈[0,T ]
‖η(t)‖2 < M.
Choose r ∈ [0, 2), and let ‘dist’ denote the distance in Hr(R)×H1/2? (R). For each ε > 0 there
exists δ > 0 such that
dist((η(0), ξ(0)), Dµ) < δ ⇒ dist((η(t), ξ(t)), Dµ) < ε
for t ∈ [0, T ].
This result is a statement of the conditional, energetic stability of the set Dµ. Here ener-
getic refers to the fact that the distance in the statement of stability is measured in the ‘energy
space’ Hr(R) × H1/2? (R), while conditional alludes to the well-posedness issue. Note that the
solution t 7→ (η(t), ξ(t)) may exist in a smaller space over the interval [0, T ], at each instant
of which it remains close (in energy space) to a solution in Dµ. Furthermore, Theorem 1.6 is a
statement of the stability of the set of constrained minimisers Dµ; establishing the uniqueness
of the constrained minimiser would imply that Dµ consists of translations of a single solution,
so that the statement that Dµ is stable is equivalent to classical orbital stability of this unique
solution (Benjamin [?]). The phrase ‘conditional, energetic stability’ was introduced by Mielke
[?] in his study of the stability of irrotational solitary water waves with strong surface tension
using dynamical-systems methods.
2 The functional-analytic setting
2.1 Nonlocal operators
The goal of this section is to introduce rigorous definitions of the Dirichlet-Neumann operator
G(η), its inverse N(η) and the operator K(η) := −∂x(N(n)∂x).
2.1.1 Function spaces
Choose h0 ∈ (0, 1). We consider the class
W = {η ∈ W 1,∞(R) : 1 + inf η > h0}
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of surface profiles and denote the fluid domain by
Ση = {(x, y) ∈ R2 : 0 < y < 1 + η(x)}, η ∈ W.
The observation that velocity potentials are unique only up to additive constants leads us to
introduce the completion H1? (Ση) of
SS(Ση) = {φ ∈ C∞(Ση) : |x|m|∂α1x ∂α2y φ| is bounded for all m,α1, α2 ∈ N0}
with respect to the Dirichlet norm as an appropriate function space for φ. The corresponding
space for the trace φ|y=1+η is the space H1/2? (R) defined in Section 1.1.3.
Proposition 2.1 Fix η ∈ W . The trace map φ 7→ φ|y=1+η defines a continuous operator
H1? (Ση)→ H1/2? (R) with a continuous right inverse H1/2? (R)→ H1? (Ση).
We also use anisotropic function spaces for functions defined in the strip Σ0 = R× (0, 1).
Definition 2.2 Suppose that r ∈ R and n ∈ N0.
(i) The Banach space (L∞Hr, ‖ · ‖r,∞) is defined by
L∞Hr = L∞((0, 1), Hr(R)), ‖u‖r,∞ = ess sup
y∈(0,1)
‖u(·, y)‖Hr(R).
(ii) The Banach space (Hr,m, ‖ · ‖r,m) is defined by
Hr,m =
n⋂
j=0
Hj((0, 1), Hr−j(R)), ‖u‖r,m =
n∑
j=0
‖Λr−j∂jyu‖L2(Σ),
where Λf = F−1[(1 + k2) 12 fˆ(k)].
The following propositions state some properties of these function spaces which are used
in the subsequent analysis; they are deduced from results for standard Sobolev spaces (see
Ho¨rmander [?, Theorem 8.3.1] for Proposition 2.4).
Proposition 2.3
(i) The space C∞0 (Σ) is dense in H
r,1 for each r ∈ R.
(ii) For each r ∈ R the mapping u 7→ u|y=1, u ∈ C∞0 (Σ), extends continuously to an
operator Hr+1,1 → Hr+1/2(R).
(iii) The space Hr+1,1 is continuously embedded in L∞Hr+1/2 for each r ∈ R.
(iv) The space Hr+1,1 is a Banach algebra for each r > 0.
Proposition 2.4 Suppose that r0, r1, r2 satisfy r0 ≤ r1, r0 ≤ r2, r1+r2 ≥ 0 and r0 < r1+r2− 12 .
The product u1u2 of each u1 ∈ L∞Hr1 and u2 ∈ Hr2,0 lies in Hr0,0 and satisfies
‖u1u2‖r0,0 ≤ c‖u1‖r1,∞‖u2‖r2,0.
Proposition 2.5 For each bounded linear function L : L2(R) → L∞H0 the formula (η, w) 7→
L(η)w defines a bounded bilinear function L2(R)×H1(Σ)→ L2(Σ) which satisfies the estimate
‖L(η)w‖0 ≤ c‖L‖‖w‖
1
2
0 ‖w‖
1
2
1 ‖η‖0.
The assertion remains valid when Σ is replaced by {|x| < M} or {|x| > M} and the estimate
holds uniformly over all values of M greater than unity.
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2.1.2 The Dirichlet-Neumann operator
The Dirichlet-Neumann operator G(η) for the boundary-value problem
∆φ = 0, 0 < y < 1 + η, (17)
φ = ξ, y = 1 + η, (18)
φy = 0, y = 0 (19)
is defined formally as follows: fix ξ = ξ(x), solve (17)–(19) and set
G(η)ξ = (φy − η′φx)|y=1+η.
Our rigorous definition of G(η) is given in terms of weak solutions to (17)–(19) (see Lannes [?,
Proposition 2.9] for the proof of Lemma 2.7).
Definition 2.6 Suppose that ξ ∈ H1/2? (R) and η ∈ W . A weak solution of (17)–(19) is a
function φ ∈ H1? (Ση) with φ|y=1+η = ξ which satisfies∫
Ση
∇φ · ∇ψ dx dy = 0
for all ψ ∈ H1? (Ση) with ψ|y=1+η = 0.
Lemma 2.7 For each ξ ∈ H1/2? (R) and η ∈ W there exists a unique weak solution φ of (17)–
(19). The solution satisfies the estimate
‖φ‖H1?(Ση) ≤ C‖ξ‖H1/2? (R),
where C = C(‖η‖1,∞).
Definition 2.8 Suppose that η ∈ W and ξ ∈ H1/2? (R). The Dirichlet-Neumann operator is the
bounded linear operator G(η) : H1/2? (R)→ H−1/2? (R) defined by∫ ∞
−∞
(G(η)ξ1) ξ2 dx =
∫
Ση
∇φ1 · ∇φ2 dx dy,
where φj ∈ H1? (Ση) is the unique weak solution of (17)–(19) with ξ = ξj , j = 1, 2.
2.1.3 The Neumann-Dirichlet operator
The Neumann-Dirichlet operator N(η) for the the boundary-value problem
∆φ = 0, 0 < y < 1 + η, (20)
φy − η′φx = ξ, y = 1 + η, (21)
φy = 0, y = 0 (22)
is defined formally as follows: fix ξ = ξ(x), solve (20)–(22) and set
N(η)ξ = φ|y=1+η.
Our rigorous definition of N(η) is also given in terms of weak solutions; Lemma 2.10 is proved
in the same fashion as Lemma 2.7.
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Definition 2.9 Suppose that ξ ∈ H−1/2? (R) and η ∈ W . A weak solution of (20)–(22) is a
function φ ∈ H1? (Ση) which satisfies∫
Ση
∇φ · ∇ψ dx dy =
∫ ∞
−∞
ξψ|y=1+η dx
for all ψ ∈ H1? (Ση).
Lemma 2.10 For each ξ ∈ H−1/2? (R) and η ∈ W there exists a unique weak solution φ of
(20)–(22). The solution satisfies the estimate
‖φ‖H1?(Ση) ≤ C‖ξ‖H−1/2? (R),
where C = C(‖η‖1,∞).
Definition 2.11 Suppose that η ∈ W and ξ ∈ H−1/2? (R). The Neumann-Dirichlet operator is
the bounded linear operator N(η) : H−1/2? (R)→ H1/2? (R) defined by
N(η)ξ = φ|y=1+η,
where φ ∈ H1? (Ση) is the unique weak solution of (20)–(22).
The relationship between G(η) and N(η) is clarified by the following result, which follows
from the definitions of these operators.
Lemma 2.12 Suppose that η ∈ W . The operator G(η) ∈ L(H1/2? (R), H−1/2? (R)) is invertible
with G(η)−1 = N(η).
2.1.4 Analyticity of the operators
Let us begin by recalling the definition of analyticity given by Buffoni & Toland [?, Definition
4.3.1] together with a precise formulation of our result in their terminology.
Definition 2.13 Let X and Y be Banach spaces, U be a non-empty, open subset of X and
Lks (X, Y ) be the space of bounded, k-linear symmetric operators Xk → Y with norm
|||m||| := inf{c : ‖m({f}(k))‖Y ≤ c‖f‖kX for all f ∈ X}.
A function F : U → Y is analytic at a point x0 ∈ U if there exist real numbers δ, r > 0 and a
sequence {mk}, where mk ∈ Lks (X, Y ), k = 0, 1, 2, . . ., with the properties that
F (x) =
∞∑
k=0
mk({x− x0}(k)), x ∈ Bδ(x0)
and
sup
k≥0
rk|||mk||| <∞.
The function is analytic if it is analytic at each point x0 ∈ U .
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Theorem 2.14
(i) The Dirichlet-Neumann operator G(·) : W → L(H1/2? (R), H−1/2? (R)) is analytic.
(ii) The Neumann-Dirichlet operator N(·) : W → L(H−1/2? (R), H1/2? (R)) is analytic.
To prove this theorem we study the dependence of solutions to the boundary-value problems
(17)–(19) and (20)–(22) on η by transforming them into equivalent problems in the fixed domain
Σ := Σ0. For this purpose we define a change of variable (x, y) = F δ(x, y′) in the following way.
Choose δ > 0 and an even function χ ∈ C∞0 (R) with χ(k) ∈ [0, 1] for k ∈ R, suppχ ∈ [−2, 2]
and χ(x) ≡ 1 for |x| ≤ 1, write
ηδ(x, y′) = F−1[χ(δ(1− y′)k)ηˆ(k)](x)
and define
F δ(x, y′) = (x, y′(1 + ηδ(x, y′))) = (x, y′ + f δ(x, y′)),
in which f δ(x, y′) = y′ηδ(x, y′).
Lemma 2.15 Suppose that η ∈ W . The mapping F δ is a bijection Σ → Ση and Σ → Ση with
y ∈ C1b(Σ), y′ ∈ C1b(Ση) and
inf
(x,y′)∈Σ
yy′(x, y
′) = inf
(x,y′)∈Σ
(1 + f δy′(x, y)) > 0
for each δ ∈ (0, δmax), where δmax = δmax(‖η′‖−1∞ ).
Proof. Writing
ηδ(x, y′) =
∫ ∞
−∞
K(s)η(x− δ(1− y′)s) ds,
where K = (2pi)−
1
2F−1[χ] ∈ SS(R), one finds that ηδ ∈ C∞(Σ) ∩ C1b(Σ) with
‖ηδ‖∞ ≤ c‖η‖∞, ‖ηδx‖∞ ≤ c‖η′‖∞, ‖ηδy′‖∞ ≤ cδ‖η′‖∞. It follows that F δ ∈ C∞(Σ) and
y ∈ C1b(Σ). Furthermore y(x, 0) = 0, y(x, 1) = 1 + η(x) and
∂y′y = 1 + y
′ηδy′ + η
δ
= 1 + y′ηδy′ + η −
∫ 1
y′
ηδy′
≥ h0 − cδ‖η′‖∞
≥ 1
2
h0
> 0
for sufficiently small δ (depending only upon ‖η′‖−1∞ ), so that F δ is a bijection Σ → Ση and
Σ→ Ση. It follows from the inverse function theorem that (F δ)−1 ∈ C∞(Ση); the estimate
det dF δ[x, y′] = ∂y′y(x, y′) ≥ 12h0
and the fact that dF δ is bounded on Σ imply that d(F δ)−1 ∈ Cb(Ση), whereby y′ ∈ C1b(Ση). 2
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The change of variable (x, y) = F δ(x, y′) transforms the boundary-value problem (20)–(22)
into
∇ · ((I +Q)∇u) = 0 0 < y < 1, (23)
(I +Q)∇u · (0, 1) = ξ, y = 1, (24)
(I +Q)∇u · (0,−1) = 0, y = 0, (25)
where
Q =
 f δy −f δx−f δx −f δy + (f δx)21 + f δy

and the primes have been dropped for notational simplicity.
Lemma 2.16 The mapping W → (L∞(Σ))2×2 given by η 7→ Q(η) is analytic.
It is helpful to consider the more general boundary-value problem
∇ · ((I +Q)∇u) = ∇ ·G 0 < y < 1, (26)
(I +Q)∇u · (0, 1) = ξ +G · (0, 1), y = 1, (27)
(I +Q)∇u · (0,−1) = G · (0,−1), y = 0, (28)
where I +Q ∈ (L∞(Σ))2×2 is uniformly positive definite, that is, there exists a constant p0 > 0
such that
(I +Q)(x, y)ν · ν ≥ p0|ν|2,
for all (x, y) ∈ Σ and all ν ∈ R2.
Definition 2.17 Suppose that ξ ∈ H−1/2? (R) and G ∈ (L2(Σ))2. A weak solution of (26)–(28)
is a function u ∈ H1? (Σ) which satisfies∫
Σ
(I +Q)∇u · ∇w dx dy =
∫
Σ
G · ∇w dx dy +
∫ ∞
−∞
ξw|y=1 dx
for all w ∈ H1? (Σ).
Lemma 2.18 For each ξ ∈ H−1/2? (R) andG ∈ (L2(Σ))2 the boundary-value problem (26)–(28)
has a unique weak solution u ∈ H1? (Σ). The solution satisfies the estimate
‖u‖H1?(Σ) ≤ C(‖ξ‖H−1/2? (R) + ‖G‖L2(R)),
where C = C(p−10 ).
Lemma 2.18 applies in particular to (23)–(25) for each fixed η ∈ W (the matrix I + Q is
uniformly positive definite since it is uniformly bounded above, its determinant is unity and its
upper left entry is positive). The next theorem shows that its unique weak solution depends
analytically upon η.
Theorem 2.19 The mapping W → L(H−1/2? (R), H1? (Σ)) given by η 7→ (ξ 7→ u), where u ∈
H1? (Σ) is the unique weak solution of (23)–(25), is analytic.
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Proof. Choose η0 ∈ W and write η˜ = η − η0 and
Q(x, y) =
∞∑
n=0
Qn(x, y), Qn = m˜n(η˜
{(n)})
where m˜n(η˜{(n)}) ∈ Lns (W 1,∞(R), (L∞(Σ))2×2) satisfies
|||m˜n||| ≤ C2r−n‖η˜‖n1,∞
(see Lemma 2.16). We proceed by seeking a solution of (23)–(25) of the form
u(x, y) =
∞∑
n=0
un(x, y), un = mn1 ({η˜}(n)) (29)
where mn1 ∈ Lns (W 1,∞(R), H1? (Σ)) is linear in ξ and satisfies
|||mn1 ||| ≤ C1Bn‖ξ‖H−1/2? (R)
for some constant B > 0.
Substituting the Ansatz (29) into the equations, one finds that
∇ · ((I +Q0)∇u0) = 0, 0 < y < 1, (30)
(I +Q0)∇u0 · (0, 1) = ξ, y = 1, (31)
(I +Q0)∇u0 · (0,−1) = 0, y = 0 (32)
and
∇ · ((I +Q0)∇un) = ∇ ·Gn, 0 < y < 1, (33)
(I +Q0)∇un · (0, 1) = Gn · (0, 1), y = 1, (34)
(I +Q0)∇un · (0,−1) = Gn · (0,−1), y = 0 (35)
for n = 1, 2, 3, . . ., where
Gn = −
n∑
k=1
Qk∇un−k.
The estimate for m0 follows directly from Lemma 2.18. Proceeding inductively, suppose the
result for mn is true for all k < n. Estimating
‖Gn‖0 ≤
n∑
k=1
‖Qk‖∞‖∇un−k‖0 (36)
≤ C1C2Bn‖ξ‖H−1/2? (R)‖η˜‖
n
1,∞
n∑
k=1
(Br)−k
and using Lemma 2.18 again, we find that
‖un‖H1?(Σ) ≤ C1C2C3Bn‖ξ‖H−1/2? (R)‖η˜‖
n
1,∞
∞∑
k=1
(Br)−k
≤ C1Bn‖ξ‖H−1/2? (R)‖η˜‖
n
1,∞
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for sufficiently large values of B (independently of n).
A straightforward supplementary argument shows that the expansion (29) defines a weak
solution u of (33)–(35). 2
Theorem 2.14(ii) follows from the above theorem, the formula N(η)ξ = u|y=1 and the con-
tinuity of the trace operator H1? (Σ)→ H1/2? (R), while Theorem 2.14(i) follows from the inverse
function theorem for analytic functions.
Finally, we record another useful result.
Theorem 2.20 For each η ∈ W the norms
ξ 7→
(∫ ∞
−∞
ξG(η)ξ dx
)1
2
, κ 7→
(∫ ∞
−∞
κN(η)κ dx
)1
2
are equivalent to the usual norms for respectively H1/2? (R) and H−1/2? (R) .
Proof. Let T : H−1/2? (R) 7→ H1/2? (R) be the isometric isomorphism η 7→ F−1[(1 + k2) 12k−2ηˆ],
which has the property that∫ ∞
−∞
ψ ξ dx = 〈Tψ, ξ〉
H
1/2
? (R)
, ψ ∈ H−1/2? (R), ξ ∈ H1/2? (R).
It follows from Definition 2.8, Lemma 2.12 and the calculation
〈TG(η)ξ, ξ〉
H
1/2
? (R)
=
∫ ∞
−∞
(G(η)ξ) ξ dx =
∫
Ση
|∇φ|2 dx dy ≥ 0,
where φ is the unique weak solution of (17)–(19), that TG(η) is a self-adjoint, positive, isomor-
phism H1/2? (R) → H1/2? (R). The spectral theory for bounded, self-adjoint operators shows that
ξ 7→ 〈TG(η)ξ, ξ〉
1
2
H
1/2
? (R)
and ξ 7→ 〈N(η)T−1ξ, ξ〉
1
2
H
1/2
? (R)
are equivalent to the usual norm for
H
1/2
? (R), so that κ 7→ 〈N(η)κ, Tκ〉
1
2
H
1/2
? (R)
is equivalent to the usual norm for H−1/2? (R). The
assertion now follows from the first equality in the previous equation and the calculation
〈N(η)κ, Tκ〉
H
1/2
? (R)
=
∫ ∞
−∞
(N(η)κ)κ dx. 2
2.1.5 The operatorK(η) = −∂x(N(η)∂x)
Our first result for this operator is obtained from the material presented above for N .
Theorem 2.21
(i) The operator K(·) : W → L(H1/2(R), H−1/2(R)) is analytic.
(ii) For each η ∈ W the operator K(η) : H1/2(R)→ H−1/2(R) is an isomorphism and the
norm
ζ 7→
(∫ ∞
−∞
ζK(η)ζ dx
)1
2
is equivalent to the usual norm for H1/2(R).
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Proof. (i) This result follows from the definition of K and the continuity of the operators
∂x : H
1/2(R)→ H−1/2? (R) and ∂x : H1/2? (R)→ H−1/2(R).
(ii) This follows by writing∫ ∞
−∞
ζK(η)ζ dx =
∫ ∞
−∞
ζ ′N(η)ζ ′ dx
≥ c‖ζ ′‖2
H
−1/2
? (R)
= c‖ζ‖21/2,
in which Theorem 2.20 has been used. 2
In the remainder of this section we establish the following result concerning the analyticity
of K in higher-order Sobolev spaces, using the symbol W r as an abbreviation for W ∩Hr(R).
Theorem 2.22 The operator K(·) : W s+3/2 → L(Hs+3/2(R), Hs+1/2(R)) is analytic for each
s > 0.
To prove Theorem 2.22 it is necessary to establish additional regularity of the weak solutions
un, n = 1, 2, . . . of the boundary-value problems (30)–(32) and (33)–(35). We proceed by ex-
amining the general boundary-value problem (26)–(28) under additional regularity assumptions
on ζ and G. Our result is stated in Lemma 2.25 below, whose proof requires an a priori estimate
and a commutator estimate (see Lannes [?, Proposition B.10(2)] for a derivation of the latter).
Lemma 2.23 Suppose that Q ∈ (Hs+1,2)2×2 and G ∈ (H t,1)2 for some t ∈ (1
2
− s, s + 1]. The
weak solution u to (26)–(28) satisfies the a priori estimate
‖∇u‖t,1 ≤ C(‖G‖t,1 + ‖∇u‖t,0),
where C = C(p−10 , ‖Q‖s+1,2).
Proof. Note that
‖∇u‖t,1 = ‖ux‖t,1 + ‖uy‖t,1
= ‖ux‖t,0 + ‖uxy‖t−1,0 + ‖uy‖t,0 + ‖uyy‖t−1,0
≤ C(‖∇u‖t,0 + ‖uyy‖t−1,0)
because ‖uxy‖t−1,0 ≤ ‖uy‖t,0, and to estimate ‖uyy‖t−1,0 we use equation (26), which we write
in the form
(1 + q22)uyy = ∇ ·G− ∂x[(1 + q11)ux + q12uy]− ∂y(q12ux)− q22yuy.
Denoting the right hand side of this equation by H , one finds that
‖uyy‖t−1,0 = ‖(1 + q22)−1H‖t−1,0
≤ ‖H‖t−1,0 + ‖q˜22H‖t−1,0
≤ (1 + ‖q˜22‖s+1/2,∞)‖H‖t−1,0
≤ C‖H‖t−1,0,
21
where q˜22 = −q22(1 + q22)−1 and we have used the interpolation estimate∥∥∥∥ p1 + p
∥∥∥∥
r
≤ C1(p−10 , ‖p‖∞)‖p‖r ≤ C2(p−10 , ‖p‖r)
for p ∈ Hr(R), r > 1
2
with 1 + p(x) ≥ p0 for all x ∈ R.
It remains to estimate ‖H‖t−1,0. Observe that ‖∇ ·G‖t−1,0 ≤ ‖G‖t,1, ‖uxx‖t−1,0 ≤ ‖∇u‖t,0
and
‖qij∇ux‖t−1,0 ≤ C‖Q‖s+1/2,∞‖∇ux‖t−1,0
≤ C‖Q‖s+1,1‖∇u‖t,0. (37)
The terms in H involving derivatives of Q are treated differently.
Suppose first that t ≤ s+ 1
2
. Combining the estimate
‖
{
∂x
∂y
}
qij∇u‖t−1,0 ≤ C‖
{
∂x
∂y
}
qij‖s−1/2,∞‖∇u‖t,0
≤ C‖Q‖Hs+1,2‖∇u‖t,0
(Proposition 2.4) and the estimate (37), one obtains the required result
‖uyy‖t−1,0 ≤ ‖H‖t−1,0 ≤ C(‖G‖t,1 + ‖∇u‖t,0).
In the case t ∈ (s+ 1
2
, s+ 1] we instead estimate
‖
{
∂x
∂y
}
qij∇u‖t−1,0 ≤ C‖
{
∂x
∂y
}
qij‖s,0‖∇u‖t−1/2−ε,∞
≤ C‖Q‖s+1,1‖∇u‖t−ε,1
with 0 < ε < min{1
2
, s} by Proposition 2.4 to find that
‖uyy‖t−1,0 ≤ C(‖G‖t,1 + ‖∇u‖t,0 + ‖∇u‖t−ε,1)
≤ C(‖G‖t,1 + ‖∇u‖t,0 + ‖uyy‖t−1−ε,0).
The result follows by repeating this argument a finite number of times and using the already
established result for t = s+ 1
2
. 2
Lemma 2.24 Suppose that r0 > 12 , ∆ ∈ [0, 1] and r ∈ (−12 , r0 + ∆] and define Λrε = Λrχ(εΛ)
for ε ∈ [0, ε0). The estimate
‖[Λrε, u]v‖0 ≤ c‖u‖r0+∆‖v‖r−∆.
holds for each u ∈ Hr0+∆ and each v ∈ Hr−∆, where the constant c does not depend upon ε.
Lemma 2.25 Suppose that Q ∈ (Hs+1,2)2×2 and ζ ∈ H t+3/2(R), G ∈ (H t+1,1)2 for some
t ∈ [0, s]. The weak solution u of (26)–(28) with ξ = ζ ′ satisfies ∇u ∈ H t+1,1 with
‖∇u‖t+1,1 ≤ C(‖G‖t+1,1 + ‖ζ‖t+3/2),
where C = C(p−10 , ‖Q‖s+1,2).
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Proof. Choose r ∈ (0, t + 1], ε > 0 and note that Λrε is well defined as an operator on H1? (Σ).
Writing w = (Λrε)
2u in Definition 2.17, we find that∫
Σ
Λrε(P∇u) · ∇Λrεu dx dy =
∫
Σ
ΛrεG · ∇Λrεu dx dy +
∫ ∞
−∞
ΛrεξΛ
r
εu|y=1 dx
because Λrε commutes with partial derivatives and is symmetric with respect to the L
2-inner
product. This equation can be rewritten as∫
Σ
P∇Λrεu · ∇Λrεu dx dy =−
∫
Σ
[Λrε, Q]∇u · ∇Λrεu dx dy +
∫
Σ
ΛrεG · ∇Λrεu dx dy
−
∫ ∞
−∞
Λrεζ(Λ
r
εu|y=1)x dx,
and it follows from the coercivity of P and the continuity of the trace map H1? (Σ) → H1/2? (R)
that
‖Λrε∇u‖L2(Σ) ≤ C(‖[Λrε, Q]∇u‖L2(Σ) + ‖ΛrεG‖L2(Σ) + ‖ΛrεΛ
1
2 ζ‖L2(R))
≤ C(‖[Λrε, Q]∇u‖L2(Σ) + ‖G‖t+1,1 + ‖ζ‖t+3/2).
The next step is to estimate the commutator [Λrε, Q]. For r ≤ s + 12 we choose
∆˜ ∈ (0,min(s, 1)) and estimate
‖[Λrε, Q]∇u‖L2(Σ) ≤ C‖Q‖s+1/2,∞‖∇u‖r−∆˜,0
≤ C‖Q‖s+1,1‖∇u‖r−∆˜,0
using Lemma 2.24 (with r0 = s + 12 − ∆˜, ∆ = ∆˜). In the case r ∈ (s + 12 , s + 1] on the other
hand, we choose ∆˜ ∈ (0,min(s, 1
2
)) and estimate
‖[Λrε, Q]∇u‖L2(Σ) ≤ C‖Q‖s+1,0‖∇u‖r−∆˜−1/2,∞
≤ C‖Q‖s+1,0‖∇u‖r−∆˜,1
using Lemma 2.24 (with r0 = s+ 12 − ∆˜ and ∆ = ∆˜ + 12 ) and
‖∇u‖r−∆˜,1 ≤ C(‖G‖t+1,1 + ‖∇u‖r−∆˜,0)
using Lemma 2.23.
Combing the above estimates yields
‖Λrε∇u‖L2(Σ) ≤ C(‖∇u‖r−∆˜,0 + ‖G‖t+1,1 + ‖ζ‖t+3/2),
where ∆˜ ∈ (0,min(s, 1
2
)), and letting ε→ 0 and using the resulting estimate iteratively, we find
that
‖∇u‖t+1,0 ≤ C(‖G‖t+1,1 + ‖ζ‖t+3/2 + ‖u‖H1?(Σ)),
from which the result follows by Lemma 2.18 and Lemma 2.23. 2
The following result shows that Lemma 2.25 is applicable to the boundary-value problems
(30)–(32) and (33)–(35).
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Lemma 2.26 The mapping W s+3/2 → (Hs+1,2)2×2 given by η 7→ Q(η) is analytic.
Remark 2.27 Observe that
Qx(η) = S0(η) +R0(η)L
δ
0η
′′ +R1(η)Lδ1η
′′,
Qy(η) = T0(η) +R0(η)L
δ
1η
′′ +R1(η)Lδ2η
′′,
where
Lδj(·) = F−1[(ıδ)jχ(j)((1− y)δk)F [·]], j = 0, 1, 2,
are bounded bilinear functions L2(R)→ L∞H0 and
S0 : η →
ηδx 0
0 − η
δ
x
1 + f δy
− (−f
δ
y + (f
δ
x)
2)ηδx
(1 + f δy )
2
 ,
T0 : η →
2Lδ1η′ −ηδx−ηδx − 2Lδ1η′1 + f δy + 2f
δ
xη
δ
x
1 + f δy
− 2(−f
δ
y + (f
δ
x)
2)Lδ1η
′
(1 + f δy )
2
 ,
R0 : η →
 0 −y−y 2yf δx
1 + f δy
 ,
R1 : η →
y 0
0 − y
1 + f δy
− y(−f
δ
y + (f
δ
x)
2)
(1 + f δy )
2

are analytic functions W → (L∞(Σ))2×2.
The regularity assertion in Theorem 2.22 now follows from the next result and the continuity of
the trace operator Hs+1,1 → Hs+1/2(R).
Theorem 2.28 The mapping W s+3/2 → L(Hs+3/2(R), (Hs+1,1)2) given by η 7→ (ζ 7→ ∇u),
where u ∈ H1? (Σ) is the unique weak solution of (23)–(25) with ξ = ζ ′, is analytic.
Proof. Repeating the proof of Theorem 2.19, replacing Lemma 2.18 by Lemma 2.25, Lemma
2.16 by Lemma 2.26 and inequality (36) by
‖Gn‖s+1,1 ≤
n∑
k=1
‖Qk‖s+1,1‖∇un−k‖s+1,1
(Hs+1,1 is a Banach algebra), we obtain the representation
∇u(x, y) =
∞∑
n=0
∇un(x, y), ∇un = mn2 ({η˜}(n))
where mn2 ∈ Lns (Hs+3/2(R), (Hs+1,1)2) is linear in ζ and satisfies
|||mn2 ||| ≤ C1Bn‖ζ‖s+3/2
for some constant B > 0. 2
We conclude this section with a useful supplementary estimate for ‖Kn(η˜)‖.
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Proposition 2.29 There exists a constant B > 0 such that
‖Kn(η˜)ζ‖0 ≤ C1Bn(‖η˜‖1,∞ + ‖η˜′′ + k20 η˜‖0)n‖ζ‖3/2, n = 0, 1, 2, . . . .
Proof. It suffices to establish the estimate
‖∇un‖1 ≤ C1Bn(‖η˜‖1,∞ + ‖η˜′′ + k20 η˜‖0)n‖ζ‖3/2, n = 0, 1, 2, . . . ;
for n = 0 this result follows from Lemma 2.25 (with t = 0 and s = 1
2
).
Proceeding inductively, suppose the estimate for ‖∇uk‖1 is true for all k < n, and recall
from the proof of Theorem 2.19 that
‖Qk‖∞ ≤ C2r−k‖η˜‖k1,∞, ‖Gn‖0 ≤ C1C2Bn‖ζ‖3/2‖η˜‖n1,∞
n∑
k=1
(Br)−k.
Writing
Qkx = S
k
0 +R
k
0L
δ
0η
′′
0 +R
k−1
0 L
δ
0η˜
′′ +Rk1L
δ
0η
′′
0 +R
k−1
1 L
δ
0η˜
′′
= Sk0 +
1∑
j=0
(−k20Rk−1j Lδj η˜ +RkjLδjη′′0 +Rk−1j Lδj(η˜′′ + k20 η˜)) ,
where
‖Sk0‖∞ ≤ C2r−k‖η˜‖k1,∞, ‖Rkj‖∞ ≤ C2r−k‖η˜‖k1,∞, j = 0, 1,
(see Remark 2.27), we find that
Gnx =−
n∑
k=1
(
Qkx∇un−k +Qk∇un−kx
)
=
n∑
k=1
(
Sk0∇un−k+
1∑
j=0
(−k20Rk−1j Lδj η˜ +RkjLδjη′′0 +Rk−1j Lδj(η˜′′ + k20 η˜))∇un−k+Qk∇un−kx
)
.
It follows that
‖Gnx‖0 ≤
n∑
k=1
(
(‖Sk0‖∞ + k20(‖Rk−10 ‖∞ + ‖Rk−11 ‖∞)‖η˜‖∞)‖∇un−k‖0
+ (‖Rk0‖∞‖Lδ0‖+ ‖Rk1‖∞‖‖Lδ1‖)‖η′′0‖0‖∇un−k‖1
+ (‖Rk−10 ‖∞‖Lδ0‖+ ‖Rk−11 ‖∞‖Lδ1‖)‖η˜′′ + k20 η˜‖0‖∇un−k‖1
+ ‖Qk‖∞‖∇un−kx ‖0
)
≤ C1C2Bn
(
1 + 2k20r + (‖Lδ0‖+ ‖Lδ1‖)(‖η′′0‖0 + r) + 1
)
× ‖ζ‖3/2(‖η˜‖1,∞ + ‖η˜′′ + k20 η˜‖0)n
n∑
k=1
(Br)−k,
in which Proposition 2.5 has been used. A similar calculation yields the same estimate for ‖Gny‖0.
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Combining the estimates for ‖Gn‖0, ‖Gnx‖0 and ‖Gny‖0 and applying Lemma 2.25 (with t = 0
and s = 1
2
), one finds that
‖∇un‖1 ≤
√
3C1C2C3B
n
(
1 + 2k20r + (‖Lδ0‖+ ‖Lδ1‖)(‖η′′0‖0 + r) + 1
)
× ‖ζ‖3/2(‖η˜‖1,∞ + ‖η˜′′ + k20 η˜‖0)n
n∑
k=1
(Br)−k,
so that
‖∇un‖1 ≤ C1Bn(‖η˜‖1,∞ + ‖η˜′′ + k20 η˜‖0)n‖ζ‖3/2
for sufficiently large values of B (independently of n). 2
2.2 Variational functionals
In this section we study the functional
T (η) =
∫ ∞
−∞
f1(η)K(η)f2(η) dx, (38)
where f1, f2 : R → R are polynomials with f1(0) = f2(0) = 0, and apply our results to the
functionals G, K and L.
2.2.1 Analyticity of the functionals
In this section we again suppose that s > 0. The first result follows from Theorem 2.21(i).
Lemma 2.30 Equation (38) defines a functional T : W s+3/2 → R which is analytic and satisfies
T (0) = 0.
We now turn to the construction of the gradient T ′(η) in L2(R), the main step of which is
accomplished by the following lemma.
Lemma 2.31 DefineH : W s+3/2 → L2s(Hs+3/2(R),R) by the formula
H(η)(ζ1, ζ2) = 〈ζ1, K(η)ζ2〉0.
The gradient H′(η)(ζ1, ζ2) in L2(R) exists for each η ∈ W s+3/2 and ζ1, ζ2 ∈ Hs+3/2(R) and is
given by the formula
H′(η)(ζ1, ζ2) = −u1xu2x + 1 + η
′2
(1 + η)2
u1yu2y
∣∣∣∣∣
y=1
,
where uj is the weak solution of (23)–(25) with ξ = ζ ′j , j = 1, 2. This formula defines an analytic
functionH′ : W s+3/2 → L2s (Hs+3/2(R), Hs+1/2(R)).
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Proof. It follows from the formula
H(η) =
∫
Σ
(I +Q(η))∇u1 · ∇u2 dx dy
that
dH[η](ω) =
∫
Σ
dQ[η](ω)∇u1 · ∇u2 dx dy
+
∫
Σ
(I +Q(η))∇w1 · ∇u2 dx dy +
∫
Σ
(I +Q(η))∇u1 · ∇w2 dx dy, (39)
where wj = duj(η)[ω], j = 1, 2. Recall that∫
Σ
(I +Q(η))∇uj · ∇v dx dy =
∫ ∞
−∞
ζ ′jv|y=1 dx, j = 1, 2,
for every v ∈ H1? (Σ) (Definition 2.17 with ξ = ζ ′j and G = 0), so that∫
Σ
{
dQ[η](ω)∇uj · ∇v + (I +Q(η))∇wj · ∇v
}
dx dy = 0 j = 1, 2, (40)
for every v ∈ H1? (Σ). Subtracting (40) with j = 1, v = u2 and j = 2, v = u1 from (39) yields
dH[η](ω) = −
∫
Σ
dQ[η](ω)∇u1 · ∇u2 dx dy.
Finally, write hδ(x, y) = yωδ(x, y), where ωδ(x, y) = F−1[χ(δ(y − 1)|k|)ωˆ(k)](x), so that
hδ = df δ[η](ω), and observe that∫ ∞
−∞
{
− hδ
(
u1x − f
δ
xyu1y
1 + f δy
)(
u2x − f
δ
xyu2y
1 + f δy
)
+
hδu1yu2y
(1 + f δy )
2
}∣∣∣∣∣
y=1
dx
=
1
2
∫
Σ
d
dy
{
− hδ
(
u1x − f
δ
xyu1y
1 + f δy
)(
u2x − f
δ
xyu2y
1 + f δy
)
+
hδu1yu2y
(1 + f δy )
2
}
dx dy
=
∫
Σ
{
−hδxu1xu2x + hδxu1xu2y + hδxu1yu2x +
hδyu1yu2y
(1 + f δy )
2
+
2(f δx)
2hδyu1yu2y
(1 + f δy )
2
− 2f
δ
xh
δ
xu1yu2y
1 + f δy
}
dx dy
+
∫
Σ
hδu1y
1 + f δy
{
((1 + f δy )u2x − f δxu2y)x +
(
−f δxu2x +
1 + (f δx)
2
1 + f δy
u2y
)
y
}
dx dy
+
∫
Σ
hδu2y
1 + f δy
{
((1 + f δy )u1x − f δxu1y)x +
(
−f δxu1x +
1 + (f δx)
2
1 + f δy
u1y
)
y
}
dx dy
+
∫ ∞
−∞
{
hδf δxu1y
1 + f δy
(
u2x − f
δ
xyu2y
1 + f δy
)
+
hδf δxu2y
1 + f δy
(
u1x − f
δ
xyu1y
1 + f δy
)}∣∣∣∣∣
y=1
dx
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= −
∫
Σ
{
dQ[η](ω)∇u1 · ∇u2
+
hδu1y
1 + f δy
∇ · ((I +Q(η))∇u1)︸ ︷︷ ︸
= 0
+
hδu2y
1 + f δy
∇ · ((I +Q(η))∇u2)︸ ︷︷ ︸
= 0
}
dx dy
+
∫ ∞
−∞
{
hδf δxu1y
1 + f δy
(
u2x − f
δ
xyu2y
1 + f δy
)
+
hδf δxu2y
1 + f δy
(
u1x − f
δ
xyu1y
1 + f δy
)}∣∣∣∣∣
y=1
dx,
in which the third line follows from the second by differentiating the term in braces with respect
to y (note that hδ|y=0 = 0) and integrating by parts. One concludes that
dH[η](ω) =
∫ ∞
−∞
{
−u1xu2x + 1 + (f
δ
x)
2
(1 + f δy )
2
u1yu2y
}
hδ
∣∣∣∣∣
y=1
dx,
and the stated formula follows from this result and the facts that f δ|y=1 = η and hδ|y=1 = ω.
The hypotheses of the lemma imply that∇uj ∈ Hs+1,1 and∇uj|u=1 ∈ Hs+1/2(R), j = 1, 2.
This observation ensures that the above algebraic manipulations are valid and that dH[η] belongs
to Hs+1/2(R) because Hs+1,1 and Hs+1/2(R) are Banach algebras. 2
Corollary 2.32 The gradient T ′(η) in L2(R) exists for each η ∈ W s+3/2 and is given by the
formula
T ′(η) = H′(η)(f1(η), f2(η)) + f ′1(η)K(η)f2(η) + f ′2(η)K(η)f1(η).
This formula defines an analytic function T ′ : W s+3/2 → Hs+1/2(R) which satisfies T ′(0) = 0.
Theorem 2.33
(i) Equations (10)–(13) define analytic functionals G,K,L : W s+3/2 → R which satisfy
G(0),K(0),L(0) = 0.
(ii) Equation (9) defines an analytic functional Jµ : W s+3/2\{0} → R.
(iii) The gradients G ′(η) and L′(η) in L2(R) exist for each η ∈ W s+3/2 and are given by
the formulae
G ′(η) = ω
4
H′(η)(η2, η) + ω
4
K(η)η2 +
ω
2
ηK(η)η − ω
2
η, (41)
L′(η) = 1
2
H′(η)(η, η) +K(η)η. (42)
These formulae define analytic functions G ′,L′ : W s+3/2 → Hs+1/2(R) which satisfy
G ′(0) = 0 and L′(0) = 0.
(iv) The gradient K′(η) in L2(R) exists for each η ∈ W 2 and is given by the formula
K′(η) = η − β
(
η′√
1 + η′2
)′
− ω
2
8
H′(η)(η2, η2)− ω
2
2
η2K(η)η +
ω2
3
η2. (43)
This formula defines an analytic function K′ : W 2 → L2(R) which satisfies K′(0) = 0.
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(v) The gradient J ′µ(η) in L2(R) exists for each η ∈ W 2 \{0} and defines an analytic
function J ′µ : W 2\{0} → L2(R).
Corollary 2.34 Choose M > 0 so that BM(0) ⊆ H2(R) lies in W s+3/2 and define U = BM(0).
Equations (10)–(13) define analytic functionals G,K,L : U → R while equations (41)–(43)
define analytic functions G ′,K′,L′ : U → L2(R).
Finally, we state some further useful estimates for the operators G, K and L. Here, and
in the remainder of this paper, the constant M is chosen small enough for the validity of our
calculations.
Proposition 2.35 The estimates
|G(η)| ≤ c‖η‖21/2, K(η) ≥ c‖η‖21, c‖η‖21/2 ≤ L(η) ≤ c‖η‖21/2
hold for each η ∈ U .
Proof. The estimate for G follows from the calculation
|G(η)| ≤ c(‖η‖20‖K(η)η‖0 + ‖η‖20) ≤ c‖η‖21/2,
while that for L is a direct consequence of Theorem 2.21(ii). Turning to the estimate for K,
observe that
K(η) =
∫ ∞
−∞
{
βη′2
1 +
√
1 + η′2
+
η2
2
}
dx︸ ︷︷ ︸
≥ c‖η‖21
−ω
2
8
∫ ∞
−∞
η2K(η)η2 dx+
ω2
6
∫ ∞
−∞
η3 dx
and ∣∣∣∣∫ ∞−∞ η3 dx
∣∣∣∣ ≤ c‖η‖31, ∣∣∣∣∫ ∞−∞ η2K(η)η2 dx
∣∣∣∣ ≤ c‖η2‖21/2 ≤ c‖η‖41,
for each η ∈ U , so that K(η) ≥ c‖η‖21. 2
2.2.2 Pseudo-local properties of the operator T
In this section we consider sequences {η(1)m }, {η(2)m } ⊂ U with the properties that
supp η
(1)
m ⊂ [−Rm, Rm], supp η(2)m ⊂ R\(−Sm, Sm) and supm∈N ‖η(1)m + η(1)m ‖2 < M , where
{Rm}, {Sm} are sequences of positive real numbers with Rm, Sm → ∞, Rm/Sm → 0 as
m→∞. We establish the following ‘pseudo-local’ property of the operator T .
Theorem 2.36 The operator T satisfies
lim
m→∞
(
T (η(1)m + η(2)m )− T (η(1)m )− T (η(2)m )
)
= 0,
lim
m→∞
‖T ′(η(1)m + η(2)m )− T ′(η(1)m )− T ′(η(2)m )‖0 = 0,
lim
m→∞
〈T ′(η(2)m ), η(1)m 〉0 = 0.
In particular, this result applies to G, K and L.
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We begin the proof of Theorem 2.36 by re-examining the general boundary-value problem
(26)–(28).
Lemma 2.37 Suppose that {Rm}, {Sm} and {Um} are sequences of positive real numbers and
{Qm} ⊆ (L∞(Σ))2×2, {Gm} ⊆ L2(Σ), {ζ(1)m }, {ζ(2)m } ⊆ H1/2(R) are bounded sequences with
the properties that
(i) Sm − Um, Um −Rm →∞ as m→∞;
(ii) supp ζ(1)m ⊂ [−Rm, Rm] and supp ζ(2)m ⊂ R\(−Sm, Sm);
(iii) ‖G(1)m ‖L2(|x|>Rm), ‖G(2)m ‖L2(|x|<Sm) → 0 as m→∞;
(iv) there exists a constant p0 > 0 such that
(I +Qm)(x, y)ν · ν ≥ p0|ν|2
for all (x, y) ∈ Σ, all m ∈ N and all ν ∈ R2.
The unique weak solutions u(j)m ∈ H1? (Σ) of the boundary-value problems
∇ · ((I +Qm)∇u(j)m ) = ∇ ·G(j)m , 0 < y < 1, (44)
(I +Qm)∇u(j)m · (0, 1) = ζ(j)m,x +G(j)m · (0, 1), y = 1, (45)
(I +Qm)∇u(j)m · (0,−1) = G(j)m · (0,−1), y = 0, (46)
j = 1, 2, satisfy the estimates
lim
m→∞
‖∇u(1)m ‖L2(|x|>Um) = 0, lim
m→∞
‖∇u(2)m ‖L2(|x|<Um) = 0.
Proof. Write ζ(2)m = ζ(2)m,+ + ζ
(2)
m,−, where supp ζ
(2)
m,+ ⊆ [Sm,∞) and supp ζ(2)m,− ⊆ (−∞,−Sm],
and let u(2)m,+, u
(2)
m,− be the weak solutions of the boundary-value problem (44)–(45) with
ζ
(2)
m , G
(2)
m replaced by respectively ζ
(2)
m,+, G
(2)
m,+ := G
(2)
m χ{x>0} and ζ
(2)
m,−, G
(2)
m,− := G
(2)
m χ{x<0}, so
that u(2)m = u
(2)
m,+ + u
(2)
m,−.
Choose T > 0 and take m large enough so that T + 1 < Sm. Define φ ∈ C∞(R) by the
formula
φT (x) =
{
1, x ≤ T,
χ(2(x− T )), x > T
and set
wm(x, y) = φ
2
T (x)(u
(2)
m,+(x, y)−MT ),
where
MT =
∫
T≤x≤T+1
u
(2)
m,+(x, y) dx dy,
so that suppwm ⊆ (−∞, T + 1] × [0, 1] and the mean value of u(2)m,+(x, y) − MT over
(T, T + 1)× (0, 1) is zero. Using Definition 2.17, we find that∫
Σ
(I +Qm)∇u(2)m,+ · ∇wm dx dy =
∫
Σ
G
(2)
m,+ · ∇wm dx dy +
∫ ∞
−∞
∂xζ
(2)
m,+wm|y=1 dx︸ ︷︷ ︸
= 0
,
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from which it follows that∫
Σ
(I +Qm)φ
2
T |∇u(2)m,+|2 dx dy
≤ c
((∫
Σ
φ2T |∇u(2)m,+|2 dx dy
)1
2
(∫
T≤x≤T+1
|u(2)m,+ −MT |2 dx dy
)1
2
+
(∫
x≤T+1
|G(2)m,+|2 dx dy
)1
2
(∫
T≤x≤T+1
|u(2)m,+ −MT |2 dx dy
)1
2
+
(∫
x≤T+1
|G(2)m,+|2 dx dy
)1
2
(∫
Σ
φ2T |∇u(2)m,+|2 dx dy
)1
2
)
and hence that∫
Σ
φ2T |∇u(2)m,+|2 dx dy ≤ c
(∫
T≤x≤T+1
|∇u(2)m,+|2 dx dy +
∫
x≤T+1
|G(2)m,+|2 dx dy
)
,
where the Poincare´ inequality∫
T≤x≤T+1
|u(2)m,+ −MT |2 dx dy ≤ c
∫
T≤x≤T+1
|∇u(2)m,+|2 dx dy
has been used.
The above inequality implies that
Φ(T ) ≤ c?
(
Φ(T + 1)− Φ(T ) + Ψ(T + 1)),
for some c? > 0, where
Φ(T ) =
∫
x≤T
|∇u(2)m,+|2 dx dy, Ψ(T ) =
∫
x≤T
|G(2)m,+|2 dx dy,
so that
Φ(T ) ≤ d?
(
Φ(T + 1) + Ψ(T + 1)
)
,
where d? = c?/(c? + 1) ∈ (0, 1), and using this inequality recursively, one finds that
Φ(T ) ≤ d[r]? Φ(T + r) +
d?
1− d?Ψ(T + r), r ≥ 1.
In particular, this result asserts that
Φ(Um) ≤ dSm−Um−1? Φ(Sm) +
d?
1− d?Ψ(Sm),
and because
Φ(Sm) =
∫
x<Sm
|∇u(2)m,+|2 dx dy ≤
∫
Σ
|∇u(2)m,+|2 dx dy ≤ ‖ζ(2)m ‖1/2 = O(1)
and
Ψ(Sm) =
∫
x<Sm
|G(2)m,+|2 dx dy ≤
∫
|x|<Sm
|G(2)m |2 dx dy = o(1)
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as m→∞, we conclude that
Φ(Um) =
∫
x<Um
|∇u(2)m,+|2 dx dy = o(1)
as m→∞.
A similar argument shows that∫
x>−Um
|∇u(2)m,−|2 dx dy = o(1)
as m→∞, so that∫
|x|<Um
|∇u(2)m |2 ≤
∫
|x|<Um
|∇u(2)m,+|2 dx dy +
∫
|x|<Um
|∇u(2)m,−|2 dx dy
≤
∫
x<Um
|∇u(2)m,+|2 dx dy +
∫
x>−Um
|∇u(2)m,−|2 dx dy
→ 0
as m→∞.
The complementary estimate ∫
|x|>Um
|∇u(1)m |2 → 0
as m→∞ is obtained in a similar fashion. 2
The next step is to apply Lemma 2.37 to the boundary-value problem (23)–(25).
Lemma 2.38 Let u(η) be the solution to (23)–(25) with ξ = ∂xf(η), η ∈ U , where f is a real
polynomial. The estimates
lim
m→∞
‖∇u(η(1)m )‖H1(|x|>Tm) = 0, lim
m→∞
‖∇u(η(2)m )‖H1(|x|<Tm) = 0
hold for each sequence {Tm} of positive real numbers with Sm−Tm, Tm−Rm →∞ asm→∞.
Proof. Choose sequences {R˜m}, {S˜m} of positive real numbers with Sm − S˜m, S˜m − Tm →∞
and Tm − R˜m, R˜m − Rm → ∞ as m → ∞. The quantities u(j)m = u(η(j)m ), j = 1, 2, satisfy the
boundary-value problems
∇ · ((I +Q(j)m )∇u(j)m ) = 0 0 < y < 1,
(I +Q
(j)
m )∇u(j)m · (0, 1) = f(η(j)m )x, y = 1,
(I +Q
(j)
m )∇u(j)m · (0,−1) = 0, y = 0,
where Q(j)m = Q(η
(j)
m ), and Lemma 2.37 asserts that
lim
m→∞
‖∇u(1)m ‖L2(|x|>R˜m) = 0, limm→∞ ‖∇u
(2)
m ‖L2(|x|<S˜m) = 0.
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The derivatives u(j)mx, j = 1, 2 are weak solutions of the boundary-value problems
∇ · ((I +Q(j)m )∇u(j)mx) = ∇ ·G(j)m , 0 < y < 1,
(I +Q
(j)
m )∇u(j)mx · (0, 1) = f(η(j)m )xx +G(j)m · (0, 1), y = 1,
(I +Q
(j)
m )∇u(j)mx · (0,−1) = G(j)m · (0,−1), y = 0,
where G(j)m = −Q(j)mx∇u(j)m . Using Remark 2.27 and writing S(j)0m = S0(η(j)m ), R(j)0m = R0(η(j)m ),
R
(j)
1m = R1(η
(j)
m ), one finds that
‖Q(1)mx∇u(1)m ‖L2(|x|>R˜m)
≤ ‖S(1)0m‖∞‖∇u(1)m ‖L2(|x|>R˜m)
+ c(‖R(1)0m‖∞‖Lδ0‖+ ‖R(1)1m‖∞‖Lδ1‖)‖(η(1)m )′′‖0‖∇u(1)m ‖
1
2
L2(|x|>R˜m)‖∇u
(1)
m ‖
1
2
H1(|x|>R˜m)
= o(1) (47)
as m → ∞. (Lemma 2.25 asserts that {∇u(j)m } ⊆ H3/2,1 and hence {∇u(j)m } ⊆ H1(Σ) is
bounded; it follows that ‖∇u(1)m ‖H1(|x|>R˜m) = O(1) as m → ∞.) A similar calculation shows
that ‖Q(2)mx∇u(2)m ‖L2(|x|<S˜m) = o(1) as m→∞, and Lemma 2.37 yields the estimates
lim
m→∞
‖∇u(1)mx‖L2(|x|>Tm) = 0, lim
m→∞
‖∇u(2)mx‖L2(|x|<Tm) = 0.
The calculation
u(j)myy = −
1
1 + q
(j)
m22
(
∂x[(1 + q
(j)
m11)u
(j)
mx + q
(j)
m12u
(j)
my] + ∂y(q
(j)
m12u
(j)
mx)− q(j)m22yu(j)my
)
(see equation (26)) and estimates
‖q(1)mij∇u(1)mx‖L2(|x|>Tm) ≤ ‖q(1)mij‖∞‖∇u(1)mx‖L2(|x|>Tm) = o(1),
‖
{
∂x
∂y
}
q
(1)
mij∇u(1)m ‖L2(|x|>Tm) = o(1)
as m→∞ (cf. (47)) show that
lim
m→∞
‖u(1)myy‖L2(|x|>Tm) = 0
(recall that ‖(1 + q(j)m22)−1‖∞ is bounded); the complementary limit
lim
m→∞
‖u(2)myy‖L2(|x|<Tm) = 0
is obtained in a similar fashion. 2
Lemma 2.40 below states another useful application of Lemma 2.37 to the boundary-value
problem (23)–(25); the following proposition is used in its proof.
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Proposition 2.39 Choose N ∈ N. The estimates
|(Q(η(1)m + η(2)m )−Q(η(2)m ))(x, y)| ≤ c dist(x, [−Rm, Rm])−N
and
|(Q(η(1)m + η(2)m )−Q(η(1)m ))(x, y)| ≤ c dist(x,R\(−Sm, Sm))−N
hold for all (x, y) ∈ Σ, where | · | denotes the 2 × 2 matrix maximum norm, and remain valid
when Q is replaced by Qx or Qy.
Proof. Observe that
ηδ(x, y′) =
1
1− y
∫
supp η
K
(
x− s
1− y
)
η(s)ds,
whereK = (2pi)−1/2δ−1F−1[χ] ∈ SS(R). The above formula shows that ηδ ∈ C∞(Σ\supp η×
{1}) with
|∂jx∂kyηδ(x, y)| ≤ c dist(x, supp η)−N‖η‖∞
for each N ∈ N.
Note that
|(Q(η1 + η2)−Q(η2))(x, y)| =
∣∣∣∣∣∣
 f δ1y −f δ1x−f δ1x −f δ3y + (f δ3x)21 + f δ3y − −f
δ
2y + (f
δ
2x)
2
1 + f δ2y
(x, y)
∣∣∣∣∣∣
≤ c|(f δ1x, f δ1y)(x, y)|
for all η1, η2 and η3 := η1 + η2 ∈ U . It follows that
|(Q(η(1)m + η(2)m )−Q(η(2)m ))(x, y)| ≤ |((η(1)m )δ(x, y), (η(1)mx)δ(x, y), (η(1)my)δ(x, y))|
≤ c dist(x, [−Rm, Rm])−N .
The same argument yields the estimate forQ(η(1)m +η
(2)
m )−Q(η(1)m ) and the corresponding results
for Qx and Qy. 2
Lemma 2.40 Let u(η) be the solution to (23)–(25) with ξ = ∂xf(η), η ∈ U , where f is a real
polynomial. The estimates
lim
m→∞
‖∇u(η(1)m + η(2)m )−∇u(η(1)m )‖H1(|x|<Tm) = 0,
lim
m→∞
‖∇u(η(1)m + η(2)m )−∇u(η(2)m )‖H1(|x|>Tm) = 0
hold for each sequence {Tm} of positive real numbers with Sm−Tm, Tm−Rm →∞ asm→∞.
Proof. Choose sequences {R˜m}, {S˜m} of positive real numbers with Sm − S˜m, S˜m − Tm →∞
and Tm − R˜m, R˜m − Rm →∞ as m→∞. The quantities w(1)m = u(η(1)m + η(2)m )− u(η(2)m ) and
w
(2)
m = u(η
(1)
m + η
(2)
m )− u(η(1)m ) satisfy the boundary-value problems
∇ · ((I +Qm)∇w(j)m ) = ∇ ·G(j)m , 0 < y < 1,
(I +Qm)∇w(j)m · (0, 1) = f(η(j)m )x +G(j)m · (0, 1), y = 1,
(I +Qm)∇w(j)m · (0,−1) = G(j)m · (0,−1), y = 0,
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where Qm = Q(η
(1)
m + η
(2)
m ) and
G(1)m = (Q
(2)
m −Qm)∇u(2)m , G(2)m = (Q(1)m −Qm)∇u(1)m .
Using the estimate
|(Q(2)m −Qm)(x, y)| ≤ c dist(x, [−Rm, Rm])−N
(Proposition 2.39), one finds that
‖G(1)m ‖2L2(|x|>R˜m) ≤ c(R˜m −Rm)−N‖∇u(2)m ‖20 ≤ c(R˜m −Rm)−N‖f(η(2)m )‖21/2 = o(1)
as m → ∞ and a similar argument shows that ‖G(2)m ‖2L2(|x|<S˜m) = o(1) as m → ∞. It follows
from Lemma 2.37 that
lim
m→∞
‖w(1)m ‖L2(|x|>Tm) = 0, lim
m→∞
‖w(2)m ‖L2(|x|<Tm) = 0.
The derivatives w(j)mx, j = 1, 2 are weak solutions of the boundary-value problems
∇ · ((I +Q(j)m )∇w(j)mx) = ∇ ·H(j)m , 0 < y < 1,
(I +Q
(j)
m )∇w(j)mx · (0, 1) = ∂2xf(η(j)m ) +H(j)m · (0, 1), y = 1,
(I +Q
(j)
m )∇w(j)mx · (0,−1) = H(j)m · (0,−1), y = 0,
where
H(1)m = −Qmx∇w(1)m + (Q(2)m −Qm)∇u(2)mx + (Q(2)mx −Qmx)∇u(2)m ,
H(2)m = −Qmx∇w(2)m + (Q(1)m −Qm)∇u(1)mx + (Q(1)mx −Qmx)∇u(1)m .
Treating ‖Qmx∇w(1)m ‖L2(|x|>R˜m) using the method given in the proof of Lemma 2.38 (estimate
(47)) and ‖(Q(2)m − Qm)∇u(2)mx‖L2(|x|>R˜m), ‖(Q(2)mx − Qmx)∇u(2)m ‖L2(|x|>R˜m) using the method
given above, one finds that ‖H(1)m ‖L2(|x|>R˜m) = o(1) as m → ∞. A similar argument yields
‖H(2)m ‖L2(|x|<S˜m) = o(1) as m→∞, and it follows from Lemma 2.37 that
lim
m→∞
‖∇u(1)mx‖L2(|x|>Tm) = 0, lim
m→∞
‖∇u(2)mx‖L2(|x|<Tm) = 0.
Finally, observe that
w(1)myy = −
1
1 + q
(1)
m22
(
∂x[(1 + q
(1)
m11)w
(1)
mx + q
(1)
m12w
(1)
my] + ∂y(q
(1)
m12w
(1)
mx)− q(1)m22yw(1)my
+∇(Q(2)m −Qm) · ∇u(1)m + (Q(2)m −Qm)∆u(1)m
)
.
The argument given in the proof of Lemma 2.38 shows that
‖∂x[(1 + q(1)m11)w(1)mx + q(1)m12w(1)my] + ∂y(q(1)m12w(1)mx)− q(1)m22yw(1)my‖L2(|x|>Tm) = o(1),
and the method given above shows that
‖∇(Q(2)m −Qm) · ∇u(1)m )‖L2(|x|>Tm), ‖(Q(2)m −Qm)∆u(1)m ‖L2(|x|>Tm) = o(1)
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as m→∞. One concludes that
lim
m→∞
‖w(1)myy‖L2(|x|>Tm) = 0,
and the complementary limit
lim
m→∞
‖w(2)myy‖L2(|x|<Tm) = 0
is obtained in a similar fashion. 2
Corollary 2.41 The estimate
lim
m→∞
‖∇u(η(1)m + η(2)m )−∇u(η(1)m )−∇u(η(2)m )‖1 = 0
holds under the hypotheses of Lemmata 2.38 and 2.40.
The proof of Theorem 2.36 is completed by applying the next lemma to the formula for T ′
given in Corollary 2.32.
Lemma 2.42
(i) The estimates
lim
m→∞
‖f1(η(1)m + η(2)m )K(η(1)m + η(2)m )f2(η(1)m + η(2)m )
− f1(η(1)m )K(η(1)m )f2(η(1)m )− f1(η(2)m )K(η(2)m )f2(η(2)m )‖0 = 0
and
lim
m→∞
‖f1(η(1)m + η(2)m )K(η(1)m + η(2)m )f2(η(1)m + η(2)m )
− f1(η(1)m )K(η(1)m )f2(η(1)m )− f1(η(2)m )K(η(2)m )f2(η(2)m )‖L1(R) = 0.
hold for all real polynomials f1, f2.
(ii) The estimate
lim
m→∞
‖H′(η(1)m + η(2)m )(f1(η(1)m + η(2)m ), f2(η(1)m + η(2)m )
−H′(η(1)m )(f1(η(1)m ), f2(η(1)m ))−H′(η(2)m )(f1(η(2)m ), f2(η(2)m ))‖0 = 0
holds for all real polynomials f1, f2.
(iii) The estimate
lim
m→∞
〈H′(η(1)m )(f1(η(1)m ), f2(η(1)m )), η(2)m 〉0 = 0
holds for all real polynomials f1, f2.
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Proof. (i) Observe that
f1(η
(1)
m + η
(2)
m )K(η
(1)
m + η
(2)
m )f2(η
(1)
m + η
(2)
m )
− f1(η(1)m )K(η(1)m )f2(η(1)m )− f1(η(2)m )K(η(2)m )f2(η(2)m )
= f1(η
(1)
m )(ux(η
(1)
m + η
(2)
m )− ux(η(1)m )) + f2(η(2)m )(ux(η(1)m + η(2)m )− ux(η(2)m )).
The L1(R)- and L2(R)-norms of this quantity can both be estimated by
‖f1(η(1)m )‖1‖ux(η(1)m + η(2)m )− ux(η(1)m )|y=1‖L2(|x|<Rm)
+ ‖f2(η(1)m )‖1‖ux(η(1)m + η(2)m )− ux(η(2)m |y=1)‖L2(|x|>Sm)
≤ ‖f1(η(1)m )‖1︸ ︷︷ ︸
O(1)
‖∇u(η(1)m + η(2)m )−∇u(η(1)m )‖H1(|x|<Tm)︸ ︷︷ ︸
o(1)
+ ‖f2(η(1)m )‖1︸ ︷︷ ︸
O(1)
‖∇u(η(1)m + η(2)m )−∇u(η(2)m )‖H1(|x|>Tm)︸ ︷︷ ︸
o(1)
= o(1)
(use the Cauchy-Schwarz inequality or the maximum norm for the polynomials).
(ii) Observe that
H′(η(1)m + η(2)m )(f1(η(1)m + η(2)m ), f2(η(1)m + η(2)m )
−H′(η(1)m )(f1(η(1)m ), f2(η(1)m ))−H′(η(2)m )(f1(η(2)m ), f2(η(2)m ))
= −ux(η(1)m + η(2)m )vx(η(1)m + η(2)m ) + ux(η(1)m )vx(η(1)m ) + ux(η(2)m )vx(η(2)m )
+ uy(η
(1)
m + η
(2)
m )vy(η
(1)
m + η
(2)
m )− uy(η(1)m )vy(η(1)m )− uy(η(2)m )vy(η(2)m )
+ h(η(1)m + η
(2)
m )uy(η
(1)
m + η
(2)
m )vy(η
(1)
m + η
(2)
m )
− h(η(1)m )uy(η(1)m )vy(η(1)m )− h(η(2)m )uy(η(2)m )vy(η(2)m )
∣∣∣
y=1
,
where
h(η) =
η′2 − η2 − 2η
(1 + η)2
and u(η), v(η) are the solutions to (23)–(25) with respectively ξ = ∂xf1(η) and ξ = ∂xf2(η),
η ∈ U .
The estimates
‖ux(η(1)m + η(2)m )vx(η(1)m + η(2)m )− (ux(η(1)m ) + ux(η(2)m ))(vx(η(1)m ) + vx(η(2)m ))|y=1‖0
≤ ‖vx(η(1)m + η(2)m )|y=1‖1︸ ︷︷ ︸
= O(1)
‖ux(η(1)m + η(2)m )− ux(η(1)m )− ux(η(2)m )|y=1‖0︸ ︷︷ ︸
= o(1)
+ ‖ux(η(1)m ) + ux(η(2)m )|y=1‖1︸ ︷︷ ︸
= O(1)
‖vx(η(1)m + η(2)m )− vx(η(1)m )− vx(η(2)m )|y=1‖0︸ ︷︷ ︸
= o(1)
= o(1)
37
and
‖(ux(η(1)m ) + ux(η(2)m ))(vx(η(1)m ) + vx(η(2)m ))− ux(η(1)m )vx(η(1)m )− ux(η(2)m )vx(η(2)m )|y=1‖0
≤ ‖ux(η(1)m )vx(η(2)m )|y=1‖0 + ‖ux(η(2)m )vx(η(1)m )|y=1‖0
≤ c( ‖ux(η(1)n )|y=1‖L2(|x|>Tm)︸ ︷︷ ︸
= o(1)
‖vx(η(2)n )|y=1‖1︸ ︷︷ ︸
= O(1)
+ ‖ux(η(1)n )|y=1‖1︸ ︷︷ ︸
= O(1)
‖vx(η(2)n )|y=1‖L2(|x|<Tm)︸ ︷︷ ︸
= o(1)
+ ‖ux(η(2)n )|y=1‖L2(|x|<Tm)︸ ︷︷ ︸
= o(1)
‖vx(η(1)n )|y=1‖1︸ ︷︷ ︸
= O(1)
+ ‖ux(η(2)n )|y=1‖1︸ ︷︷ ︸
= O(1)
‖vx(η(1)n )|y=1‖L2(|x|>Tm)︸ ︷︷ ︸
= o(1)
)
= o(1)
imply that
‖(ux(η(1)m ) + ux(η(2)m ))(vx(η(1)m ) + vx(η(2)m ))− ux(η(1)m )vx(η(1)m )− ux(η(2)m )vx(η(2)m )|y=1‖0 = o(1)
as m→∞; here we have used the estimate
‖ux(η)|y=1‖1 ≤ c‖∇u‖3/2,1 ≤ c‖f1(η)‖2, η ∈ U
and its counterpart for v. The same argument shows that
‖(uy(η(1)m ) + uy(η(2)m ))(vy(η(1)m ) + vy(η(2)m ))− uy(η(1)m )vy(η(1)m )− uy(η(2)m )vy(η(2)m )|y=1‖0 = o(1)
as m→∞.
Because h(η(1)m + η
(2)
m ) = h(η
(1)
m ) + h(η
(2)
m ) and
‖(uy(η(1)m ) + uy(η(2)m ))(vy(η(1)m ) + vy(η(2)m ))− uy(η(1)m )vy(η(1)m )− uy(η(2)m )vy(η(2)m )|y=1‖0 = o(1)
as m→∞ (see above), repeating the proof of part (i) above yields the estimate
‖h(η(1)m + η(2)m )uy(η(1)m + η(2)m )vy(η(1)m + η(2)m )
− h(η(1)m )uy(η(1)m )vy(η(1)m )− h(η(2)m )uy(η(2)m )vy(η(2)m )|y=1‖0 = o(1)
as m→∞.
(iii) The methods used in part (ii) show that
‖H′(η(1)m )(f1(η(1)m ), f2(η(1)m ))‖L2(|x|>Tm) = o(1),
so that
|〈H′(η(1)m )(f1(η(1)m ), f2(η(1)m )), η(2)m 〉0| ≤ ‖H′(η(1)m )(f1(η(1)m ), f2(η(1)m ))‖L2(|x|>Sm)︸ ︷︷ ︸
= O(1)
‖η(2)m ‖0︸ ︷︷ ︸
= o(1)
→ 0
as m→∞. 2
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3 Minimising sequences
The goal of this section is the proof of the following theorem, the existence of the sequence
advertised in which is a key ingredient in the proof that the infimum of Jµ over U \ {0} is
a strictly sub-additive function of µ. The subadditivity property of cµ is in turn used later to
establish the convergence (up to subsequences and translations) of any minimising sequence for
Jµ over U \{0} which does not approach the boundary of U .
Theorem 3.1 There exists a minimising sequence {η˜m} for Jµ over U \{0} with the properties
that ‖η˜m‖22 ≤ cµ for each m ∈ N and limm→∞ ‖J ′µ(η˜m)‖0 = 0.
3.1 The penalised minimisation problem
We begin by studying the functional Jρ,µ : H2(R)→ R ∪ {∞} defined by
Jρ,µ(η) =

K(η) + (µ+ G(η))
2
L(η) + ρ(‖η‖
2
2), η ∈ U \{0},
∞, η 6∈ U \{0},
in which ρ : [0,M2) → R is a smooth, increasing ‘penalisation’ function such that ρ(t) = 0 for
0 ≤ t ≤ M˜2 and ρ(t)→∞ as t ↑M2. We allow negative values of the small parameter, so that
0 < |µ| < µ0 (see the comments below Lemma 3.8) and the number M˜ ∈ (0,M) is chosen so
that
M˜2 > (c? +Dν0 +Dν
−
0 )|µ|;
the following analysis is valid for every such choice of M˜ , which in particular may be chosen
arbitrarily close to M . In this inequality ν0 and ν−0 are the speeds of linear waves with frequency
k0 riding shear flows with vorticities ω and −ω and c?, D are constants identified in Lemmata
3.2(i) and 3.3 below. In Section 3.2 we give a detailed description of the qualitative properties
of an arbitrary minimising sequence {ηm} for Jρ,µ; the penalisation function ensures that {ηm}
does not approach the boundary of the set U \{0} in which Jµ is defined.
We first give some useful a priori estimates. Lemma 3.2(i) shows in particular that
cρ,µ := inf Jρ,µ < 2νµ0 |µ| − c|µ|r
?
, cµ := inf
η∈U\{0}
Jµ(η) < 2νµ0 |µ| − c|µ|r
?
,
where νµ0 is the speed of linear waves with frequency k0 riding a shear flow with vorticity
(sgnµ)ω (which depends only upon the sign of µ), while Lemma 3.3, whose proof is a straight-
forward modification of the argument presented by Buffoni et al. [?, Propositions 2.34 and 3.2],
gives estimates on the size of critical points of Jµ and a class of related functionals.
Lemma 3.2
(i) There exists η?µ ∈ U \{0} with compact support and a positive constant c? such that
‖η?µ‖2 ≤ c?|µ|
1
2 , ρ(‖η?µ‖22) = 0 and
Jρ,µ(η?µ) = Jµ(η?µ) < 2νµ0 |µ| − c|µ|r
?
, r? =
{
5
3
, β > βc,
3, β < βc.
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(ii) The inequality
K2(η) + (µ+ G2(η))
2
L2(η) ≥ 2ν
µ
0 |µ|
holds for each η ∈ H2(R)\{0}.
Proof. First suppose that µ > 0. The proof of part (i) is recorded in Appendix A, while part (ii)
follows from the calculation
K2(η) + (µ+ G2(η))
2
L2(η)
= K2(η) + 2ν0G2(η)− ν20L2(η) +
(µ+ G2(η)− ν0L2(η))2
L2(η) + 2ν0µ
=
1
2
∫ ∞
−∞
g(k)|ηˆ|2 + (µ+ G2(η)− ν0L2(η))
2
L2(η) + 2ν0µ
≥ 2ν0µ.
For µ < 0 we observe that Jµ(η), Jρ,µ(η) and K2(η) + (µ + G2(η))2/L2(η) are invariant
under the transformation (µ, ω) 7→ (−µ,−ω). 2
Lemma 3.3 Suppose that γ1 and γ2 belong to a bounded set of real numbers. Any critical point
η of the functional J˜γ : U → R defined by the formula
J˜γ(η) = K(η)− γ1G(η)− γ2L(η) + γ3‖η‖22, γ3 ≥ 0
satisfies the estimate
‖η‖22 ≤ DK(η),
where D is a positive constant which does not depend upon γ1, γ2 or γ3.
Corollary 3.4 Any critical point η of Jρ,µ with Jρ,µ(η) < 2νµ0 |µ| satisfies the estimates
‖η‖22 ≤ 2Dνµ0 |µ|, ρ(‖η‖22) = 0.
Proof. Notice that any critical point η of Jρ,µ is also a critical point of the functional J˜γ , where
γ1 = −2(µ+ G(η))L(η) , γ2 =
(µ+ G(η))2
L(η)2 , γ3 = 2ρ
′(‖η‖22).
Furthermore, any function η ∈ U such that
(µ+ G(η))2
L(η) ≤ 2ν
µ
0 |µ|
satisfies
µ2
L(η) ≤ 2ν
µ
0 |µ| −
2µG(η)
L(η) −
G(η)2
L(η) ≤ 2ν
µ
0 |µ|+
2|µ||G(η)|
L(η) ≤ c|µ|
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(see Proposition 2.35), so that
|µ|
L(η) ≤ c. (48)
Observing that
(µ+ G(η))2
L(η) ≤ Jρ,µ(η) ≤ 2ν
µ
0 |µ|,
we find from Proposition 2.35 and inequality (48) that γ1 and γ2 are bounded. The previous
lemma shows that ‖η‖22 ≤ DK(η) ≤ DJρ,µ(η) < 2Dνµ0 |µ| and hence ρ(‖η‖22) = 0 because of
the choice of M˜ . 2
Finally, we establish some basic properties of a minimising sequence {ηm} for Jρ,µ. Without
loss of generality we may assume that
sup
m∈N
‖ηm‖2 < M
(‖ηm‖2 → M would imply that Jρ,µ(ηm) → ∞), and it follows that {ηm} admits a subse-
quence such that limm→∞ ‖ηm‖2 exists and is positive (ηm → 0 in H2(R) would also imply that
Jρ,µ(ηm)→∞). The following lemma records further useful properties of {ηm}.
Lemma 3.5 Every minimising sequence {ηm} for Jρ,µ has the properties that
Jρ,µ(ηm) < 2νµ0 |µ| − c|µ|r
?
, L(ηm) ≥ c|µ|, L2(ηm) ≥ c|µ|,
Mρ,µ(ηm) ≤ −c|µ|r? , ‖ηm‖1,∞ ≥ c|µ|r?
for each m ∈ N, where
Mρ,µ(η) = Jρ,µ(η)−K2(η)− (µ+ G2(η))
2
L2(η) .
Proof. The first and second estimates are obtained from Lemma 3.2(i) and the remark leading to
(48), while the third is a consequence of the calculation
c‖η‖21/2 ≤ L2(η),L(η) ≤ c‖η‖21/2, η ∈ U. (49)
Turning to the fourth estimate, observe that
Mρ,µ(ηm) ≤ Jρ,µ(ηm)− 2νµ0 |µ| ≤ −c|µ|r
?
because
K2(η) + (µ+ G2(η))
2
L2(η) ≥ 2ν
µ
0 |µ|
(see Lemma 3.2(ii)).
Finally, it follows from the calculation
Mρ,µ(ηm)− ρ(‖ηm‖22)
= Knl(ηm)− µ
2Lnl(ηm)
L(ηm)L2(ηm) −
2µG(ηm)Lnl(ηm)
L(ηm)L2(ηm) +
2µGnl(ηm)
L(ηm)
− G2(ηm)Lnl(ηm)L(ηm)L2(ηm) +
(G(ηm) + G2(ηm))Gnl(ηm)
L(ηm) ,
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the inequalities
|G2(ηm)|, |G(ηm)| ≤ c‖ηm‖21/2,
|Gnl(ηm)|, |Knl(ηm)| ≤ c‖ηm‖1,∞, |Lnl(ηm)| ≤ c‖ηm‖1,∞‖ηm‖21/2
and (49) that
|Mρ,µ(ηm)− ρ(‖ηm‖22)| ≤ c‖ηm‖1,∞.
The fifth estimate is obtained from this result and the fact that
Mρ,µ(ηm)− ρ(‖ηm‖22) ≤ −c|µ|r
?
. 2
Remark 3.6 Replacing Jρ,µ(η) by Jµ(η) andMρ,µ(η) by
Mµ(η) := Jµ(η)−K2(η)− (µ+ G2(η))
2
L2(η)
in its statement, one finds that the above lemma is also valid for a minimising sequence {ηm} for
Jµ over U \{0}.
3.2 Minimising sequences for the penalised problem
3.2.1 Application of the concentration-compactness principle
The next step is to perform a more detailed analysis of the behaviour of a minimising sequence
{ηm} for Jρ,µ by applying the concentration-compactness principle (Lions [?, ?]); Theorem 3.7
below states this result in a form suitable for the present situation.
Theorem 3.7 Any sequence {um} ⊂ L1(R) of non-negative functions with the property that
lim
m→∞
∫ ∞
−∞
um(x) dx = ` > 0
admits a subsequence for which precisely one of the following phenomena occurs.
Vanishing: For each r > 0 one has that
lim
m→∞
(
sup
x˜∈R
∫ x˜+r
x˜−r
um(x) dx
)
= 0.
Concentration: There is a sequence {xm} ⊂ R with the property that for each ε > 0 there exists
a positive real number R with ∫ R
−R
um(x+ xm) dx ≥ `− ε
for each m ∈ N.
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Dichotomy: There are sequences {xm} ⊂ R, {M (1)m }, {M (2)m } ⊂ R and a real number κ ∈ (0, `)
with the properties that M (1)m , M
(2)
m →∞, M (1)m /M (2)m → 0,∫ M(1)m
−M(1)m
um(x+ xm) dx→ κ,
∫ M(2)m
−M(2)m
um(x+ xm) dx→ κ
as m→∞. Furthermore
lim
m→∞
(
sup
x˜∈R
∫ x˜+r
x˜−r
um(x) dx
)
≤ κ
for each r > 0, and for each ε > 0 there is a positive, real number R such that∫ R
−R
um(x+ xm) dx ≥ κ− ε
for each m ∈ N.
Standard interpolation inequalities show that the norms ‖·‖r are metrically equivalent on U
for r ∈ [0, 2); we therefore study the convergence properties of {ηm} in Hr(R) for r ∈ [0, 2),
by focussing on the concrete case r = 1. One may assume that ‖ηm‖1 → ` as m → ∞, where
` > 0 because ηm → 0 in Hr(R) for r > 32 would imply that Jρ,µ(ηm) → ∞. This observation
suggests applying Theorem 3.7 to the sequence {um} defined by
um = η
′2
m + η
2
m,
so that ‖um‖L1(R) = ‖ηm‖21.The following result deals with ‘vanishing’ and ‘concentration’ (see
Buffoni et al. [?, Lemmata 3.7 and 3.9].
Lemma 3.8
(i) The sequence {um} does not have the ‘vanishing’ property.
(ii) Suppose that {um} has the ‘concentration’ property. The sequence {ηm(·+xm)} admits
a subsequence, with a slight abuse of notation abbreviated to {ηm}, which satisfies
lim
m→∞
‖ηm‖2 ≤ M˜
and converges in Hr(R) for r ∈ [0, 2), to η(1). The function η(1) satisfies the estimate
‖η(1)‖22 ≤ DK(η(1)) < 2Dνµ0 |µ|,
minimises Jρ,µ and minimises Jµ over U˜ \{0}, where U˜ = {η ∈ H2(R) : ‖η‖2 < M˜}.
We now present the more involved discussion of the remaining case (‘dichotomy’), again ab-
breviating the subsequence of {ηm(·+ xm)} identified by Theorem 3.7 to {ηm}. The analysis is
similar to that given by Buffoni et al. [?] in their study of three-dimensional irrotational solitary
waves, the main difference being that negative values of µ are also considered, so that µ is re-
placed by |µ| in estimates (this change is necessary since the numbers µ(1) and µ(2) appearing in
part (iv) of the following lemma, which are later used iteratively, may be negative). We therefore
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omit proofs which are straightfoward modifications of those given by Buffoni et al.; note how-
ever that references in that paper to Appendix D (in particular Theorem D.6) for ‘pseudo-local’
properties of operators should be replaced by references to Section 2.2.2 (in particular Theorem
2.36) here.
Define sequences {η(1)m }, {η(2)m } by the formulae
η(1)m (x) = ηm(x)χ
(
x
M
(1)
m
)
, η(2)m (x) = ηm(x)
(
1− χ
(
x
M
(2)
m
))
,
so that
supp η(1)m ⊂ [−2M (1)m , 2M (1)m ], supp η(2)m ⊂ R\(−M (2)m ,M (2)m ).
Lemma 3.9
(i) The sequences {ηm}, {η(1)m } and {η(2)m } have the limiting behaviour
‖η(1)m ‖22 → κ, ‖η(2)m ‖22 → `− κ, ‖ηm − η(1)m − η(2)m ‖2 → 0
as m→∞ and satisfy the bounds
sup
m∈N
‖η(1)m ‖2 < M, sup
m∈N
‖η(2)m ‖2 < M, sup
m∈N
‖η(1)m + η(2)m ‖2 < M.
(ii) The limits limm→∞ L(η(1)m ) and limm→∞ L(η(2)m ) are positive.
(iii) The functionals G, K and L satisfy
G
K
L
 (ηm)−

G
K
L
 (η(1)m )−

G
K
L
 (η(2)m )→ 0,
∥∥∥∥∥∥

G ′
K′
L′
 (ηm)−

G ′
K′
L′
 (η(1)m )−

G ′
K′
L′
 (η(2)m )
∥∥∥∥∥∥
0
→ 0
as m→∞.
(iv) The sequences {ηm}, {η(1)m } and {η(2)m } satisfy
lim
m→∞
Jµ(ηm) = lim
m→∞
Jµ(1)(η(1)m ) + lim
m→∞
Jµ(2)(η(2)m ),
lim
m→∞
J ′µ(ηm) = lim
m→∞
J ′µ(1)(η(1)m ) + limm→∞J
′
µ(2)(η
(2)
m ),
where
µ(1) = α(1)(µ+ lim
m→∞
G(ηm))− lim
m→∞
G(η(1)m ), µ(2) = α(2)(µ+ lim
m→∞
G(ηm))− lim
m→∞
G(η(2)m )
and the positive numbers α(1), α(2) are defined by
α(1) =
lim
m→∞
L(η(1)m )
lim
m→∞
L(ηm)
, α(2) =
lim
m→∞
L(η(2)m )
lim
m→∞
L(ηm)
.
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(v) The sequence {η(1)m } converges weakly in H2(R) and strongly in Hr(R) for r ∈ [0, 2),
to a function η(1) ∈ H2(R) with ‖η(1)‖22 ≤ DK(η(1)) and ‖η(1)‖1 ≥ c|µ|2r? .
(vi) The sequence {η(2)m } is a minimising sequence for the functional Jρ2,µ(2) : H2(R) →
R ∪ {∞} defined by
Jρ2,µ(2)(η) =

K(η) + (µ
(2) + G(η))2
L(η) + ρ2(‖η‖
2
2), η ∈ U2\{0},
∞, η 6∈ U2\{0},
where
U2 = {η ∈ H2(R) : ‖η‖22 ≤M2 − ‖η(1)‖22}, ρ2(‖η‖22) = ρ(‖η(1)‖22 + ‖η‖22).
(vii) The sequences {ηm} and {η(2)m } satisfy
lim
m→∞
ρ(‖ηm‖22) = lim
m→∞
ρ2(‖η(2)m ‖22),
lim
m→∞
Jρ,µ(ηm) = Jµ(1)(η(1)) + lim
m→∞
Jρ2,µ(2)(η(2)m )
and
‖η(1)‖22 + lim
m→∞
‖η(2)m ‖22 ≤ lim
m→∞
‖ηm‖22
with equality if limm→∞ ρ(‖ηm‖22) > 0.
Proof. For part (i) see Buffoni et al. [?, Lemma 3.10(i), (ii)].
Turning to part (ii), observe that L(η(1)m ) → 0 as m → ∞ implies that ‖η(1)m ‖1/2 → 0 and
hence ‖η(1)m ‖1 → 0 as m → ∞, which contradicts part (i). The same argument shows that
L(η(2)m ) 6→ 0 as m→∞. Because the derivative of G is bounded on U , we find that
|G(ηm)− G(η(1)m + η(2)m )| ≤ c‖ηm − η(1)m − η(2)m ‖2 → 0
(see part (i)) and therefore that
G(ηm)− G(η(1)m )− G(η(2)m ) = G(ηm)− G(η(1)m + η(2)m )︸ ︷︷ ︸
= o(1)
+G(η(1)m + η(2)m )− G(η(1)m )− G(η(2)m )︸ ︷︷ ︸
= o(1)
as m → ∞, in which Theorem 2.36 has been used. The same argument applies to K and L and
establishes part (iii).
Part (iv) follows from part (iii) by a direct calculation (cf. Buffoni et al. [?, Corollary 3.11]);
for parts (v), (vi) and (vii) see Buffoni et al. [?, Lemmata 3.12, 3.15(i), 3.15(ii)]. 2
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3.2.2 Iteration
The next step is to apply the concentration-compactness principle to the sequence {u2,m} given
by
u2,m = η
′2
2,m + η
2
2,m,
where η2,m = η
(2)
m , and repeat the above analysis. We proceed iteratively in this fashion, writing
{ηm}, µ and U in iterative formulae as respectively {η1,m}, µ1 and U1. The following lemma
describes the result of one step in this procedure (see Buffoni et al. [?, §3.3]).
Lemma 3.10 Suppose there exist functions η(1), . . . , η(k) ∈ H2(R) and a sequence {ηk+1,m} ⊂
H2(R) with the following properties.
(i) The sequence {ηk+1,m} is a minimising sequence for Jρk+1,µk+1 : H2(R) → R ∪ {∞}
defined by
Jρk+1,µk+1(η) =

K(η) + (µk+1 + G(η))
2
L(η) + ρk+1(‖η‖
2
2), η ∈ Uk+1\{0},
∞, η 6∈ Uk+1\{0},
where
Uk+1 =
{
η ∈ H2(R) : ‖η‖22 ≤M2 −
k∑
j=1
‖η(j)‖22
}
and
ρk+1(‖η‖22) = ρ
(
k∑
j=1
‖η(j)‖22 + ‖η‖22
)
,
µk+1 =
lim
m→∞
L(ηk+1,m)
lim
m→∞
L(ηm)
(
µ+ lim
m→∞
G(ηm)
)
− lim
m→∞
G(ηk+1,m).
(ii) The functions η(1), . . . , η(k) satisfy
0 < ‖η(j)‖22 ≤ DK(η(j)), j = 1, . . . , k
and
cρ,µ =
k∑
j=1
J
µ
(1)
j
(η(j)) + cρk+1,µk+1 ,
where
µ
(1)
j =
L(η(j))
lim
m→∞
L(ηm)
(
µ+ lim
m→∞
G(ηm)
)
− lim
m→∞
G(η(j)), j = 1, . . . , k
and cρk+1,µk+1 = inf Jρk+1,µk+1 .
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(iii) The sequences {ηm}, {ηk+1,m} and functions η(1), . . . , η(k) satisfy
k∑
j=1

G
K
L
 (η(j)) + limm→∞

G
K
L
 (ηk+1,m) = limm→∞

G
K
L
 (ηm),
lim
m→∞
ρ(‖ηm‖22) = lim
m→∞
ρk+1(‖ηk+1,m‖22)
and
k∑
j=1
‖η(j)‖22 + lim
m→∞
‖ηk+1,m‖22 ≤ lim
m→∞
‖ηm‖22
with equality if limm→∞ ρ(‖ηm‖22) > 0.
Precisely one of the following phenomena occurs.
1. There exists a sequence {xk+1,m} ⊂ R and a subsequence of {ηk+1,m(· + xk+1,m)} which
satisfies
lim
m→∞
‖ηk+1,m(·+ xk+1,m)‖22 ≤ M˜2 −
k∑
j=1
‖η(j)‖22
and converges in Hr(R) for r ∈ [0, 2). The limiting function η(k+1) satisfies
k+1∑
j=1

G
K
L
 (η(j)) = limm→∞

G
K
L
 (ηm),
0 < ‖η(k+1)‖22 ≤ DK(η(k+1)), cρ,µ =
k+1∑
j=1
J
µ
(1)
j
(η(j)),
with µ(1)k+1 = µk+1, minimises Jρk+1,µk+1 and minimises Jµ(1)k+1 over U˜k+1\{0}, where
U˜k+1 =
{
η ∈ H2(R) : ‖η‖22 ≤ M˜2 −
k∑
j=1
‖η(j)‖22
}
.
The step concludes the iteration.
2. There exist sequences {η(1)k+1,m}, {η(2)k+1,m} with the following properties.
(i) The sequence {η(1)k+1,m} converges inHr(R2) for r ∈ [0, 2), to a function η(k+1) which
satisfies the estimates
0 < ‖η(k+1)‖22 ≤ DK(η(k+1)), ‖η(k+1)‖2 ≥ c|µ|2r
?
k+1.
(ii) The sequence {η(2)k+1,m} is a minimising sequence for Jρk+2,µ(2)k+1 : H
2(R)→ R∪{∞}
defined by
J
ρk+2,µ
(2)
k+1
(η) =

K(η) + (µ
(2)
k+1 + G(η))2
L(η) + ρk+2(‖η‖
2
2), η ∈ Uk+2\{0},
∞, η 6∈ Uk+2\{0},
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where
Uk+2 =
{
η ∈ H2(R) : ‖η‖22 ≤M2 −
k+1∑
j=1
‖η(j)‖22
}
and
ρk+2(‖η‖22) = ρ
(
k+1∑
j=1
‖η(j)‖22 + ‖η‖22
)
,
µ
(2)
k+1 =
lim
m→∞
L(η(2)k+1,m)
lim
m→∞
L(ηm)
(
µ+ lim
m→∞
G(ηm)
)
− lim
m→∞
G(η(2)k+1,m);
furthermore
cρ,µ =
k+1∑
j=1
J
µ
(1)
j
(η(j)) + c
ρk+2,µ
(2)
k+1
,
where
µ
(1)
k+1 = µ
L(η(k+1))
lim
m→∞
L(ηm) , cρk+2,µ(2)k+1 = inf Jρk+2,µ(2)k+1 .
(iii) The sequences {ηm}, {η(2)k+1,m} and functions η(1), . . . , η(k+1) satisfy
k∑
j=1

G
K
L
 (η(j+1)) + limm→∞

G
K
L
 (η(2)k+1,m) = limm→∞

G
K
L
 (ηm),
lim
m→∞
ρ(‖ηm‖22) = lim
m→∞
ρk+2(‖η(2)k+1,m‖22)
and
k+1∑
j=1
‖η(j)‖22 + lim
m→∞
‖η(2)k+1,m‖22 ≤ limm→∞ ‖ηm‖
2
2
with equality if limm→∞ ρ(‖ηm‖22) > 0.
The iteration continues to the next step with ηk+2,m = η
(2)
k+1,m, m ∈ N.
The above construction does not assume that the iteration terminates (that is ‘concentration’
occurs after a finite number of iterations). If it does not terminate we let k →∞ in Lemma 3.10
and find that ‖η(k)‖2 → 0 (because
k∑
j=1
‖η(j)‖22 ≤ D
k∑
j=1
K(η(j)) ≤ D
k∑
j=1
J
µ
(1)
j
(η(j)) < Dcρ,µ < 2Dν
µ
0 |µ|
for each k ∈ N, so that the series∑∞j=1 ‖η(j)‖22 converges), µk → 0 (because ‖η(k)‖22 ≥ c|µk|2r?),
cρk,µk → 0 (because cρk,µk < 2νµk0 |µk|) and
cρ,µ =
∞∑
j=1
J
µ
(1)
j
(η(j)).
For completeness we record the following corollary of Lemma 3.10 which is not used in the
remainder of the paper (cf. Buffoni et al. [?, Corollary 3.17]).
Corollary 3.11 Every minimising sequence {ηm} for Jρ,µ satisfies limm→∞ ‖ηm‖2 ≤ M˜ .
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3.3 Construction of the special minimising sequence
The sequence {η˜m} advertised in Theorem 3.1 is constructed by gluing together the functions
η(j) identified in Section 3.2.2 above with increasingly large distances between them (the index
j is taken between 1 and k, where k = ∞ if the iteration does not terminate). The minimal
distance between the functions is chosen so that the interaction between the ‘tails’ of the indiviual
functions is negligable and ‖η˜m‖22 is approximately
∑k
j=1 ‖η(j)‖22 = O(µ) (we return to the
original physical setting in which µ is positive). The algorithm is stated precisely in part (ii) of
the following proposition (which follows immediately from part (i)); for the proof of part (i) see
Buffoni et al. [?, Proposition 3.20].
Proposition 3.12
(i) There exists a constant C > 0 such that∥∥∥∥∥
k∑
j=1
τSjη
(j)
∥∥∥∥∥
2
2
≤ 2C2Dν0µ,
where (τXη(j))(x) := η(j)(x+X), for all choices of {Sj}kj=1. Moreover, in the case k =∞
the series converges uniformly over all such sequences.
(ii) The sequence {η˜m} defined by the following algorithm satisfies ‖η˜m‖23 ≤ 2C2Dν0µ.
1. Choose Rj > 1 large enough so that
‖η(j)‖H2(|x|>Rj) <
µ
2j
.
2. Write S1 = 0 and choose Sj > Sj−1 + 2Rj + 2Rj−1 for j = 2, . . . , k.
3. Define
η˜m =
k∑
j=1
τSj+(j−1)mη
(j), m ∈ N.
Observe that a local, translation-invariant, analytic operator T : U → R has the property that
lim
m→∞
T (η˜m) =
k∑
j=1
T (η(j)).
Part (i) of the next lemma states that the functionals G, K and L behave in the same fashion
(with corresponding estimates for their L2-gradients); it is deduced from Theorem 2.36 using
the method given by Buffoni et al. [?, Lemma 3.22]. Part (ii) follows from part (i) by a straight-
forward calculation which shows that
lim
m→∞
Jµ(η˜m) =
k∑
j=1
J
µ
(1)
j
(η(j)), lim
m→∞
∥∥∥∥∥J ′µ(η˜m)−
k∑
j=1
J ′
µ
(1)
j
(η(j))
∥∥∥∥∥
0
= 0
(cf. Buffoni et al. [?, Corollary 3.23]).
Lemma 3.13
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(i) The sequence {η˜m} and functions {η(i)}mi=1 satisfy
lim
m→∞

G
K
L
 (η˜m) =
k∑
i=1

G
K
L
 (η(i)), limm→∞
∥∥∥∥∥∥

G ′
K′
L′
 (η˜m)−
k∑
i=1

G ′
K′
L′
 (η(i))
∥∥∥∥∥∥
0
= 0.
(ii) The sequence {η˜m} has the properties that
lim
m→∞
Jµ(η˜m) = cρ,µ, lim
m→∞
‖J ′µ(η˜m)‖0 = 0.
The proof of Theorem 3.1 is completed by the following proposition.
Proposition 3.14 The sequence {η˜m} is a minimising sequence for Jµ over U \{0}.
Proof. Let us first note that {η˜m} is a minimising sequence for Jµ over U˜\{0} since the existence
of a minimising sequence {vm} for Jµ over U˜ \{0} with limm→∞ Jµ(vm) < limm→∞ Jµ(η˜m)
would lead to the contradiction
lim
m→∞
Jρ,µ(vm) = lim
m→∞
Jµ(vm) < lim
m→∞
Jµ(η˜m) = lim
m→∞
Jρ,µ(η˜m) = cρ,µ.
It follows from this fact and the estimate ‖η˜m‖22 ≤ 2C2Dν0µ that
inf{Jµ(η) : ‖η‖2 ∈ (0, M˜)} = inf{Jµ(η) : ‖η‖2 ∈ (0,
√
2C2Dν0µ)}
for all M˜ ∈ (√2C2Dν0µ,M). The right-hand side of this equation does not depend upon M˜ ;
letting M˜ →M on the left-hand side, one therefore finds that
inf{Jµ(η) : ‖η‖2 ∈ (0,M)} = inf{Jµ(η) : ‖η‖2 ∈ (0,
√
2C2Dν0µ)}
= lim
m→∞
Jµ(η˜m).
2
4 Strict sub-additivity
The goal of this section is to establish that cµ is strictly sub-additive, that is
cµ1+µ2 < cµ1 + cµ2 , 0 < |µ1|, |µ2|, µ1 + µ2 < µ0, (50)
where negative values of the small parameter are again allowed. This fact is deduced from the
facts that cµ is an increasing, strictly sub-homogeneous function of µ > 0, that is
caµ < acµ, a > 1. (51)
The strict sub-homogeneity property of cµ is established by considering a ‘near minimiser’ of Jµ
over U \{0}, that is a function in U \{0} with
‖η˜‖22 ≤ cµ, Jµ(η˜) < 2ν0µ− cµr
?
, ‖J ′µ(η˜)‖0 ≤ µN
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and hence L(η˜),L2(η˜) > cµ (see the remark above (48) and inequality (49)), and identifying the
dominant term in the ‘nonlinear’ partMµ(η˜) of Jµ(η˜). In Sections 4.2 and 4.3 below we show
that
0 >Mµ(η˜) =

c
∫ ∞
−∞
η˜31 dx+ o(µ
5
3 ), β > βc,
−c
∫ ∞
−∞
η˜41 dx+ o(µ
3), β < βc,
(52)
where η1 is obtained from η ∈ H2(R) by multiplying its Fourier transform by the characteristic
function of the set S = [−k0 − δ0,−k0 + δ0] ∪ [k0 − δ0, k0 + δ0] with δ0 > 0 if β > βc and
δ0 ∈ (0, k0/3) if β < βc; inequality (51) is readily verified by approximating M(η˜m) by the
homogeneous term identified in (52). The details of this procedure are given in Section 4.4
below.
Straightforward estimates of the kind
Gj(η˜m), Kj(η˜m), Lj(η˜m) = O(‖η˜m‖j2) = O(µj/2)
do not suffice to establish (52). According to the calculations presented in Appendix A, the func-
tion η?µ, which is constructed using the KdV scaling for β > βc and the nonlinear Schro¨dinger
scaling for β < βc, satisfies the estimate (52) (with η˜ replaced by η?µ). The choice of η
?
µ is
of course motivated by the expectation that a minimiser, and hence any near minimiser, should
have the KdV or nonlinear Schro¨dinger length scales. Our strategy is therefore to show that η˜1
is O(µ
1
2 ) with respect to a weighted norm. To this end we consider the norm
|||η|||2α :=
∫ ∞
−∞
(1 + µ−4α(|k| − k0)4)|ηˆ(k)|2 dk
and choose α > 0 as large as possible so that |||η˜1|||α is O(µ 12 ); this more detailed description of
the the behaviour of η˜ allows one to obtain better estimates for Gj(η˜), Kj(η˜) and Lj(η˜) and thus
establish (52) (see Sections 4.2 and 4.3 for respectively β > βc and β < βc).
4.1 Preliminaries
In this section we establish some basic facts which are used Sections 4.2–4.4.
4.1.1 Splitting of η
In view of the expected frequency distribution of η˜ we split each η ∈ U into the sum of a function
η1 with spectrum near k = ±k0 and a function η2 whose spectrum is bounded away from these
points. To this end we write the equation
J ′µ(η) = K′2(η) +K′nl(η) + 2
(
µ+ G(η)
L(η)
)
G ′2(η) + 2
(
µ+ G(η)
L(η)
)
G ′nl(η)
−
(
µ+ G(η)
L(η)
)2
L′2(η)−
(
µ+ G(η)
L(η)
)2
L′nl(η)
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= K′2(η) + 2ν0G ′2(η)− ν20L′2(η)
+K′nl(η) + 2
(
µ+ G(η)
L(η) − ν0
)
G ′2(η) + 2
(
µ+ G(η)
L(η)
)
G ′nl(η)
−
(
µ+ G(η)
L(η) + ν0
)(
µ+ G(η)
L(η) − ν0
)
L′2(η)−
(
µ+ G(η)
L(η)
)2
L′nl(η)
in the form
g(k)ηˆ = F
[
J ′µ(η)−K′nl(η)− 2
(
µ+ G(η)
L(η) − ν0
)
G ′2(η)− 2
(
µ+ G(η)
L(η)
)
G ′nl(η)
+
(
µ+ G(η)
L(η) + ν0
)(
µ+ G(η)
L(η) − ν0
)
L′2(η) +
(
µ+ G(η)
L(η)
)2
L′nl(η)
]
and decompose it into two coupled equations by defining η2 ∈ H2(R) by the formula
η2 = F−1
[
1− χS(k)
g(k)
F
[
J ′(η)−K′nl(η)− 2
(
µ+ G(η)
L(η) − ν0
)
G ′2(η)− 2
(
µ+ G(η)
L(η)
)
G ′nl(η)
+
(
µ+ G(η)
L(η) + ν0
)(
µ+ G(η)
L(η) − ν0
)
L′2(η) +
(
µ+ G(η)
L(η)
)2
L′nl(η)
]]
and η1 ∈ H2(R) by η1 = η − η2, so that ηˆ1 has support in S; here we have used the fact that
f 7→ F−1
[
1− χS(k)
g(k)
fˆ(k)
]
is a bounded linear operator L2(R)→ H2(R).
4.1.2 Estimates for ||| · |||α
Proposition 4.1
(i) The estimates ‖η‖1,∞ ≤ cµα2 |||η|||α, ‖K0η‖∞ ≤ cµα2 |||η|||α hold for each η ∈ H2(R).
(ii) The estimates
‖η′′ + k20η‖0 ≤ cµα|||η|||α, k0 6= 0,
and
‖(K0η)(n)‖∞ ≤ µα2 |||η|||α, n = 0, 1, 2, . . . ,
hold for each η ∈ H2(R) with supp ηˆ ⊆ S.
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Proof. (i) Observe that
‖η(j)‖2∞ ≤ c‖|k|j ηˆ‖L1(R), j = 0, 1, (53)
‖K0η‖∞ ≤ ‖(K0 − 1)η‖∞ + ‖η‖∞
≤ c(‖(|k| coth |k| − 1)ηˆ‖L1(R) + ‖η‖∞)
≤ c(‖|k|ηˆ‖L1(R) + ‖ηˆ‖L1(R)) (54)
and
‖|k|j ηˆ‖2L1(R) ≤
(∫ ∞
−∞
k2j
1 + µ−4α(k − k0)4 dk
)∫ ∞
0
(1 + µ−4α(k − k0)4)|ηˆ(k)|2 dk
+
(∫ ∞
−∞
k2j
1 + µ−4α(k + k0)4
dk
)∫ 0
−∞
(1 + µ−4α(k + k0)4)|ηˆ(k)|2 dk
≤ cµα|||η|||2, j = 0, 1.
(ii) The first result follows from the calculation
‖η′′ + k20η‖20
= ‖(k2 − k20)ηˆ‖20
≤ c
(∫ k0+δ0
k0−δ0
|k − k0|2|ηˆ(k)|2 dk +
∫ −k0+δ0
−k0−δ0
|k + k0|2|ηˆ(k)|2 dk
)
≤ c
(∫ k0+δ0
k0−δ0
(µ2α + µ−2α|k − k0|4)|ηˆ(k)|2 dk +
∫ −k0+δ0
−k0−δ0
(µ2α + µ−2α|k + k0|4)|ηˆ(k)|2 dk
)
≤ cµ2α
(∫ k0+δ0
k0−δ0
(1 + µ−4α|k − k0|4)|ηˆ(k)|2 dk +
∫ −k0+δ0
−k0−δ0
(1 + µ−4α|k + k0|4)|ηˆ(k)|2 dk
)
= cµ2α|||η|||2α,
while the second is established by repeating the proof of the second inequality in part (i) and
estimating |k| ≤ k0 + δ0. 2
4.1.3 Estimates for the wave speed
The following proposition is used in particular to bound the deviation of the quantity
(µ + G(η˜))/L(η˜) (the speed of the corresponding travelling wave when η˜ is a minimiser of
Jµ over U \{0}) from the linear wave speed ν0.
Proposition 4.2 The function η˜ satisfies the inequalities
R1(η˜) ≤ µ+ G(η˜)L(η˜) − ν0 ≤ R2(η˜),
and
R1(η˜)− M˜µ(η˜) ≤ µ+ G2(η˜)L2(η˜) − ν0 ≤ R2(η˜)− M˜µ(η˜)
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where
R1(η˜) = −
〈J ′µ(η˜), η˜〉
4µ
+
1
4µ
(〈M′µ(η˜), η˜〉+ 4µM˜µ(η˜)),
R2(η˜) = −
〈J ′µ(η˜), η˜〉
4µ
+
1
4µ
(〈M′µ(η˜), η˜〉+ 4µM˜µ(η˜))− Mµ(η˜)2µ ,
and
M˜µ(η˜) = µ+ G(η˜)L(η˜) −
µ+ G2(η˜)
L2(η˜) .
Proof. Taking the scalar product of the equation
J ′µ(η˜) = K′2(η˜)−
(
µ+ G2(η˜)
L2(η˜)
)2
L′2(η˜) + 2
(
µ+ G2(η˜)
L2(η˜)
)
G ′2(η˜) +M′µ(η˜)
with η˜ yields the identity
µ+ G(η˜)
L(η˜) = −
〈J ′µ(η˜), η˜〉
4µ
+
1
2µ
(
K2(η˜) + (µ+ G2(η˜))
2
L2(η˜)
)
+
1
4µ
(〈M′µ(η˜), η˜〉+ 4µM˜µ(η˜).
The first inequality is derived by estimating the quantity in brackets from above and below by
means of the estimate
2ν0µ ≤ K2(η˜) + (µ+ G2(η˜))
2
L2(η˜) = Jµ(η˜)−Mµ(η˜) < 2ν0µ−Mµ(η˜)
and the second inequality follows directly from the first. 2
4.1.4 Estimates for the functionals G, K and L
Turning to the functionals G, K and L : U → R, denote their non-quadratic parts by Gnl, Knl,
Lnl and write
Gnl(η) =
4∑
k=3
Gk(η) + Gr(η), Knl(η) =
4∑
k=3
Kk(η) +Kr(η), Lnl(η) =
4∑
k=3
Lk(η) + Lr(η),
so that
Gr(η) = ω
4
∫ ∞
−∞
η2(K(η)−K0 −K1(η))η dx, (55)
Kr(η) = β
∫ ∞
−∞
(√
1 + η′2 − 1− 1
2
η′2 + 1
8
η′4
)
dx− ω
2
2
∫ ∞
−∞
η2
2
(K(η)−K0)η
2
2
dx, (56)
Lr(η) = 1
2
∫ ∞
−∞
η(K(η)−K0 −K1(η)−K2(η))η dx. (57)
We now record useful explicit formulae for the cubic and quartic parts of the functionals in terms
of the Fourier-multiplier operator K0 and give order-of-magnitude estimates for their cubic,
quartic and higher-order parts.
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Proposition 4.3 The formulae
G3(η) = ω
4
∫ ∞
−∞
η2K0η dx, K3(η) = ω
2
6
∫ ∞
−∞
η3 dx, L3(η) = 1
2
∫ ∞
−∞
(−(K0η)2η+η′2η) dx
and
G4(η) = ω
2
η2η′2 dx− ω
4
∫ ∞
−∞
η2K0(ηK0η) dx,
K4(η) = −β
8
∫ ∞
−∞
η′4 dx− ω
2
8
∫ ∞
−∞
η2K0η2 dx,
L4(η) = 1
2
∫ ∞
−∞
(
K0(ηK0η)ηK0η + (K0η)η2η′′
)
dx
hold for each η ∈ U .
Proof. The formulae for G3 and K3, K4 follow directly from equations (10) and (12).
Equations (13) and (42) imply that
L3(η) = 1
2
∫ ∞
−∞
ηK1(η)η dx, L′3(η) =
1
2
H′1(η)(η, η) +K1(η)η,
while Lemma 2.31 shows that
H′1(η)(ζ1, ζ2) = −u01xu02x + u01yu02y
∣∣∣
y=1
= −(K0ζ1)(K0ζ2) + ζ ′1ζ ′2,
where uj is the weak solution of (23)–(25) with ξ = ζ ′j , j = 1, 2, so that
L′3(η) = −
1
2
(K0η)2 +
1
2
η′2 +K1(η)η. (58)
Taking the inner product of this equation with η, we therefore find that
3L3(η) = 1
2
∫ ∞
−∞
(−(K0η)2η + η′2η) dx+ 2L3(η),
which yields the given formula for L3(η).
Similarly, equations (10) and (41) imply that
G4(η) = ω
4
∫ ∞
−∞
η2K1(η)η dx
and
G ′4(η) =
ω
4
H′1(η)(η2, η) +
ω
4
K1(η)η
2 +
ω
2
ηK1(η)η
= −ω
4
(K0η2)K0η +
ω
4
(η2)′η′ +
ω
4
K1(η)η
2 +
ω
2
ηK1(η)η.
The formula for G4(η) follows by taking the inner product of the latter equation with η.
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Finally, equations (13) and (42) imply that
L4(η) = 1
2
∫ ∞
−∞
ηK2(η)η dx, L′4(η) =
1
2
H′2(η)(η, η) +K2(η)η
and Lemma 2.31 shows that
H′2(η)(ζ1, ζ2) = −u01xu12x − u02xu11x + u01yu12y + u02yu11y − 2ηu01yu02y
∣∣∣
y=1
.
Using equation (34), we find that
u1y|y=1 = G1 · (0, 1)
∣∣∣
y=1
= −(Q1∇u0) · (0, 1)
∣∣∣
y=1
= ηu0y + η
′u0x
∣∣∣
y=1
= ηζ ′ − η′K0ζ,
where u is the weak solution of (23)–(25) with ξ = ζ ′, so that
H′2(η)(η, η) = −2η′2K0η − 2K0ηK1(η)η.
Equating the expressions (58) and
L′3(η) = −K0(ηK0η)−
1
2
(K0η)2 − 1
2
η′2 − η′′η,
which follows from the formula for L3(η), we find that
K1(η)η = −K0(ηK0η)− (η′η)′,
so that
L′4(η) = −η′2K0η +K0ηK0(ηK0η) +K0η(η′η)′ +K2(η)η.
The formula for L4(η) is obtained by taking the inner product of the this expression with η. 2
Proposition 4.4 The estimates
|G3(η)|
|K3(η)|
|L3(η)|
 ≤ c‖η‖22(‖η‖1,∞ + ‖η′′ + k20η‖0),
|G4(η)|
|K4(η)|
|L4(η)|
 ≤ c‖η‖22(‖η‖1,∞ + ‖η′′ + k20η‖0)2,
|Gr(η)|
|Kr(η)|
|Lr(η)|
 ≤ c‖η‖32(‖η‖1,∞ + ‖η′′ + k20η‖0)2
hold for each η ∈ U .
Proof. These results are obtained by estimating the right-hand sides of the formulae given in
Propositions 4.3 and equations (55)–(57) using Proposition 2.29. 2
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Proposition 4.5 The estimates
‖G ′3(η)‖0
‖K′3(η)‖0
‖L′3(η)‖0
 ≤ c‖η‖2(‖η‖1,∞ + ‖η′′ + k20η‖0 + ‖K0η‖∞),
‖G ′4(η)‖0
‖K′4(η)‖0
‖L′4(η)‖0
 ≤ c‖η‖2(‖η‖1,∞ + ‖η′′ + k20η‖0 + ‖K0η‖∞)2,
‖G ′r(η)‖0
‖K′r(η)‖0
‖L′r(η)‖0
 ≤ c‖η‖22(‖η‖1,∞ + ‖η′′ + k20η‖0)2
hold for each η ∈ U .
Proof. We estimate the right-hand sides of the formulae
G ′3(η) =
ω
4
K0η2+
ω
2
ηK0η, K′3(η) =
ω2
2
η2, L′3(η) = −K0(ηK0η)−
1
2
(K0η)2− 1
2
η′2−η′′η,
(59)
G ′4(η) = −
ω
4
(K0η2)K0η − ω
4
K0(ηK0η2)− ωηη′2 − ωη2η′′ − ω
2
ηK0(ηK0η),
K′4(η) =
3β
2
η′2η′′ − ω
2
4
η2K0η2,
L′4(η) = −2η′2K0η − 2K0ηK1(η)η +K2(η)η
and
G ′r(η) =
ω
4
(H′(η)−H′1(η))(η2, η) +
ω
4
(
K(η)−K0−K1(η))η2 + ω
2
η
(
K(η)−K0−K1(η))η,
K′r(η) = β
(
1− 3
2
η′2 − 1
(1 + η′2)
3
2
)
η′′ − ω
2
8
H′(η)(η2, η2)− ω
2
2
η2
(
K(η)−K0)η,
L′r(η) =
1
2
(H′(η)−H′1(η)−H′2(η))(η, η) + (K(η)−K0−K1(η)−K2(η))η
using Proposition 2.29 and the estimate
‖H′j+1(η)(ζ1, ζ2)‖0 ≤ CBj(‖η‖1,∞ + ‖η′′ + k20η‖0)j‖ζ1‖3/2‖ζ2‖3/2, j = 0, 1, 2, . . . . 2
It is also helpful to write
K′3(η) = m1(η, η), G ′3(η) = m2(η, η), L′3(η) = m3(η, η),
where mj ∈ L2s (H2(R), L2(R)), j = 1, 2, 3, are defined by
m1(u1, u2) =
ω2
2
u1u2,
m2(u1, u2) =
ω
4
K0(u1u2) +
ω
4
u1K
0u2 +
ω
4
u2K
0u1,
m3(u1, u2) = −1
2
K0(u1K
0u2)− 1
2
K0(u2K
0u1)
− 1
2
K0u1K
0u2 − 1
2
u1xu2x − 1
2
u1xxu2 − 1
2
u1u2xx,
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and similarly
K3(η) = n1(η, η, η), G3(η) = n2(η, η, η), L3(η) = n3(η, η, η),
where nj ∈ L3s (H2(R),R), j = 1, 2, 3, are defined by
n1(u1, u2, u3) =
ω2
6
∫ ∞
−∞
u1u2u3 dx,
n2(u1, u2, u3) =
ω
12
∫ ∞
−∞
P [u1u2K0u3] dx,
n3(u1, u2, u3) =
1
6
∫ ∞
−∞
P [u′1u′2u3] dx−
1
6
∫ ∞
−∞
P [(K0u1)(K0u2)u3] dx
and the symbol P [·] denotes the sum of all distinct expressions resulting from permutations of
the variables appearing in its argument.
Proposition 4.6 The estimates
‖mj(η1, u2)‖0 ≤ c(‖η1‖1,∞ + ‖η′′1 + k20η1‖0 + ‖K0η1‖1,∞)‖u2‖2, j = 1, 2, 3,
and
|nj(η1, u2, u3)| ≤ c(‖η1‖1,∞ + ‖η′′1 + k20η1‖0 + ‖K0η1‖1,∞)‖u2‖2‖u3‖2, j = 1, 2, 3,
hold for each η ∈ U and u2, u3 ∈ H2(R).
4.1.5 Formulae for the functionalsMµ and M˜µ
Lemma 4.7 The estimates
Mµ(η) = K3(η) + 2ν0G3(η)− ν20L3(η) +K4(η) + 2ν0G4(η)− ν20L4(η)
+ 2
(
µ+ G2(η)
L2(η) − ν0
)
(G3(η) + G4(η))
−
(
µ+ G2(η)
L2(η) − ν0
)(
µ+ G2(η)
L2(η) + ν0
)
(L3(η) + L4(η))
+
1
L2(η)
(
G3(η)−
(
µ+ G2(η)
L2(η)
)
L3(η)
)2
+O(µ
3
2 (‖η‖1,∞ + ‖η′′ + k20η‖0)2),
〈Mµ(η), η〉+ 4µM˜µ(η)
= 3
(K3(η) + 2ν0G3(η)− ν20L3(η))+ 4(K3(η) + 2ν0G3(η)− ν20L3(η))
+ 2
(
µ+ G2(η)
L2(η) − ν0
)
(3G3(η) + 4G4(η))
−
(
µ+ G2(η)
L2(η) − ν0
)(
µ+ G2(η)
L2(η) + ν0
)
(3L3(η) + 4L4(η))
+
4
L2(η)
(
G3(η)−
(
µ+ G2(η)
L2(η)
)
L3(η)
)2
+O(µ
3
2 (‖η‖1,∞ + ‖η′′ + k20η‖0)2)
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and
M˜µ(η) = µ−1(G3(η)+G4(η))+µ−1
(
µ+ G2(η)
L2(η)
)
(L3(η)+L4(η))+O(µ 12 (‖η‖1,∞+‖η′′+k20η‖0)2)
hold for each η ∈ U with ‖η‖2 ≤ cµ 12 and L2(η) > cµ.
Proof. Using the formulae
Mµ(η) = Knl(η) + (µ+ G(η))
2
L(η) −
(µ+ G2(η))2
L2(η)
and
1
L(η) =
1
L2(η)
(
1− Lnl(η)L(η)
)
,
one finds that
Mµ(η) = Knl(η) + 2
(
µ+ G2(η)
L2(η)
)
Gnl(η)−
(
µ+ G2(η)
L2(η)
)2
Lnl(η)
+
Gnl(η)2
L(η) − 2
(
µ+ G2(η)
L2(η)
) Gnl(η)Lnl(η)
L(η) +
(
µ+ G2(η)
L2(η)
)2 Lnl(η)2
L(η) .
We estimate the first line by substituting
Gnl(η)
Knl(η)
Lnl(η)
 =

G3(η) + G4(η)
K3(η) +K4(η)
L3(η) + L4(η)
+O(µ 32 (‖η‖1,∞ + ‖η′′ + k20η‖0)2)
(see Proposition 4.4) and
µ+ G2(η)
L2(η) = O(1).
Writing
Gnl(η) = G3(η) +O(µ(‖η‖1,∞ + ‖η′′ + k20η‖0)2)
(see Proposition 4.4) and estimating
G3(η) = O(‖η‖∞‖η‖22) = O(µ‖η‖∞)
(using the formula for G3(η) given in Proposition 4.3) yields
Gnl(η)2 = G3(η)2 +O(µ2(‖η‖1,∞ + ‖η′′ + k20η‖0)3)
and
Lnl(η)G3(η)2
L2(η)L(η) = O(µ
2(‖η‖1,∞ + ‖η′′ + k20η‖0)3)
(recall that L(η) ≥ cL2(η) for η ∈ U ), so that
Gnl(η)2
L(η) =
G3(η)2
L2(η) +O(µ
3
2 (‖η‖1,∞ + ‖η′′ + k20η‖0)2);
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the remaining terms on the second line are estimated in the same fashion.
Altogether we find that
Mµ(η) = K3(η) + 2
(
µ+ G2(η)
L2(η)
)
G3(η)−
(
µ+ G2(η)
L2(η)
)2
L3(η)
+K4(η) + 2
(
µ+ G2(η)
L2(η)
)
G4(η)−
(
µ+ G2(η)
L2(η)
)2
L4(η)
+
1
L2(η)
(
G3(η)− L3(η)
(
µ+ G2(η)
L2(η)
))2
+O(µ
3
2 (‖η‖1,∞ + ‖η′′ + k20η‖0)2),
from which the stated formula forMµ(η) follows by an algebraic manipulation.
The other estimates are derived by similar calculations. 2
4.2 The case β > βc
We begin by estimating the wave speed.
Proposition 4.8 The function η˜ satisfies the estimates
∣∣∣∣µ+ G(η˜)L(η˜) − ν0
∣∣∣∣∣∣∣∣µ+ G2(η˜)L2(η˜) − ν0
∣∣∣∣
 ≤ c(‖η˜‖1,∞ + ‖η˜
′′‖0 + µN− 12 ).
Proof. Proposition 4.4 implies that
|Gj(η˜)|
|Kj(η˜)|
|Lj(η˜)|
 ≤ cµ(‖η˜‖1,∞ + ‖η˜′′‖0), j = 3, 4,
and Lemma 4.7 shows that
|Mµ(η˜)|, |〈M′µ(η˜), η˜〉+4µM˜µ(η˜)| ≤ cµ(‖η˜‖1,∞+‖η˜′′‖0), |M˜µ(η˜)| ≤ c(‖η˜‖1,∞+‖η˜′′‖0).
The results are obtained by combining these estimates with Proposition 4.2. 2
Corollary 4.9 The quantity
SS(η˜) = J ′µ(η˜)−K′nl(η˜)− 2
(
µ+ G(η˜)
L(η˜) − ν0
)
G ′2(η˜)− 2
(
µ+ G(η˜)
L(η˜)
)
G ′nl(η˜)
+
(
µ+ G(η˜)
L(η˜) + ν0
)(
µ+ G(η˜)
L(η˜) − ν0
)
L′2(η˜) +
(
µ+ G(η˜)
L(η˜)
)2
L′nl(η˜)
satisfies
‖SS(η˜)‖0 ≤ c(µ 12 (‖η˜‖1,∞ + ‖η˜′′‖0 + ‖K0η˜‖∞) + µN).
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The next step is an estimate for |||η˜1|||α and ‖η˜2‖2.
Lemma 4.10 The function η˜ satisfies |||η˜1|||2α ≤ cµ and ‖η˜2‖22 ≤ cµ2+α for α < 13 .
Proof. Using the equations
g(k)η˜1 = F [SS(η)], η˜2 = F−1
[
1− χS(k)
g(k)
F [SS(η˜)]
]
,
we find from the previous corollary that
‖η˜2‖2 ≤ c(µ 12 (‖η˜1‖1,∞ + ‖η˜′′1‖0 + ‖K0η˜1‖∞) + µ
1
2‖η˜2‖2 + µN)
and therefore
‖η˜2‖2 ≤ c(µ 12 (‖η˜1‖1,∞ + ‖η˜′′1‖0 + ‖K0η˜1‖∞) + µN), (60)
and ∫ ∞
−∞
g(k)2|η˜1(k)|2 dk ≤ c(µ(‖η˜1‖1,∞ + ‖η˜′′1‖0 + ‖K0η˜1‖∞)2 + µ‖η˜2‖22 + µ2N)
(see Proposition 4.1). Multiplying the above inequality by µ−4α, using (60) and adding ‖η˜1‖20 ≤
‖η˜‖20 ≤ cµ, one finds that
|||η˜|||2α ≤ c(µ1−4α(‖η˜1‖1,∞ + ‖η˜′′1‖0 + ‖K0η˜1‖∞)2 + µ) (61)
≤ c(µ1−3α|||η˜|||2α + µ),
so that |||η˜|||2α ≤ cµ for α < 13 . The estimate for η˜2 follows from inequality (60). 2
It remains to identify the dominant terms in the formulae for Mµ(η˜) and
〈M′µ(η˜), η˜〉 + 4µM˜µ(η˜) given in Lemma 4.7; this task is accomplished by combining the esti-
mates in Propositions 4.11, 4.12 and Lemma 4.13 below.
Proposition 4.11 The function η˜ satisfies the estimate
G3(η˜)
K3(η˜)
L3(η˜)
 =

G3(η˜1)
K3(η˜1)
L3(η˜1)
+ o(µ 53 ).
Proof. Using Proposition 4.6, we find that∣∣∣∣nj (η˜1,{η˜1η˜2
}
, η˜2
)∣∣∣∣ ≤ cµα2 |||η˜1|||α{‖η˜1‖2‖η˜2‖2
}
‖η˜2‖2
≤ cµ2+α
= o(µ
5
3 ),
while
|nj(η˜2, η˜2, η˜2)| ≤ c‖η˜2‖32 ≤ cµ3+
3α
2 = o(µ
5
3 );
it follows that
nj(η˜1 + η˜2, η˜1 + η˜2, η˜1 + η˜2)− nj(η˜1, η˜1, η˜1) = o(µ 53 )
for j = 1, 2, 3. 2
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Proposition 4.12 The function η˜ satisfies the estimate
K3(η˜1) + 2ν0G3(η˜1)− ν20L3(η˜1) =
1
2
(
ω2
3
+ 1
)∫ ∞
−∞
η˜31 dx+ o(µ
5
3 ).
Proof. Note that
G3(η˜1) = ω
4
∫ ∞
−∞
η˜31 dx+
ω
4
∫ ∞
−∞
η˜21(K
0η˜1 − η˜1) dx,
K3(η˜1) = ω
2
6
∫ ∞
−∞
η˜31 dx,
L3(η˜1) = −1
2
∫ ∞
−∞
η˜31 dx−
∫ ∞
−∞
(K0η˜1 − η˜1)η˜21 dx
− 1
2
∫ ∞
−∞
(K0η˜1 − η˜1)2η˜1 dx+ 1
2
∫ ∞
−∞
η˜′21 η˜1 dx
(see Proposition 4.3) and estimate∣∣∣∣∫ ∞−∞ η˜′21 η˜1 dx
∣∣∣∣ ≤ ‖η˜1‖∞‖η˜′1‖20 ≤ cµ 5α2 |||η˜1|||3α ≤ cµ 32+ 5α2 = o(µ 53 ),∣∣∣∣∫ ∞−∞ η˜21(K0η˜1 − η˜1) dx
∣∣∣∣ ≤ ‖η˜1‖∞‖η˜1‖0‖K0η˜1 − η˜1‖0 ≤ cµ 12+ 5α2 |||η˜1|||2α ≤ cµ 32+ 5α2 = o(µ 53 ),∣∣∣∣∫ ∞−∞ η˜1(K0η˜1 − η˜1)2 dx
∣∣∣∣ ≤ ‖η˜1‖∞‖K0η˜1 − η˜1‖20 ≤ cµ 9α2 |||η˜1|||3α ≤ cµ 32+ 9α2 = o(µ 53 ),
in which the calculation
‖K0η−η‖20 =
∫ ∞
−∞
(|k| coth |k|−1)2|ηˆ(k)|2 dk ≤ c
∫ ∞
−∞
k4|ηˆ(k)|2 dk = c‖η′′‖20 ≤ cµ4α|||η|||2α
for η ∈ H2(R) has been used. One concludes that
K3(η˜1) + 2ν0G3(η˜1)− ν20L3(η˜1) =
1
2
(
ω2
3
+ ων0 + ν
2
0︸ ︷︷ ︸
= 1
)∫ ∞
−∞
η˜31 + o(µ
5
3 ). 2
Lemma 4.13 The estimates
Ma2µ(aη˜) = a3
(K3(η˜) + 2ν0G3(η˜)− ν20L3(η˜))+ a3o(µ 53 ),
〈M′a2µ(aη˜), aη˜〉+ 4a2µM˜a2µ(aη˜) = 3a3
(K3(η˜) + 2ν0G3(η˜)− ν20L3(η˜))+ a3o(µ 53 )
hold uniformly over a ∈ [1, 2].
Proof. Using Lemma 4.7, the estimates given in Proposition 4.4 and
µ+ G2(η)
L2(η) = O(1),
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we find that
Ma2µ(aη˜) = a3
[
K3(η˜) + 2ν0G3(η˜)− ν20L3(η˜) + 2
(
µ+ G2(η˜)
L2(η˜) − ν0
)
G3(η˜)
−
(
µ+ G2(η˜)
L2(η˜) − ν0
)(
µ+ G2(η˜)
L2(η˜) + ν0
)
L3(η˜)
]
+O(a4µ
3
2 (‖η˜‖1,∞ + ‖η˜′′‖0))
uniformly over a ∈ [1, 2]. The first result follows by estimating
‖η˜‖1,∞ + ‖η˜′′‖0 ≤ c(µα2 |||η˜1|||α + ‖η˜2‖2) ≤ cµ 12+α2 ,
µ+ G2(η˜)
L2(η˜) − ν0 = O(µ
1
2
+α
2 ),
{G3(η˜)
L3(η˜)
}
= O(µ
3
2 )
and a4 ≤ 2a3. The second result is derived in a similar fashion. 2
Corollary 4.14 The estimates
Ma2µ(aη˜) = 1
2
a3
(
ω2
3
+ 1
)∫ ∞
−∞
η˜31 dx+ a
3o(µ
5
3 ),
〈M′a2µ(aη˜), aη˜〉+ 4a2µM˜a2µ(aη˜) =
3
2
a3
(
ω2
3
+ 1
)∫ ∞
−∞
η˜31 dx+ a
3o(µ
5
3 )
hold uniformly over a ∈ [1, 2] and ∫ ∞
−∞
η˜31 dx ≤ −cµ
5
3 .
Proof. The estimates follow by combining Propositions 4.11 and 4.12 with Lemma 4.13, while
the inequality for η˜ is a consequence of the first estimate (with a = 1) and the fact thatMµ(η˜) ≤
−cµ 53 . 2
4.3 The case β < βc
4.3.1 Estimates for near minimisers
We begin with an observation which shows that the equation for η1 may be written as
g(k)ηˆ1 = χS(k)F [SS(η)], (62)
where
SS(η) = J ′µ(η)−K′nl(η) +K3(η1)− 2
(
µ+ G(η)
L(η) − ν0
)
G ′2(η)
−2
(
µ+ G(η)
L(η)
)
(G ′nl(η)− G ′3(η)) +
(
µ+ G(η)
L(η) + ν0
)(
µ+ G(η)
L(η) − ν0
)
L′2(η)
+
(
µ+ G(η)
L(η)
)2
(L′nl(η)− L′3(η)).
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Proposition 4.15 The identity
χSF

G ′3(η1)
K′3(η1)
L′3(η1)

 = 0
holds for each η ∈ U .
Proof. Using (59), we find that the supports of G ′3(η1), K′3(η1) and L′3(η1) lie in the set
[−2k0 − 2δ0,−2k0 + 2δ0] ∪ [−2δ0, 2δ0] ∪ [2k0 − 2δ0, 2k0 + 2δ0]. 2
In keeping with equation (62) we write the equation for η2 in the form
η2 +H(η)︸ ︷︷ ︸
:= η3
= F−1
[
1− χS(k)
g(k)
F [SS(η)]
]
, (63)
where
H(η) = F−1
[
1
g(k)
F
[
K′3(η1) + 2
(
µ+ G(η)
L(η)
)
G ′3(η1)−
(
µ+ G(η)
L(η)
)2
L′3(η1)
]]
; (64)
the decomposition η = η1 −H(η) + η3 forms the basis of the calculations presented below. An
estimate on the size of H(η) is obtained from (64) and Proposition 4.6.
Proposition 4.16 The estimate
‖H(η)‖2 ≤ c(‖η1‖1,∞ + ‖η′′1 + k20η1‖0 + ‖K0η1‖1,∞ + ‖η3‖2)‖η1‖2
holds for each η ∈ U .
The above results may be used to derive estimates for the gradients of the cubic parts of the
functionals which are used in the analysis below.
Proposition 4.17 The function η˜ satisfies the estimates
‖G ′3(η˜)− G ′3(η˜1)‖0
‖K′3(η˜)−K′3(η˜1)‖0
‖L′3(η˜)− L′3(η˜1)‖0
 ≤ cµ 12 ((‖η˜1‖1,∞ + ‖η˜′′1 + k20 η˜1‖0 + ‖K0η˜1‖1,∞)2 + ‖η˜3‖2).
Proof. Observe that
G ′3(η)−G ′3(η1) = m2(H(η), H(η))+m2(η3, η3)−2m2(η1, H(η))−2m2(η3, H(η))+2m2(η1, η3)
and estimate the right-hand side of this equation using Propositions 4.6 and 4.16. The same
method yields the results for K′3 and L′3. 2
Estimates for G3(η˜), K3(η˜) and L3(η˜) are obtained in a similar fashion.
Proposition 4.18 The function η˜ satisfies the estimates
|G3(η˜)|
|K3(η˜)|
|L3(η˜)|
 ≤ c(µ(‖η˜1‖1,∞ + ‖η˜′′1 + k20 η˜1‖0 + ‖K0η˜1‖1,∞) + µ‖η˜3‖2).
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Proof. Observe that
G3(η1) = 1
3
〈G ′3(η1), η1〉 =
1
3
∫ ∞
−∞
F [G ′3(η1)]ηˆ1 dk =
1
3
∫ ∞
−∞
χS(k)F [G ′3(η1)]︸ ︷︷ ︸
= 0
ηˆ1 dk = 0,
(since ηˆ1 = χS(k)ηˆ1), so that
G3(η) = G3(η)− G3(η1)
= −n2(H(η), H(η), H(η)) + n2(η3, η3, η3)− 6n2(η1, H(η), η3)− 3n2(η1, η1, H(η))
+ 3n2(η1, η1, η3) + 3n2(H(η), H(η), η3) + 3n2(H(η), H(η), η1) + 3n2(η3, η3, η1)
− 3n2(η3, η3, H(η))
and estimate the right-hand side of this equation using Propositions 4.6 and 4.16. The same
method yields the results for K3 and L3. 2
Estimating the right-hand sides of the inequalities
‖G ′nl(η˜)− G ′3(η˜1)‖0 ≤ ‖G ′r(η˜)‖0 + ‖G ′4(η˜)‖0 + ‖G ′3(η˜)− G ′3(η˜1)‖0,
|Gnl(η˜)| ≤ |Gr(η˜)|+ |G4(η˜)|+ |G3(η˜)|
(together with the corresponding inequalities for K and L) using Propositions 4.4 and 4.5, the
calculation
‖η‖1,∞ + ‖η′′ + k20η‖0 + ‖K0η‖∞
≤ c(‖η1‖1,∞ + ‖η′′1 + k20η1‖0 + ‖K0η1‖∞ + ‖H(η)‖2 + ‖η3‖2)
≤ c(‖η1‖1,∞ + ‖η′′1 + k20η1‖0 + ‖K0η1‖1,∞ + ‖η3‖2). (65)
and Propositions 4.17 and 4.18 yields the following estimates for the ‘nonlinear’ parts of the
functionals.
Lemma 4.19 The function η˜ satisfies the estimates
‖G ′nl(η˜)− G ′3(η˜1)‖0
‖K′nl(η˜)−K′3(η˜1)‖0
‖L′nl(η˜)− L′3(η˜1)‖0
 ≤ c(µ 12 (‖η˜1‖1,∞ + ‖η˜′′1 + k20 η˜1‖0)2 + ‖K0η˜1‖1,∞)2 + µ 12‖η˜3‖2),
|Gnl(η˜)|
|Knl(η˜)|
|Lnl(η˜)|
 ≤ c(µ(‖η˜1‖1,∞ + ‖η˜′′1 + k20 η˜1‖0)2 + ‖K0η˜1‖1,∞)2 + µ‖η˜3‖2).
We now have all the ingredients necessary to estimate the wave speed and the quantity |||η˜1|||α.
Proposition 4.20 The function η˜ satisfies the estimates
∣∣∣∣µ+ G(η˜)L(η˜) − ν0
∣∣∣∣∣∣∣∣µ+ G2(η˜)L2(η˜) − ν0
∣∣∣∣
 ≤ c
(
(‖η˜1‖1,∞ + ‖η˜′′1 + k20 η˜1‖0 + ‖K0η˜1‖1,∞)2 + ‖η˜3‖2 + µN−
1
2
)
.
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Proof. Combining Lemma 4.7, inequality (65) and Lemma 4.19, one finds that
|M(η˜)|, |〈M′(η˜), η˜〉+ 4µM˜µ(η˜)| ≤ c
(
µ(‖η˜1‖1,∞+ ‖η˜′′1 + k20 η˜1‖0)2 + ‖K0η˜1‖1,∞)2 +µ‖η˜3‖2
)
,
|M˜µ(η˜)| ≤ c
(
(‖η˜1‖1,∞ + ‖η˜′′1 + k20 η˜1‖0)2 + ‖K0η˜1‖1,∞)2 + ‖η˜3‖2
)
,
from which the given estimates follow by Proposition 4.2. 2
Lemma 4.21 The function η˜ satisfies |||η˜1|||2α ≤ cµ, ‖η˜3‖22 ≤ cµ3+2α and ‖H(η˜)‖22 ≤ cµ2+α for
α < 1.
Proof. Lemma 4.19 and Proposition 4.20 assert that
‖SS(η˜)‖0 ≤ c
(
µ
1
2 (‖η˜1‖1,∞ + ‖η˜′′1 + k20 η˜1‖0 + ‖K0η˜1‖1,∞)2 + µ
1
2‖η˜3‖2 + µN
)
,
which inequality shows that
‖η˜3‖2 ≤ c
(
µ
1
2 (‖η˜1‖1,∞ + ‖η˜′′1 + k20 η˜1‖0 + ‖K0η˜1‖1,∞)2 + µ
1
2‖η˜3‖2 + µN
)
and therefore
‖η˜3‖2 ≤ c
(
µ
1
2 (‖η˜1‖1,∞ + ‖η˜′′1 + k20 η˜1‖0 + ‖K0η˜1‖1,∞)2 + µN
)
, (66)
and∫ ∞
−∞
g(k)2|η˜1|2 dk ≤ c
(
µ(‖η˜1‖1,∞ + ‖η˜′′1 + k20 η˜1‖0 + ‖K0η˜1‖1,∞)4 + µ‖η˜3‖22 + µ2N
)
≤ c(µ(‖η˜1‖1,∞ + ‖η˜′′1 + k20 η˜1‖0 + ‖K0η˜1‖1,∞)4 + µ2N).
Multiplying the above inequality by µ−4α and adding ‖η˜1‖20 ≤ ‖η˜‖20 ≤ cµ, one finds that
|||η˜1|||2α ≤ c
(
µ1−4α(‖η˜1‖1,∞ + ‖η˜′′1 + k20 η˜1‖0 + ‖K0η˜1‖1,∞)4 + µ
)
(67)
≤ c(µ1−2α|||η˜1|||4α + µ)
where Proposition 4.1 and the fact that g(k) ≥ c(|k| − k0)2 for k ∈ S have also been used.
The estimate for η˜1 follows from the previous inequality using the argument given by Groves
& Wahle´n [?, p. 401], while those for η˜3 and H(η˜) are derived by estimating |||η˜1|||2α ≤ cµ in
equation (66) and Proposition 4.16. 2
4.3.2 Estimates for the variational functional
The next step is to identify the dominant terms in the formulae for Mµ(η˜) and
〈M′µ(η˜), η˜〉 + 4µM˜µ(η˜) given in Lemma 4.7. We begin by examining the quantities G4(η˜),
K4(η˜) and L4(η˜).
Proposition 4.22 The function η˜ satisfies the estimates
G4(η˜)
K4(η˜)
L4(η˜)
 =

G4(η˜1)
K4(η˜1)
L4(η˜1)
+ o(µ3).
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Proof. Write
K4(η) = p1(η, η, η, η), G4(η) = p2(η, η, η, η), L4(η) = p3(η, η, η, η),
where pj ∈ L4s (H2(R),R), j = 1, 2, 3, are defined by
p1(u1, u2, u3, u4) = −1
8
∫ ∞
−∞
u′1u
′
2u
′
3u
′
4 dx−
ω2
48
∫ ∞
−∞
P [u1u2K0(u3u4)] dx,
p2(u1, u2, u3, u4) =
ω
12
∫ ∞
−∞
P [u1u2u′3u′4] dx−
ω
48
∫ ∞
−∞
P [u1u2K0(u3K0u4)] dx,
p3(u1, u2, u3, u4) =
1
24
∫ ∞
−∞
P [u1u2(K0u3)u′′4] dx+
1
48
∫ ∞
−∞
P [K0(u1K0u2)u3K0u4] dx,
and estimate each term in the expansion of
pj(η˜1 −H(η˜) + η˜3, η˜1 −H(η˜) + η˜3, η˜1 −H(η˜) + η˜3, η˜1 −H(η˜) + η˜3)− pj(η˜1, η˜1, η˜1, η˜1)
for j = 1, 2, 3. Terms with zero, one or two occurrences of η˜1 are estimated by∣∣∣∣∣∣∣pj


η˜1
H(η˜)
η˜3

(2)
,
{
H(η˜)
η˜3
}(2)
∣∣∣∣∣∣∣ ≤ c

‖η˜1‖2
‖H(η˜)‖2
‖η˜3‖2

2{‖H(η˜)‖2
‖η˜3‖2
}2
≤ cµµ2+α = o(µ3),
while terms with three occurrences of η˜1 are estimated by∣∣∣∣pj ({η˜1}(3),{H(η˜)η˜3
})∣∣∣∣ ≤ c

‖η˜1‖∞
‖K0η˜1‖1,∞
‖η˜′′1‖0
 ‖η˜1‖22
{‖H(η˜)‖2
‖η˜3‖2
}
≤ cµα2 |||η˜1|||αµµ1+α2
≤ cµ 52+α
= o(µ3).
To identify the dominant terms in G4(η˜1), K4(η˜1) and L4(η˜1) we use the following result,
which shows how Fourier-mutliplier operators acting upon the function η1, whose spectrum is
concentrated near k = ±k0, may be approximated by multiplication by constants.
Lemma 4.23 For each η ∈ H2(R) with ‖η‖2 ≤ cµ 12 the quantities η+1 := F−1[χ[0,∞)ηˆ1] and
η−1 := F−1[χ(−∞,0]ηˆ1] (that is η−1 = η+1 ) satisfy the estimates
(i) η±′1 = ±ık0η±1 +O(µ
1
2
+α),
(ii) K0(η±1 ) = f(k0)η
±
1 +O(µ
1
2
+α),
(iii) ((η±1 )
2)′ = ±2k0ı(η±1 )2 +O(µ1+
3α
2 ),
(iv) (η+1 η
−
1 )
′ = O(µ1+
3α
2 ),
(v) K0((η±1 )
2) = f(2k0)(η
±
1 )
2 +O(µ1+
3α
2 ),
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(vi) K0(η+1 η
−
1 ) = η
+
1 η
−
1 +O(µ
1+ 3α
2 ),
(vii) F−1 [g(k)−1F [(η±1 )2]] = g(2k0)(η±1 )2 +O(µ1+ 3α2 ),
(viii) F−1 [g(k)−1F [η+1 η−1 ]] = g(0)−1η+1 η−1 +O(µ1+ 3α2 ).
Here the symbol O(µγ) denotes a quantity whose Fourier transform has compact support and
whose L2(R)-norm (and hence Hs(R)-norm for s ≥ 0) is O(µγ).
Proof. Estimates (i) and (ii) follow from the calculations
‖(ık ∓ ık0)ηˆ±1 ‖20 = ‖(|k| − k0)ηˆ1‖20, ‖(K0 − f(k0))(η±1 )‖20 ≤ c‖(|k| − k0)ηˆ1‖20
(because f(k) = f(k0) +O(|k| − k0) for k ∈ S) and
‖(|k| − k0)ηˆ1‖20 ≤
1
2
∫ ∞
−∞
(µ2α + µ−2α(|k| − k0)4)|ηˆ1|2 dk ≤ cµ2α|||η1|||2α ≤ cµ1+2α,
while (iii) and (iv) are obtained from the observations
‖(∂x ∓ 2ık0)(η±1 )2‖0 = ‖2((∂x ∓ k0ı)η±1 )η±1 ‖0
≤ 2‖(∂x ∓ ık0)η±1 ‖0‖η±1 ‖∞
≤ cµ 12+ 3α2 |||η±1 |||α
≤ cµ1+ 3α2 ,
and
‖(η+1 η−1 )′‖0 = ‖((∂x − ık0)η+1 )η−1 + η+1 ((∂x + ık0)η−1 )‖0
≤ ‖(∂x − ık0)η+1 ‖0‖η−1 ‖∞ + ‖η+1 ‖∞‖(∂x + ık0)η−1 ‖0
≤ cµ1+ 3α2 ,
in which Proposition 4.1 has been used. Estimates (v) and (vi) are deduced from respectively
(iii) and (iv) by means of the inequalities
‖(K0 − f(2k0))(η±1 )2‖20 ≤ c‖(|k| − 2k0)F [(η±1 )2]‖20 = ‖(ık ∓ ık0)F [(η±1 )2]‖20
(because f(k) = f(2k0) +O(|k| − 2k0) for k ∈ 2S) and
‖(K0 − f(0)︸︷︷︸
= 1
)η+1 η
−
1 ‖20 ≤ c‖|k|F [η+1 η−1 ]‖20 = ‖ıkF [η+1 η−1 ]‖20
(because f(k) = f(0) + O(|k|) for k ∈ [−2δ0, 2δ0]), and (vii) and (viii) are deduced from (iii)
and (iv) in the same fashion. 2
Proposition 4.24 The function η˜1 satisfies the estimates
K4(η˜1) = A14
∫ ∞
−∞
η˜41 dx+ o(µ
3), A14 = −
βωk40
8
− ω
2
24
(f(2k0) + 2),
G4(η˜1) = A24
∫ ∞
−∞
η˜41 dx+ o(µ
3), A24 =
ωk20
6
− ω
12
f(k0)(f(2k0) + 2),
L4(η˜1) = A34
∫ ∞
−∞
η˜41 dx+ o(µ
3), A34 =
1
6
f(k0)
2(f(2k0) + 2)− k
2
0f(k0)
2
.
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Proof. Using the formulae given in Lemma 4.23, we find that∫ ∞
−∞
η˜21 η˜
′2
1 dx =
∫ ∞
−∞
(
(η˜+1 )
2((η˜−1 )
′)2 + (η˜−1 )
2((η˜+1 )
′)2 + 4η˜+1 η˜
−
1 (η˜
+
1 )
′(η˜−1 )
′) dx
= 2k20
∫ ∞
−∞
(η˜+1 )
2(η˜−1 )
2 dx+ o(µ3),
and similarly∫ ∞
−∞
K0(η˜21)η˜1K
0η˜1 dx = (2f(2k0)f(k0) + 4f(k0))
∫ ∞
−∞
(η˜+1 )
2(η˜−1 )
2 dx+ o(µ3),∫ ∞
−∞
(η˜′1)
4 dx = 6k40
∫ ∞
−∞
(η˜+1 )
2(η˜−1 )
2 dx+ o(µ3),∫ ∞
−∞
η˜21K
0(η˜21) dx = (2f(2k0) + 4)
∫ ∞
−∞
(η˜+1 )
2(η˜−1 )
2 dx+ o(µ3),∫ ∞
−∞
K0(η˜1K
0η˜1)η˜1K
0η˜1 dx = (2f(2k0)f(k0)
2 + 4f(k0)
2)
∫ ∞
−∞
(η˜+1 )
2(η˜−1 )
2 dx+ o(µ3),∫ ∞
−∞
(K0η˜1)η˜
2
1 η˜
′′
1 dx = −6k20f(k0)
∫ ∞
−∞
(η˜+1 )
2(η˜−1 )
2 dx+ o(µ3).
The result is obtained by substituting the above expressions into the explicit formulae for K4, G4
and L4 given in Proposition 4.3. 2
Corollary 4.25 The function η˜ satisfies the estimate
K4(η˜) + 2ν0G4(η˜)− ν20L4(η˜) = A4
∫ ∞
−∞
η˜41 dx+ o(µ
3),
where
A4 = A
1
4 + 2ν0A
2
4 − ν20A34.
We now turn to the corresponding result for G3(η˜), K3(η˜) and L3(η˜).
Proposition 4.26 The function η˜ satisfies the estimate
G3(η˜)
K3(η˜)
L3(η˜)
 = −
∫ ∞
−∞

G ′3(η˜1)
K′3(η˜1)
L′3(η˜1)
H(η˜) dx+ o(µ3).
Proof. Each term in the expansion of
n2(η˜1 −H(η˜) + η˜3, η˜1 −H(η˜) + η˜3, η˜1 −H(η˜) + η˜3)
with zero or one occurrence of η˜1 can be estimated by∣∣∣∣∣∣n2

η˜1
H(η˜)
η˜3
 ,
{
H(η˜)
η˜3
}(2)∣∣∣∣∣∣ ≤ c

‖η˜1‖2
‖H(η˜)‖2
‖η˜3‖2

{‖H(η˜)‖2
‖η˜3‖2
}2
≤ cµ 12µ2+α = o(µ3),
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while
|n2(η˜1, η˜1, η˜3)| ≤ c‖η˜‖22‖η˜3‖2 ≤ cµµ
3
2
+α = o(µ3)
and
n2(η˜1, η˜1, η˜1) = G3(η˜1) = 0.
It follows that
G3(η˜) = −3n2(η˜1, η˜1, H(η˜)) + o(µ3)
= −dG3[η˜1](H(η˜)) + o(µ3)
= −
∫ ∞
−∞
G ′3(η˜1)H(η˜) dx+ o(µ3).
The same argument yields the results for K3(η˜) and L3(η˜). 2
Proposition 4.27 The function η˜ satisfies the estimate
H(η˜) = F−1
[
1
g(k)
F [K′3(η˜1) + 2ν0G ′3(η˜1)− ν20L′3(η˜1)]
]
+ o(µ3).
Proof. Noting that∣∣∣∣µ+ G(η˜)L(η) − ν0
∣∣∣∣ ≤ c(µα|||η˜1|||2α + ‖η˜3‖2 + µN− 12 ) = O(µ1+α)
(see Corollary 4.20) and
‖G ′3(η˜1)‖0
‖K′3(η˜1)‖0
‖L′3(η˜1)‖0
 ≤ cµα2 |||η˜1|||α‖η˜1‖2 = O(µ1+α2 ),
(see Proposition 4.5) one finds that
H(η˜) = F−1
[
1
g(k)
F [K′3(η˜1) + 2ν0G ′3(η˜1)− ν20L′3(η˜1)]
]
+O(µ1+α)O(µ1+
α
2 )︸ ︷︷ ︸
= o(µ3)
. 2
Combining Propositions 4.26 and 4.27, one finds that
K3(η˜) + 2ν0G3(η˜)− ν20L3(η˜)
= −
∫ ∞
−∞
(K′3(η˜1) + 2ν0G ′3(η˜1)− ν20L′3(η˜1))F−1
[
1
g(k)
F [K′3(η˜1) + 2ν0G ′3(η˜1)− ν20L′3(η˜1)]
]
dx
+ o(µ3), (68)
which we write as
K3(η˜) + 2ν0G3(η˜)− ν20L3(η˜)
= −2
∫ ∞
−∞
M(η˜+1 , η˜
+
1 )F−1[g(k)−1M(η˜−1 , η˜−1 )] dx− 4
∫ ∞
−∞
M(η˜+1 , η˜
−
1 )F−1[g(k)−1M(η˜+1 , η˜−1 )] dx
+ o(µ3), (69)
where
M = m1 + 2ν0m2 − ν20m3,
in order to determine the dominant term on its right-hand side.
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Proposition 4.28 The function η˜ satisfies
K3(η˜) + 2ν0G3(η˜)− ν20L3(η˜) = A3
∫ ∞
−∞
η˜41 dx+ o(µ
3),
where
A3 = −g(2k0)
−1
3
(A13)
2 − 2g(0)
−1
3
(A23)
2,
A13 =
ων0
2
f(2k0) + ων0f(k0) +
ω2
2
+ ν20f(2k0)f(k0) +
ν20
2
f(k0)
2 − 3k
2
0ν
2
0
2
,
A23 =
ων0
2
+ ων0f(k0) +
ω2
2
+ ν20f(k0) +
ν20
2
f(k0)
2 − ν
2
0k
2
0
2
.
Proof. Lemma 4.23 implies that
M(η˜+1 , η˜
+
1 ) = A
1
3(η˜
+
1 )
2 +O(µ1+α),
so that
F−1[g(k)−1M(η˜−1 , η˜−1 )] = F−1[g(k)−1M(η˜+1 , η˜+1 )] = g(2k0)−1A13(η˜−1 )2 +O(µ1+α),
and
M(η˜+1 , η˜
−
1 ) = A
2
3η˜
+
1 η˜
−
1 +O(µ
1+α),
so that
F−1[g(k)−1M(η˜+1 , η˜−1 )] = g(0)−1A23η˜+1 η˜−1 +O(µ1+α);
the result follows from these calculations and equation (69). 2
The requisite estimates forMµ(η˜) and 〈M′µ(η˜), η˜〉 + 4µM˜µ(η˜) may now be derived from
Corollary 4.25 and Proposition 4.28.
Lemma 4.29 The estimates
Ma2µ(aη˜) = a3
(K3(η˜) + 2ν0G3(η˜)− ν20L3(η˜))+ a4(K4(η˜) + 2ν0G4(η˜)− ν20L4(η˜))+ a3o(µ3),
〈M′a2µ(aη˜), aη˜〉+ 4a2µM˜a2µ(aη˜) = 3a3
(K3(η˜) + 2ν0G3(η˜)− ν20L3(η˜))
+ 4a4
(K4(η˜) + 2ν0G4(η˜)− ν20L4(η˜))+ a3o(µ3)
hold uniformly over a ∈ [1, 2].
Proof. Lemma 4.7 asserts that
Ma2µ(aη˜) = a3
(K3(η˜) + 2ν0G3(η˜)− ν20L3(η˜)) + a4(K4(η˜) + 2ν0G4(η˜)− ν20L4(η˜))
+ 2
(
µ+ G2(η˜)
L2(η˜) − ν0
)
(a3G3(η˜) + a4G4(η˜))
−
(
µ+ G2(η˜)
L2(η˜) − ν0
)(
µ+ G2(η˜)
L2(η˜) + ν0
)
(a3L3(η˜) + a4L4(η˜))
+
a4
L2(η˜)
(
G3(η˜)−
(
µ+ G2(η˜)
L2(η˜)
)
L3(η˜)
)2
+O(a5µ
3
2 (‖η˜‖1,∞ + ‖η˜′′ + k20 η˜‖0)2)
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uniformly over a ∈ [1, 2].
The first result follows by estimating{G3(η˜)
L3(η˜)
}
= O(µ
3
2 ),
{G4(η˜)
L4(η˜)
}
= O(µ2),
‖η˜‖1,∞ + ‖η˜′′ + k20 η˜‖0 ≤ c(µ
α
2 |||η˜|||α + ‖η˜3‖2) ≤ cµ 12+α2
(see equation (65)),∣∣∣∣µ+ G2(η˜)L2(η˜) − ν0
∣∣∣∣ ≤ c(µα|||η˜1|||2α + ‖η3‖2 + µN− 12 ) ≤ cµ1+α
and noting that
G3(η˜)−
(
µ+ G2(η˜)
L2(η˜)
)
L3(η˜)
= G3(η˜)− ν0L3(η˜) + o(µ3)
= −
∫ ∞
−∞
(G ′3(η˜1)− ν0L′3(η˜1))F−1
[
1
g(k)
F [K′3(η˜1) + 2ν0G ′3(η˜1)− ν20L′3(η˜1)]
]
dx+ o(µ3)
= −
∫ ∞
−∞
(
M˜(η˜+1 , η˜
+
1 )F−1[g(k)−1M(η˜−1 , η˜−1 )] + M˜(η˜−1 , η˜−1 )F−1[g(k)−1M(η˜+1 , η˜+1 )]
)
dx
− 4
∫ ∞
−∞
M˜(η˜+1 , η˜
−
1 )F−1[g(k)−1M(η˜+1 , η˜−1 )] dx+ o(µ3)
= γ
∫ ∞
−∞
η˜41 dx+ o(µ
3)
= O(µ2+α) + o(µ3),
where M˜ = m2 − ν0m3 and γ is a (possibly negative) constant. Here the third line follows from
the second by Propositions 4.26 and 4.27 and the fifth from the fourth by repeating the proof of
Proposition 4.28.
The second result is derived in a similar fashion. 2
Corollary 4.30 The estimates
Ma2µ(aη˜) = (a3A3 + a4A4)
∫ ∞
−∞
η˜41 dx+ a
3o(µ3),
〈M′a2µ(aη˜), aη˜〉+ 4a2µM˜a2µ(aη˜) = (3a3A3 + 4a4A4)
∫ ∞
−∞
η˜41 dx+ a
3o(µ3),
hold uniformly over a ∈ [1, 2] and ∫ ∞
−∞
η˜41 dx ≥ cµ3.
Proof. The estimates follow by combining Corollary 4.25, Proposition 4.28 and Lemma 4.29,
while the inequality for η˜1 is a consequence of the first estimate (with a = 1) and the fact that
Mµ(η˜) ≤ −cµ3. 2
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4.4 Derivation of the strict sub-additivity property
In this section we derive the strict sub-additivity property (50). We begin with by showing that
cµ is a strictly sub-homogeneous, increasing function of µ > 0. The first of these properties is a
corollary of the next proposition.
Proposition 4.31 There exists a0 ∈ (1, 2] and q > 2 with the property that the function
a 7→ a−qMa2µ(aη˜), a ∈ [1, a0]
is decreasing and strictly negative.
Proof. This result follows from the calculations
d
da
(
a−
5
2Ma2µ(aη˜)
)
= a−
7
2
(
−5
2
Ma2µ(aη˜) + 〈M′a2µ(aη˜), aη˜〉0 + 4a2µM˜a2µ(aη˜)
)
=
1
4
a−
7
2
(
a3
4
(
ω3
3
+ 1
)∫ ∞
−∞
η˜31 dx+ a
3o(µ
5
3 )
)
= a−
1
2
(
1
4
(
ω3
3
+ 1
)∫ ∞
−∞
η˜31 dx+ o(µ
5
3 )
)
≤ −cµ 53
< 0, a ∈ (1, 2)
for β > βc (see Corollary 4.14) and
d
da
(
a−qMa2µ(aη˜)
)
= a−(q+1)
(
−qMa2µ(aη˜) + 〈M˜′a2µ(aη˜), aη˜〉0 + 4a2µM˜a2µ(aη˜)
)
= a−(q+1)
((− q(a3A3 + a4A4) + 3a3A3 + 4a4A4) ∫ ∞
−∞
η˜41 dx+ a
3o(µ3)
)
= a2−q
((
(3− q)A3 + a(4− q)A4
) ∫ ∞
−∞
η˜41 dx+ o(µ
3)
)
≤ −cµ3
< 0, a ∈ (1, a0), q ∈ (2, q0)
for β < βc (see Corollary 4.30); here a0 > 1 and q0 > 2 are chosen so that (3−q)A3+a(4−q)A4,
which is negative for a = 1 and q = 2 (see Appendix B), is also negative for a ∈ (1, a0] and
q ∈ (2, q0]. 2
Corollary 4.32 The number cµ is a strictly sub-homogeneous function of µ > 0.
Proof. The previous lemma implies that
Maµ(a 12 η˜m) ≤ a
q
2Mµ(η˜m) < 0, a ∈ [1, a20],
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from which it follows that
caµ ≤ Jaµ(a 12 η˜m)
= K2(a 12 η˜m) + (aµ+ G2(a
1
2 η˜m))
2
L2(a 12 η˜m)
+M(a 12 η˜m)
≤ a
(
K2(η˜m) + (µ+ G(η˜m))
2
L(η˜m)
)
+ a
q
2Mµ(η˜m)
= a
(
K2(η˜m) + µ
2
L(η˜m) +Mµ(η˜m)
)
+ (a
q
2 − a)Mµ(η˜m)
≤ aJ (η˜m)− c(a
q
2 − a)µr?
for a ∈ [1, a20]. In the limit n→∞ the above inequality yields
caµ ≤ acµ − c(a
q
2 − a)µr? < acµ. 2
for a ∈ (1, a20].
For a > a20 we choose p ≥ 2 such that a ∈ (1, a2p0 ] (and hence a
1
p ∈ (1, a20]) and observe that
caµ < a
1
p ca(p−1)/pµ < a
2
p ca(p−2)/pµ < · · · < acµ. 2
Lemma 4.33 The number cµ is an increasing function of µ > 0.
Proof. Using Proposition 4.8 for β > βc and Proposition 4.20 for β < βc, one finds that
µ+ G(η˜m) = ν0L(η˜m) +O(µ 32 ) ≥ cµ+O(µ 32 )
so that
µ+ G(η˜m) ≥ c?µ
for some c? ∈ (0, 1). Let d? = 1− c?, so that d? ∈ (0, 1).
First suppose that µ1 ∈ [d?µ2, µ2]. Let {η˜2m} be the special minimising sequence constructed
in Theorem 3.1 for µ = µ2 and note that
µ1 + G(η˜2m) = µ2 + G(η˜2m)− (µ2 − µ1) ≥ µ1 − d?µ2 ≥ 0,
so that Jµ1(η˜2m) ≤ Jµ2(η˜2m). It follows that
cµ1 ≤ Jµ1(η˜2m) ≤ Jµ2(η˜2m)→ cµ2
as n→∞, that is
cµ1 ≤ cµ2 .
For µ1 < d?µ2 we choose p ≥ 2 such that µ1 ∈ [dp?µ2, µ2] (and hence µ1 ∈ [d?dp−1? µ2, dp−1? µ2]
and obviously dq+1? µ2 ∈ [d?dq?µ2, dq?µ2], q = 0, . . . , p− 2) and observe that
cµ1 ≤ cdp−1? µ2 ≤ cdp−2? µ2 ≤ · · · ≤ cµ2 . 2
Our final result is stated in the following theorem.
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Theorem 4.34 The number cµ has the strict sub-additivity property
cµ1+µ2 < cµ1 + cµ2 , 0 < |µ1|, |µ2|, µ1 + µ2 < µ0.
Proof. Using the strict sub-homogeneity of c(µ) for µ > 0, we find that
cµ1+µ2 <
µ1 + µ2
µ1
cµ1 = cµ1 +
µ2
µ1
cµ1 ≤ cµ1 + cµ2
for 0 < µ1 ≤ µ2, and for µ1 < 0, µ2 > 0 with µ1 + µ2 > 0 its monotonicity for µ > 0 shows
that
cµ1+µ2 ≤ cµ2 < cµ1 + cµ2 . 2
5 Existence theory and consequences
5.1 Minimisation
The following theorem, which is proved using the results of Sections 3 and 4, is our final result
concerning the set of minimisers of Jµ over U \{0}.
Theorem 5.1
(i) The set Bµ of minimisers of Jµ over U \{0} is non-empty.
(ii) Suppose that {ηm} is a minimising sequence for Jµ on U \{0} which satisfies
sup
m∈N
‖ηm‖2 < M.
There exists a sequence {xm} ⊂ R with the property that a subsequence of {ηm(xm + ·)}
converges in Hr(R), r ∈ [0, 2), to a function η ∈ Bµ.
Proof. It suffices to prove part (ii), since an application of this result to the sequence {η˜m}
constructed in Theorem 3.1 yields part (i).
In order to establish part (ii) we choose M˜ ∈ (supm∈N ‖ηm‖2,M), so that {ηm} is also a
minimising sequence for the functional Jρ,µ introduced in Section 3.1 (the existence of a min-
imising sequence {vm} for Jρ,µ with limm→∞ Jρ,µ(vm) < limm→∞ Jρ,µ(ηm) would lead to the
contradiction
lim
m→∞
Jµ(vm) ≤ lim
m→∞
Jρ,µ(vm) < lim
m→∞
Jρ,µ(ηm) = lim
m→∞
Jµ(ηm) = cµ ).
We may therefore study {ηm} using the theory given in Section 3.2, noting that the sequence
{um} with um = (η′m)2 +η2m does not have the ‘dichotomy’ property: the existence of sequences
{η(1)m }, {η(2)m } with the features listed in Lemma 3.9 is incompatible with the strict sub-additivity
property of cµ (Theorem 4.34). Recall that the numbers µ(1), µ(2) sum to µ; this fact leads to the
contradiction
cµ < cµ(1) + cµ(2)
≤ lim
m→∞
Jµ(1)(η(1)m ) + lim
m→∞
Jµ(2)(η(2)m )
= lim
m→∞
Jµ(ηm)
= cµ.
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We conclude that {um} has the ‘concentration’ property and hence ηm(·+xm)→ η(1) as n→∞
inHr(R) for every r ∈ [0, 2), (see Lemma 3.8(ii)), wherebyJµ(η) = limm→∞ Jµ(ηm(·+xm)) =
cµ, so that η(1) is a minimiser of Jµ over U \{0}. 2
The next step is to relate the above result to our original problem of finding minimisers of
H(η,Φ) subject to the constraint I(η,Φ) = 2µ, where H and I are defined in equations (6) and
(7).
Theorem 5.2
(i) The set Dµ of minimisers ofH on the set
Sµ = {(η, ξ) ∈ U ×H1/2? (R) : I(η,Φ) = 2µ}
is non-empty.
(ii) Suppose that {(ηm, ξm)} ⊂ Sµ is a minimising sequence for H with the property that
supm∈N ‖ηm‖2 < M . There exists a sequence {xm} ⊂ R with the property that a sub-
sequence of {(ηm(xm + ·), ξm(xm + ·)} converges in Hr(R) × H1/2? (R), r ∈ [0, 2), to a
function in Dµ.
Proof. (i) We consider the minimisation problem in two steps.
1. Fix η ∈ U\{0} and minimiseH(η, ·) over Tµ = {ξ ∈ H1/2? (R) : I(η, ξ) = 2µ}. Notice that
H(η, ·) is weakly lower semicontinuous on H1/2? (R) (since ξ 7→ 〈G(η)ξ, ξ〉
1
2
0 is equivalent
to its usual norm), while I(η, ·) is weakly continuous on H1/2? (R); furthermore H(η, ·) is
convex and coercive. A familiar argument shows that H(η, ·) has a unique minimiser ξη
over Tµ.
2. Minimise H(η, ξη) over U \{0}. Because Φη minimises H(η, ·) over Tµ there exists a
Lagrange multiplier νη such that
G(η)ξη + ωηη
′ = νηη′,
and a straightforward calculation shows that
ξη = G(η)
−1(νηη′ − ωηη′), νη = µ+ G(η)L(η) . (70)
According to Theorem 5.1(i) the set Bµ of minimisers of Jµ(η) := H(η, ξη) over U \{0}
is not empty; it follows that Dµ is also not empty.
(ii) Let {(ηm, ξm)} ⊂ U×H1/2? (R) be a minimising sequence forH over Sµ with supm∈N ‖ηm‖2 <
M . The inequality
H(ηm, ξηm) ≤ H(ηm, ξm)
shows that {(ηk, ξηk)} ⊂ U × H1/2? (R) is also a minimising sequence; it follows that {ηm} ⊂
U \{0} is a minimising sequence for Jµ which therefore converges (up to translations and sub-
sequences) in Hr(R), r ∈ [0, 2), to a minimiser η of Jµ over U \{0}.
76
The relations (70) show that ξηm → ξη in H1/2? (R), and using this result and the calculation
c‖ξm − ξηm‖2∗,1/2 ≤
1
2
〈G(ηm)(ξm − ξηm), (ξm − ξηm)〉
= 2H(ηm, ξm) + 2H(ηm, ξηm)− 4H(ηm, 12(ξm + ξηm))
≤ 2H(ηm, ξm) + 2H(ηm, ξηm)− 4cµ
→ 2cµ + 2cµ − 4cµ
= 0
as n → ∞ (recall that H(ηm, ξ) ≥ H(ηm, ξηm) = J (ηm) ≥ cµ for all ξ ∈ H1/2? (R)), one finds
that ξm → ξη in H1/2? (R) as m→∞. 2
5.2 Convergence to solitary-wave solutions of model equations
5.2.1 The case β > βc
Suppose that η is a minimiser of J over U\{0}, write η = η1+η2 according to the decomposition
introduced in Section 4.1, and define φη ∈ H2(R) by the formula
η1(x) = µ
2
3φη(µ
1
3x).
In this section we prove that dist(φη, DKdV) → 0 as µ ↓ 0, uniformly over η ∈ Bµ, where
DKdV is the set of solitary-wave solutions to the Korteweg-deVries equation and ‘dist’ denotes
the distance in H1(R).
Remark 5.3 Observe that
K2(η)
G2(η)
L2(η)
 =

K2(η1)
G2(η1)
L2(η1)
+

K2(η2)
G2(η2)
L2(η2)
︸ ︷︷ ︸
= O(‖η‖22)
= O(µ2+α)
because ηˆ1 and ηˆ2 have disjoint supports, and
G2(η1) = −µω
4
∫ ∞
−∞
φ2η dx, K2(η1) =
µ
2
∫ ∞
−∞
φ2η dx,
while the estimates∫ ∞
−∞
(|k| coth |k| − 1)|ηˆ1|2 dk ≤ c
∫ ∞
−∞
k2|ηˆ1|2 dk = c‖η′‖20 ≤ cµ2α|||η|||2α ≤ cµ1+2α,∫ ∞
−∞
(|k| coth |k| − 1− 1
3
k2)|ηˆ1|2 dk ≤ c
∫ ∞
−∞
k4|ηˆ1|2 dk = c‖η′′‖20 ≤ cµ4α|||η|||2α = cµ1+4α
show that
L2(η1) = µ
2
∫ ∞
−∞
φ2η dx+O(µ
1+2α)
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and
L2(η1) = µ
2
∫ ∞
−∞
φ2η dx−
β
3
µ
5
3
∫ ∞
−∞
(φ′η)
2 dx+O(µ1+4α).
Furthermore, Corollary 4.14 implies that
Mµ(η) = 1
2
(
ω2
3
+ 1
)
µ
5
3
∫ ∞
−∞
φ3η dx+ o(µ
5
3 ).
Our first result concerns the convergence of the L2(R)-norm of minimisers of Jµ over U\{0}.
Proposition 5.4 The estimate ‖φη‖20 = 4(ω2 + 4)−
1
2 +O(µ2α) holds for each η ∈ Bµ.
Proof. It follows from ∣∣∣∣µ+ G2(η)L2(η) − ν0
∣∣∣∣ ≤ cµα2 + 12 , L(η) ≤ cµ
that
ν0L2(η)− G2(η) = µ+O(µα2 + 32 ),
and the result is obtained by combining this estimate with
ν0L2(η)− G2(η) = 1
4
(2ν0 + ω)︸ ︷︷ ︸
=
√
ω2 + 4
µ
∫ ∞
−∞
φ2η dx+O(µ
1+2α). 2
The next step is to show that the Korteweg-deVries energy EKdV(φη) corresponding to a
minimiser η of Jµ over U \{0} approaches cKdV in the limit µ ↓ 0.
Theorem 5.5
(i) cµ = 2ν0µ+ cKdVµ
5
3 + o(µ
5
3 );
(ii) Each η ∈ Bµ satisfies EKdV(φη)→ cKdV as µ ↓ 0.
Proof. Notice that
cµ = Jµ(η)
= K2(η) + (µ+ G2(η))
2
L2(η) +Mµ(η)
= 2ν0µ+K2(η) + 2ν0G2(η)− ν20L2(η) +
(
µ+ G2(η)√L2(η) − ν0
√
L2(η)
)2
+Mµ(η)
≥ 2ν0µ+K2(η) + 2ν0G2(η)− ν20L2(η) +Mµ(η)
= 2ν0µ+
1
2
µ
5
3
∫ ∞
−∞
((
β − ν
2
0
3
)
(φ′η)
2 +
(
ω2
3
+ 1
)
φ3η
)
dx+ o(µ
5
3 )
= 2ν0µ+ µ
5
3EKdV(φη) + o(µ 53 ), (71)
and combining this estimate with Lemma A.15 yields
EKdV(φη) ≤ cKdV + o(1).
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A straightforward scaling argument shows that
inf{EKdV(φ) : φ ∈ H1(R), ‖φ‖20 = 4(ω2 + 4)−
1
2a} = a 53 cKdV,
whence
EKdV(φη) ≥ (1 +O(µ2α)) 53 cKdV = cKdV + o(1)
because ‖φη‖20 = 4(ω2 + 4)−
1
2 + O(µ2α) (see Proposition 5.4), and it follows from inequality
(71) that
cµ ≥ 2ν0µ+ µ 53 cKdV + o(µ 53 ).
The complementary estimate
cµ ≤ 2ν0µ+ µ 53 cKdV + o(µ 53 ).
is a consequence of Lemma A.15. 2
We now present our main convergence result.
Theorem 5.6 The set Bµ of minimisers of Jµ over U \{0} satisfies
sup
η∈Bµ
inf
x∈R
‖φη − φKdV(·+ x)‖1 → 0
as µ ↓ 0.
Proof. Suppose that the limit is positive, so that there exists ε > 0 and a sequence {µm} with
µm ↓ 0 such that
sup
η∈Cµm
inf
x∈R
‖φη − φKdV(·+ x)‖1 ≥ ε, m ∈ N
and hence a further sequence {ηm} ⊂ U \{0} with ηm ∈ Cµm and
dist(φηm , DKdV) = inf
x∈R
‖φη − φKdV(·+ x)‖1 ≥ ε
2
, m ∈ N.
On the other hand EKdV(φηm)→ cKdV and ‖φηm‖20 → 4(ω2 + 4)−
1
2 as n→∞ (see Proposition
5.4 and Theorem 5.5(ii)); combining Lemma 1.2(ii) with a straightforward scaling argument, we
arrive at the contradiction of the existence of a sequence {xm} ⊂ R such that a subsequence of
{φηm(xm + ·)} converges in H1(R) to an element of DKdV. 2
Remark 5.7 The previous theorem implies that {‖φη‖1 : η ∈ Bµ} is bounded, so that
‖ηˆ1‖2L1(R) ≤
(∫ ∞
−∞
1
1 + µ−
2
3k2
dk
)(∫ ∞
−∞
(1 + µ−
2
3k2)|ηˆ1(k)|2 dk
)
= µ
2
3
(∫ ∞
−∞
1
1 + µ−
2
3k2
dk
)(∫ ∞
−∞
(1 + µ−
2
3k2)
∣∣∣∣φˆη ( k
µ
1
3
)∣∣∣∣2 dk
)
= 2piµ
4
3‖φη‖21
≤ cµ 43
and hence ‖η1‖1,∞, ‖K0η1‖∞ ≤ cµ 23 (see equations (53), (54)), and it follows from inequalities
(60), (61) that |||η1|||21/3 ≤ cµ, ‖η2‖22 ≤ µ
7
3 . For η ∈ Bµ Lemma 4.10 therefore also holds with
α = 1
3
(the result predicted in the Korteweg-deVries scaling limit).
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Our final result shows that the speed νµ of a solitary wave corresponding to η ∈ Bµ, which
is given by the formula
νµ =
µ+ G(η)
L(η) ,
satisfies
νµ = ν0 + 2(ω
2 + 4)−
1
2νKdVµ
2
3 + o(µ
2
3 )
uniformly over η ∈ Bµ.
Theorem 5.8 The set Bµ of minimisers of Jµ over U \{0} satisfies
sup
η∈Bµ
∣∣∣∣µ+ G(η)L(η) − (ν0 + 2(ω2 + 4)− 12νKdVµ 23 )
∣∣∣∣ = o(µ 23 ).
Proof. Using the identity
µ+ G(η)
L(η) =
1
2µ
(cµ −Mµ(η)) + 1
4µ
(〈M′µ(η), η〉+ 4µM˜µ(η))
(see the proof of Proposition 4.2), we find that
µ+ G(η)
L(η) = ν0 +
1
2
cKdVµ
2
3 +
1
8µ
(
ω2
3
+ 1
)∫ ∞
−∞
η31 dx+ o(µ
2
3 )
= ν0 +
1
2
cKdVµ
2
3 +
1
8
(
ω2
3
+ 1
)
µ
2
3
∫ ∞
−∞
φ3η dx+ o(µ
2
3 )
= ν0 +
1
2
EKdV(φKdV)µ 23 + 1
8
(
ω2
3
+ 1
)
µ
2
3
∫ ∞
−∞
φ3KdV dx+ o(µ
2
3 )
= ν0 +
1
4
µ
2
3
∫ ∞
−∞
((
β − ν
2
0
3
)
(φ′KdV)
2 +
3
2
(
ω2
3
+ 1
)
φ3KdV
)
dx︸ ︷︷ ︸
= 8(ω2 + 4)−
1
2νKdV
+o(µ
2
3 )
= ν0 + 2(ω
2 + 4)−
1
2νKdVµ
2
3 + o(µ
2
3 ),
in which Theorem 5.5(i), Corollary 4.14 and Theorem 5.6 have been used. 2.
5.2.2 The case β < βc
Suppose that η is a minimiser of Jµ over U \{0}, write η = η1 − H(η1) + η3 and η1 = η+1 +
η−1 according to the decompositions introduced in Section 4.3, and define φη ∈ H2(R) by the
formula
η+1 (x) =
1
2
µφη(µx)e
ık0x.
In this section we prove that dist(φη, DNLS)→ 0 as µ ↓ 0, uniformly over η ∈ Bµ, where DNLS
is the set of solitary-wave solutions to the nonlinear Schro¨dinger equation and ‘dist’ denotes the
distance in H1(R).
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Remark 5.9 Note that
K2(η)
G2(η)
L2(η)
 =

K2(η1)
G2(η1)
L2(η1)
+

K2(−H(η) + η3)
G2(−H(η) + η3)
L2(−H(η) + η3)
 (72)
because ηˆ1 and F [−H(η) + η3] have disjoint supports.
Our first result concerns the convergence of theL2(R)-norm of minimisers ofJµ overU2\{0}.
Proposition 5.10 The estimate ‖φη‖20 =
(
1
4
ν0f(k0) +
ω
8
)−1
+O(µα) holds for each η ∈ Bµ.
Proof. It follows from ∣∣∣∣µ+ G2(η)L2(η) − ν0
∣∣∣∣ ≤ cµ1+α, L2(η) ≤ cµ
that
ν0L2(η)− G2(η) = µ+O(µ2+α). (73)
On the other hand
ν0L2(η)− G2(η) = ν0L2(η1)− G2(η1) +O(‖H(η)‖22 + ‖η3‖22)
= ν0L2(η1)− G2(η1) +O(µ2+α)
= ν0
∫ ∞
−∞
η+1 K
0η−1 dx+
ω
2
∫ ∞
−∞
η+1 η
−
1 dx+O(µ
2+α)
=
(
ν0f(k0) +
ω
2
)∫ ∞
−∞
η+1 η
−
1 dx+O(µ
1+α)
=
(
1
4
ν0f(k0) +
ω
8
)
µ
∫ ∞
−∞
|φη|2 dx+O(µ1+α),
and the result is obtained by combining this estimate with (73). 2
The next step is to show that the nonlinear Schro¨dinger energy ENLS(φη) corresponding to a
minimiser η of Jµ over U \{0} approaches cNLS in the limit µ ↓ 0.
Theorem 5.11
(i) cµ = 2ν0µ+ cNLSµ3 + o(µ3);
(ii) Each η ∈ Bµ satisfies ENLS(φη)→ cNLS as µ ↓ 0.
Proof. Notice that
cµ = Jµ(η)
= K2(η) + (µ+ G2(η))
2
L2(η) +Mµ(η)
= 2ν0µ+K2(η) + 2ν0G2(η)− ν20L2(η) +
(
µ+ G2(η)√L2(η) − ν0
√
L2(η)
)2
+Mµ(η)
≥ 2ν0µ+K2(η) + 2ν0G2(η)− ν20L2(η) +Mµ(η), (74)
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where
K2(η) + 2ν0G2(η)− ν20L2(η)
= (K2 + 2ν0G2 − ν20L2)(η1) + (K2 + 2ν0G2 − ν20L2)(−H(η) + η3). (75)
The second term on the right-hand side of (75) is estimated using the calculation
(K2 + 2ν0G2 − ν20L2)(−H(η) + η3)
= (K2 + 2ν0G2 − ν20L2)(H(η)) +O(‖H(η)‖2‖η3‖2) +O(‖η3‖22)
=
1
2
∫ ∞
−∞
g(k)|F [H(η)]|2 dk + o(µ3)
=
1
2
∫ ∞
−∞
g(k)−1|F [K3(η1) + 2ν0G3(η1)− ν20L3(η1)]|2 dk + o(µ3)
= −1
2
(K3(η) + 2ν0G3(η)− ν20L3(η))+ o(µ3)
= −A3
2
∫ ∞
−∞
η41 dx+ o(µ
3)
= −3A3
16
µ3
∫ ∞
−∞
|φη|4 dx+ o(µ3),
where we have used Proposition 4.27, equation (68) and Proposition 4.28. Turning to the first
term on the right-hand side of (75), write
(K2 + 2ν0G2 − ν20L2)(η1) =
1
2
∫ ∞
−∞
g(k)|ηˆ1|2 dk =
∫ ∞
−∞
g(k)|ηˆ+1 (k)|2 dk.
and note that
g(k) =
1
2
g′′(k0)(k − k0)2 +O(|k − k0|3), k ∈ [k0 − δ0, k0 + δ0].
One finds that∫ ∞
−∞
(k−k0)2|ηˆ+1 (k)|2 dk =
∫ ∞
−∞
k2|ηˆ+1 (k+k0)|2 dk=
µ2
4
∫ ∞
−∞
∣∣∣∣ ddxφη(µx)
∣∣∣∣2 dx= µ34
∫ ∞
−∞
|φ′η|2 dx
(because ηˆ+1 (k + k0) =
µ
2
F [φη(µx)]) and∫ ∞
−∞
(k − k0)3|ηˆ+1 (k)|2 dk ≤ cµ3α|||η1|||2α = O(µ1+3α),
so that ∫ ∞
−∞
(
g(k)− 1
2
(k − k0)2
)|ηˆ+1 (k)|2 dk = o(µ3).
Altogether these calculations show that
(K2 + 2ν0G2 − ν20L2)(η1)
=
1
8
g′′(k0)µ3
∫ ∞
−∞
|φ′η|2 dx−
3A3
16
µ3
∫ ∞
−∞
|φη|4 dx+ o(µ3). (76)
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Substituting (76) and
Mµ(η) = (A3 + A4)
∫ ∞
−∞
η41 dx+ o(µ
3) =
3
8
(A3 + A4)µ
3
∫ ∞
−∞
|φη|4 dx+ o(µ3)
(see Corollary 4.30) into inequality (74) yields
cµ ≥ 2ν0µ+ 1
8
g′′(k0)µ3
∫ ∞
−∞
|φ′η|2 dx+
3
8
(
A3
2
+ A4
)
µ3
∫ ∞
−∞
|φη|4 dx+ o(µ3)
= 2ν0µ+ µ
3ENLS(φη) + o(µ3), (77)
and combining this estimate with Lemma A.16 yields
ENLS(φη) ≤ cNLS + o(1).
A straightforward scaling argument shows that
inf{ENLS(φ) : φ ∈ H1(R), ‖φ‖20 =
(
1
4
ν0f(k0) +
ω
8
)−1
a} = a3cNLS,
whence
ENLS(φη) ≥ (1 +O(µα))3cNLS = cNLS + o(1)
because ‖φη‖20 =
(
1
4
ν0f(k0) +
ω
8
)−1
+ O(µα) (see Proposition 5.10), and it follows from in-
equality (77) that
cµ ≥ 2ν0µ+ µ3cNLS + o(µ3).
The complementary estimate
cµ ≤ 2ν0µ+ µ3cNLS + o(µ3).
is a consequence of Lemma A.16. 2
Our main convergence result is derived from Theorem 5.11 in the same way as the corre-
sponding result for β > βc (see Appendix A.1).
Theorem 5.12 The set Bµ of minimisers of Jµ over U \{0} satisfies
sup
η∈Bµ
inf
ω∈[0,2pi],
x∈R
‖φη − eiωφNLS(·+ x)‖1 → 0
as µ ↓ 0.
Remark 5.13 The previous theorem implies that {‖φη‖1 : η ∈ Bµ} is bounded, so that
‖ηˆ1‖2L1(R) ≤ 2
(∫ k0+δ0
k0−δ0
1
1 + µ−2(k − k0)2 dk
)(∫ k0+δ0
k0−δ0
(1 + µ−2(k − k0)2)|ηˆ1(k)|2 dk
)
≤ 2
(∫ ∞
−∞
1
1 + µ−2(k − k0)2 dk
)(∫ ∞
−∞
(1 + µ−2(k − k0)2)
∣∣∣∣φˆη (k − k0µ
)∣∣∣∣2 dk
)
= 2piµ2‖φη‖21
≤ cµ2
83
and hence ‖η1‖1,∞, ‖K0η1‖1,∞ ≤ cµ (see equations (53) and (54)), and it follows from Proposi-
tion 4.16 and inequalities (66), (67) that
|||η1|||21 ≤ cµ, ‖H(η1)‖22 ≤ cµ3, ‖u3‖22 ≤ cµ5.
For η ∈ Bµ Lemma 4.21 therefore also holds with α = 1 (the result predicted in the nonlinear
Schro¨dinger scaling limit).
Our final result shows that the speed νµ of a solitary wave corresponding to η ∈ Bµ, which
is given by the formula
νµ +
µ+ G(η)
L(η) ,
satisfies
νµ = ν0 + 4(ω + 2ν0f(k0))
−1νNLSµ2 + o(µ2)
uniformly over η ∈ Bµ.
Theorem 5.14 The set Bµ of minimisers of Jµ over U \{0} satisfies
sup
η∈Bµ
∣∣∣∣µ+ G(η)L(η) − (ν0 + 4(ω + 2ν0f(k0))−1νNLSµ2)
∣∣∣∣ = o(µ2).
Proof. Using the identity
µ+ G(η)
L(η) =
1
2µ
(cµ −Mµ(η)) + 1
4µ
(〈M′µ(η), η〉+ 4µM˜µ(η))
(see the proof of Proposition 4.2), we find that
µ+ G(η)
L(η) = ν0 +
1
2
cNLSµ
2 +
1
2µ
(
1
2
A3 + A4
)∫ ∞
−∞
η41 dx+ o(µ
2)
= ν0 +
1
2
cNLSµ
2 +
3
16
(
1
2
A3 + A4
)
µ2
∫ ∞
−∞
|φη|4 dx+ o(µ2)
= ν0 +
1
2
ENLS(φNLS)µ2 + 3
16
(
1
2
A3 + A4
)
µ2
∫ ∞
−∞
|φNLS|4 dx+ o(µ2)
= ν0 +
1
4
µ2
∫ ∞
−∞
(
1
4
g′′(k0)|φ′NLS|2 +
3
2
(
1
2
A3 + A4
)
|φNLS|4
)
dx︸ ︷︷ ︸
= 2
(
1
4
ν0f(k0) +
ω
8
)−1
νNLS
+o(µ2)
= ν0 + 4(ω + 2ν0f(k0))
−1νNLSµ2 + o(µ2),
in which Theorem 5.11(i), Corollary 4.30 and Theorem 5.12 have been used. 2
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Appendix A: Proof of Lemma 3.2(i)
A.1 The case β > βc
Lemma A.15 Suppose that µ > 0. There exists a continuous, invertible mapping µ → α(µ)
such that
Jµ(η?) = 2ν0µ+ cKdVµ 53 + o(µ 53 ),
where
η?(x) = α2φKdV(αx).
Proof. Let us first note that
K0η? − η? + 1
3
(η?)′′ = F−1[(|k| coth |k| − 1− 1
3
|k|2)︸ ︷︷ ︸
≤ c|k|4
ηˆ?] = O(α
11
2 )
and hence
K0η? − η? = F−1[(|k| coth |k| − 1)ηˆ?] = O(α 72 ).
Using these estimates and ‖η?‖0 = O(α 32 ), one finds that
K2(η?) = α
3
2
∫ ∞
−∞
φ2KdV dx+
α5
2
β
∫ ∞
−∞
φ′2KdV dx, G2(η?) = −
α3
4
ω
∫ ∞
−∞
φ2KdV dx,
L2(η?) = 1
2
∫ ∞
−∞
η?K0η? dx =
α3
2
∫ ∞
−∞
φ2KdV dx+
α5
6
∫ ∞
−∞
φ′2KdV dx+O(α
7),
and
K3(η?) = α
5
6
ω2
∫ ∞
−∞
φ3KdV dx,
G3(η?) = ω
4
∫ ∞
−∞
(η?)2K0η? dx
=
ω
4
∫ ∞
−∞
(η?)3 dx+
ω
4
∫ ∞
−∞
(η?)2(K0η? − η?) dx
=
α5
4
ω
∫ ∞
−∞
φ3KdV dx+O(α
7),
L3(η?) = 1
2
∫ ∞
−∞
(− (K0η?)2η? + (η?′)2η?) dx
= −1
2
∫ ∞
−∞
(η?)3 dx+
1
2
∫ ∞
−∞
(− 2(K0η?−η?)(η?)2 − (K0η?−η?)2η? + (η?′)2η?) dx
= −α
5
2
∫ ∞
−∞
φ3KdV dx+O(α
7),
in which the further estimate ‖η?‖∞ = O(α2) has been used (see Proposition 4.3 for the formulae
for G3, K3 and L3). Finally, Proposition 4.4 shows that G4(η?), K4(η?), L4(η?) and Gr(η?),
Kr(η?), Lr(η?) are all O(α7).
85
The above calculations show that
K(η?) + 2ν0G(η?)− ν20L(η?)
=
α3
2
(1− ων0 − ν20)︸ ︷︷ ︸
= 0
∫ ∞
−∞
φ2KdV dx+
1
2
(
β − ν
2
0
3
)
α5
∫ ∞
−∞
φ′2KdV dx
+
1
2
(
ω2
3
+ ων0 + ν
2
0︸ ︷︷ ︸
= 1
)
α5
∫ ∞
−∞
φ3KdV dx+O(α
7)
= α5EKdV(φKdV) +O(α7)
= cKdVα
5 +O(α7).
The mapping
α 7→ ν0L(η?)− G(η?)
= α3
(ν0
2
+
ω
4
)∫ ∞
−∞
φ2KdV dx+O(α
5)
=
α3
4
√
ω2 + 4
∫ ∞
−∞
φ2KdV dx+O(α
5)
is continuous and strictly increasing and therefore has a continuous inverse µ 7→ α(µ); further-
more α(µ) = µ
1
3 + o(µ
1
3 ) and
Jµ(η?)− 2ν0µ = K(η?) + 2ν0G(η?)− ν20L(η?) = cKdVµ
5
3 + o(µ
5
3 ). 2
A.2 The case β < βc
Lemma A.16 Suppose that µ > 0. There exists a continuous, invertible mapping µ → α(µ)
such that
Jµ(η?) = 2ν0µ+ cNLSµ3 + o(µ3),
where
η?(x) = αφNLS(αx) cos k0x− α
2
2
g(2k0)
−1A13φNLS(αx)
2 cos 2k0x− α
2
2
g(0)−1A23φNLS(αx)
2.
Proof. We seek a test function η? of the form
η?(x) = αφNLS(αx) cos k0x+ α
2ψ(αx) cos 2k0x+ α
2ξ(αx)
with ψ, ξ ∈ SS(R).
Choose n ∈ N and χ ∈ C∞0 (R). Straightforward calculations yield the formulae
K0(χ(αx)) = χ(αx) + S2(x),
where
S2(x) =
1
α
F−1
[
(|k| coth |k| − 1)χˆ
(
k
α
)]
,
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and
K0(χ(αx) cosnk0x) =
f(nk0)χ(αx) cosnk0x+ αf
′(nk0)χ′(αx) sinnk0x− α
2
2
f ′′(nk0)χ′′(αx) cosnk0x+ S1(x),
where
S1(x) =
1
2
F−1
[
Rnk0(k)(k − nk0)3χˆ
(
k − nk0
α
)]
+
1
2
F−1
[
R−nk0(k)(k + nk0)
3χˆ
(
k + nk0
α
)]
and Rω(k) = 16f
′′′(kω) for some kω between k and ω; the remainder terms S1 and S2 satisfy
the estimates ‖S1‖∞ = O(α3), ‖S1‖1 = O(α 72 ) and ‖S2‖m = O(αn+ 32 ). Furthermore, repeated
integration by parts shows that∫ ∞
−∞
χ(αx)
{
sin
cos
}
(mx) dx = O(αn)
for each m ∈ N, so that∫ ∞
−∞
χ(αx)
{
sin
cos
}
(m1x) · · ·
{
sin
cos
}
(m`x) dx = O(α
n)
for all m1, . . . ,m` ∈ N with m1 ± . . .±m` 6= 0.
Estimating using the above rules, one finds that
K2(η?) = α
4
(1 + βk20)
∫ ∞
−∞
φ2NLS dx+
α3
4
β
∫ ∞
−∞
φ′2NLS dx
+
α3
4
(1 + 4βk20)
∫ ∞
−∞
ψ2 dx+
α3
2
∫ ∞
−∞
ξ2 dx+O(α4),
G2(η?) = −α
8
ω
∫ ∞
−∞
φ2NLS dx−
α3
8
ω
∫ ∞
−∞
ψ2 dx− α
3
4
ω
∫ ∞
−∞
ξ2 dx+O(α4),
L2(η?) = α
4
f(k0)
∫ ∞
−∞
φ2NLS dx+
α3
8
f ′′(k0)
∫ ∞
−∞
φ′2NLS dx
+
α3
4
f(2k0)
∫ ∞
−∞
ψ2 dx+
α3
2
∫ ∞
−∞
ξ2 dx+O(α4),
K3(η?) = α
3
8
ω2
∫ ∞
−∞
φ2NLSψ dx+
α3
4
ω2
∫ ∞
−∞
φ2NLSξ dx+O(α
4),
G3(η?) = α
3
8
(
f(k0) +
1
2
f(2k0)
)
ω
∫ ∞
−∞
φ2NLSψ dx+
α3
4
(
f(k0) +
1
2
)
ω
∫ ∞
−∞
φ2NLSξ dx+O(α
4),
L3(η?) = α
3
4
(−f(k0)f(2k0)− 12f(k0)2 + 32k20) ∫ ∞−∞ φ2NLSψ dx
+
α3
4
(−2f(k0)− f(k0)2 + k20)
∫ ∞
−∞
φ2NLSξ dx+O(α
4)
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and
K4(η?) = −α
3
64
(
3βk40 + ω
2(f(2k0) + 2)
) ∫ ∞
−∞
φ4NLS dx+O(α
4),
G4(η?) = α
3
16
(
k20 − 12f(k0)(f(2k0) + 2)
)
ω
∫ ∞
−∞
φ4NLS dx+O(α
4),
L4(η?) = α
3
16
(f(k0)
2(f(2k0) + 2)− 3k20f(k0))
∫ ∞
−∞
φ4NLS dx+O(α
4)
(see Proposition 4.3 for the formulae for K3, G3, L3 and K4, G4, L4). Finally, observe that
η?′′(x) + k20η
?(x) = α3φ′′NLS(αx) cos k0x− 2α2k0φ′NLS(αx) sin k0x+ α4ψ′′(αx) cos 2k0x
− 4α3k0ψ′(αx) sin 2k0x− 3k20α2ψ(αx) cos 2k0x+ α4ξ′′(αx),
so that ‖η?′′ + k20η?‖0 = O(α
3
2 ), and using the further estimates ‖η?‖2 = O(α 12 ) and
‖η?‖1,∞ = O(α), one finds from Proposition 4.4 that Kr(η?), Gr(η?), Lr(η?) are all O(α 72 ).
The above calculations show that
K(η?) + 2ν0G(η?)− ν20L(η?)
=
α3
8
(2β − ν20f ′′(k0))
∫ ∞
−∞
φ′2NLS dx+
α3
4
∫ ∞
−∞
(
g(2k0)ψ
2 + A13φ
2
NLSψ
)
dx
+
α3
2
∫ ∞
−∞
(
g(0)ξ2 + A23φ
2
NLSξ
)
dx+
3α3
8
A4
∫ ∞
−∞
φ4NLS dx+O(α
7
2 )
=
α3
8
(2β − ν20f ′′(k0))
∫ ∞
−∞
φ′2NLS dx+
α3
4
g(2k0)
∫ ∞
−∞
(
ψ +
g(2k0)
−1
2
A13φ
2
NLS
)2
dx
+
α3
4
g(0)
∫ ∞
−∞
(
ξ +
g(0)−1
2
A23φ
2
NLS
)2
dx
+ α3
(
3
8
A4 − g(2k0)
−1
16
(A13)
2 − g(0)
−1
8
(A23)
2
)∫ ∞
−∞
φ4NLS dx+O(α
7
2 ),
in which the second line follows from the first by the definitions of A13, A
2
3, A4 and the third from
the second by completing the square. The choice
ψ = −g(2k0)
−1
2
A13φ
2
NLS, ξ = −
g(0)−1
2
A13φ
2
NLS
therefore minimises the value of K(η?) + 2ν0G(η?)− ν20L(η?) up to O(α
7
2 ), whereby
K(η?) + 2ν0G(η?)− ν20L(η?) = α3ENLS(φNLS) +O(α
7
2 )
= cNLSα
3 +O(α
7
2 ).
The mapping
α 7→ ν0L(η?)− G(η?)
= α
(ν0
4
f(k0) +
ω
8
)∫ ∞
−∞
φ2NLS dx+O(α
2)
is continuous and strictly increasing and therefore has a continuous inverse µ 7→ α(µ); further-
more α(µ) = µ+ o(µ) and
Jµ(η?)− 2ν0µ = K(η?) + 2ν0G(η?)− ν20L(η?) = cNLSµ3 + o(µ3). 2
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Appendix B: The sign ofA3 + 2A4
The quantities β, ω, k0 and ν0 are related by the fact that g(k) ≥ 0 with equality precisely when
k = ±k0. It follows from the simultaneous equations g(k0) = 0, g′(k0) = 0 that
β =
ν20f
′(k0)
2k0
, ω =
1 + βk20 − ν20f(k0)
ν0
,
and inserting these expressions for β and ω into the formulae for A3 and A4 (Corollary 4.25 and
Proposition 4.28), one finds that
ν60(A3 + 2A4) = a8ν
8
0 + a6ν
6
0 + a4ν
4
0 + a2ν
2
0 + a0, (78)
in which
a0 = − 112h2(k0)−1(1 + 2h1(k0)),
a2 = −13h2(k0)−1
(
1
2
f(2k0) +
1
2
k0f
′(k0) + 2h1(k0)
(
1
2
+ 1
2
k0f
′(k0)
) )
,
a4 = −13h2(k0)−1
((
1
2
f(2k0) +
1
2
k0f
′(k0)
)2
+ 2h1(k0)
(
1
2
+ 1
2
k0f
′(k0)
)2)
− 2 ( 1
12
+ 1
24
f(2k0)
)
,
a6 = −23h2(k0)−1
(
1
2
f(k0)f(2k0)− 32k20 + 14k0f ′(k0)f(2k0)+ 18f ′(k0)2
)(
1
2
f(2k0) +
1
2
k0f
′(k0)
)
− 4
3
h2(k0)
−1h1(k0)
(
1
4
k0f
′(k0) + 12f(k0)− 12k20 + 18k20f ′(k0)2
)(
1
2
+ 1
2
k0f
′(k0)
)
+ 2
(− 1
24
k0f
′(k0)f(2k0) + 13k
2
0 − 112k0f ′(k0)− 16f(k0)− 112f(k0)f(2k0)
)
,
a8 = −13h2(k0)−1
(
1
2
f(k0)f(2k0)− 32k20 + 14f ′(k0)f(2k0) + 18f ′(k0)2
)2
− 2
3
h2(k0)
−1h1(k0)
(
1
4
k0f
′(k0) + 12f(k0)− 12k20 + 18k20f ′(k0)2
)2
− 2
(
1
16
k30f
′(k0) + 16f(k0)
2(f(k0) + 2)− 12k20f(k0)
− 2 (1
2
k0f
′(k0)− f(k0)
)(
1
6
k20 − 112f(k0)(f(2k0) + 2)
)
+ 1
24
(
1
2
k0f
′(k0)− f(k0)
)2
(f(2k0) + 2)
)
and
h1(k0) =
−2f(2k0) + 2f(k0) + 3k0f ′(k0)
−2− k0f ′(k0) + 2f(k0) , h2(k0) =
3
2
k0f
′(k0) + f(k0)− f(2k0).
The right-hand side of (78) defines a polynomial function of ν0 with coefficients which depend
upon k0, and the following argument shows that it is negative for all positive values of ν0.
First note that a0, a2 and a4 are negative because
h1(k0) = g(0)
−1g(2k0)−1 > 0, h2(k0) =
g(2k0)
ν20
> 0.
A lengthy calculation shows that
a8 = − k
3
0
sinh6 k0
( ∞∑
j=0
a8,2j+1
(2j + 1)!
k2j+10
)−1 ∞∑
j=0
a8,2j
(2j)!
k2j0 ,
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in which explicit formulae for the coefficients a8,j are computed from the above expression for
a8. Elementary estimates are used to establish that a8,j > 0, so that a8 is also negative. The
argument is completed by demonstrating that 4a4a8− a26 is positive. For this purpose we use the
calculation
4a4a8 − a26 =
k40
sinh8 k0
( ∞∑
j=0
bj
(2j)!
k2j0
)−1 ∞∑
j=0
cj
(2j)!
k2j0
with explicit formulae for the coefficients bj and cj , which are also found to be positive.
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