Stability of Numerical Methods for Volterra Integro-Differential Equations. A theory of weak stability for linear multistep methods for the numerical solution of Volterra integro-differential equations is developed, and a connection between this theory and the corresponding theory for ordinary differential equations is established. In addition, the order of such methods is discussed, and a new starting procedure is proposed and analyzed.
1, Introduction
We consider a Volterra integro-differential equation of the form y' (x) = F (x, y (x), z (x)), 0_< x _< a, y (0) = yo, We shall assume that F and K in (1.1) satisfy the following conditions: Linz [4] has proposed algorithms for the numerical solution of (1ol) which consist of linear multistep methods, of the type commonly used for the numerical solution of (1.2), combined with a class of quadrature formulae. The convergence of such algorithms has been studied in [4] and by Mocarsky [5] .
(i) F(x,y,z)eC(T), K(x,t,u)eC(S).
It is the purpose of this paper to examine the order of such algorithms and to develop a theory of weak stability, analogous to that which exists for linear muttistep methods applied to equations of the form (1.2) (see, for example, Lambert [31, p. 64). Such a theory will enable the user to make a sensible choice for the steplength of the algorithm. In addition, a new starting procedure is proposed. In practice, the quadrature stage is nearly always accomplished by one of the following two methods:
Method I: ~ consists of repeated applications of a k-step quadrature formula of the form can be computed to adequate accuracy. (A starting procedure having these properties will be given in section 5.) For method II the order of N is q* = q + 2 (see [6] ).
The order of the linear k-step method (Q, a; 2) will obviously depend on the order of(~, a) as well as on the order 0f~. To be precise, we state the following (ii) The order of A ~ is defined as the order of (~, a) for (1.2) (see [3] , p. 23).
It is easily verified that, for all sufficiently smooth functions F, the operators S and J/l are related by The following definition is now suggestive.
Definition: Let L,r be of order p*, and let Y have order q*. Then we define the order r* of the linear k-step method (6, o-; ~) (or, the order of the operator ~() by r* =rain (p*, q*).
Definition:
The linear k-step method (6, o; 2) is said to be convergent if, for all equations (1.1) subject to the conditions stated in section 1, we have that (ii) The k-step method (0, a) is zero-stable (see [3] , p. 33).
(iii) The k-step method (0, a; ~) is of at least order one.
Then the method (0, a; ~) is convergent.
The above result was proved in [4] (using a different terminology) for methods essentially of Class II (see also [5] ). A simple modification of this proof shows that Theorem 1 is valid also for methods of Class I. We shall omit these details.
A Weak Stability Theory
A standard argument in weak stability theory for the linear multistep method (0, a) applied to the ordinary differential equation (1.2) (see, for example, [3] , p. 64) shows that, under the simplifying conditions that Since the behaviour of solutions of (3.2) as n-~ is completely determined by the behaviour of solutions of the corresponding homogeneous equation, it is sufficient to study the equation
The following definitions are analogues of standard definitions in the case of ordinary differential equations (see [3] , p. 66).
Definition:
For given values of h, 4, ~/, the method (6, a; 2) is said to be absolutely stable if all solutions of (3.3) tend to zero as n~ oo.
Definition: A region r of the (h 4, h 2 t/)-plane is said to be a region of absolute stability of the method (6, a; 2) if, for all (h 4, h 2 t/)s ~t, the method (6, or; 2) is absolutely stable.
In practical applications, once the region ~ for a particular method has been established, estimates for 4 and 1/are computed from (3.1) (such estimates can be re-evaluated from time to time as the numerical solution proceeds), and h is chosen such that (h 4, h 2 t/)e ~. This ensures that the global error e,, assumed to satisfy (3.3), will decay as n--. ~.
It is readily seen that equation ( The following definition is again an analogue of a standard definition for ordinary differential equations (see [3] , p. 253):
Definition: The method (6, ~; 2~) is said to be A-stable if its region ,~ of absolute stability contains the quarter plane h 4 < 0, h 2 ~/< 0.
All solutions of the difference equation, which results from the application of an A-stable method (6, a; 2) to the test equation (3.4) for which (3.5) holds, will tend to zero as x-~ 0% for all positive values of h.
It will occasionally be convenient to employ the following alternative form of (3.4), obtained by setting 4 =2+#, r/= -;1 #:
All solutions of (3.6) tend to zero as x~ m if and only if ;1 < 0, ~t < 0, when ;t and # are real, (3.7) R e (~)< 0, when ;1 (=/7) is complex.
Indeed, the unique solution of (3.6) satisfying y (0) = Yo is given by [rk-r k-1 for Method II' ,.=o
In Method I, 8 will be determined by the k-step quadrature formula, whereas in Method II, K will always be the second characteristic polynomial of a k-step
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Adams-Moulton method of order #+ 1. Note that the two methods coincide if k= 1 and, in Method I, the quadrature formula is chosen to be the Trapezoidal Rule.
To any method (0, 0.; 2) for the numerical solution of (1.1) there correspond unique polynomials 0, a, ~, and #. We may therefore refer to such a method as E(4, 0.); (~, a)].
Equation ( If we eliminate z, between (3.12) and (3.14), we obtain the difference equation Since ~ is constrained by (3.13), Theorem 2 is applicable only to a subclass of methods (4, 0.; 2). It is of interest to note that, in view of the remarks following (3.11), this subclass contains the class of methods for which (4, 0.) is an AdamsMoulton method, and the quadrature formula is a Gregory formula of appropriate order.
2).

Then the region of absolute stability of [(o, a); (O, cr)] is that s'eg~on oj the (h ~, h 2 tl)-plane for which h 2 ~ ~, h # ~ ~, where 2 + t~ = ~, 2 # = -t 1; L, tx e C,
It is an immediate consequence of Theorem 2 that, if the linear multistep method (0, 0.) is A-stable and is such that 4 (=~) is of the form (3.13), then the method E(4, o-); (4, 0.)1 is also A-stable. The most obvious example of an A-stable method for (1. Note that the repeated application of the Trapezoidal Rule is equivalent to one application of the second-order Gregory formula (Method II).
The results are summarized in Fig. 1 . The case where (Q, o-) and (5, a) are both Euler's Rule is of particular interest. Let ~<0 and q<0; then all solutions of (3.4) tend to zero as x~. From the slope of the relevant stability region ~ shown in Fig. 1 , it is clear that there exist values of h such that the method [(Q, a); (Q, a)], with (~, o-) given by Euler's Rule, will produce stable numerical solutions, whereas, for the same value of h 4, Euler's Rule, applied to the ordinary differential equation y'= ~ y, will produce unstable solutions. Thus, in this case, the back information inherent in a Volterra integro-differential equation has a stabilizing effect. In this section a starting procedure will be described which, in addition, satisfies the accuracy requirements (2.1). .2) constitutes a system of (co-1) nonlinear equations for the remaining coefficients {a 2, ..., %}. In general, this system will be solved by fixed-point iteration, and it is easily verified that the well-known fixed-point principle may be used to show that, for all sufficiently small h and for all functions F and K satisfying the conditions stated in section 1, there exists a unique solution {a2 ..... ao} of(4.2). Once the coefficients in (4.1) are known, then: = u (x j), j = 1, . .., co-1, For the following discussion we shall assume that k<k (Method I), and q<=k (Method II). To justify this assumption we first observe (as mentioned in section 2) that the order of (1.5) is at least (k+2) if the quadrature formula is interpolatory, whereas the Gregory formula (1.6) is known to have order (q + 2) (see, for example, [6] ). On the other hand, the order of a convergent linear k-step method (0, a) cannot exceed (k+ 1) if k is odd, and (k+2) if k is even (see [3] , p. 38). In view of the remarks preceding Theorem 3, the usual choice for ~o will be co = k, except in the case of an optimal (0, o-) (whose order is k + 2), when we shall set co=k+ 1 (assuming that the multistep method (Q, a; 2) is of order k+ 1 and k + 2, respectively). Here, y* is between y (xv) and u (xv), y* (t) is between y (t) and u (0-Using the above expression for e (x) and e' (x) we obtain (after division by h~'), Here, L 3 denotes the Lipschitz constant for K, as defined in section 1. This completes the proof of Theorem 3.
Define
In practical applications, the integrals occuring in (4.2) as well as the integrals J (v, v) and d (v, m) will not be computed exactly but will be approximated by numerical quadrature. An argument similar to the one used above shows that Theorem 3 remains valid (with an appropriate modification of C and Ho) if the quadrature formulae used to evaluate these integrals have at least order co. We shall omit the corresponding proof.
Practical Applications
For methods of reasonably high order, the derivation of stability regions in the (h 3, h 2 ~)-plane becomes prohibitively complicated. It is, of course, feasible to calculate estimates for ~ and r/ from the numerical solution, and to check computationally whether, with the corresponding values of h ~ and h 2 t7, the zeros of the stability polynomial lie within the unit disk. However, such an approach leads to a somewhat complicated algorithm. A much simpler procedure can be devised if we choose methods which satisfy the hypotheses of Theorem 2, that is, methods [(Q, o); (Q, 0)] for which ~o ( = 0) satisfies (3.13). In particular, such a method always results if we choose the linear multistep method to be an Adams-Moulton method, and the quadrature formula to be a Gregory formula of appropriate order. For absolute stability, the steplength h must be such that h )~ and h/~ both lie within the (complex) region of absolute stability of the method (0, o) for ordinary differential equations. Not only are such regions more easily computed than are the corresponding regions in the (h 3, h 2 ~)-plane (see [3] , p. 77), but the existing literature already contains much information on such regions. In the particular case when (@, o) is an Adams-Moulton method, plots of the regions for methods of order 4, 5, 6, 7, and 8 may be found in Krogh [2] .
As an illustration we consider the integro-differential equation A selection of numerical results is contained in Table 1 . Table 1 , no such reduction was made, and, indeed, it can be seen that for h=0.4, the error oscillates and eventually grows in magnitude. Similarly, the stability analysis recommends a reduction of steplength at x = 4.4 and x = 6.3 in the cases h = 0.2 and h=0.1, respectively. Further computation indicated that the error does indeed begin to grow in the neighbourhood of x= 10.8 and x = 11.5, respectively. For this highly nonlinear example, the bounds on the steplength recommended by the (linearized) stability analysis are seen to be rather conservative in practice. That the same is frequently true of stability analysis for ordinary differential equations is well-known.
