We prove that the variance swap rate equals the price of a co-terminal European-style contract when the underlying is an exponential Markov process, time-changed by an arbitrary continuous stochastic clock, which has arbitrary correlation with the driving Markov process. The payoff function G of the European contract that prices the variance swap satisfies an ordinary integro-differential equation, which depends only on the dynamics of the Markov process, not on the clock. We present examples of Markov processes where G can be computed explicitly. In general, the solutions G are not contained in the logarithmic family previously obtained in the special case where the Markov process is a Lévy process.
jump-intensity to depend on the level of X through a local time-change (see Remark 4.3). However, the local variance and Lévy kernel must have the same functional dependence on X (up to a scaling constant).
Additionally, while the arrival rate of each jump size in X is allowed to depend on the level of X, the ratio of the arrival rates at any two jump sizes is constant. This paper weakens the stationary independent increments property of the Lévy process used by Carr et al. (2011) . We allow that X could be specified as a time-homogeneous Markov process running on an unspecified continuous clock. As a result (i) the variance and jump-intensity may have distinct X-dependence and (ii) the ratio of the arrival rates at any two jump sizes of X can depend on the current level of X. Our results are related to recent results by Lorig et al. (2016) , who consider the princing of a VS when the underlying is modeled as Feller diffusion time-changed by an unspecified Lévy subordinator. See also Itkin and Carr (2010) for a parametric analysis of discretely monitored VSs in a time-changed Lévy setting.
The rest of this paper proceeds as follows. In Section 2 we specify dynamics for the forward price process and verify that these dynamics can arise from time-changing the solution of a stochastic differential equation.
In Section 3 we show that the VS has the same value as a European-style claim whose payoff function solves an ordinary integro-differential equation (OIDE) . In Section 4 we provide examples of price dynamics for which we can solve the OIDE explicitly or approximately. Section 5 concludes.
Time-changed Markov dynamics

Assumptions
With respect to a ("calendar-time") filtration {F t } t≥0 on a probability space (Ω, F, P), assume that X is a semimartingale with predictable characteristics (B, A, ν) , relative to a truncation function h (to be definite, let h(z) := z1 {|z|≤1} ), which satisfy
where τ is a real-valued continuous increasing adapted process null at zero, a is a Borel function, µ(x, ·) is a Lévy measure for each fixed x ∈ R, and
2)
3)
The intuition of the Lévy kernel or transition kernel µ is that it assigns, to each point x in the state space, a "local" Lévy measure µ(x, ·). Jumps of size in any interval J arrive with intensity µ(x, J) when X is at x.
Define the underlying forward price process F = {F t } t∈ [0,T ] by
Regarding P as risk-neutral measure, we have chosen b h in (2.3) to ensure F is a local martingale. If τ T is integrable, then Lemma 3.4 will imply that F is a true martingale. 
Time-change of an SDE solution
where a is a bounded Borel function and
and c is a Borel function such that µ, defined for each Borel set J by
Then by Jacod and Shiryaev (1987, Prop. III.2.29) , the semimartingale characteristics of Y are ( B, A, ν) ,
with b h defined in (2.3).
Now let {τ t } t≥0 be a continuous increasing family of finite G-stopping times (which are not assumed to be independent of Y ). Let the "calendar-time" filtration be defined by F t := G τt , and let
By Kallsen and Shiraev (2002, Lemma 2.5) , the F-characteristics of X are (B, A, ν) where
and ν is determined by 5) for general Borel sets J and t ≥ 0. By the first two equalities in (2.4) we have
and, by substituting the last equality in (2.4) into (2.5) and changing variables u to τ s , we obtain
Therefore (B, A, ν) satisfy (2.1). This verifies the hypotheses of Section 2.1, as claimed.
Time-changes of SDE solutions form a significant class of Markov processes. By Çinlar and Jacod (1981) , every strong Markov quasi-left-continuous semimartingale is a continuous time change of an SDE solution driven by Brownian motion and a Poisson random measure (on an enlarged probability space if needed).
Notations
Let C n (R) denote the class of n-times continuously differentiable functions, and define the integro-differential operator A by
In more concise notation,
where e z∂ is the shift operator defined by e z∂ g(x) := g(x + z). This use of ∂ to express translations in the jump part of the generator A follows Itkin and Carr (2012) .
Let C 1+ (R) denote the union of C 2 (R) and the following set: all C 1 (R) functions g whose derivative is
everywhere absolutely continuous, and whose second derivative (which therefore exists a.e.) is equal (a.e.)
to a bounded function, which we will still denote by g
Thus the definition of A extends, by relaxing the g ∈ C 2 (R) condition to g ∈ C 1+ (R), which still defines Ag uniquely, up to sets of measure zero, via (2.6).
Variance swap pricing
In what follows, each C will denote a constant (non-random and non-time-varying). Different instances of C, even in the same expression, may have different values.
Lemma 3.1. Suppose that g ∈ C 1+ (R) and there exists p ∈ R such that
Then g(X) is a special semimartingale.
Proof. By the form of Itô's rule in, for instance Protter (2004, Theorem IV.70) , g(X) is a semimartingale.
By Kallsen and Shiraev (2002, Lemma 2.8) , it suffices to check that the predictable process
is finite (hence of finite variation, as it is increasing in t).
In case p = 0, we have |g(x + z) − g(x)| ≤ C|z|. In case p = 0, we have 
is bounded in case p = 0 by sup x∈R {z:|z|>1/C} C|z|µ(x, dz) < ∞, and in case p = 0 by C times
These upper bounds do not depend on s ∈ [0, t], which verifies that (3.1) is finite.
we have, by Jacod and Shiryaev (1987, Proposition II.2.29) , that M is a local martingale satisfying
Lemma 3.3. Suppose τ T is bounded and p ∈ R satisfies
Then Z is a martingale, and
Proof. Let N be the integer-valued random measure associated with the jumps of X.
By Kallsen and Shiraev (2002, Theorem 2.19) , Z is the stochastic exponential of the local martingale
By (2.2), (3.2), and the boundedness of τ T , it follows that
is bounded. So by Lepingle and Mémin (1978) , Z is a martingale and
Let us define two conditions that may be satisfied by (τ T , g) where g ∈ C 1+ (R). The first is (3.4) and the second is τ T is bounded, and ∃p ∈ R with sup
Note that condition (3.5) implies sup x∈R |g ′ (x)e −px | < ∞.
Lemma 3.4. Assume that g is a sum of finitely many C 1+ (R) functions, each of which satisfies (3.4) or (3.5). Let
Proof. We prove for the case that the g satisfies (3.4) or (3.5). The case that g is the sum of such functions follows immediately by linearity.
Either one of the conditions (3.4) or (3.5) implies that Ag is well-defined.
To show that Γ is a local martingale, note that Jacod and Shiryaev (1987, Theorem II.2.42c) extends as follows. They assume g bounded, only to show that g(X) is a special semimartingale, but the conditions in Lemma 3.1 suffice for that conclusion. Moreover they assume g ∈ C 2 , only to use Itô's lemma, but C 1+ suffices here, by Protter (2004, Theorem IV.70 ) and its first corollary.
To show that Γ is a true martingale, it suffices, by Protter (2004, Theorem I.51) , to show that E sup t∈[0,T ] |Γ t | < ∞. In case (3.4), let p := 0. In both cases, by (2.2), we have 6) and by Taylor's theorem and |g
where each C does not depend on x. Combining (3.6), (3.7), (3.8), and the bounds on g ′ and g ′′ , we have
which is integrable in case (3.4) because Eτ T < ∞, and in case (3.5) by Lemma 3.3. The remaining component of Γ has magnitude 
Then G prices the variance swap, meaning that
Thus, if P is a martingale measure for VS and G contracts, then the fair strike of the VS (equivalently: the forward price of the floating leg of the VS) is (3.10).
Note that the sum of finitely many functions is more general than a single function; for instance, G may be the sum of two functions, one satisfying (3.5) for some p > 0, and the other for some p < 0.
Note also that functions G that satisfy the conditions of Theorem 3.5, and therefore price the VS, are
, where C 0 , C 1 are any constants.
Proof. We have
by Jacod and Shiryaev (1987, Theorems I.4.52 and II.1.8), equation (3.9) and Lemma 3.4.
Remark 3.6. Theorem 3.5 allows us to value a VS relative to the T -maturity implied volatility smile as follows: As shown in Carr and Madan (1998) , if h is a difference of convex functions, then for any κ ∈ R + we have
Here, h ′ is the left-derivative of h, and h ′′ is the second derivative, which exists as a generalized function.
Taking expectations, (3.12) where P (T, K) and C(T, K) are, respectively, the prices of put and call options on F with strike K and expiry T . Knowledge of F 0 and the T -expiry smile implies knowledge of the initial prices of T -expiry European options at all strikes K > 0. Thus the quantity B in (3.11) is uniquely determined from the T -expiry volatility smile by applying (3.12) to h = G • log, assuming one can determine the function G. Therefore, to price a VS relative to co-terminal calls and puts, what remains is to find a solution G of the OIDE (3.9). 
Examples
Constant relative jump intensity
where σ ≥ 0 is a constant, ν is a Lévy measure, and γ is a positive bounded Borel function. Assume Eτ T < ∞.
prices the variance swap, where
Proof. One can verify directly that G in (4.1) satisfies (3.4) and (3.9).
Remark 4.2. In particular, the coefficients of the payoff in two extreme cases are as follows.
No Jumps (ν ≡ 0) :
Pure Jumps (σ = 0) :
Remark 4.3. Dynamics of this form arise by time-changing a Lévy process Y u using the clock
See, for instance, Küchler and Sørensen (1997, Proposition 11.6.1) . Thus the payoff function (4.1) in this case should, and indeed does, match the payoff function obtained by Carr et al. (2011) for time-changed Lévy processes.
Fractional linear relative jump intensity
Let α, β, z 0 ∈ R satisfy z 0 < 0, and
Let γ 1 and γ 2 satisfy γ 0 < γ 1 < γ 2 < γ 3 .
Define the C 1 function
(4.4)
We can and do take ∂ 2 G(x) = 2β1 x∈ [γ1,γ2] in the sense of Theorem 3.5.
Let a be a positive, bounded, Borel function, and let
(4.5)
Lemma 4.4. The function c is positive and bounded.
Proof. To show that the denominator G(x) − G(x + z 0 ) + (e z0 − 1)∂G(x) + z 2 0 from (4.5) has a positive lower bound, first note that
where the first two expressions are the denominator for x > γ 2 − z 0 and x < γ 1 respectively.
For x ∈ (γ 2 , γ 2 −z 0 ), the denominator is bounded below by
0 , so just subtract βz 2 0 from (4.6). For x ∈ (γ 1 , γ 2 ) the denominator is bounded below by
Next, to show that the numerator ∂ 2 G − ∂G − 2 from (4.5) is positive and bounded, we verify in three intervals. For x ∈ (γ 1 , γ 2 ), the numerator is 2β − α − 2 − 2βx > 2β − α − 2 − 2βγ 3 = 2β > 0, and is moreover bounded above. In the other two intervals, the result follows from
where the first two expressions are the numerator for x ≤ γ 1 and x ≥ γ 2 respectively. Proof. We have that G satisfies (3.4) and, by (4.5), the OIDE (3.9).
We describe these dynamics as "fractional linear relative jump intensity" because, for x ∈ (γ 1 − z 0 , γ 2 ), the relative jump intensity
is a ratio of polynomials linear in the underlying log-price.
Lévy mixture with state-dependent weights
In the setting of Section 2.2, assume the local variance a 2 (x) and Lévy kernel µ(x, dz) are of the form
where α, β, δ ≥ 0, and ν 0 , ν 1 are Lévy measures with
Let us first derive a candidate solution to (3.9) from an ansatz, and then verify the validity of the solution.
Inserting expression (4.7) into (3.9) and dividing by 
where, using the notation of (2.7),
Assume the solution G of (4.9) has a power series expansion in δ: (4.10) where the functions {G n } n≥0 are unknown. Inserting expression (4.10) into (4.9) and collecting terms of like order in δ, we obtain
Noting that
one can easily check by direct substitution, that
Thus, we have formally obtained a series expansion (4.10) for a function G that solves (3.9). The following conditions suffice for validity of the expansion.
Theorem 4.6. In the setting of Section 2.2, assume that the diffusion coefficient a(x) and Lévy kernel
µ(x, dz) are given by (4.7). Assume further that ν 0 and ν 1 satisfy (4.8) and
Then G defined by (4.10) solves (3.9), where the functions {G n } n≥0 are given by (4.11)-(4.12).
Proof. First, observe that condition (4.13) guarantees e nc belongs to the domain of A 0 and A 1 for all n ∈ N.
Next, note that (4.10) is a power series of the form
By (4.13),
which implies that the sum (4.14) has infinite radius of convergence. Since every power series can be differentiated and integrated term-by-term within its radius of convergence, the infinite sum (4.14), or equivalently (4.10), solves (3.9).
Remark 4.7. If α = 0, β > 0, ν 1 ≡ 0, and c > 0 (respectively, c < 0), then any Lévy measure ν 0 with support on the positive (resp. negative) axis will satisfy (4.13).
Remark 4.8. If α > 0, β = 0 and ν 0 ≡ 0, and c > 0 (respectively, c < 0), then a Lévy measure ν 1 will satisfy (4.13) only if the support of ν 1 lies strictly within the negative (resp. positive) axis.
In Figures 1, 2 , 3 and 4, using a variety of different model parameters, we plot
as a function of F T , where G is given by (4.10) with {G n } n≥0 given by (4.11)-(4.12). The constant A in (4.15) is chosen so that h(F T ) has the same slope as Q 0 log(
Ratio of the VS value to the log contract value
Although the purpose of this paper is to compute the value of a VS relative to the G contract (and to solve for G), it is interesting to compute the ratio of the values of the VS and the log contract: is a constant Q which is independent of the initial value F 0 of the underlying and the time to maturity T (see Theorem 4.1 and Remark 4.3 of Section 4.1). This is in contrast to empirical results from the same paper, which show in a study of S&P500 data that the ratio Q(T, F 0 ) is not constant. In the more general timechanged Markov setting considered in the present paper, the ratio Q(T, F 0 ) can (in general) depend on the initial value F 0 of the underlying and the time to maturity T . Below, we formally compute an approximation for the ratio Q(T, F 0 ) for one specific example that has dynamics of the form (4.7). 
with ω, c > 0. Assume moreover that the Lévy measure ν satisfies the conditions of Theorem 4.6. Thus G defined by (4.10), with {G n } n≥0 as in (4.11)-(4.12), solves (3.9) . In accordance with Remark 4.8, jumps must be downward, i.e. ν(R + ) = 0.
We compute an approximation for Q(T, F 0 ), in the following three steps.
Step 1. Derive an approximation for u (t, x; ϕ) 
Formally, the function u satisfies the Kolmogorov backward equation 17) where A, the generator of Y , is given by
Now suppose that the function u has an expansion of the form (4.19) where the functions {u n } n≥0 are unknown. Inserting expressions (4.18) and (4.19) into (4.17) and collecting terms of like powers of δ we obtain the following sequence of nested PDEs
The solution to this nested sequence of partial integrodifferential equations (PIDEs) is given in Jacquier and Lorig (2013, Equation (5.12) ). We have 20) where an empty product is defined to equal one −1 k=0 (· · · ) := 1 and ϕ denotes the Fourier transform of ϕ,
Inserting expression (4.20) into the sum (4.19) and truncating at order N yields our N th order approximation of u, defined bȳ
Step 2. Derive an approximation for v (t, x; ϕ) 
Using the independence of τ and Y (by Assumption 4.9),
so define our N th order approximation of v (t, y; ϕ) as 22) using (4.21) and Ee λτt = L(t, λ).
Step 3. Derive an approximation for Q(T, F 0 ).
With G given in Theorem 4.6,
23)
where Id is the identity function Id(x) = x. Motivated by (4.16) and (4.23), our N th order approximation of Q(T, F 0 ) is defined bȳ
which depends, via (4.22), on the Fourier transforms of ϕ = e c for c ∈ C and ϕ = Id, which are For certain Markov processes, we also compute directly from model parameters an approximation for valuation of European-style contracts. This allows us to see heurisitcally that the ratio of the VS value to the log contract value varies as a function of the initial level of the underlying. This is in contrast to Carr et al. (2011) , who show in the more restrictive time-changed Lévy process setting that this ratio is constant.
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