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Abstract
We present a detailed analysis of the interaction between two nanocrystals capped
with ligands consisting of hydrocarbon chains by united atom molecular dynamics
simulations. We show that the bonding of two nanocrystals is characterized by lig-
and textures in the form of vortices. These results are generalized to nanocrystals
of different types (differing core and ligand sizes) where the structure of the vortices
depends on the softness asymmetry. We provide rigorous calculations for the binding
free energy, show that these energies are independent of the chemical composition of
the cores and derive analytical formulas for the equilibrium separation. We discuss
the implications of our results for the self-assembly of single component and binary
nanoparticle superlattices. Overall, our results show that the structure of the ligands
completely determines the bonding of nanocrystals, fully supporting the predictions of
the recently proposed Orbifold Topological Model (OTM).
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Nanocrystals (NCs) are nanometer scale crystalline inorganic cores that have been func-
tionalized by capping ligands. Assembling these NCs into materials that perform new and
potentially revolutionary functions is one of the central goals in nanotechnology. The cap-
ping ligand is necessary to direct and program the assembly of NCs into relevant struc-
tures, and plays a role akin to electronic orbitals in materials made of simple elements and
molecules. Typical ligands include DNA, polymers or hydrocarbons,1 leading to periodic and
quasi-periodic structures of NCs, i.e. superlattices, self-assembled by DNA-hybridization,2,3
electrostatic phase separation4–6 or solvent evaporation,7–18 just to name a few.
Figure 1: NCs as soft skyrmions: Hedgehog and vortex, with the different parameters Ai
and Ri. The maximum hydrocarbon extension L is defined in Fig. 2. The OPM and OCM
models with the parameters ri and r˜i defined.
2
Superlattices involving two NC species, i.e. binary nanoparticle superlattices (BNSLs),
are among the most sophisticated structures assembled to date, and more than twenty dif-
ferent structures of BNSLs in 2D and 3D have already been reported.19 The first theoretical
description of these BNSLs followed previous approaches for micron-size colloids,20 where
NCs are modeled as hard spheres (HS) whose diameter is given by the NC nearest neigh-
bor distance of a single component two dimensional triangular lattice. From these studies,
a correlation between maxima of the HS packing fraction and the presumably equilibrium
structures was obtained.12,21 Yet, such correlation is somewhat rudimentary, as many BNSLs
exist at low HS packing fraction and, furthermore, lattice distances are, more often than
not, inconsistent with the assumed HS radius.22 Attempts to describe those disagreements
in terms of more flexible potentials23,24 or other coarse-grained models25 expanded the pre-
dictable range of equilibrium lattices, but did not resolve the flaws of the HS model.22 It
is only with the advent of the Orbifold Topological Model (OTM),22 that a full and rigor-
ous description of the structural properties of BNSLs was achieved, as demonstrated by the
successful parameter free description of more than 160 experiments.26
The OTM describes each NC as a “Soft Skyrmion”, see Fig. 1. If L denotes the maximum
extension of the capping ligand, Ri the core radius and ri the NC radius, the dimensionless
variables
λi =
L
Ri
, τOPM =
ri
Ri
, (1)
are introduced. The actual NC radius is given by the Optimal Packing Model(OPM) for-
mula27
τOPM = (1 + 3ξiλi)
1/3 , (2)
where ξi =
A0
Ai
, A0 is the smallest possible molecular area and Ai the actual molecular area.
The OPM value will be referred to as the NC radius ri and is generally smaller than the
hydrodynamic radius rHi defined as the radius of the free (unperturbed) NC, with associated
variable τHi = r
H
i /Ri. If a given NC has a local coordination number less than six, the
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OTM predicts a smaller radius r¯i < ri, enabled by vortex textures, see Fig. 1. A detailed
description of how to calculate r¯i is provided in the original references of the OTM.
22,26
For two isolated NCs, the equilibrium distance r˜i corresponds to the minimum of the
potential of Mean Force (PMF), and has been proposed to be described by the Overlap
Cone Model (OCM)28
τOCM =
1 + λi
2
(
−1 +
√
1 +
8(1 + 3ξiλi)
(1 + λi)3
)
, (3)
where τOCM = r˜i/Ri < τOPM , see Figure. 1. Since the case of an isolated pair of NCs
corresponds to a coordination of one, the OTM predicts that the NC “atomic orbitals”
created by deformed ligand structures can be realized as two vortex textures, one on each
NC, contained within the OCM cone, see Fig. 1.
In this paper, we analyze the interaction between two NCs within a united atom model
and analyze the postulated vortex configurations, thus identifying further the analogy of cap-
ping ligands as “atomic orbitals”. We include the case of two NCs with different radii and ex-
plore the long hydrocarbon chains investigated in real experiments. Previous studies focused
primarily on the potential of mean force, starting with those performed by Schapotschnikow
et al.28–30 Subsequent investigations have studied the role of solvent,31,32 more detailed den-
sity functional theories,33 as well as different approaches to the PMF34 and three body
effects.35 The relation of this work to our results is discussed further below.
Results
Model Parameters
We consider NCs whose crystalline cores consist of gold atoms and whose ligands are satu-
rated hydrocarbon (HC) chains, denoted by the formula Aun(SCjH2j+1)k, where n refers to
the number Au atoms and k is the number of grafted hydrocarbon chains. For clarity, we will
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eliminate hydrogens from our naming convention, instead denoting each one of the CH2 or
CH3 united atoms in our model as C. We studied three core sizes Au140(SCj)62, Au201(SCj)80
and Au1289(SCj)258, considering three distinct chain lengths of j = 9, 12 and 19 carbons. The
shapes of the cores follow truncated octahedral or cuboctahedral geometries, resulting in the
[111] and [001] families of planes as the exposed surfaces of the fcc crystalline cores (Figure
2).
Figure 2: Nanocrystal cores Au1289(SCj)258 (left), Au201(SCj)80 (bottom right), and
Au140(SCj)62 (top right) with Au atoms shown in yellow and S atoms shown in red. Hydro-
carbon chains are not drawn. The Au-Au distance is ∼ 2.8 A˚. The geometry of the cores
expose [001] and [111] planes. Average S-S distances are ∼ 4.1 A˚. HC chains are attached
at the sulfur sites, described by maximum length Li and having n = j − 2 defined dihedral
angles where j is the number of carbons in the chain.
We follow the work of Luedtke et al.36 and choose sulfur binding sites as geometric points
on the surface of the core. These binding sites were grouped into three types: hollow, bridge,
and on-top, as described in the work of Tachibana et al.,37 based on the relative location of
the site to the close packed spheres of Au that comprise the core surface. The final positions
of the bound sulfur atoms were determined by adding a distance normal to the plane of the
core surface, where the distance is dependent on the type of binding site.37 The resulting
sulfur binding configuration on each nanocrystal core is shown in Figure 2. We note that
all ligand grafting densities studied in this work are high, close to the maximum allowed, so
grafting density will not be one of the parameters varied in this study.
Because the NC core is not spherical, the precise definition of the diameter requires some
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assumptions. We define it by 2Ri = Di = Di,s+dAu−S where Di,s is the diameter of a sphere
with equal surface area to that of the core, and dAu−S is the distance between the sulfur
atoms to the surface normal of the gold face. Another reasonable definition D′i is given as
twice the radius of gyration of the sulfur atoms, with an additional term of 0.24A˚ added due
to relative lengths of the S-C and C-C bonds. We define grafting densities as per molecule
areas of grafting sites, and note that the difference between our two definitions of the core
is negligible for all practical purposes, as shown in Table 1.
Table 1: Core Diameters and Grafting Densities, see the main text for description.
2Ri = Di(A˚) 2R
′
i = D
′
i(A˚) σ(A˚
−2) σ’(A˚−2)
Au140(SCm)62 18.57 18.33 17.47 17.02
Au201(SCm)80 20.30 20.22 16.18 16.06
Au1289(SCm)258 40.60 40.44 20.07 19.91
We use a united-atom model for the hydrocarbon surfactant chains, with each sulfur
and carbon in the chain grouped with their surrounding bonded hydrogen atoms into one
effective “atom”. Our force field follows Hautman and Klein,38 see SI for further details.
Table 2: NC Parameters Ri, L, λi. Hydrodynamic radius r
H
i,m and minimum of the PMF
2r˜i,m, the subscript m is meant to remind that this is the result found in the simulation.
Also, the same radii are given in the variable τ .
NC Ri(A˚) L λi r
H
i,m(A˚) 2r˜i,m τ
H
i,m τ˜i,m
Au140(SC9)62 9.285 13.42 1.445 19.2 23.8 2.07 1.28
Au140(SC12)62 9.285 17.22 1.855 20.9 23.7 2.25 1.27
Au140(SC19)62 9.285 26.10 2.811 23.7 24.5 2.55 1.32
Au201(SC9)80 10.15 13.42 1.322 20.5 27.7 2.02 1.36
Au201(SC12)80 10.15 17.22 1.697 22.3 27.1 2.20 1.33
Au201(SC19)80 10.15 26.10 2.571 27.4 27.6 2.70 1.36
Au1289(SC9)258 20.30 13.42 0.661 29.5 49.0 1.45 1.21
Au1289(SC12)258 20.30 17.22 0.848 31.8 49.5 1.57 1.22
Au1289(SC19)258 20.30 26.10 1.286 36.0 50.4 1.77 1.24
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Configurational Characteristics
Potential of Mean Force
We only discuss the PMF in vacuum, i.e. for dry conditions, in the absence of solvent, and
included the nine cases described in Table 2. Note that this considers a range of λi, see
Eq. 1, over the interval [0.66, 2.81]. Four representative cases for the PMF calculation are
provided in Fig. 3, see SI for the remaining cases. The method followed to perform these
calculations is described briefly in Materials and Methods and in more detail within the SI.
Our PMF figures clearly illustrate the competition between the attractive Van der Waals
forces and the entropically driven chain repulsion. The binding free energies are very strong,
in the range of several hundreds of kBT , an issue that we further discuss below. Note that
even at distances ρ ≈ 2rHi,m there is a very significant attraction between NCs, driven by
the stretching of the chains towards each other. This effect becomes quite obvious for the
Au1289(SC19)258 NC, as shown in Fig. 3. Note that we introduce the subscript ”m” to our
notation to denote results calculated directly from our simulations.
Chain Structure
The OCM angle is given by:
cos(χOCM) =
r˜i
Ri + Li
=
τOCM
1 + λi
, (4)
and defines a cone where the hydrocarbons fill the entire space (melt condition), drawn as
a solid red cone in Fig. 1. This same cone is illustrated in Fig. 4 as a purple conical region.
A plot of the percentage of dihedrals in the trans configuration within the OCM cone is
provided in Fig. 4, where a noticeable decrease in the percentage of dihedrals in the trans
state occurs for the first and the third dihedrals in the inner OCM cone, χinner = χOCM/2,
depicted in cyan, where the numbering of dihedrals is elucidated in Fig. 2. This decreasing
effect is muted within the full OCM cone and, consequently, it becomes obvious that the
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Figure 3: Potential of Mean Force plots for three representative cases. The minimum as
predicted by OPM Eq. 2 and OCM Eq. 3 are also shown. The adjusted OCM formula is
described in Eq. 7. The temperature in units of energy is T = Tm.
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main conformational changes are associated with the chains next to the center of the cone.
In Fig. 5 we present averaged configurations for both free and interacting NCs (taken at
the minimum of the free energy), shown from the side and from the front. For the case of a NC
in free space, the configuration resembles a hedgehog, where all the chains lie perpendicular
to the core (neutral lines or surfaces), while for the interacting case, they consist of chains
radiating from a central point with a non-zero projection over the core, denoted as vortices,
see Fig. 1. Note that beyond the OCM-cone, the configurations of the chain are very much
the same as for the free NC, resembling hedgehog configurations or neutral lines. It is also
apparent that there is negligible chain interdigitation among chains belonging to different
NCs, with chains entirely contained to the right or the left of the interaction plane.
Figure 4: Representation of the OCM and the inner OCM cone. The breaking of φ1 and φ3
is more obvious in the inner cone.
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Figure 5: Average configuration for the Au140(SC9)62 (a) average free particle, consisting of
a neutral surface (b) side view of the vortex at pair potential minimum (c) view of NC at
the minimum of the pair potential including the vector projections illustrating the vortex
configuration.
Table 3: Parameters describing the asymmetric cases analyzed in this study. The parameters
are γ, Eq. 5, softness asymmetry Eq. 6. The distance at the minimum of the PMF is d˜m.
Asymmetric Pair γ SAB d˜m(A˚) r˜
a
B,m(A˚) r˜
a
A,m(A˚)
d˜m
r˜aA,m+r˜
a
B,m
Au140(SC9)62 - Au1289(SC19)258 0.535 0.635 37.5 11.90 25.20 1.011
Au140(SC9)62 - Au1289(SC12)258 0.605 0.866 36.6 11.90 24.75 0.999
Au140(SC9)62 - Au201(SC19)80 0.701 0.576 27.3 11.90 13.80 1.062
Au140(SC19)80 - Au1289(SC9)258 0.803 1.560 38.3 12.25 24.50 1.042
Au1289(SC12)258 - Au1289(SC19)258 0.884 0.733 50.3 24.75 25.20 0.999
Au201(SC19)80 - Au1289(SC9)258 0.928 1.869 38.8 13.80 24.50 1.013
Au201(SC9)80 - Au140(SC12)62 0.983 0.895 26.1 13.85 11.85 1.016
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Asymmetric Nanocrystals
Here we consider two NCs with different radii rA, rB, such that rB < rA. These radii are
given by the OPM formula Eq. 2, which is the equivalent HS radius for NCs, as discussed
further above. Distances corresponding to the minima of calculated asymmetric PMFs will be
denoted with the superscript ”a” while keeping all other notation the same as the symmetric
case i.e. r˜i,m → r˜ai,m. The parameter
γ =
rB
rA
< 1 (5)
is very important, as the equilibrium BNSLs22–24,26 are mostly determined by this parameter.
Another important parameter is the softness asymmetry,24 defined as
SAB =
rHB −RB
rHA −RA
, (6)
note that SAB can be larger or smaller than one. A summary of all the cases considered is
given in Table. 3 showing that our study explores γ values in the range [0.535, 1.0] and SAB
values between [0.58, 1.9].
Figure 6: Representative examples of calculated PMFs show good agreement with a naive
prediction based on the sum of symmetric cases.
Two representative examples of the PMF for asymmetric NCs are provided in Fig. 6, with
11
Figure 7: Au201(SC9)80 NC (purple) and Au140(SC12)62 NC (gray) at Fmin. There is negligible
interdigitation, and clear vortices and planar interaction surfaces are apparent.
Figure 8: Surface projections of two distinct asymmetric cases, where SAB < 1 (left) and
SAB > 1 (right). The surface distributions shift in location relative to the corresponding
surfaces for the symmetric case of the same particle. This shift always occurs towards large
r¯ for the ”harder” NC and towards smaller r¯ for the ”softer” NC, independent of NC radius.
See the text for an explanation how these distributions were computed.
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the remaining cases shown in the SI. Due to the lack of chain interdigitation, the mid-plane
between two NCs in a symmetric pair defines the interaction plane where space left(right)
of the plane contains all the chains of the left(right) NC. For an asymmetric NC pair, there
is still negligible interdigitation, but the interaction plane requires a precise definition. We
calculate this plane by considering an arbitrary C-united atom in the A-NC and computing
the closest C-united atom in the B-NC, and vice-versa. Iterating over all C-united atoms
in this way, a sub-group of C-united atoms can be selected for each NC (CA, CB). For each
unique atom in CA, the vector joining it to the center of the A NC is computed and projected
along the line connecting the A and B centers. We then used all these projections to define
a histogram that is basically Gaussian. The average of this Gaussian µ effectively defines
the location of the interaction plane, and its standard deviation σ gives an idea of plane
roughness or curvature.
Figure 9: Histograms defining the interaction plane for the Au140(SC9)62 NC interacting with
Au140(SC9)62(cyan), Au1289(SC12)258(red), Au201(SC19)80 (blue), Au1289(SC19)258(green).
The location and roughness of the interaction plane are realized in the surface histograms as
the mean and standard deviation, respectively. SAB decreases from the top left to bottom
left cases, circling clockwise.
The location of the interaction plane is not a function of the NC radius rA, rB, but
rather, is a function of the softness asymmetry SAB. Vortex textures can be realized as a
change in ligand chain structure, relative to a hedgehog texture, where end-to-end chain
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vectors experience an increase in curvature. The location of this structural curvature change
along the ligand chain determines the location of the interaction plane relative to the NC
grafting surface. In general, chains on the ”softer” NC show outward movement of curvature
location along the chain, while chains in the ”harder” NC experience an opposite effect. This
is illustrated in Fig. 8, where relative to the symmetric case, the plane of interaction moves
away from the ”softer” NC, irrespective of which NC has the largest radius. The softness
asymmetry also correlates well with the width, as shown in Fig. 9, where we compare four
cases of an asymmetric pair interaction containing an Au140(SC9)62 NC. These cases show
increasing σ values corresponding with SAB = 1.0, 0.866, 0.635, 0.576, again, irrespective of
which NC has the largest radii. These considerations show that the “atomic orbitals” for
asymmetric NCs are vortices whose detailed structure is a function of the softness asymmetry
SAB.
Discussion
0 1 2 3
λ (L/R)
1.0
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2.0
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τ
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m
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Figure 10: λ, τ plot for the nine symmetric cases considered, see Table 2. Also shown are the
OPM Eq. 2 and OCM Eq. 3 predictions. A clear breakdown of the OCM result is observed
for λ > 1. Those points are described by the A-OCM as described in the text.
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General Considerations
The location of the minima of the PMF, 2r˜i,m for symmetric NC, is expected to be described
by the OCM formula, but instead, a clear breakdown is observed for large curvature, that
is λ > 1, as evident from Fig. 10. Interestingly, as Table 1 shows, the distance is very
sensitive to the NC core radius, but quite insensitive to the chain length L. This is because
for sufficiently large curvature, the chains within the inner OCM cone (see previous section),
extend beyond the actual OCM cone, and therefore the melt condition is not satisfied. A
formula for 2r˜i,m can be elucidated based on our observations, where the separation is given
by the adjusted OCM formula
τA−OCM =
Ri + ∆i,m
Ri
= 1 +
∆i,m
Ri
(7)
where ∆i,m = ri,m − Ri is directly determined by our simulations. The function ∆i,m is
related to the location of gauche chain configurations (broken dihedrals), with values of 5, 7
and 9 A˚ for Au140(SCm)62, Au201(SCm)80 and Au1289(SCm)258, respectively.
Table 4: Predicted values of d˜m are not simply the sum of symmetric midpoint values, but
correspond to differences in softness. In all cases, the softer NC of the pair increases its
asymmetric radius while the harder NC decreases its asymmetric radius, where asymmetric
radii are calculated as averages of surface distributions. Rows shaded gray correspond to
cases where NC B is softer than NC A.
Asymmetric Pair r˜B,m(A˚)r˜
a
B,m(A˚)
r˜aB,m−r˜B,m
r˜B,m
r˜A,m(A˚) r˜
a
A,m(A˚)
r˜aA,m−r˜A,m
r˜A,m
Au140(SC9)62 - Au1289(SC19)258 11.90 9.32 -0.22 25.20 28.2 0.12
Au140(SC9)62 - Au1289(SC12)258 11.90 10.9 -0.08 24.75 25.7 0.04
Au140(SC9)62 - Au201(SC19)80 11.90 10.1 -0.15 13.80 17.2 0.25
Au140(SC19)80 - Au1289(SC9)258 12.25 14.4 0.18 24.50 23.9 -0.02
Au1289(SC12)258 - Au1289(SC19)258 24.75 23.4 -0.05 25.20 27.0 0.07
Au201(SC19)80 - Au1289(SC9)258 13.80 15.8 0.14 24.50 23.0 -0.06
Au201(SC9)80 - Au140(SC12)62 13.85 13.4 -0.03 11.85 12.7 0.07.
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Table 5: Free Energy values at the PMF minimum. ∆F = F
a
min − 12(Fmin,A + Fmin,B) is
always positive, indicating that the system prefers like particle interactions over asymmetric
ones in the pair case. Results are given in units of kBT where T = Tm.
Asymmetric Pair Famin Fmin,A Fmin,B ∆F
∆F
Famin
Au140(SC9)62 - Au1289(SC19)258 -141 -77 -289 42.0 0.30
Au140(SC9)62 - Au1289(SC12)258 -96 -77 -148 16.5 0.17
Au140(SC9)62 - Au201(SC19)80 -115 -77 -207 27.0 0.23
Au140(SC19)80 - Au1289(SC9)258 -120 -181 -88 14.5 0.12
Au1289(SC12)258 - Au1289(SC19)258 -213 -148 -289 5.5 0.03
Au201(SC19)80 - Au1289(SC9)258 -136 -207 -88 11.5 0.08
Au201(SC9)80 - Au140(SC12)62 -87 -75 -115 8.0 0.09.
Figure 11: Proposed mechanism of interaction plane motion in asymmetric cases, the plane
moves laterally as ligand chains shrink/expand along the plane interface to form an equal
area interaction plane. Notice the ”softer” NC B has longer ligands that the corresponding
”harder” NC A.
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For asymmetric NCs the minimum of the PMF dm is well predicted by the simple formula:
dm = r˜A,m + r˜B,m, (8)
shown clearly in Table 3. Note, however, that the location of the interacting plane is not a
function of the radius, but rather, is a function of the softness asymmetry, as is evident in
Table 4. We propose a mechanism that drives the plane location change, shown in Figure 11,
based on solving for a plane of interaction with equal contributed area from each NC. This
is an indication of the system’s preference for the symmetric case, supported by the free
energy information in Table 5. We would expect this mechanism to have some degree of
universality, so that any sufficiently short organic ligand would act in a similar manner. The
OTM model supports this claim, as it makes no assumption of ligand type and shows good
agreement with both hydrocarbon and polymer based experimental systems.26
Additional free energy contributions
There are a number of effects that have been neglected in our calculations:
• Core-Core VdW forces.
• Dipole moments.
• Finite cut-off in simulations.
The core-core VdW energy is given by28,39
Uc−c(ρ) = −AH
6
(
2RARB
ρ2 − (RA +RB)2 +
2RARB
ρ2 − (RA −RB)2 + log
[
ρ2 − (RA +RB)2
ρ2 − (RA −RB)2
])
(9)
where the Hamaker constant for gold is AH = (3 − 5) · 10−19J,39 see Table 11.2. The
calculations shown in Table 6 are computed with the value AH = 5 · 10−19J. Note that the
constant for other NC cores including semiconductors or insulators is of the same order,
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but typically less, rendering our conclusions valid in these cases also. There is usually an
attenuation of Hamaker theory with solvent,39 but solvent effects will not be considered in
this study.
The dipole-dipole moment is given by elementary electrostatics
Ud−d(ρ) = −~pA · ~pB − 3(~pA · ~n)(~pB · ~n)
4pi0ρ3
, (10)
where ~n is the unit vector joining the centers of A and B. The dipole moment of a CdSe and
PbSe NC is estimated to be of the order of p ≈ 100D.40–42 Hopefully, ab-initio calculations
will be able to provide a more rigorous estimate for this number. For the calculations shown
in Table 6 we assume a constant dipole density of 100D in a sphere of diameter 5.5 nm,
consistent with Ref.42
All our simulations were conducted with a finite cut-off rcut. A cut-off free result can be
obtained by adding the correction
Ucut(ρ) =
∫
d3rd3r′ϑ(|r− r′| − rcut)VLJ(|r− r′|)ρH(r)ρH(r′) (11)
where ϑ(x) is the Heaviside function, VLJ is the Lennard-Jones potential between two hy-
drocarbon groups and ρH(r) is the hydrocarbon equilibrium number density.
The magnitude of the different contributions from neglected effects is summarized in
Table 6, which clearly shows none of the effects modify any of the previous conclusions.
An order of magnitude for the magnitude of the Van Der Waals attraction is obtained by
computing the attraction between two planes of area Ac separated a distance D.
U = − Ah
12pi
Ac
D2
≈ Ah
12pi
(2r˜m tan(χOCM))
2
D2
≈ Ah
12pi
(2r˜m)
2
D2
(12)
Here, we assumed that the area of contact is 4r˜2 tan(χOCM)
2 ≈ 4r˜2 and that the separation
D ≈ 2A˚, the diameter of a Hydrocarbon. These values give contributions from 35-165 kBT s
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over the range of systems studied, which are of the same order of magnitude as the values
listed in Figure 3 for the internal energy, up to a factor of ≈ 4 or 5 that we attribute to
neglected roughness and boundary contributions.
Another possible effect is the reduction in configuration space of hydrogen motion as
the chains form vortices. This effect is ignored in our calculations, as our simulation used
a united model, but might enhance the entropic repulsion. Without a model describing
explicit hydrogens, this effect cannot be properly estimated. However, we argue that all
chains within a given vortex are separated sufficiently, so that motion of hydrogen atoms is
not significantly hampered and the effect should be small. More detailed atomistic models
will hopefully address this issue.
Table 6: Corrections to free energy by the different contributions: c-c Eq. 9, d-d Eq. 10, cut
Eq. 11 in units of kBTm and in % relative to Fmin.
NC Fmin c-c d-d rcut c-c % d-d % rcut %
Au140(SC9)62 -77 -2.3 ±0.03 -2 3.0 0.04 2.6
Au140(SC12)62 -115 -2.4 ±0.03 -4 2.1 0.03 3.5
Au140(SC19)62 -181 -1.7 ±0.03 -8 0.9 0.02 4.4
Au201(SC9)80 -75 -1.2 ±0.03 -3 1.6 0.04 4.0
Au201(SC12)80 -118 -1.5 ±0.04 -5 1.3 0.03 4.2
Au201(SC19)80 -207 -1.3 ±0.03 -12 0.6 0.02 5.8
Au1289(SC9)258 -88 -4.4 ±0.38 -5 5.0 0.43 5.7
Au1289(SC12)258 -148 -3.9 ±0.33 -8 2.6 0.22 5.4
Au1289(SC19)258 -289 -3.2 ±0.33 -21 1.1 0.11 7.3
Conclusions
The main result of this paper is the identification of vortex configurations, see Figs. 5 and 7,
as characteristic ligand structures that determine the bonding between two NCs. In this way,
these vortices play the same role as “atomic orbitals” in determining the covalent bonding
of molecules out of simple atoms. The structure of these vortices is modified for NCs of
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different sizes through a single parameter, the softness asymmetry Eq. 6, in such a way that
for the softer NC in an asymmetric pair, r˜ai,m > r˜i,m. The equilibrium separation distance
is consistent with the OCM formula Eq. 3 for small curvature λ < 1 only, but for large
curvature λ > 1 the data is consistent with a formula based on the positions of the broken
dihedrals, independent of ligand length Eq. 7.
The binding free energies are very strong, of the order of several hundreds of kBT with
a significant energy-entropy cancellation, and other effects, namely Van der Waals forces
between cores or dipole-dipole interactions become negligible at this scale, see Table 6. Thus,
the binding of two NCs is determined by the structure of the ligands, that is the vortices,
in complete agreement with the predictions of the OTM.22,26 In extending these results to
BNSLs, it should be noted that the OTM shows that equilibrium distances are dependent
on coordination in the local environment. Therefore, the binding energy of two NCs within
a superlattice is generally lower than that for two isolated ones, but still of the order of
several hundred kBT , see Fig. 3. The relative contribution of the other effects, see Table 6
becomes even smaller, as those decrease much faster with increasing separation. Although
the simulations presented have assumed cores consisting of gold atoms, Table 6 shows that
the validity of our results extends to any type of core, regardless of chemical composition or
physical property, whether insulator, semiconductor or conductor.
Solvent effects have been ignored in our calculations. This is because they are mostly
irrelevant for equilibrium, as BNSLs are completely free from solvent. Yet, such effects are
relevant during the dynamics of self-assembly. In systems assembled by solvent evaporation,
for example, the PMF is repulsive in solvent, and only becomes attractive at low solvent
content, a point nicely illustrated in Ref.31 This critical balance between NC repulsion and
attraction driven by solvent concentration needs to be addressed to obtain complete control
of crystal quality during the process of solvent evaporation.
It is possible to obtain superlattices by tuning solvent quality, instead of solvent evap-
oration. As discussed in Ref,19 BNSLs are never obtained in this way. Instead, two single
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component lattices are observed. As shown in Table 5, our results indicate that mixing of
two different isolated NCs is not a favorable process. Still, as predicted by the OTM, there
are many other considerations that may favor mixing, which we are currently investigating.
There are a number of relevant experimental parameters that we have not investigated:
chains with different degrees of unsaturation, the low curvature limit λ << 1 and smaller
grafting densities. Based on our detailed calculations, inclusions of those effects are unlikely
to modify any of the conclusions in this paper, although may result in some quantitative
differences that we will report in the near future.
Materials and Methods
Simulations were carried out in parallel on the GPU resources of the XSEDE Comet cluster
at SDSC. MPI was handled using mpi4py43 across 8 GPUs. MD simulations were carried
out with the HOOMD-blue44,45 MD package in the canonical ensemble at a temperature of
Tm = 387K and non-bonded cut-off of 24A˚. During MD simulations, the Au and S atoms
of each nanocrystal were treated as a rigid body by standard HOOMD-blue commands46 to
preserve the sulfur locations at the “pinning sites” first discussed by Luedtke.47
Pair potential simulations adhered to the following protocol. First, two NCs, bonded at
their centers by a harmonic bond, are simulated at an equilibrium bond distance where the
NCs are not able to interact with one another through the non-bonded interaction cutoff.
Then, the equilibrium bond distance is changed in a stepwise manner, decreasing gradually
in distance to cover the entire range of the pair potential we wish to calculate. At each bond
distance, NCs are allowed to equilibrate, and a configuration to be used in future MPI jobs
is outputted. The configurations created during this stepwise process are then used as initial
states for the further calculation of each window, which is done in parallel.
Simulations in parallel undergo a parallel tempering routine that allows for configura-
tional exchange between states of adjacent R in order to optimize exploration of the energy
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landscape. Final data is taken periodically from simulations 10 million timesteps in length.
The PMF is reconstructed by the WHAM method.48 All the simulations, analysis, etc. are
completely reproducible as they are included as part of the HOODLT49 software. Further
details are provided in SI.
Supporting Information Available
Supplementary information contains one file with:
• Description of the force field and other simulation details.
• Example of the WHAM method and reconstruction of PMF.
• Explanation of parallel tempering method.
• Formulas used to compute the internal energy and Entropy.
• All calculated PMF plots.
This material is available free of charge via the Internet at http://pubs.acs.org/.
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