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Abstract. This paper presents a human-robot interaction system based
on the Aibo platform. This robot is both, complex and empathetic enough
to generate a high level of interest from the user. The complete system
is an interactive JukeBox intending to generate aﬀective participation,
i.e., empathy, from the user towards the robot and its behavior. This
application is based on a robotic dance control system that generates
movements adequate to the music rhythm using a stochastic controller.
The user can interact with the system selecting or providing the songs to
be danced by the robot. The application has been successfully presented
in diﬀerent non-scientiﬁc scenarios.
Keywords: Human Robot Interaction, dancing robots, interactive
environment.
1 Introduction
Social robotics is a main research area in the Technical Research Centre for De-
pendency Care and Autonomous Living (CETpD), a research centre associated
to the Technical University of Catalonia (UPC). One of its main objectives is
user acceptability when integrating robots in domestic environments. The Aibo
robot has been employed as robotic platform for this kind of experiences for
several years. It was originally launched by Sony as an entertainment robotic
pet, nevertheless it quickly became an appropriate platform for research due to
its ﬂexibility and technical features.
Some of the most important out-of-the-box features of Aibo are those con-
cerning dancing movements. Dance is a very important behavior demanded by
the users when interacting with it. Using dancing behaviors the user-friendly
features of this robot are exposed. Moreover, Sony realized that this friendly
behavior motivates the human robot interaction, thus, the First Aibo Dance
Contest (2005) was proposed1. Diverse robot dances routines were developed for
exploiting the capacities of the robot demonstrating imagination and creativity.
1 “Aibo Does Daft-Punk” programming contest, Sony Entertainment Robot Europe.
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Lately, entertainment robots have been focused towards mechanically simple
platforms, mainly rollers i.e., reproducing music systems that rolls on the ground
following the perceived music rhythm. This approach ﬁts commercial purposes,
however it could be improved for user interactivity. Hence, this paper introduces
a human-robot interaction system for the Aibo platform that uses dance as a
form of social communication. This platform is both, complex and empathetic
enough to obtain a high level of user interest. The complete system is an inter-
active JukeBox intending to generate aﬀective participation, i.e., empathy, from
the user towards the robot and its behavior.
The paper is structured as follows. Next section presents related work on
music/dancing robots. Section 3 describes the Aibo JukeBox, while Section 4
describes in detail the diverse modules of the application. Finally, Section 5
enumerates three experiences of real human robot interaction in diﬀerent envi-
ronments. Main conclusions and future works are presented in Section 6.
2 Background and Related Work
Music robots developed in Tohoku University are conceived for entertainment
purposes, therapy or research. For instance, the “Partner Ballroom Dance Robot”
[1,2], features a woman’s face and a sensor around its waist detecting move-
ments. When interacting with a human, the robot analyzes his/her movements
and ﬁgures out how to accompany him/her with its shoulders, elbows, waist and
neck. Another well-known example is the Toyota “Partner Robot” [3]. Toyota
announced that they developed artiﬁcial lips that move with the same ﬁnesse as
human lips, allowing the robot to play musical instruments, e.g., a trumpet, the
same way humans do.
The most promising dancing robot for therapy is Keepon [4]. Its mechani-
cal shape remains very simple. It successfully interacts with children based on
environmental sounds. In [5] it is defended that human social behavior is rhyth-
mic, so synchrony plays an important role in coordinating and regulating our
interactions. They presented two experiments in which Keepon dances with chil-
dren listening music (see also [6]), and in which the eﬀects on engagement and
rhythmic synchrony are examined.
Entertainment robotics is an area of interest for the growing area of com-
mercial robots. Regarding music robots, ZMP Inc, a Japanese robotic company
based in Tokyo, develops a platform named miuro for music innovation based
on utility robot technology. Miuro is a music player that dances while activates
its LEDs whereas its two-wheeled twist movements synchronizes with the mu-
sic. A second example is Sega Toys and its Music Robot ODO, which bears a
resemblance an aﬀordable alternative to miuro. Sony’s music robot Rolly is a
third example. It plays music and dances around while colored lights ﬂash. These
commercial eﬀorts demonstrate a high interest on music robots, nevertheless, the
user interaction oﬀered by these platform is limited. A natural extension is to
allow the users to interact with this type of robots and let them feed the system
with their expectations and feedback.
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Some studies already exist trying to incorporate user interactivity to the robot
behaviors. An early attempt is presented in [7], where a Human-Robot Dance
Interaction Challenge using Sony’s QRIO was proposed with a simple goal: to
keep human’s interest as long as possible. Robot dancing movements were based
on imitation of a human. However, for this goal, the robotic physical capabil-
ities are still too far from required. Recently, inspired by experiences like Ro-
boDance contests that take place in RoboCup competitions, a robotic system
has been developed in the form of a humanoid based on the Lego Mindstorms
NXT [8], which tries to simulate the human rhythmic perception from audio
signals. Unfortunately, no real experience has been reported yet, and authors
seem more interested on developing a didactic application framework for the
competition.
3 The JukeBox System
The Aibo JukeBox application is a control system for the AIBO dancing be-
havior. The system interacts with the user and generates a random sequence
of movements for the robot dancing. As a result, Aibo dances the music cho-
sen/proposed by the user with adequate rhythmic motions.
Inheriting from a work presented in the 2005 World’s First Aibo Dance Con-
test, an early version of the application (Aibo JukeBox 1.0) was developed with-
out taking into account user interaction. In this primitive version songs danced
by the robot were selected from a list, then, Aibo moved using random dance
steps following the rhythm of the song. An external detection software was used
to extract the BPM (beats per minute) of the song. The output of this pro-
cess was preprogrammed in the application and related with the list of songs.
A database of 19 programmed steps was available in the robot memory. The
dancing steps were selected depending on the posture state of the robot (laying,
sitting or standing), and transitions between these states were also available.
The purpose of Aibo Jukebox 2.0 is to reduce the distance between the
technological application and the user. Using a touch screen, users will select
a song, either from a preset list or adding their own songs from media de-
vices (smart phone, usb, etc.). The robot dancing behavior synchronizes its mo-
tions with the music rhythm. For the development of this new application, a
modular approach was followed tackling individual goals independently. Figure
1 shows a descriptive scheme of the application. The following modules were
developed,
– Stochastic dance control algorithm (Director).
– Dancing steps data base (Dancer).
– Robot Communication Protocol (Distributed System).
– Music ﬁles treatment (BPM Extraction).
– Music ﬁles capture and reproduction.
– Graphical User Interface (GUI).





















Fig. 1. System modules
4 Application Architecture
As shown in Fig.1, the Aibo Jukebox is a distributed system. The software
selecting the sequence of dancing steps is programmed in the computer side. This
decision algorithm acts as the dancing “Director” which connects with the robot
controller to command the dancing steps. Motions are programmed inside the
robot memory (Dancer), then the execution of the dancing steps is independent
from the Director. A communication protocol is required for synchronization
purposes. In the application side, a GUI was developed to interact with the
user, who is allowed to introduce their own themes to the song list. Besides, the
GUI also informs the user about the state of the system. Finally, modules for
BPM extraction and Audio functionality were also developed.
4.1 BPM Extraction
Audio ﬁles (MP3 format) are stored in a repository together with the output of
an online BPM analysis. The BPM is a measurement unit denoting the beats of
quarter notes in a piece. This index is a quantity proportional to the speed of
a given song, therefore, this parameter is required by the robot to complete its
motions adequately. The Adion’s BPM Detection Library2 was used to process
the MP3 ﬁles and extract the BPM index.
4.2 Dancing Steps Database
A total of basic dancing steps (ﬁfteen) were created in the robot memory using
the Urbi-script language. These are simple motions of the robot limbs that were
manually designed and programmed. The velocity of execution for the motions
was parameterized so they can couple with diverse types of music. Moreover,
since steps are cyclical motions, the number of repetitions is also parameterized.
Three starting postures are considered for the robot: Standing, Sitting and Lay-
ing. Several steps were created for each posture as well as transition motions
between them. Every posture has associated a series of parameterized dancing
steps, so not all the dancing steps can be executed for every posture. Figure 2
shows the postural alternatives and the available transitions between them.
2 http://adionsoft.net/bpm/
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Fig. 2. Aibo postures
To formalize the dancing behavior, let p = {standing, sitting, laying} denote
the Aibo postures, while si,j(b, r) represents the transition to the j-th dancing
step of the i-th posture, with parameters b and r standing for the motion velocity
(or rhythm) and the number of repetitions, respectively. Moreover, transitions
ti,j indicate the motion between correspondent postures. Therefore, for a certain
song m, a dance is the sequence of steps denoted as d(m) = {s0,j, ..., t0,j , ...}.
4.3 Stochastic Dance Control Algorithm
Once the song has been selected and its corresponding BPM index extracted,
the Director conducts a stochastic dance control. The purpose of this module is
to decide among the steps available in the database in order to create the dance.
The Director should create a natural dancing behavior avoiding to generate a
“machine dancing-style” from the user perspective. The dancing, i.e., the series
of steps, cannot be pre-established, whereas a completely random system may
generate weirdness due to repetitive transitions between postures. For the case
of a completely random dance, transitions would indiscriminately interfere the
step sequence and the dancing coherence.
The state machine shown in Fig. 3 models the dancing behavior. Links be-
tween states represent steps and postures transitions. Assuming that the motion
of the robot is a random variable, the probability of a step or posture transition
is given by Psi,j and Pti,j , respectively. The sum of the possible transitions in a






Pti,j = 1. (1)
The algorithm changes individual probabilities using Eq. 1 as restriction. The
probability of a given transition is updated every time a step (and its repeti-
tions) is completed. New values depend on the number of steps the robot has
performed in the corresponding posture, this is, the probabilities of the m tran-
sitions associated to a given posture are updated using,
P h+1ti,j = P
h
ti,j + η (2)
P h+1sk = P
h
sk + γ (3)
where 0 < η < 0.5 and γ = − η2×m . A higher probability is given to the posture
transitions than to that of a step change. Using this update rule, restriction in







Fig. 3. Aibo states and transitions model
Eq.1 is met. The outcome of this strategy is that the robot performs random
steps in a given posture leaving that posture for sure after a certain number of
steps, creating artlessness eﬀect from the user perspective.
4.4 Robot Communication Protocol
In order to couple the stochastic controller in the computer with the local process
controlling the dancing steps a simple communication protocol is established.
When starting a song, the Director moduel sends an initialization message to
the robot which stops any ongoing process and changes to the laying posture.
After any transition completed the Dancer module sends an “ACK” signal to
the Director informing that the process may continue. The complete connection
and data transmission protocol is presented in Fig. 4.
4.5 GUI Design
Finally, a GUI module has been designed to interact with the user. Its main
screen contains the list of available songs. A button to start/stop the dancing is
present in the main screen. The playing time is also displayed in order to let the
user decide wether to wait for the end of the dancing routine or to try another
song. In an auxiliary screen users can incorporate their own music themes. It is
simple and intuitive. An administrator window is also launched in background,
where advance functions are available such communication settings, battery level
supervision, etc.
4.6 Auxiliary Modules
The application is based on Microsoft C#3. The FMOD4 library was used to
play music ﬁles in several formats and provide audio functionality. The robot
was controlled using an URBI Server5, which allows a remote connection from
a C-based library client (liburbi).
3 http://msdn.microsoft.com/en-us/vcsharp/aa336809.aspx
4 http://www.fmod.org/
5 Universal Robot Body Interface. http://www.urbiforge.org/














Fig. 4. Director-Dancer communication protocol
5 Experiences with Users
The Aibo JukeBox experience has evolved using feedback obtained from user
interaction. User feedback was helping to test diverse implementations until its
nowadays format. First experience with the early version of Aibo JukeBox was
in CosmoNit, in CosmoCaixa (Scientiﬁc Museum in Barcelona, Spain) in June
2007. The activity, entitled “How can a robot dance?”. A couple of Aibo robots
performed a synchronized dance according to the rhythm of a music theme cho-
sen from a list for an user. Needs for user-provided music themes, beats per
minute analysis, and user-friendly screen were reported from this experience.
Surprisingly, spontaneity in the robot dance was recognized by the public, as
well as diversity in the movements. Only those users standing for more than
four songs were able to recognize pre-programmed basic dance movements.
Empathy and socialization, achieved in the ﬁrst experience, were tested in a
more general, not so scientiﬁc-technological, long term scenario (June 5th-7th
2008), the ‘Avante 2008’ Exhibition on Personal Independence and Quality of
Life, in Barcelona, Spain. Avante exhibits solutions for people aﬀected by depen-
dency and disability. The Aibo JukeBox was running only under user demand,
for battery saving and empathy measurement. Although no behavioral results
were obtained, robot empathy was enough to create interactivity and comments
for the improvement of the system were accepted.
The third experimentation with the system was performed on demand of an
Architecture Studio from Barcelona (Cloud-)), for their presentation in the Col-
lective Exhibition “Out There: Architecture Beyond Building”, in the Biennale
di Venezia, Mostra Internazionale di Archittectura, from September, 14th to
November, 23rd 2008. The main goal in this very long term exhibition was to
show how robotics can interact with humans in the usual human environment.
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6 Conclusion and Future Work
The system fulﬁll the expectations of creating a dancing behaviors that have
been rated as artlessness by the users. The dancing steps are relative motions, no
absolute movements (e.g., walking) were considered which which also empowered
the naturalness eﬀect. The stochastic director generates random but consisted
steps sequences avoiding indiscriminate connections of steps.
Intervention of the user received positive feedback. Users perceive their partic-
ipation as important being able to decide the song that the robot dances, more-
over, the possibility of incorporate new (and known) songs to the list encourages
the user to engage with the application. Adaptation of the robot motions to the
music rhythm was also valued as a fundamental feature of the application.
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