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Abstrat
The aim of this paper is to establish uniform estimates of the spe-
trum's bottom of the Neumann realization of (i∇+qA)2 on a bounded
open set Ω with smooth boundary when |∇ ×A| = 1 and q → +∞.
This problem was motivated by a question ouring in the theory of
liquid rystals and appears also in superondutivity questions in large
domains.
1 Introdution
Let Ω ⊂ R3 be an open bounded set with C3 boundary and A ∈ C2(Ω).
We will study the quadrati form q
A
dened by :
q
A
(u) =
∫
Ω
|(i∇+ qA)u|2 dx, ∀u ∈ H1(Ω)
and onsider the assoiated selfadjoint operator, i.e the Neumann realization
of (i∇+ qA)2 on Ω. We denote µΩ(q,A) or µ(q,A) the lowest eigenvalue of
the previous operator. Our purpose is to study the behavior of this eigenvalue
as q tends to innity and to ontrol the uniformity of the estimates with
respet to the magneti eld.
We let
(1.1) A = {A ∈ C3(Ω) : |B| = 1 where B = ∇×A}.
The main estimates obtained in this paper are summarized in the two fol-
lowing theorems :
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Theorem 1.1 (Uniform lower bound) For all ǫ ∈]0, 1
2
[, there exists
C = C(Ω, ǫ) > 0 and q0 > 0, suh that, for all q ≥ q0 and for all A ∈ A,
µ(q,A) ≥ Θ0q − C
(
q1−2ǫ + (1 + |∇B|∞)q1/2+2ǫ
)
.
Theorem 1.2 (Uniform upper bound) For all δ ∈]0, 1/2[, there exists
C = C(Ω, δ) > 0 and q0 = q0(Ω; δ) > 0, suh that for all q ≥ q0 and all
A ∈ A:
µ(q,A) ≤ Θ0q + C(q2δ + |B|2C1q2−4δ + |B|C1q1−δ + |B|C2q3/2−3δ + |B|2C2q2−6δ),
where |B|2C1 = |B|∞ + |∇B|2∞ and |B|2C2 = |B|2C1 + |∇2B|2∞.
Remark 1.3.
In those theorems, ǫ and δ are left undened beause they will play a role
in the appliation to families of vetor potentials where the semi-norms of B
ould beome large. If the magneti eld is xed and if we are not interested
in uniformity, we take ǫ = 1
8
and δ = 1
3
to have the optimal estimates
(relatively to the method), leading to the remainder O(q3/4) in the rst ase
(in fat, one an hope a remainder O(q2/3)) and O(q2/3) in the seond ase
(f. [HM04℄). Let us also mention that, in dimension 2, the remainder is
O(q1/2) (see [FH08℄).

Let us briey reall the motivation of those estimates.
Liquid rystals
The rst one ours in the theory of liquid rystals. The asymptoti proper-
ties of the Landau-de Gennes funtional (f. [BCLP02, dG95, HP07, Pan03,
Pan06℄) lead to the analysis of the minimizers (or loal minimizers) of the
redued funtional :
F(ψ,n) =
∫
Ω
|(i∇+ qn)ψ|2 + r|ψ|2 + g
2
|ψ|4dx,
where r > 0, ψ ∈ H1(Ω,C) and n ∈ C(τ), with C(τ) dened for τ > 0 by :
(1.2) C(τ) = {QnτQt, Q ∈ SO3},
where SO3 denotes the set of the rotations in R
3
and
(1.3) nτ = (cos(τx3), sin(τx3), 0).
2
Let us notie that, if n ∈ C(τ),
∇× n+ τn = 0
and onsequently
|∇ × n|∞ = τ.
Then, the analysis of the positivity of the Hessian of the funtional at ψ = 0
leads to a spetral problem and we are led to study the asymptoti properties
of
(1.4) µ∗(q, τ) = inf
n∈C(τ)
µ(q,n),
as qτ → +∞.
In this ontext, X-B. Pan has given estimates (f. [Pan06℄) as :
qτ → +∞ and τ → 0
and Heler and Pan give some extensions in [HP07℄ inluding the ase :
qτ → +∞ and τ bounded.
In this paper, we treat the ase where :
qτ → +∞ and τ → +∞.
Superondutivity
The seond one ours in the theory of superondutivity in large domains. In
[Alm02, Alm08℄, Y. Almog has analyzed properties of minimizers of Ginzburg-
Landau's funtional when the size of Ω tends to innity ; Theorems 1.1 and
1.2 permit to treat another regime (for the linear problem) ; in fat, q will
be allowed to tend to innity.
Organization of the paper
The paper is organized as follows. First, we prove Theorem 1.1 in Setion 2
and Theorem 1.2 in Setion 3, then we will prove an Agmon estimate in
Setion 4 in order to study the loalization of rst eigenfuntions in the
onsidered asymptoti regime. Finally, Setion 5 will present the appliations
to the theory of liquid rystals and to the superondutivity in large domains.
In eah ase we will show that the eigenfuntions beome loalized at the
boundary. This orresponds to what is alled surfae smetiity in the rst
ase and surfae superondutivity in the seond ase (see [Pan04℄).
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2 Lower bound
In this setion, we give the proof of Theorem 1.1. It is based on a loalization
tehnique through a partition of unity and the analysis of simplied models.
2.1 Partition of unity
For eah r > 0, we onsider a partition of unity (f. [HM04℄) with the
property that there exists C = C(Ω) > 0 suh that :∑
j
|χrj |2 = 1 on Ω ;(2.5)
∑
j
|∇χrj |2 ≤
C
r2
on Ω.(2.6)
Eah χrj is a C∞-uto funtion with support in the ball of enter xj and
radius r (denoted by Bj). We will hoose r later for optimizing the error.
We will use the IMS formula (f. [CFKS86℄) :
Lemma 2.1
q
A
(u) =
∑
j
q
A
(χju)−
∑
j
‖|∇χrj |u‖2, ∀u ∈ H1(Ω).(2.7)
So, in order to minimize q
A
(u), we will be redued to the minimization of
q
A
(v), with v supported in some Bj, the prie to pay being an error of order
C
r2
.
2.2 Approximation by the onstant magneti eld in a
ball or a semi-ball
We want to have estimates depending only on the magneti eld B = ∇×A,
that's why we look for a anonial hoie of A depending only on B ; it is
the aim of the following lemmas. Let B a ball (or semi-ball) of enter 0 and
radius r > 0.
Lemma 2.2 Let F ∈ C2(B,R3).
We assume the existene a onstant C > 0 suh that :
|∇ × F| ≤ C|x|,
4
for x ∈ B. Then, there exists u ∈ C3(B) and α > 0 a (universal) onstant
suh that :
|F(x)−∇u(x)| ≤ αC|x|2,
for all x ∈ B.
Proof.
The proof is similar to the one of Poinaré's theorem.
Let us dene, for all x ∈ B :
u(x) =
∫ 1
0
F(tx) · x dt.
Let us verify that u is suitable. As F ∈ C2(B,R3), we an extend F in a C2
funtion on R3, so by omputing, we have, for x ∈ B :
∂iu(x) = Fi(x) +
3∑
j=1,j 6=i
∫ 1
0
(∂iFj − ∂jFi) (tx)txjdt.

We now state the lemma whih will give us uniformity in our further esti-
mates :
Lemma 2.3 There exists C > 0 suh that, for all A ∈ C2(B), there exists
φ ∈ C3(B) verifying :
|A(x)−Alin(x)−∇φ(x)| ≤ C|∇B|∞|x|2,
for x ∈ B and where Alin is dened by :
A
lin(x) =
1
2
B(0) ∧ x.
2.3 Loal estimates for the lower bound
We now distinguish two ases : the balls inside Ω and those whih interset
the boundary. For the balls inside Ω, we are redued to the problem of
Dirihlet with onstant magneti eld, and for the other balls, to the problem
of Neumann on an half plane with onstant magneti eld.
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2.3.1 Study inside Ω
Let j suh that Bj does not interset the boundary.
Using Lemma 2.3 we make the hange of gauge v 7→ e−iφv and with the
lassial inequality :
|a+ b|2 ≥ (1− λ2)|a|2 − 1
λ2
|b|2,
for λ > 0, we get :∫
Ω
|(i∇+ q(A−∇φ))(χjue−iφ)|2dx ≥
(
(1− λ2)
∫
Ω
|(i∇+ qAlin)(χjue−iφ)|2dx
−C2q2 |∇B|
2
∞
λ2
r4
)∫
Ω
|χju|2dx.
We are redued to the problem of Dirihlet with onstant magneti eld and
we have : ∫
Ω
|(i∇+ qAlin)(χjue−iφ)|2dx ≥ q
∫
Ω
|χju|2dx.
Thus, we nd :∫
Ω
|(i∇+ qA)χju|2dx ≥
(
(1− λ2)q − C2q2 |∇B|
2
∞
λ2
r4
)∫
Ω
|χju|2dx.
2.3.2 Study near the boundary
We refer to [HM02, HM04℄, but we will ontrol arefully the uniformity. We
rst reall some properties of the harmoni osillator on an half axis (see
[DH93, HM01℄).
Harmoni osillator on R+
For ξ ∈ R, we onsider the Neumann realization hN,ξ in L2(R+) assoiated
with the operator
(2.8) − d
2
dt2
+ (t + ξ)2, D(hN,ξ) = {u ∈ B2(R+) : u′(0) = 0}.
One knows that it has ompat resolvent and its lowest eigenvalue is denoted
µ(ξ) ; the assoiated L2-normalized and positive eigenstate is denoted uξ and
is in the Shwartz lass. The funtion ξ 7→ µ(ξ) admits a unique minimum
in ξ = ξ0 and we let : Θ0 = µ(ξ0).
We now introdue loal oordinates near the boundary in order to ompare
with the harmoni osillator on R+ :
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Loal oordinates near the boundary
Let's assume that 0 ∈ ∂Ω. In a neighborhood V of 0, we take loal oordi-
nates (y1, y2) on ∂Ω (via a C3 map φ). We denote N(φ(y1, y2)) the interior
unit normal to the boundary at the point φ(y1, y2) and dene loal oordi-
nates in V :
Φ(y1, y2, y3) = φ(y1, y2) + y3N(φ(y1, y2)).
More preisely, for a point x ∈ V , φ(y1, y2) is the projetion of x on ∂Ω ∩ V
and y3 = d(x, ∂Ω).
Taking a onvenient map φ, we an assume
Φ(0) = 0 and D0Φ = Id.
Let j suh that Bj ∩ ∂Ω 6= ∅. We an assume that xj ∈ ∂Ω and xj = 0
without loss of generality. After a hange of variables, we have :∫
Ω
|(i∇+ qA)χju|2dx =
∫
y3>0
|(i∇y + qA˜)χ˜ju|2(DΦ)−1((DΦ)−1)t | det(DΦ)|dy,
where the tilde denotes the funtions in the new oordinates and
A˜ = DyΦ(A(Φ(y))).
There exists C > 0 (uniform in j) suh that :∫
y3>0
|(i∇y+qA˜)χ˜ju|2(DΦ)−1((DΦ)−1)t | det(DΦ)|dy ≥ (1−Cr)
∫
y3>0
|(i∇y+qA˜)χ˜ju|2dy.
We use again the approximation by the onstant magneti eld (for semi-
balls) on the support of χ˜j.
More preisely, there exists α > 0 uniform in j, suh that
supp(χ˜j) ⊂ B(xj , αr).
Then, we hange our partition of unity : we replae the balls whih interset
the boundary by Φ(B(xj , αr)). There exists C > 0 suh that for all j, there
exists A˜
lin
(dened in Lemma 2.3) satisfying :∫
y3>0
|(i∇y + qA˜)χ˜ju|2dy ≥ (1− λ2)
∫
y3>0
|(i∇y + qA˜lin)χ˜ju|2dy
−C
2q2
λ2
|∇B˜|2∞r4
∫
Ω
|χ˜ju|2dy,
where B˜ = ∇y × A˜. In order to express B˜ as a funtion of B, we need the
following lemma :
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Lemma 2.4 With the previous notations, we have :
B˜ = det(DΦ)((DΦ)−1)tB.
Proof.
The result is standard. Let us reall the proof for ompletness. Let us
introdue the 1-form ω :
ω = A1dx1 + A2dx2 + A3dx3.
In the new oordinates x = Φ(y), we have, with the previous notations :
ω = A˜1dy1 + A˜2dy2 + A˜3dy3.
Then, it remains to write :
dω = (∇×A)1dx2 ∧ dx3 + (∇×A)2dx1 ∧ dx3 + (∇×A)3dx1 ∧ dx2,
and to express dxi as a funtion of (dyj).
The omatrix formula gives the onlusion.

We are redued to the ase of onstant magneti eld (of intensity q) on
R3+ = {y3 > 0} (see [HM02, HM04, LP00℄) and we get :∫
y3>0
|(i∇y + qA˜)χ˜ju|2dy ≥ Θ0q
∫
y3>0
|χ˜ju|2dy.
Thus, we nd :∫
y3>0
|(i∇y+qA˜)χ˜ju|2dy ≥
(
(1− λ2)qΘ0 − C
2q2
λ2
(1 + |∇B|2∞)r4
)∫
y3>0
|χ˜ju|2dy.
2.3.3 End of the proof
We take, for 0 < ǫ <
1
2
, r = 1
q1/2−ǫ
. We divide by q and we hoose λ suh
that :
λ2 =
q
λ2
(1 + |∇B|2∞)r4.
Then, the previous estimates lead to the existene of C > 0 and q0 > 0
depending only on Ω suh that for all q ≥ q0 :
q
A
(u)
q
≥
(
qΘ0 − C
(
r + λ2 +
1
qr2
))∫
Ω
|u|2dx.
We nally nd, by the minimax priniple :
µ(q,A)
q
≥ Θ0 − C
(
1
q1/2−2ǫ
+
1
q2ǫ
+
|∇B|∞
q1/2−2ǫ
)
.
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3 Upper bound
In this setion, we give a proof of Theorem 1.2. We refer to [HM04℄. In the
ase of the onstant magneti eld on R3+, we know (f. [HM02, LP00℄) that
the bottom of the spetrum is minimal when the magneti eld is tangent
to the boundary. So, we will look for a quasimode loalized near a point
where the magneti eld is tangent. Then, we will take as trial funtion
some trunation of uξ0.
So, we x x0 ∈ ∂Ω suh that : B(x0) · ν = 0. Suh a x0 exists ; indeed,
notiing that div(B) = 0, the Stokes formula gives :∫
∂Ω
B · νdσ =
∫
Ω
div(B)dx = 0.
We take δ ∈]0, 1/2[ and we suppose that u is suh that
supp(u) ⊂ B(x0, αr),
with r = 1
qδ
.
We assume that the support of u is small enough and after a hange of
oordinates, we an use the same arguments as in Lemma 2.3 and take a
gauge in whih A satises :
|A(y)−A0(y)| ≤ C|B|C2|y|3,
whereA
0 = Alin+R, with R = (R1, R2, R3) and Rj homogeneous polynomial
of order 2 and where ∇2B denotes the hessian matrix of B.
We nd :
q
A
(u) ≤ (1 + Cr)(q
A
0(u) + C(|B|2C2r6q2‖u‖2 + qr3|B|C2‖u‖qA0(u)1/2)).
We let :
u(y) = q1/4+δe−iξ0y2q
1/2
uξ0(q
1/2y3)χ(4q
δy3)χ(4q
δ(y21 + y
2
2)
1/2).
We have to ompare : q
A
0(u) and q
A
lin(u). We get :
q
A
0(u) ≤ q
A
lin(u) + Cq2r4(1 + |∇B|2∞)‖u‖2
+2ℜ
{∫
|y|≤αr,y3>0
(i∇+ qAlin)u · (qA0 − qAlin)udy
}
.
We have to estimate the double produt (f. [HM04, setion 6,p. 120℄) :∣∣∣∣ℜ
{∫
|y|≤αr,y3>0
(i∇ + qAlin)u · (qA0 − qAlin)udy
}∣∣∣∣ ≤ C(1 + |∇B|∞)q1−δ.
Moreover, using the exponential derease of uξ0, we have :
q
A
lin(u) ≤ Θ0q + Cq2δ.
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4 Agmon's estimates
In order to estimate the asymptoti loalization of the rst eigenfuntions in
the appliations, we will need Agmon's estimates to have some exponential
derease inside Ω ; that is the aim of this setion. Let us introdue some
notations (see [Agm82, Alm08, FH08℄). For γ > 0 small enough, let ηγ be a
smooth uto funtion suh that :
ηγ =
{
1 if d(y) = d(y, ∂Ω) ≥ γ
0 if y /∈ Ω ,
with
|∇ηγ | ≤ C
γ
.
We let : Ωγ = {y ∈ Ω : d(y, ∂Ω) ≥ γ}. For α > 0, we let
ξ(y) = ηγe
αd(y).
We nally denote µ0(q,A) the lowest eigenvalue of the Dirihlet's realization
of (i∇ + qA)2 on Ω. We have the following loalization property :
Proposition 4.1 There exists C > 0 and γ0 > 0, depending only on Ω suh
that for all 0 < ǫ ≤ 1 and α verifying :
0 < α <
(
1
1 + ǫ
)1/2
(µ0 − µ)1/2,
and for all 0 < γ ≤ γ0, if u is a normalized mode assoiated with the lowest
eigenvalue µ = µ(q,A) of the Neumann realization of (i∇+ qA)2, then :
‖ηγeαd(y)|u|‖H1(Ω) ≤ C√
ǫγ
(
µ0 + 1
µ0 − µ− (1 + ǫ)α2
)1/2
eαγ .
Proof.
We onsider the equation veried by u :
(i∇+ qA)2u = µu.
One multiplies by ξ2u and integrate by parts (using (i∇ + qA)u · ν = 0 on
∂Ω) to get :
|(i∇+ qA)(ξu)|22 = µ|ξu|22 + |(∇ξ)u|22.
We have, for all ǫ > 0 :
|(∇ξ)u|2 ≤ (1 + 1
ǫ
)
∫
Ω\Ωγ
|∇η|2e2αd(y)|u|2 + (1 + ǫ)α2
∫
Ω
|ξu|2.
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We use that |u|2 = 1 to nd :
|ξu|2 ≤ C
γ
(1 +
1
ǫ
)
e2αγ
µ0 − µ− (1 + ǫ)α2 .
Moreover, the diamagneti inequality gives :
|∇|ξu||2 ≤ |(i∇+ qA)(ξu)|2.
It follows that :
||ξ|u|||2H1(Ω) ≤
C
γ
(1 +
1
ǫ
)e2αγ
µ0 + 1
µ0 − µ− (1 + ǫ)α2 .

5 Appliations
We now desribe two appliations of our main results.
5.1 Appliation to an helial vetor eld
In this setion, we study µ∗(q, τ) dened in (1.4) as qτ → +∞ and τ → +∞.
Due to the denition (1.4), we will use the uniform analysis of µ(q,n) with
n ∈ C(τ).
5.1.1 Estimate of the rst eigenvalue
The main theorem in this setion is the following :
Theorem 5.1 Let c0 > 0 and 0 ≤ x < 12 . There exists C > 0 and q0 > 0
depending only on Ω, c0 and x suh that, if (q, τ) veries qτ ≥ q0 and
(5.9) τ ≤ c0(qτ)x,
then :
(5.10) Θ0 − C
(qτ)1/4−x/2
≤ µ
∗(q, τ)
qτ
≤ Θ0 + C
(qτ)1/3−2x/3
.
Remark 5.2.
This statement was obtained for x = 0 in [HP07℄ and rough estimates where
given in [BCLP02℄ as
τ
q
→ 0.
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Proof.
Let us notie that :
µ(qτ,
QnτQ
t
τ
) = µ(q, QnτQ
t).
Moreover, there exists C > 0 suh that for all τ > 0 and n ∈ C(τ), if A = n
τ
and B = ∇×A, then :
|B|∞ = 1,
|∇B|∞ ≤ Cτ,
|∇2B|∞ ≤ Cτ 2.
For the lower bound, we apply Theorem 1.1 to the subfamily C(τ) of A and,
using (5.9), we get :
µ∗(q, τ)
qτ
≥ Θ0 − C
(
1
(qτ)1/2−2ǫ
+
1
(qτ)2ǫ
+ c0
(qτ)x
(qτ)1/2−2ǫ
)
.
We hoose ǫ suh that 1
2
− 2ǫ− x = 2ǫ, i.e : 2ǫ = 1
4
− x
2
.
For the upper bound, we apply Theorem 1.2 with A =
nτ
τ
. Then, we get :
µ∗(q, τ) ≤ Θ0qτ+C((qτ)2δ+(qτ)2−4δ+2x+(qτ)1−δ+x+(qτ)3/2−3δ+2x+(qτ)2−6δ+4x).
We hoose δ suh that :
2δ = 1− δ + x.
Thus, we take δ = 1+x
3
and the upper bound follows.

5.1.2 Loalization of the ground state near the boundary as τ → +∞
We rst state a proposition :
Proposition 5.3 For A ∈ A (f. (1.1)), we denote µ0(q,A) the bottom of
the spetrum of the Dirihlet realization of (i∇+ qA)2.
Then, for all ǫ ∈]0, 1/2[, there exists C = C(Ω, ǫ) > 0 and q0 = q0(Ω, ǫ) s.t.
if q ≥ q0, for all A ∈ A :
µ0(q,A)
q
≥ 1− C
(
1
q2ǫ
+
|∇B|∞
q1/2−2ǫ
)
.
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Proof.
We again use partition (2.5), formula (2.7) and the proof is the same as for
Theorem 1.1.

We dedue :
Corollary 5.4 Let c0 > 0. For all x ∈ [0, 1/2[, there exists C = C(Ω, x, c0) > 0,
suh that, for all n ∈ C(τ) and (q, τ) suh that τ ≤ c0(qτ)x :
µ0(qτ,
n
τ
)
qτ
≥ 1− C
(
1
qτ
)1/4−x/2
.
As an immediate onsequene of Proposition 4.1, we have the following the-
orem :
Theorem 5.5 For all x ∈ [0, 1/2[, there exists δ0 > 0, C > 0, c > 0 suh
that if (q, τ) veries qτ ≥ δ0 and τ ≤ c0(qτ)x, then for all n ∈ C(τ) and u a
L2-normalized solution of
(i∇+ qn)2u = µ(q,n)u, in Ω
(i∇+ qn)u · ν = 0, on ∂Ω
we have :
‖η c√
qτ
e((1−Θ0)
1/2√qτ−r(qτ))d(·,∂Ω)|u|‖H1(Ω) ≤ C,
where r(qτ) = (qτ)3/8+x/4.
Proof.
We apply Proposition 4.1 with ǫ = (qτ)−1/4+x/2, α = (1 − Θ0)1/2(√qτ − λ),
γ = 1√
qτ
, λ = (qτ)1/4+x1/2, with x < x1 <
1
2
and we notie, by taking a
trunated gaussian, that
µ0(qτ,
n
τ
) ≤ Cqτ.
We nally take x1 =
1
2
(1
2
+ x) and apply the estimate (5.10) of Theorem 5.1.

5.2 Surfae superondutivity in large domains
5.2.1 The problem
Let R > 0 and x0 ∈ Ω. We denote ΩR = {x0 +R(x− x0), x ∈ Ω}. The aim
of this part is to study the behaviour of µΩR(q,A), where A ∈ A (f.(1.1))
as q → +∞ and R → +∞. In his work [Alm08℄, Almog studies the regime
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q xed and R → +∞ (see Theorem 1.1 in [Alm08℄) and then makes q to
tend to innity (see Setion 3 of [Alm08℄). In this setion, we give a theorem
whih treats another regime : q → +∞ and R with polynomial inrease in
q. We rst observe the following saling invariane :
Lemma 5.6 Let R > 0. We have :
µΩR(q,A) =
1
R2
µΩ
(
qR2,
A(R·)
R
)
.
5.2.2 Estimate of the lowest eigenvalue
Theorem 5.7 Let c0 > 0 and y ≥ 0. There exists C>0, q0 > 0 and R0 > 0
depending only on Ω, c0 and y suh that, if (q, R) satises q ≥ q0, R ≥ R0
and R ≤ c0qy, then, for A ∈ A :
Θ0 − C
(qR2)
1
4(1+2y)
≤ µΩR(q,A)
q
≤ Θ0 − C
(qR2)
1
3(1+2y)
.
Proof.
We use Lemma 5.6. We let x =
y
1 + 2y
and notie that R ≤ c(y)(qR2)x with
c(y) = c
1
1+2y
0 and
A(R·)
R
∈ A. Then by the Theorems 1.1 and 1.2, we have the
wished onlusion by using the same arguments as for Theorem 5.1.

5.2.3 Loalization of the groundstate near the boundary in large
domains
In the ase of large domains, we prove a quite analogous theorem with The-
orem 5.5 :
Theorem 5.8 For all y ≥ 0, there exists δ0 > 0, δ1 > 0, C > 0, c > 0 suh
that if (q, R) veries q ≥ δ0, R ≥ δ1 and R ≤ c0qy, then for all A ∈ A and
u a L2-normalized solution of
(i∇ + qA)2u = µΩR(q,A)u, in ΩR
(i∇ + qA)u · ν = 0, on ∂ΩR
we have,
‖η c√
q
e(1−Θ0)
1/2(
√
q−r(q,R))d(·,∂ΩR)|u|‖H1(ΩR) ≤ C,
where r(q, R) = q1/2−
1
8(1+2y)R−
1
4(1+2y) .
Proof.
After a resaling, the proof is the same as the one of Theorem 5.5.

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