. Shayya conjectured that, iff (ξ) = 0 for all ξ in a half-space S of lattice points, and ν ∈ −S, andf (0) = 0, then limn→∞ b n,n−k = 0, k ∈ Z. This is a higher dimensional version of an earlier conjecture of Nazarov and Shapiro, the truth of which would imply that any composition operator is weakly asymptotically Toeplitz on the Hardy space H 2 . Shayya proved that the arithmetic means of the main diagonal entries, {bn,n}, decay like {log N } −1 , but the proof does not extend to other diagonal entries. Using an elementary method, we extend and improve all known results. In particular, we show that the arithmetic means of the entries of each diagonal, {b n,n−k }, decay like {log N log log N } −1 uniformly in k ∈ Z.
INTRODUCTION
Let φ be a function holomorphic in the open unit disk U of the complex plane and satisfying the two conditions φ(0) = 0, |φ(z)| < 1, z ∈ U.
The composition operator C φ : H(U ) → H(U ), defined via φ by C φ f = f • φ, restricts to a bounded linear operator on the Hardy space H 2 (U ), and so has an infinite matrix (c α.β ) associated to it and defined by
If S is the forward shift operator on H 2 (U ), and S * is its adjoint, then C φ is said to be weakly asymptotically Toeplitz , or WAT, if the sequence {S * n C φ S n } of bounded linear operators on H 2 (U ) converges in the weak operator topology. Equivalently, C φ is WAT, if lim n→∞ c n,n−k = 0, k ∈ Z.
If E = {z ∈ ∂U : |φ(z)| = 1}, and we put b n,n−k = E φ(z) n z k−n dz 2πiz , then, clearly, c n,n−k → 0, if and only if b n,n−k → 0, as n → ∞.The WAT conjecture on the circle, formulated by Nazarov and Shapiro [4] , is the statement that (1.1) lim n→∞ b n,n−k = 0, k ∈ Z.
At present, it is not known if (1.1) is true, even when k = 0. But the arithmetic means are more tame. In [5] , it was shown that
An infinite series carrying the full sequence {c n,n−k } was considered in [1] , where it was shown, using complex analytic methods, that
from which it follows, through a simple summation by parts argument, that the arithmetic means of the sequence {|c n,n−k | 2 } tend to 0, and also that
The convergence of this later series implies that lim inf n→∞ log n n n j=1 |c j,j−k | 2 = 0, and this anticipates later work on the arithmetic means of the sequence {|b n,n−k | 2 }.
The convergence of
was established as part of a study of these problems undertaken recently by Shayya [6] in the setting of functions defined on the d-dimensional torus T d . He proved the existence of a constant C, essentially dependent on φ(0), such that
thereby obtaining a quantitative strengthening of (1.2) , in the case k = 0. Shayya's method uses a positive Borel measure µ such that
along with the convergence of the series
. This measure, obtained as an application of Herglotz's theorem, is only available when k = 0.
Shayya's result (1.3) tells us that the lim sup n→∞ log n n n j=1 |b n,n | 2 < ∞, while, by the argument above, lim inf n→∞ log n n n j=1 |b n,n | 2 = 0. So if the limit exists, it would have to be 0, and a natural question would then be to find the rate of decay to 0. In the present work we consider the more general problem of the arithmetic means of |b n,n−k | 2 , k ∈ Z. We obtain, uniformly in k ∈ Z, a quantitative strengthening of (1.2). In addition, we show that these means actually decay much faster than suggested by (1.3) and we obtain, among other results, the inequality
for all M ≥ 1, and N ≥ 1, where the constant C depends only on φ(0).
PRELIMINARIES AND STATEMENT OF RESULTS
We shall consider the problem of the decay of the arithmetic means in the setting of functions defined on T d , as formulated in [6] . Since we shall be working on the coefficients |b n,n−k | 2 with k ∈ Z, we will not have available a measure as in [6] , and so we shall proceed along different, rather elementary, lines. However, there will be two important common ingredients between the present paper and [6] , namely the use of Helson's and Lowdenslager's generalization of Szego's theorem [3] , and the restriction to the set where the boundary values of the given function have unit modulus. We shall obtain a bound on the sum of the series
where k, N ∈ Z. The usefulness of this stems from the fact that the bound will be independent of k and N , thereby making it possible to obtain uniform bounds on the arithmetic means of {|b m,m−k | 2 }. We now give a summary, taken mostly from [6] , of material needed in connection with the Helson-Lowdenslager result.
Clearly, if S is a half-space of lattice points in R d , then so is its reflection in the origin. i.e. −S = {−ξ : ξ ∈ S}.
Also [6] , if S 1 and S 2 are half-spaces of lattice points in R d1 and R d2 respectively, then
We shall need the following generalization of Szego's theorem [3] , stated as corollary A in [6] .
As a simple application of this lemma, suppose S is a half-space of lattice points in
For 0 < r < 1, and ν ∈ −S, define F :
, and so for all (ξ, η) in a half-space of lattice points in R d × R d . Lemma 1 applies and we conclude that
Also, using the equality | log |u|| = 2 log + |u| − log |u|, we have, for any measurable subset of
log |F (x, y)|dxdy
We shall also need two sequences of functions log j x and L q (x). The first is the iterated logarithmic function, and the second is a product of different iterates:
If j ≥ 1 is an integer, we define the function log j as follows:
We will need to use the iterated logarithm on the domain where it is welldefined and positive, and this, of course, is trivial to determine.In terms of the iterated logarithm we define the function L q by
Also, for a positive differentiable function g, we define [2] the function a(.; g) by a(x; g) = xg ′ (x)/g(x), and note that
Clearly, a(x; L q ) decreases monotonically to 0 as x → ∞, and so there exist positive constants α q and γ q , depending only on the integer q, such that 0 < α q < 1, and
where
(i) Iff (ξ) = 0 for all ξ in a half-space S of lattice points, ν ∈ −S,f (0) = 0, and N ∈ Z, then
(ii) Iff (ξ) = 0 for all ξ in a half-space S of lattice points, ν ∈ −S,f (0) = 0, M ≥ 1, and p ≥ 1, then
(iii) Suppose g is positive, and 0 < a(x; g) < α, for all x ≥ γ ≥ 1. Iff (ξ) = 0 for all ξ in a half-space S of lattice points, ν ∈ −S,f (0) = 0, M ≥ 1, and p ≥ 1, then
(iv) Suppose L q , α q , and γ q are as defined above. Iff (ξ) = 0 for all ξ in a half-space S of lattice points, ν ∈ −S,f (0) = 0, M ≥ 1, and p ≥ 1, then (2.5)
Also, for a fixed q ≥ 1, there is a constant C ′ depending only on q and C, such that, for all large p,
The inequality in part (ii) represents a sharpening, and an extension of (1.3). The inequality in part (iv) shows that, uniformly in k ∈ Z, the decay of the arithmetic means of the sequence {|b m,m−k | 2 } is faster than that of L −1 q+1 , for any q ≥ 1.
PROOF OF THEOREM 1
The definition of b n,n−k gives us that
.e 2πikν·(x−y) dxdy, and, for N, k ∈ Z, we have, since |f (x)| = 1 for x ∈ E,
Multiplying by r n , 0 < r < 1, dividing by n and summing over n ≥ 1, we obtain
where F (x, y) = e 2πiν·(x−y) − rf (x)f (y) . In view of the estimate (2.1) on the integral of | log |F (x, y)|| we get that
and letting r → 1−, we obtain
Reindexing we arrive at
and this completes the proof of part (i). If M ≥ 1, p ≥ 1, then, for a given N , the partial sums in (2.2) for M ≤ m ≤ M + p, m = N , are also bounded by the constant C uniformly in k, N ∈ Z, and we may sum them over N from M to M + p to get, after an interchange in the order of summation
On the left-hand side of (3.1) we use the inequality
so that
and the inequality in (2.3) follows. For proof of part (iii), first divide both sides of (2.2) by g(N − M + γ), N ≥ M ≥ 1,and proceed exactly as in the proof of part (ii). In the resulting inequality the left-hand side is
while the right-hand side is
The conditions on a(x; g), along with the positivity of g, imply that both functions g and x/g(x) are increasing on [γ, ∞). An application of the Cauchy mean-value theorem gives a ξ ∈ (γ, x) such that
Since γ ≥ 1, 0 < α < 1,we have
< 0, and it follows that
which gives the required bound and the inequality in (2.4) follows.
If q ≥ 1, and L q is the function defined in section 2, and α q and γ q are the positive constants associated with it, we may apply the result in part (iii) with g(x) = L q (x). This gives us
For the integral on the left-hand side we have
and it follows that , for all k ∈ Z. If q ≥ 1 is fixed, since L q (p + γ q )[log q+1 (p + 1 + γ q ) − log q+1 (1 + γ q )] ∼ L q+1 (p) as p → ∞, there is a constant C ′ depending only on q and C, such that, for all large p,
In the special case where q = 1, L q (x) = log x and we may take γ = 3, and α = , k ∈ Z.
There are some interesting questions that present themselves in connection with the study of the problems considered in this note. One question concerns the rate of decay of the tail end of the series . It is not known if this series is convergent, even in the case q = 1, and k = 0.
