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Dephasing in the electronic Mach-Zehnder interferometer at filling factor ν = 2.
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We propose a simple physical model which describes dephasing in the electronic Mach-Zehnder
interferometer at filling factor ν = 2. This model explains very recent experimental results, such as
the unusual lobe-type structure in the visibility of Aharonov-Bohm oscillations, phase rigidity, and
the asymmetry of the visibility as a function of transparencies of quantum point contacts. According
to our model, dephasing in the interferometer originates from strong Coulomb interaction at the edge
of two-dimensional electron gas. The long-range character of the interaction leads to a separation
of the spectrum of edge excitations on slow and fast mode. These modes are excited by electron
tunneling and carry away the phase information. The new energy scale associated with the slow
mode determines the temperature dependence of the visibility and the period of its oscillations as
a function of voltage bias. Moreover, the variation of the lobe structure from one experiment to
another is explained by specific charging effects, which are different in all experiments. We propose
to use a strongly asymmetric Mach-Zehnder interferometer with one arm being much shorter than
the other for the spectroscopy of quantum Hall edge states.
PACS numbers: 73.23.-b, 03.65.Yz, 85.35.Ds
I. INTRODUCTION
The quantum Hall effect (QHE),1 one of the central
subjects of the modern mesoscopic physics,2 continues to
attract an attention of both experimentalists and theo-
rists. It is well known that the low energy physics of
the QHE at the Hall plateau is determined by the edge
excitations, because at strong magnetic fields there exist
a gap for excitations in the bulk of the two-dimensional
gas (2DEG). Properties of quantum Hall edge excitations
were investigated in a number of experimental and theo-
retical works.3 However, only very recently the progress
in the fabrication of novel mesoscopic systems made it
possible to closely focus on the electronic properties of
quantum Hall edge, which were not well understood
earlier. In particular, experiments on the quantum in-
terference and dephasing processes in electronic Mach-
Zehnder4 interferometers (MZI) brought remarkable re-
sults, which shed light on new physics of quantum Hall
edge states. This physics is the subject of our theoretical
investigation.
The idea of the electronic MZI is the same in all recent
experiments.5,6,7,8,9 The region of the sample, where the
two-dimensional electron gas (2DEG) is present, is topo-
logically equivalent to so called Corbino disk (see Fig. 1).
There are at least two ohmic contacts: one is grounded,
and the second is biased by the potential difference △µ.
The current I is detected at one of the ohmic contacts. In
fact, experiments that we discuss used several ohmic con-
tacts for the convenience of the measurement, although
only two contacts are required for the realization of MZI.
Two QPCs play a role of beam splitters which mix outer
edge channels (thin black line in Fig. 1). The inner chan-
nels (blue line in Fig. 1) are always reflected from QPCs.
Typically, the transparencies of two QPCs were var-
ied between Tℓ = 0 and Tℓ = 1, ℓ = L,R. However,
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FIG. 1: The Mach-Zehnder interferometer is schematically
shown as a Corbino disk which contains the two-dimensional
electron gas (2DEG). In strong magnetic field at filling fac-
tor ν = 2 two chiral one-dimensional channels are formed
and propagate along the edge of 2DEG. Inner channels (blue
line) are always reflected from both quantum point contacts
(QPC), while outer channels (black line) are mixed by QPCs.
Bias ∆µ applied to the upper ohmic contact causes the cur-
rent I to flow to the lower ohmic contact. This current is due
to scattering at QPCs and contains the interference contribu-
tion sensitive to the magnetic flux Φ and leading to Aharonov-
Bohm oscillations.
the most interesting physics was observed in two limits:
in the regimes of weak tunneling Tℓ → 0 and of weak
backscattering Tℓ → 1. In the first regime one of the
outer channels is biased (upper channel in Fig. 1) and al-
most completely reflected at the first QPC. Then it runs
on the same (upper) part of the Corbino disk. The chan-
nel that originates from the second (lower) ohmic contact
is grounded. In the second regime (shown in Fig. 1 as
example) the biased channels are almost fully transmit-
ted at the first QPC to the opposite (lower) part of the
2Corbino disk. The physical consequences of the differ-
ence between these two regimes will be discussed later in
the Sec. IV.
Two ohmic contacts are connected solely via scattering
at two QPCs. Consequently, there are two paths between
ohmic contacts, which contribute to the total current I.
The first path is reflected at the right QPC and transmit-
ted at the left one, while it is the other way around for
the second path. It is easy to see that two paths enclose
a loop with the nonzero magnetic flux. The Aharonov-
Bohm (AB) phase associated with it may be changed
either by varying slightly the strength of the magnetic
field, or by varying the length of one of the paths with
the help of the modulation gate placed near the corre-
sponding arm of the interferometer.
According to a frequently used single-particle picture,2
the electron edge states propagate as plane waves with
the group velocity vF at Fermi level. They are transmit-
ted through the MZI (see Fig. 1) at the left and right
QPCs with amplitudes tL and tR, respectively. In the
case of low transmission, two amplitudes add so that the
total transmission probability oscillates as a function of
the AB phase ϕAB and bias ∆µ. The visibility of the
oscillations of the differential conductance G ≡ dI/d∆µ
is defined as
VG =
Gmax − Gmin
Gmax + Gmin . (1)
Then the Landauer-Bu¨ttiker formula10 applied to the dif-
ferential conductance gives the following result for the
visibility and the AB phase shift:
VG =
2|tLtR|
|tL|2 + |tR|2 , ∆ϕAB =
∆L
vF
∆µ, (2)
where ∆L is the length difference between two paths of
the MZI. Thus we arrive at the result that in the absence
of interaction the visibility is independent of bias, while
phase shift grows linearly with bias.
The most remarkable observation made in experiments
[5,6,7,8,9] is that the simple single-particle picture of edge
states fails to correctly describe the AB effect in the
MZI. Essentially, the results can be summarized as fol-
lowing: The visibility of AB oscillations is not constant,
but rather strongly depends on bias ∆µ. It oscillates,
showing a new energy scale, and may vanish at specific
values of bias. While this behavior is observed in all ex-
periments, the details are different and very important
for understanding the underlying physics. Therefore, we
group experimental observations roughly in two parts,
according to a specific important feature of the experi-
mental set-up, and describe them below in details.
A. Only one edge channel is biased
The first experimental situation that we wish to ad-
dress is reported in Ref. [5]. In this experiment the bias
is applied to the outer channel only. This situation is
achieved by splitting incoming inner and outer channels
with the help of an additional QPC, so that two chan-
nels originate in fact from different ohmic contacts. This
allows a different bias to be applied separately to two
channels at the same edge.
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FIG. 2: Schematic representation of the experimental set-up
in Ref. [5]. Only one edge channel of the MZI is biased. Left
panel shows the weak tunneling regime: Outer edge chan-
nels that propagate at different arms of the MZI are weakly
coupled to each other at two QPCs. Right panel shows the
weak backscattering regime: Outer edge channels almost com-
pletely propagate through QPCs to opposite arms of the MZI
and only weakly coupled via backscattering.
The MZI in this situation is schematically shown in
Fig. 2 for the regimes of weak tunneling Tℓ → 0 (left
panel), and of weak backscattering Tℓ → 1 (right panel).
This schematics is obtained from Fig. 1 by splitting each
ohmic contact attached to the Corbino disk and deform-
ing two interfering paths so that they run from left to
right. After this procedure, the symmetry between two
scattering regimes becomes obvious: In order to go from
the set-up on the left panel of Fig. 2 to the one on the
right panel, one needs to simply flip the interferome-
ter vertically. This symmetry is important, and will be
shown in Sec. IV to result in the symmetry between weak
tunneling and weak backscattering regimes.
The Ref. [5] discovered an unexpected AB effect which
is inconsistent with the single-particle picture of edge
channels. The following observations where reported:
• Lobe-type structure in the dependence of the vis-
ibility of AB oscillations on the DC bias with al-
most equal widths of lobes. The visibility vanishes
at specific values of the bias. This behavior per-
sists for various fixed values of magnetic field and
for various transparencies of QPCs;
• The rigidity of the AB phase shift followed by sharp
π-valued jumps at the points where the visibility
vanishes;
• The stability of both mentioned effects with respect
to changes in the length of one of the interferometer
paths.
The experiment [5] was theoretically analyzed in sev-
eral recent works [11,12,13,14]. The Ref. [11] focuses on
ν = 1 case and suggests that the suppression of the visi-
bility is due to the resonant interaction with the counter-
propagating edge channel located near one of the arms
of the interferometer.15 At present, this idea seems to be
3a reasonable guess, as far as the dephasing at ν = 1 is
concerned. However, the experiments [5] and [6] concen-
trate on the ν = 2 regime, where two edge channels coex-
ist. These and new experiments,7,8,9 where the counter-
propagating edge channel has been removed, prompt a
new theoretical analysis. The authors of the Ref. [12]
consider a long-range Coulomb interaction at the edge
and make an interesting prediction about the tempera-
ture dependence of the visibility. However, they are not
able to propose an explanation of the lobe-type behavior
of the visibility. The Refs. [13,14] suggest that dephasing
in MZI is due to shot noise generated by the partition
of the edge channel at the first QPC. While this idea
may correctly capture a part of the physics at ν = 1, the
drawback of this explanation is that the shot noise van-
ishes in weak tunneling and weak backscattering regimes,
where the experiments nevertheless demonstrate strong
dephasing. Moreover, the experiment which we discuss
below illuminates the special role that the second inner
edge channel at ν = 2 plays in dephasing.
B. Two edge channels are biased
In contrast to the work [5], the experimental set-up in
Ref. [6] does not contain an additional QPC that would
allow to split two edge channels at ν = 2 and to apply
potentials to each of them separately. Therefore, in Ref.
[6] two edge channels that originate from the same ohmic
contact are biased by the same potential difference ∆µ.
For the convenience of the following analysis we again
unfold the MZI on Fig. 1 and represent it schematically
as shown in Fig. 3.
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FIG. 3: Schematic representation of the experimental set-up
in Ref. [6]. Two incoming edge channels of the MZI are biased
with the same potential difference ∆µ, and other channels are
grounded. Left panel shows the weak tunneling regime, while
the right panel shows the weak backscattering regime.
Now it is easy to see the asymmetry between regimes
of weak tunneling and of weak backscattering. In the
first regime (left panel) two channels on the upper arm
of the interferometer are equally biased with the poten-
tial difference ∆µ. The situation is different in the second
regime (right panel): The inner channel is biased on the
upper arm of the interferometer, while the outer channel
is biased on the lower arm. We believe that this asym-
metry is responsible for entirely different behavior of the
visibility of AB oscillations in the experiment [6]:
• Lobe-type structure with the visibility vanishing
at certain values of bias is observed only in the
weak tunneling regime. The central lobe is approx-
imately two times wider than side lobes. In the
weak backscattering regime the visibility shows os-
cillations and decays as a function of the bias;
• No phase rigidity is found at all transparencies of
QPCs;
• The asymmetry in the visibility as a function of
the transparency of the first QPC is observed. In
particular, the visibility always decays as a function
of the bias in the regimes of weak tunneling. In
contrast, in the regime of weak backscattering the
visibility first grows around zero bias, and only then
it decays.
It is the last observation which is very important. It
indicates that charging effects induced by different bias-
ing of edge channels may be responsible for differences in
the results of experiments [5] and [6]. This idea seems to
agree with the conclusion of the authors16 of the experi-
ment [7]. In this paper we develop this idea and propose
a simple model that is capable to explain on a single
basis all the experimental observations described above.
Namely, we assume a strong (Coulomb) interaction be-
tween two edge channels that belong to the same quan-
tum Hall edge. The interaction effect is complex: First
of all, it leads to charging of edge channels and induces
experimentally observed phase shifts. Second, the inter-
action is partially screened, which leads to the emergence
of the soft mode and of a new low energy scale associ-
ated with it. The width of lobes in the visibility and the
temperature dependence are determined by this energy
scale. Finally, the interaction is responsible for the decay
of coherence at large bias.
Further details of our model are given in Sec. II, while
in the Appendix A we check the consistency of the model.
In Sec. III we express the visibility of AB oscillations in
terms of electronic correlation functions, and derive these
functions in the Appendix B. In section IV we present a
detailed comparison of our results with the experimental
observations. Finally, in Sec. V we briefly summarize our
results.
II. MODEL OF MACH-ZEHNDER
INTERFEROMETER
Before we proceed with the mathematical formula-
tion of the model we wish to stress the following points.
The experimentally found new energy scale5,6,7,8,9 is very
small. For instance, the width of lobes in the visibility is
approximately 20µV . We show below that this energy is
inverse proportional to the size of the MZI, few microm-
eters. Thus it is much smaller than any other energy
scale associated, e.g., with the formation of compressible
strips.17 Therefore, we use an effective model18 appropri-
ate for the description of the low energy physics of quan-
tum Hall edge excitations. Namely, we consider the in-
ner and outer edge channels at ν = 2 as two chiral boson
4fields and introduce the Luttinger-type Hamiltonian3,19
to describe the equilibrium state. Second, we introduce
the density-density interaction, which is known to be ir-
relevant in the low-energy limit.18 This fact has no in-
fluence on the physics that we discuss below, because we
focus on the processes at finite energy and length scale,
which take place inside the MZI.
A. Fields and Hamiltonian
We assume that at filling factor ν = 2 there are two
edge channels at each edge of the quantum Hall system
and two chiral fermions associated with them and de-
noted as: ψαj(x), α = 1, 2 and j = U,D. Here the
subscript 1 corresponds to the fermion on outer channel,
and 2 to the fermion on inner channel (see Fig. 4), while
the index j stands for upper and lower arms of the inter-
ferometer. The total Hamiltonian of the interferometer
Htot = H0 +Hint +HT (3)
contains single particle term H0, interaction part Hint,
and the tunneling Hamiltonian HT .
The single-particle Hamiltonian describes free chiral
fermions:18
H0 = −ivF
∑
α,j
∫
dxψ†αj∂xψαj , (4)
where vF is a Fermi velocity, which is assumed to be
the same for each edge channel. This assumption is not
critical, because, as we will see below, the Fermi velocity
is strongly renormalized by the interaction.
We postpone for a while a detailed discussion of the in-
teraction and at the moment write the interaction Hamil-
tonian in terms of local densities ραj in the following
general form:
Hint = (1/2)
∑
α,β,j
∫∫
dxdy Uαβ(x− y)ραj(x)ρβj(y). (5)
Note that this effective Hamiltonian is not microscopi-
cally derived. However, the experiment indicates,16 that
the interaction has a Coulomb long-range character and
leads to charging effects at the edge. Below we show that
once this assumption is made, it leads to a number of
universalities in the MZI physics and correctly captures
most of the experimental observations.
We have already mentioned in the introduction that
the interference in MZI originates from scattering pro-
cesses at QPCs. In the case when interaction is strong,
the scattering has to be assumed weak and treated per-
turbatively. Fortunately, this limitation does not detract
from our theoretical approach, because neither the in-
terference nor its suppression are necessarily weak in the
case of weak scattering. Moreover, we would like to stress
again that most interesting physics takes place in the
regimes of weak tunneling and of weak backscattering.
2DEG, Q=2
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FIG. 4: Structure of the quantum Hall edge at ν = 2. Two
chiral electrons, ψ1j and ψ2j , are propagating along the edge.
Tunneling is possible only from and to the outer channel (ψ1j ,
black line).
Both regimes can be described by the tunneling Hamil-
tonian:
HT = A+A† ≡
∑
ℓ
(Aℓ +A
†
ℓ), ℓ = L,R, (6)
where the tunneling amplitude
Aℓ = tℓψ
†
1D(xℓ)ψ1U (xℓ) (7)
connects outer edge channels and transfers the electron
from the lower arm to the upper arm of the MZI. It
is worth mentioning already here that at low energies
the electron tunneling is relevant and leads in fact to
the ohmic behavior of the QPCs, in agreement with
experiments.5,6 The AB phase may now be included
in the tunneling amplitudes via the relation t∗RtL =
|tRtL|eiϕAB .
B. Bosonization
In order to account for the strong interaction at the
edge, we take advantage of the commonly used bosoniza-
tion technique,19 and represent fermion operators in
terms of chiral boson fields φαj :
ψαj ∝ eiφαj , (8)
which satisfy the commutation relations
[φαj(x), φαj(y)] = iπsgn(x − y). The local density
is obtained via the point splitting
ραj(x) = lim
ε→0
ψ†αj(x + ε)ψαj(x),
which gives the following expression:
ραj(x) = (1/2π)∂xφαj(x). (9)
Applying point splitting to the single-particle Hamilto-
nian (4), we obtain
H ≡ H0 +Hint =
∑
α,β,j
∫∫
dxdy
8π2
× Vαβ(x − y)∂xφαj(x)∂yφβj(y), (10)
where the interaction potential is simply shifted by the
Fermi velocity,
Vαβ = Uαβ + 2πvF δαβδ(x − y). (11)
5The crucial point is that now the Hamiltonian (10) for
quantum Hall edge is quadratic in boson fields.
Next, we quantize fields by expressing them in terms
of boson creation and annihilation operators, a†αj(k) and
aαj(k),
φαj(x) = ϕαj + 2πpαj x
+
∑
k>0
√
2π
Wk
[aαj(k)e
ikx + a†αj(k)e
−ikx], (12)
where zero modes, ϕαj and pαj , satisfy commutation re-
lations [pαj , ϕαj ] = i/W , and W is the total size of the
system. In the end of calculations we take the thermo-
dynamic limit W → ∞, so that W drops from the final
result. Then the edge Hamiltonian acquires the following
form:
H = (1/2π)
∑
α,β,j,k
k Vαβ(k)a
†
αj(k)aβj(k)
+(W/2)
∑
α,β,j
Vαβ(0)pαjpβj (13)
The vacuum for collective excitations is defined as
aαj(k)|0〉 = 0. The special care has to be taken about
zero modes, because as we show in Sec. IV, zero modes
determine charging effects and phase shifts, which are
not small. From the definitions (9) and (12) it is clear
that the zero mode pαj has a meaning of a homogeneous
density at the edge channel (α, j). Therefore, we define
“vacuum charges” Qαj
pαj |0〉 = Qαj |0〉, (14)
which are in fact charge densities at the edge channels,
generated by the bias. The energyE0 of the ground state,
defined as H|0〉 = E0|0〉, is then given by
E0 = (W/2)
∑
α,β,j
Vαβ(0)QαjQβj. (15)
Since edge excitations propagate along the equipoten-
tial lines, edge channels can be considered a metallic
surfaces. We therefore can apply the well known elec-
trostatic relation22 for the potentials ∆µαj to the edge
channels:
∆µαj ≡ (1/W )δE0/δQαj =
∑
β
Vαβ(0)Qβj . (16)
Thus the quantity Vαβ(0) is the inverse capacitance
matrix.20 Using now Eqs. (13), (14), and the commu-
tation relation for zero modes, we arrive at the following
important result for the time evolution of zero modes
Qαj(t) =
∑
β
V −1αβ (0)∆µβj , ϕαj(t) = −∆µαj t. (17)
We finally note that formulated here model of the MZI
is consistent with the effective theory of the quantum Hall
state18 at ν = 2. This is demonstrated in the Appendix
A, where we check the locality of the electron operators,
their fermionic commutation relations, and the gauge in-
variance of our model.
C. Strong interaction limit and the universality
It is quite natural to assume that edge channels inter-
act via the Coulomb potential. It has a long-range char-
acter and the logarithmic dispersion Vαβ(k) ∝ log(ka).
Here a is the shortest important length scale, e.g. the
width of compressible stripes17, or the inter-channel dis-
tance. The dispersion is important in the case ν = 1, be-
cause it generates dephasing at the homogeneous edge.12
However, taken alone the dispersion is not able to ex-
plain lobe-type behavior of the visibility. What is more
important it is the fact that the logarithm may become
relatively large when cutoff at relevant long distances.
We therefore further assume that the Coulomb inter-
action is screened at distances D, such as LU , LD ≫
D ≫ a, where LU and LD are the lengths of the arms
of the MZI. In fact, some sort of screening may exist in
MZIs. For instance, in the experiments [5,6,7,8,9] the
cutoff length D may be a distance to the back gate, or
to the massive metallic air bridge. There are several con-
sequences of screening on the intermediate distances D.
First of all, it allows to neglect the interaction between
two arms of the interferometer (see however the discus-
sion in Sec. IV). Second, at low energies we can neglect
the logarithmic dispersion and write
Vαβ(x− y) = Vαβδ(x− y), (18)
so that for the Fourier transform we obtain: Vαβ(k) =
Vαβ(0) ≡ Vαβ . And finally, the mutual interaction be-
tween inner and outer edge channels, located on the dis-
tance of order a ≪ D from each other, is strongly re-
duced.
Therefore, one can parametrize the interaction matrix
as follows
Vαβ = π
(
u+ v u− v
u− v u+ v
)
, (19)
where
u/v = log(D/a)≫ 1, (20)
is new large parameter, the most important consequence
of the long-range character of Coulomb interaction.
Indeed, we now diagonalize the interaction, V = S†ΛS,
with the result
Λ = 2π
(
u 0
0 v
)
, S =
1√
2
(
1 1
1 −1
)
. (21)
Thus we find that the Coulomb interaction at the ν = 2
edge leads to the separation of spectrum on the fast
(charge) mode with the speed u and slow (dipole) mode
with the speed v. In Sec. IV we show that the lobe
structure in the visibility is determined by slow mode,
while the fast mode is not excited at relevant low ener-
gies. That is why at ν = 2 the logarithmic dispersion of
the Coulomb interaction is not important for explaining
lobes.
6Moreover, the Coulomb character of the interaction
leads to the following universality. We show later that the
coupling of electrons in the outer channel to the fast and
slow mode is determined by the parameters sα = |S1α|2,
which satisfy the sum rule∑
α
sα =
∑
α
|S1α|2 = 1, (22)
that follows from the unitarity of the matrix S. For the
special choice (19) of the interaction matrix coupling con-
stants are equal,
s1 = s2 = 1/2, (23)
which has an important consequence, as we show in Sec.
III. Note that in the limit of strong long-range interac-
tion, u≫ vF , the result (23) is stable against variations
of the bare Fermi velocity vF and is not sensitive to the
physics of edge channels at distances of order a, leading
to the universality of dephasing in MZI.
Finally, we partially diagonalize the Hamiltonian
by introducing new boson operators via aαj(k) =∑
β Sαβ bβj(k). Using equations (13), (19), and (21), we
obtain new Hamiltonian for the quantum Hall edge
H =
∑
j,k
[uk b†1j(k)b1j(k) + vk b
†
2j(k)b2j(k)]
+(W/2)
∑
α,β,j
Vαβpαjpβj, (24)
which completes our discussion of the model. In the Ap-
pendix B we use Eqs. (8), (12), (17), and (24) to derive
electronic correlation functions.
III. VISIBILITY AND PHASE SHIFT
In this section we consider the transport through the
MZIs shown in figures 1-3 and evaluate the visibility of
AB oscillations. Both regimes, of weak tunneling and of
weak backscattering, can be considered on the same ba-
sis, by applying the tunneling Hamiltonian approach.21
In the derivation presented below we follow the Ref. [11].
We introduce the tunneling current operator Iˆ = N˙D =
i[HT , ND], which differs for two regimes only by the sign.
Here ND =
∫
dxψ†1Dψ1D is the number of electrons on
the outer edge channel of the lower arm of the interfer-
ometer. Then we use Eqs. (6) and (7) to write
Iˆ = i(A† −A). (25)
We evaluate the average current to lowest order in tun-
neling and obtain
I =
∫ ∞
−∞
dt〈[A†(t), A(0)]〉 , (26)
where the average is taken with respect to ground state
in quantum Hall edges. Finite temperature effects will
be considered separately in Sec. IVC.
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FIG. 5: Schematics of MZI introducing notations: LU and LD
are the lengths of the upper and lower paths of the interferom-
eter, respectively. The coordinates of the left and right QPC
are denoted by xL and xR, respectively. The magnetic flux
threading the interferometer results in the AB phase ϕAB.
It easy to see that the average current can be written
as a sum of four terms:
I =
∑
ℓ,ℓ′
Iℓℓ′ , Iℓℓ′ ≡
∫
dt〈[A†ℓ(t), Aℓ′(0)]〉, (27)
where ILL and IRR are the direct currents at the left and
write QPC, respectively, and ILR + IRL is the interfer-
ence contribution. In our model there is no interaction
between upper and lower arms of MZI, therefore the cor-
relation function in (27) splits into the product of two
single-particle correlators:
Iℓℓ′ = t
∗
ℓ tℓ′
∫
dt
×
[
〈ψ†1U (xℓ, t)ψ1U (xℓ′ , 0)〉〈ψ1D(xℓ, t)ψ†1D(xℓ′ , 0)〉
− 〈ψ1U (xℓ′ , 0)ψ†1U (xℓ, t)〉〈ψ†1D(xℓ′ , 0)ψ1D(xℓ, t)〉
]
(28)
We note that the operator ψ†1j applied to the ground
state creates a quasi-particle above the Fermi level (with
the positive energy), while the operator ψ1j creates a
hole below Fermi level (with the negative energy). This
implies that in the first term in (28) all the singularities
are shifted to the upper half plane of the complex vari-
able t, and in the second term singularities are shifted
to the lower half plane. This means that only one term
contributes, depending on the sign of bias ∆µ which de-
termines the direction of current. Apart from this, there
is no difference between two terms. Therefore, we choose,
e.g., the first term, shift the counter of integration C to
the low half plane, and rewrite the expression (28) as
follows:
Iℓℓ′ = t
∗
ℓ tℓ′
∫
C
dt 〈ψ†1U (xℓ, t)ψ1U (xℓ′ , 0)〉
×〈ψ†1D(xℓ, t)ψ1D(xℓ′ , 0)〉∗, (29)
where the correlators are defined in such a way that they
have singularities on the real axis of t.
The correlators are evaluated in Appendix B using the
bosonization technique with the result
i 〈ψ†1j(xℓ, t)ψ1j(xℓ′ , 0)〉
=
exp[i∆µ1jt− 2πiQ1j(xℓ − xℓ′)]
(xℓ − xℓ′ − ut)s1(xℓ − xℓ′ − vt)s2 (30)
7One remarkable fact we prove below is that for xℓ =
xℓ′ the only role of the interaction is to renormalize the
density of states at Fermi level, nF = 1/(u
s1vs2). This
immediately follows from the sum rule (22). Therefore,
for the direct currents we readily obtain
Iℓℓ = 2πn
2
F |tℓ|2∆µ, (31)
i.e. the QPCs are in the ohmic regime, in agreement with
experimental observations.
In order to present the visibility in a compact form, we
introduce the electron correlation functions of an isolated
edge, normalized to the density of states:
Gj(t) =
exp[2πiQ1j Lj ]
(t− Lj/u)s1(t− Lj/v)s2 , j = U,D. (32)
This functions contain all the important information
about charging effects (phase shift generated by zero
modes), and dephasing determined by the singularities.
Next, adding all the terms I =
∑
Iℓℓ′ we find the differ-
ential conductance G = dI/d∆µ:
G = 2πn2F (|tL|2 + |tR|2) + 2n2F |tLtR| Im
{
eiϕAB
×
∫
C
dtei∆µt(t−∆t)G∗U (t)GD(t)
}
, (33)
where the time shift ∆t is the charging effect,
∆t = 2π∂∆µ(Q1ULU −Q1DLD), (34)
which depends on the bias scheme, and will be calculated
in Sec. IV for a particular experimental situations. It is
important to note that in the weak backscattering regime
(see Figs. 2 and 3) tunneling occurs from the lower arm of
the interferometer, therefore one should exchange indexes
U and D.
The first term in Eq. (33) is the contribution of di-
rect incoherent currents through QPCs, while the sec-
ond term is the interference contribution, which oscillates
with magnetic field. Therefore, the visibility of AB oscil-
lations (1) in the differential conductance G and the AB
phase shift take the following form
VG(∆µ) = VG(0)|IAB|, ∆ϕAB = arg(IAB), (35)
where the visibility at zero bias VG(0) is given by Eq.
(2) for a non-interacting system, while all the interaction
effects enter via the dimensionless Fourier integral
IAB(∆µ) =
∫
C
dt
2πi
exp(i∆µt)(t−∆t)G∗U (t)GD(t), (36)
with the counter C shifted to the lower half plane of the
variable t. This formula, together with Eqs. (32) and (34)
is one of the central results and will serve as a starting
point for the analysis of experiments. However, before
we proceed with detailed explanations of experiments,
we would like to quickly consider two examples.
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FIG. 6: The absolute value of the Fourier transform of the
electronic correlation function GD(t) plotted as a function
of the dimensionless bias ∆µLD/v for different values of the
coupling coefficient s1.
The first example, a non-interacting system, serves
merely as a test for our theory. In this case using rel-
evant parameters, the vacuum charges Q1U = ∆µ/vF ,
Q1D = 0, the group velocities u = v = vF , cou-
pling constants s1 = 1, s2 = 0, we obtain the cor-
relators GU (t) = (t − LU/vF )−1 exp(i∆µLU/vF ) and
GD(t) = (t − LD/vF )−1. The time shift ∆t = LU/vF
follows from Eq. (34). We substitute all these results to
the Eq. (36) and finally obtain:
IAB =
∫
C
dt
2πi
ei∆µ(t−LU/vF )
t− LD/vF = e
i∆µ∆L/vF , (37)
so that the visibility |IAB| = 1, and the phase shift is
∆ϕAB = ∆µ∆L/vF , in agreement with the Eq. (2).
Next, we consider a more interesting situation when
the interferometer is in weak tunneling regime (see the
Sec. I), and one of its arm, e.g. the upper arm of the in-
terferometer, is much shorter than the other, LU ≪ LD.
Then the properties of the function IAB are determined
by excitations at the lower arm of MZI at energies of or-
der v/LD. At this energies the electronic correlator in
the upper arm behaves as a correlator of free fermions:
GU (t) = 1/t. Therefore, for the visibility we obtain
IAB =
∫
C
dt
2πi
ei∆µtGD(t), (38)
i.e. it is simply given by the Fourier transform of the
electron correlation function at the edge. This leads to
an interesting idea to use a strongly asymmetric MZI for
the spectroscopy of excitations at the edge of quantum
Hall system.
We now use the opportunity to analize the role of the
coupling coefficients sα in this simple situation. The ab-
solute value of the Fourier transform of the function GD
is shown in Fig. (6). We see that s1 = s2 = 1/2 is the spe-
cial point. In this case, and taking the limit u→∞, the
8Fourier transform gives |IAB| = |J0(∆µLD/2v)|, where
J0 is the zero-order Bessel function. Thus the lobes in
the visibility of AB oscillations are well resolved only in
the limit of strong long-range interaction. Therefore, an
asymmetric MZI can be used to test the character of the
interaction. From now on we assume that s1 = s2 = 1/2.
IV. DISCUSSION OF EXPERIMENTS
In this section we present a detailed analysis of exper-
iments described in the introduction. It is convenient to
rewrite Eq. (36) in slightly different form by using Eq.
(32) with s1 = s2 = 1/2 and shifting the time integral:
IAB(∆µ) =
∮
C
dt
2πi
t exp(i∆µt)∏
j,α
√
(t+∆t− Lj/vα)
, (39)
where v1 = u and v2 = v, and the contour of integra-
tion C goes around the branch cuts (see, e.g., Fig. 7).
These branch cuts, which replace single-particle poles of
correlation functions for free electrons, originate from the
interaction. On a mathematical level, they are the main
source of the suppression of the coherence, because at
large argument ∆µ the Fourier transform (36) of rela-
tively smooth function quickly decays. We will use this
fact for the analysis of dephasing. Physically, when elec-
tron tunnels, it excites two collective modes associated
with two edge channels, and they carry away a part of
the phase information.
On the other hand, charging effects reflected in the
parameter ∆t lead to the bias dependent shift of the AB
phase, ∆φAB. As it follows from Eq. (35), the phase
slips by π at points where the visibility vanishes. Away
from these points, in particular at zero bias, the phase
shift is a smooth function of the bias. Therefore, it is
interesting to consider the value ∂∆µ∆φAB at ∆µ = 0
where |IAB| = 1, which can be found from the expansion
IAB = |IAB|ei∆φAB = 1 + i(∂∆µ∆φAB)∆µ in the right
hand side of Eq. (39). We find it exactly:
∂∆φAB
∂∆µ
= t0 − 2∆t, t0 = u+ v
2uv
(LU + LD), (40)
where the first term t0 is the contribution of the quantum
mechanical phase accumulated due to the propagation of
an electron along the MZI. The second term, found from
Eq. (34), is the contribution of the charge accumulated at
the arms of MZI due to the Coulomb interaction between
edge channels. Partial cancellation of two effects leads
to the phase rigidity found in Ref. [5]. This effect is
discussed below.
Finally, all the experiments found that the visibility
VG oscillates as a function of the bias ∆µ. Our model re-
produces such oscillations and helps to understand their
origin. Indeed, two well defined collective modes with
speeds u and v lead to the formation of four branch points
in the integral (39), which give relatively slowly decay-
ing contributions. These contributions come with differ-
ent bias dependent phase factors, so that the function
IAB(∆µ) oscillates. The period of oscillations is deter-
mined by the smallest energy scale ǫ, which is given by
the total size of the branch cut and can be estimated as
ǫ =
2uv
(u− v)(LU + LD) . (41)
In the case u ≫ v, the parameter u cancels, so that the
period of oscillations is determined by the slowest mode,
and by the size of the interferometer.
We would like to emphasize that oscillations in the
visibility appear only when at least two modes are rel-
atively well resolved. Our model predicts a power-law
decays of the visibility. In experiments5,6 the visibility
seems to decay faster. There might be several reasons
for this, e.g. low frequency fluctuations in the electrical
circuit,23,24 or the electromagnetic radiation.25 Intrinsic
reasons for dephasing deserve a separate consideration.
We have already mentioned that the dispersion of the
Coulomb interaction, neglected here, may lead to strong
dephasing.12 However, it affects only the fast mode, while
the slow mode contribution to the integral (39) maintains
the phase coherence. Therefore taken alone the disper-
sion of Coulomb interaction is not able to explain strong
dephasing at ν = 2. The experiments seem to indicate
that the slow mode is also dispersive, which may be a re-
sult of strong disorder at the edge, or, more interestingly,
of the intrinsic structure of each edge channel.26
Having stressed this point, we now wish to focus solely
on the phase shift and oscillations in the visibility. We
use the fact that u≫ v and simplify the integral (39) by
neglecting terms containing 1/u:
IAB =
∮
C
dt
2πi
t exp(i∆µt)
(t+∆t)
∏
j
√
(t+∆t− Lj/v)
. (42)
This expression contains one pole and one branch cut
(see Fig. 7). Therefore, it can be expressed in terms of
the zero order Bessel function J0. After elementary steps
we find:
IAB = e−i∆µ∆t
[
F (∆µ)− i∆t
∫ ∆µ
−∞
d∆µ′F (∆µ′)
]
F ≡ ei∆µt0J0(∆µ∆L/2v), (43)
where t0 = (LU +LD)/2v, and ∆L = LD −LU . We now
proceed with the analysis of experiments discussed in the
introduction.
A. Only one edge channel is biased
We start with the experiment [5]. Using Eqs. (17) and
(19) we find(
Q1j
Q2j
)
=
1
4πuv
(
v + u v − u
v − u v + u
)(
∆µ1j
∆µ2j
)
. (44)
In the weak tunneling regime, shown on the left panel of
Fig. 2, only outer channel in the upper arm of the inter-
ferometer is biased, ∆µ1U = ∆µ and ∆µ2U = ∆µαD = 0.
9Therefore we obtain
Q1U =
u+ v
4πuv
∆µ, Q1D = 0 (45)
Then the equation (34) gives ∆t = LU (u+ v)/2uv. Sub-
stituting ∆t into Eq. (40), we find that at zero bias
∂∆φAB
∂∆µ
=
u+ v
2uv
∆L. (46)
Therefore, for the symmetric interferometer, ∆L = 0, the
phase shift is independent of the bias, away from phase
slip points where the visibility vanishes. This may ex-
plain the phenomenon of phase rigidity observed in Ref.
[5], if we assume that the interferometer is almost sym-
metric in this experiment. Indeed, the period of oscilla-
tions of the visibility is given by the energy scale (41).
Therefore, the overall phase shift between zeros of the
visibility can be estimated as ∆L/(LU + LD)≪ 1.
t t
FIG. 7: Analytic structure of the Fourier integral (39) in case
of single biased channel.5 Left panel: Two branch cuts (shown
apart for convenience) of the integrand come from the product
of two single-particle correlation functions. Right panel: In
the limit u ≫ v two branch points corresponding to the fast
mode shrink to a single pole at t = −LU/2v, while the slow
mode produces the branch cut going from t = LU/2v to t =
LD/v−LU/2v. The blue line shows the contour of integration
C.
The integral (42), evaluated numerically, is plotted in
Fig. 8 for two values of the asymmetry, LD/LU = 1.15
and 1.35. Our main focus is first few oscillations of the
visibility (upper panel), which reveal charging effects. We
would like to emphasize several points. First, the width
of the central lobe is equal to the width of side lobes.
This is because in the case of the symmetric interferom-
eter, LU = LD = L, the branch cut shrinks to the pole
(see Fig. 7), so that two poles are at t = ±L/2v. Then
Eq. (42) gives |IAB| = | cos(∆µL/2v)|. Second, the small
variation of the length LD of the lower arm has only mi-
nor effect on the position of lobes, while the amplitude of
oscillations is considerably suppressed. Finally, the lower
panel of Fig. 8 illustrates the phenomenon of phase rigid-
ity for almost symmetric interferometer, LD = 1.15LU .
The AB phase shift changes slowly inside the lobes and
slips by π at zeros of the visibility. All these observation
are in agreement with the experiment [5].
To conclude this section we would like to remark that
the visibility in the regime of weak backscattering (see the
right panel in Fig. 2) can be obtained by simply replacing
LU and LD. This is because in our model the charging
effects are important only in the part of the MZI between
two QPCs, where they induce phase shifts. For the same
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FIG. 8: The intrinsic visibility of AB oscillations |IAB| and
the AB phase shift arg(IAB) in the case of a single biased
channel.5 Upper panel: The visibility is plotted as a function
of the bias in units v/LU for LD = 1.15LU (solid line) and for
LD = 1.35LU (dashed line). Lower panel: The phase shift is
plotted for LD = 1.15LU .
reason, the transparency of the second QPC does not af-
fect the visibility.6 In the next section we show that the
symmetry between weak tunneling and weak backscatter-
ing is broken if the bias is applied to two edge channels.
B. Two edge channels are biased
Next we analyze the experiment [6]. The details of
this experiment are discussed in the introduction. In the
weak tunneling regime (see the left panel of Fig. 3) two
edge channels are biased and almost completely reflected
at the first QPC. Therefore, Eq. (44) gives
Q1U =
∆µ
2πu
, Q1D = 0. (47)
and from Eq. (34) we find ∆t = LU/u.
t
t
FIG. 9: Analytic structure of the Fourier integral (39) in case
when two edge channels are biased,5 and in the weak tun-
neling regime (see Fig. 3). Left panel shows branch cuts of
two single-particle correlation functions, while in the right
panel the limit u≫ v is taken. The branch cut extends from
t = LU/v to t = LD/v.
Taking now the strong interaction limit, u ≫ v, we
find that ∆t → 0. Therefore, in the integral (42) the
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pole corresponding to the fast mode cancels (analytical
structure of the integral is shown in Fig. 9), so that the
visibility can be found exactly:
IAB = exp[i∆µ(LD + LU )/2v]J0(∆µ∆L/2v), (48)
where ∆L = LD − LU . The visibility of AB oscilla-
tions, given by the absolute value of the integral (48),
is shown in Fig. 11. One can see that in contrast to
the case when only one channel is biased,5 the central
lobe is approximately two times wider than side lobes,
in agreement with the experimental observation.6 More-
over, the width of lobes is determined by the new energy
scale, ǫ′ = v/∆L. Finally, inside the lobes the phase
shift ∆φAB = ∆µ(LD + LU )/2v always grows linearly
with bias, so no phase rigidity should be observed.
We now switch to the regime of weak backscattering
(see the right panel of Fig. 3). In the upper arm only
inner channel is biased, while only outer channel is biased
in the lower arm of the interferometer. Using again Eq.
(44), we obtain
Q1U = −u− v
4πuv
∆µ, Q1D =
u+ v
4πuv
∆µ. (49)
Then from the equation (34) we find that ∆t = (LD +
LU )/2v + (LU − LD)/2u.
The analytical structure of the integral (42) is shown
in Fig. 10. It looks somewhat similar to the structure
shown in Fig. 7 for the case of single biased channel.
However, the principal difference between these two cases
is that the singularities in Fig. 10 are strongly asymmetric
with respect to t → −t. In order to see a consequence
of this fact we take the limit u ≫ v and write ∆t =
(LU + LD)/2v. For the phase shift (40) at small bias we
obtain ∂∆φAB/∂∆µ = −(LU + LD)/2v. Therefore, in
the weak backscattering regime and when two channels
are biased no phase rigidity can be observed.
t t
FIG. 10: Analytic structure of the integral (39), same as in
Fig. 9, but in the weak backscattering regime. The right panel
shows the pole at t = −(LU + LD)/2v and the branch cut,
which extends from t = −(LD−LU )/2v to t = (LD−LU )/2v
The most remarkable new feature of the visibility (see
Fig. 11) is that, in contrast to the cases considered above,
it grows as a function of bias around ∆µ = 0 , in full
agreement with the experiment [6]. It may even exceed
the value 1 if two QPCs have approximately same trans-
parencies, so that VG(0) is close to 1. This behavior may
look surprising, because it is expected that dephasing
should suppress the visibility of AB oscillations below its
maximum value (2) for a non-interacting coherent sys-
tem. However, one should keep in mind that according
to our model oscillations of the visibility as a function of
bias originate from charging effects which are caused by
the Coulomb interaction between edge channels. There-
fore, simple arguments which rely on the Landauer for-
mula for the conductance do not apply.
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FIG. 11: The intrinsic visibility of AB oscillations |IAB| in
the case when two edge channels are biased6 and for strongly
asymmetric interferometer, LD = 1.8LU . It is plotted as a
function of bias ∆µ in units of v/LU for the regime of weak
tunneling (black lime) and for the regime of weak backscat-
tering (blue line).
Thus in the experimental set-up where two edge chan-
nels are biased6 there is a strong asymmetry between
weak tunneling and weak backscattering regimes, which
is easily seen in Fig. 11. In order to clarify the physical
origin of this effect, we evaluate the integral (42) in the
limit of strong interaction u ≫ v and for a symmetric
MZI, LU = LD = L. Then the branch cut shrinks to the
pole, and we obtain the following simple result:
IAB = ∆t/t0 + (1−∆t/t0)ei∆µt0 , (50)
where t0 = L/v is the time of the propagation of the slow
mode between two QPCs. We find that quite similar to
the result for the phase shift (40), here we also have a
competition of two terms, ∆t given by Eq. (34), and of
the flight time t0. Whether the visibility grows or decays
depends on the sign of the second term in Eq. (50).
In the experiment [5] ∆t = L/2v = t0/2, so that the
visibility always decays. On the other hand, the experi-
ment [6] represent an intermediate case. In the regime of
weak tunneling we have ∆t = 0, while in the regime of
weak backscattering ∆t = t0, so that in both regimes the
visibility is constant for the symmetric MZI. Therefore,
in Fig. 11 we had to consider a strongly asymmetric in-
terferometer with LD = 1.8LU . Note however, that once
∆t exceeds slightly t0, the visibility easily becomes grow-
ing function at small bias. This is exactly what happens
if we relax our assumption of good screening of the inter-
action and allow opposite arms of the interferometer to
interact. Indeed, in order to be electro-neutral the sys-
tem compensates such interaction by decreasing further
the chargeQ1U below the value given by Eq. (49), so that
now ∆t > t0. We have checked numerically that this as-
sumption alone gives rise to a good agreement with the
experiment [6] even in the case of symmetric interferom-
eter.
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C. Effects of finite temperature
The temperature dependence of the visibility of AB
oscillations in the MZI has been recently measured in
Ref. [8]. The most interesting fact is that the visibility
scales exponentially with the total size of the interferom-
eter VG ∝ e−L/lϕ . This is in obvious contradiction with
the prediction VG ∝ e−∆L/lϕ for free electrons,28 where
dephasing is due to energy averaging. Moreover, the
coherence length scales with temperature as lϕ ∝ 1/T ,
which does not agree with the prediction based on Lut-
tinger liquid model for ν = 1.12 Here we show that the
experimentally observed temperature dependence of the
visibility can be explained within our model.
Indeed, according to results of the Sec. III, at high
temperatures, neglecting charging effects which merely
influence the prefactor, the visibility can be estimated
as VG ∝
∫
dtG∗D(t)GU (t). Here the correlators are given
by the hight-temperature asymptotic form (B7), where
Xα has to be replaced with Lj − vαt. Then in the non-
interacting case (i.e. for s1 = 1, s2 = 0, and v1 = vF ) we
obtain the result
VG ∝
∫
dte−πT
P
j |t−Lj/vF | ∝ e−πT∆L/vF , (51)
which agrees with the prediction in Ref. [28]. On the
other hand, in our model s1 = s2 = 1/2, so we obtain
VG ∝
∫
dte−πT
P
α,j |t−Lj/vα| ∝ e−(LU+LD)/2lϕ , (52)
where the dephasing length
lϕ =
uv
πT (u− v) . (53)
Thus we find that the visibility scales exponentially with
the total size of the interferometer, and the dephasing
length scales as lϕ ∝ 1/T , in full agreement with the
experiment [8].
Two remarks are in order. According to Eqs. (52),
(53), and to the results of the Sec. III, the temperature
dependence and the period of oscillations of the visibility
are determined by the same energy scale ǫ, given by Eq.
(41). On the other hand, the decay of the visibility as a
function of the bias ∆µ at zero temperature is determined
by a larger energy scale ǫ′. It is equal to ǫ′ = v/∆L, or,
in case of the symmetric interferometer, depends on the
dispersion of the slow mode. The existence of two distinct
energy scales, which originate from the separation of the
spectrum of edge excitations on slow and fast modes, is
one of the most important predictions of our theory.
Second, we note that v and u are the group velocities of
the collective dipole and charge excitations, respectively.
Very roughly, they are determined by the spatial separa-
tion between edge modes a, and by the distance to the
back gate D. On the ν = 2 Hall plateau, the separation
a grows with the magnetic field, because the inner edge
channel moves away from the edge of 2DEG until it dis-
appears in the end of the plateau. Therefore, in contrast
to the bare Fermi velocity, the velocity of the slow mode
increases with the magnetic field. This may explain the
non-monotonic behavior of lϕ observed in Ref. [8]. In-
deed, according to Eq. (53) the decoherence length first
increases with the magnetic field starting from the value
lϕ = v/πT . Then it reaches the maximum value at v ≈ u
and goes down to the value lϕ ≈ u/πT on the plateau
ν = 1.
V. CONCLUSION
Earlier theoretical works24,25,28 on dephasing in MZI
predicted a smooth decay of the visibility of AB oscil-
lations as a function of temperature and voltage bias.
Therefore, when the Ref. [5] reported unusual oscilla-
tions and lobes in the visibility of AB oscillations as
a function of bias, this was considered a great puzzle
and attracted considerable theoretical attention. One
of us suggested11 a first explanation that is based on
the long-range Coulomb interaction between counter-
propagating edge states which leads to resonant scatter-
ing of plasmons. Although this phenomenon may be en-
countered in a number of experimental situations, new
experiments6,7,8,9 unambiguously pointed to physics re-
lated to the intrinsic structure of the quantum Hall edge.
In the present paper we focus on the intrinsic proper-
ties of the edge and propose a simple model which is able
to explain almost every detail of existing experiments.
The key ingredient of our theory is the assumption that
two chiral channels at the edge of ν = 2 electron system
interact via the long-range Coulomb potential. This leads
to number of universalities, in particular, to the separa-
tion of the spectrum of edge excitations on slow and fast
mode (plasmons), and to equal coupling of electrons to
both modes. When electrons scatter off the QPCs, which
play a role of beam splitters in the electronic MZI, they
excite plasmons, depending on the energy provided by
the voltage bias. The plasmons carry away the electronic
phase information, which leads the the decay of the visi-
bility of AB oscillations as a function of bias.
The remarkable property of our model is that at zero
temperature the phase information emitted at the first
QPC can be partially recollected at the second QPC.
This leads to oscillation and lobes in the visibility which
can be interpreted as a size effect. The new energy scale
in these oscillations, associated with the total size of the
MZI and with the slow mode, determines also the tem-
perature dependence of the visibility.
Importantly, within the framework of the same sim-
ple model we are able to explain a variety of ways
the interaction effects manifest themselves in different
experiments.5,6,7,8,9 This includes the lobe-type structure
observed in Refs. [5,6], the phase rigidity that was found
only in Ref. [5], the growing visibility and the asymmetry
of the AB effect discovered in Ref. [6]. All these phenom-
ena can be interpreted as charging effects. Indeed, edge
channels in quantum Hall systems move along the equipo-
12
tential lines and can be regarded as one-dimensional met-
als. Therefore, they accumulate ground states charges,
which lead to electronic phase shifts, depending on the
bias scheme (see figures 2 and 3). These bias dependent
phases determine the overall AB phase shift and the spe-
cific behavior of the visibility as a function of the voltage
bias.
Finally, experimentally observed decay of the visibil-
ity as a function of bias seems to be stronger than what
our model predicts. We speculate that this effect can-
not be explained by the long-range Coulomb interaction
alone, and may originate from the dispersion of the slow
mode due to disorder, or because of the intrinsic struc-
ture of each edge channel.26 This point deserves a care-
ful experimental and theoretical investigation. Moreover,
it is interesting to find out how charging and size ef-
fects discussed here may influence the interferometry at
other filling factors, where quite similar processes can
take place.29 Although the first theoretical steps have al-
ready been taken,30,31,32 the experiment, as usual, may
bring new surprises.
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APPENDIX A: CONSISTENCY OF THE
THEORY
Any model of the quantum Hall edge should satisfy
the following physical conditions:27 the existence of local
electron operator, proper charge and statistics of elec-
tron operators, and the cancellation of the gauge anomaly
with the one in the bulk theory. Validity of almost all
of them is obvious, but it is important to ascertain that
there is no intrinsic inconsistencies and incompatibilities
with bulk physics in our theory. In the analysis presented
below we simplify notations by omitting some indexes,
and assuming the summation over repeating indexes.
Check of locality of the electron operator (8) is obvious,
[ρα(x), e
iφβ(x
′)] = (1/2π)[∂xφα(x), e
iφβ(x
′)]
= −δαβδ(x− x′)eiφβ(x
′) (A1)
and follows from the commutation rule for phase opera-
tors. The statistical phase θ of the operator ψα is defined
as:
ψα(x
′)ψα(x) = e
iθψα(x)ψα(x
′). (A2)
Using the simple relation
eiφα(x
′)eiφα(x) = e−[φα(x
′),φα(x)]eiφα(x)eiφα(x
′)
and the commutation relation for bosonic phase opera-
tors we find that our electron operators (8) are fermions
with the phase θ = π. Finally, the total charge at the
quantum Hall edge is
q =
∑
β
∫
dx ρβ(x) = (1/2π)
∑
β
∫
dx ∂xφβ(x)
Therefore, using the relation (A1) we find
[q, ψα(x)] = −ψα(x), (A3)
which means that the fermion (8) in our model has an
electron charge, e = 1.
The only non-trivial question is whether the condition
of the cancellation of the anomaly inflow imposes any
constraint on the interaction matrix Vαβ? The answer is
no. To show this we use the Chern-Simons action for the
gauge field aµ in the effective low-energy description of
quantum Hall bulk physics27 at ν = 2:
SCS =
∫
dt
∫
Ω
d2x εµνλaαµ∂νaαλ . (A4)
Here Ω is the region of 2DEG where the quantum Hall
liquid is present. After the gauge transformation aαµ →
aαµ + ∂µλα the gauge anomaly (total change of action)
acquires the following form:
δSCS =
∫
dt
∫
∂Ω
dxλα(∂taαx − ∂xaαt) (A5)
In our model the action for edge excitations alone can be
written as:
S =
∫
dt
∫
∂Ω
dx(∂xφα∂tφα − Vαβ∂xφα∂xφβ)
The point is that for any interaction matrix Vαβ the cou-
pling of edge modes with the field aµ may be written in
the gauge invariant form:
S(a) =
∫∫
∂Ω
dxdt (DxφαDtφα
− VαβDxφαDxφβ − ǫµνaαµ∂νφα) (A6)
where Dµφα = ∂µφα − aαµ. After the gauge transforma-
tion in the edge action, φα → φα+λα, the anomaly (A5)
cancels in the total action SCS + S(a).
APPENDIX B: CALCULATION OF ELECTRON
CORRELATION FUNCTION
After we have introduced the model in Sec. II, the
derivation of the electronic correlation function is rela-
tively simple. We represent the electronic operators as
ψ1j ∝ eiφ1j and fix the normalization in the end of cal-
culations. Using the gaussian character of the theory, we
write
i〈ψ†1j(x, t)ψ1j(0, 0)〉 ∝ exp(i∆µ1jt− 2πiQ1jx)Kj(x, t),
(B1)
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where the first term is the average zero mode contribu-
tion, while the function Kj is the fluctuation part:
log[Kj(x, t)] = 〈[φ1j(x, t)− φ1j(0, 0)]φ1j(0, 0)〉. (B2)
Switching to the basis which diagonalizes the Hamilto-
nian (24) we write:
φ1j(x, t) = i
∑
α,k
√
2π
Wk
× [S1αbαj(k)eikXα + S∗1αb†αj(k)e−ikXα], (B3)
where we introduced the notation
Xα ≡ x− vαt
and neglected fluctuations of zero modes, because we are
about to take the thermodynamic limit, W → ∞. Sub-
stituting this expression for the phase operator into the
Eq. (B2), we obtain,
log[Kj] =
∑
α
sα
∫ Λ
0
dk
k
{
nα(k)(e
−ikXα − 1)
+ [1 + nα(k)](e
ikXα − 1)} , (B4)
where nα(k) = [exp(βvαk)− 1]−1 are the boson occupa-
tion numbers, Λ is the ultraviolet cutoff, and sα = |S1α|2.
The best way to proceed is to expand occu-
pation numbers in Botlzmann factors, nα(k) =∑∞
m=1 exp(−βvαmk), and integrate each term sepa-
rately. This gives
log[Kj ] = −
∑
α
sα
∞∑
m=−∞
log[Λ(iβvαm−Xα)]. (B5)
Combining this result with Eq. (B1), we finally obtain
i〈ψ†1j(x, t)ψ1j(0, 0)〉 = exp(i∆µ1jt− 2πiQ1jx)
×
∏
α
{(vα/πT ) sinh[πTXα/vα]}−sα , (B6)
where the prefactor is chosen to be consistent with the
free fermion case for s1 = 1 and s2 = 0. In the zero
temperature limit, T = 0, we obtain the correlator (30).
At high temperatures, T ≫ |Xα|/vα the correlator scales
as
i〈ψ†1j(x, t)ψ1j(0, 0)〉 ∝ exp
[−∑
α
πTsα|Xα|/vα
]
. (B7)
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