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論文内容の要旨
ニューラルネットワーク (NN) とは、元々は生物の脳神経系の計算原理を説明するために構築された、神経細胞
のネットワークの数理モデルである。人工知能の実現を目指して、コンビュータ科学の観点から、 NN 計算の可能性
を追求することは重要である。本論文では、アディティプニューラルネットワークとかホップフィールドニューラル
ネットワーク等と呼ばれ、広く用いられている連続時間リカレントニューラルネットワーク (RNN) を研究する。
近年、 RNN に対して、軌道学習の問題、すなわち、「与えられた軌道を近似できる RNN を構成する問題」が注
目されている o NN の学習の目標は、与えられたデータのみを学習することではなく、そのデータを生成するプロセ
スのモデルを構成することにある。すなわち、未知データに対して、高い汎化能力をもっ NN モデルを構成するこ
とにある o しかしながら、 RNN による軌道学習の研究においては、汎化の問題を論じてこなかった。本論文では、
汎化問題を論じることを可能にするために、 RNN による軌道学習の問題の一つの拡張として、 RNN による力学系
学習の問題を考察する。すなわち、「観測軌道を訓練データとして、力学系の RNN モデルを構成する問題」を考察
する。
近似能力を向上させるためには、 RNN に隠れユニットを設ける必要がある。しかしながら、隠れユニットをもっ
RNN は、可視状態空間から隠れ状態空間への写像をうまく指定しない限り、可視状態空間上に力学系を生成できな
い。よって、 RNN により生成できる力学系として、アフィン神経力学系 CA-NDS) を定義し、 RNN による力学系
学習の枠組みとして、 A-NDS に基づいた学習というものを提案する。すなわち、学習目標である R"上の力学系をモ
デル化するために、 11 個の可視ユニットをもっ RNN が可視状態空間上に生成する力学系として、 11 次元 A-NDS を
用いるという枠組みを提案する o さらに、この枠組みの妥当性を示す。
n 次元 A-NDS は、 n 個の可視ユニットと r 個の隠れユニットをもっ RNN と、 R"から R'へのアフィン写像との適
当なぺアにより表現されるが、この表現には冗長性がある。 A-NDS に基づいた学習という枠組みの下で、 RNN に
よる効率の良い力学系学習アルゴリズムを構築するための基礎として、学習における非冗長な探索空間の理解は重要
である。ところで、フィードフォワードニューラルネットワークに関しては、 Sussmann がその写像表現の冗長性
を解明している。よって、 Sussmann の仕事の拡張として、 RNN とアフィン写像による力学系表現の冗長性を解明
し、 n 次元 A-NDS の一意的なパラメータ表現を構成する。さらに、 A-NDS に基つ)~\た RNN による力学系学習に
対して、学習における非冗長な探索空間を構成する。また、 A-NDS の一意表現法を応用して、力学系の RNN モデ
円4U
ルの単純化法を与えるo
最後に、汎化問題の研究のーっとして、学習目標の力学系が A-NDS であるという特別な場合を調べ、観測軌道の
学習により得られた RNN モデルの汎化性能を、観測軌道に関する幾何学的条件として与える o
論文審査の結果の要旨
リカレントニューラルネットワーク (RNN) による軌道学習の研究において汎化の問題を論じるために、 RNN
により生成できる力学系として、アフィン神経力学系 (A-NDS) を定義した。軌道の近似能力を向上させるために
は、 RNN に隠れユニットを設ける必要があった。しかしながら、隠れユニットをもっ RNN は、可視状態空間から
隠れ状態空間への写像をうまく指定しない限り、可視状態空間上に力学系を生成できな L 、。 n 次元 A-NDS は、 n 個
の可視ユニットと r 個の隠れユニットをもっ RNN と、 R"からRrへのアフィン写像との適当なぺアにより表現される。
さらに、この力学系表現の冗長性を解明することにより、一意的なパラメータ表現を構成し、 A-NDS に基づいた
RNN による力学系学習に対して、学習における非冗長な探索空間を構成した。本論文はリカレントニューラルネッ
トワークの軌道学習の研究分野に対しての顕著な貢献であり、博士(理学)の学位論文として十分価値あるものと認
める。
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