Abstract Members of large, heterogeneous teams often need to interact with different kinds of teammates to accomplish their tasks, teammates with dramatically different capabilities to their own. While the role of humans in teams has progressively decreased with the deployment of increasingly intelligent systems, they still have a major role to play. In this chapter, we focus on the role of humans in large, heterogeneous teams that are faced with situations, where there is a large volume of incoming, conflicting data about some important fact. We use an abstract model of both humans and agents to investigate the dynamics and emergent behaviors of large teams trying to decide whether some fact is true. In particular, we focus on the role of humans in handling noisy information and their role in convergence of beliefs in large heterogeneous teams. Our simulation results show that systems involving humans exhibit an enabler-impeder effect, where if humans are present in low percentages, they aid in propagating information; however when the percentage of humans increase beyond a certain threshold, they seem to impede the information propagation.
Introduction
As intelligent systems get increasingly deployed in the real world, humans need to work in cooperation with various other entities such as agents and robots. The effective sharing and use of uncertain information in decision-making is the key to the success of such large heterogeneous teams in complex environments. Typically, noisy information is collected by some portion of the team and shared with others via a network [3] . Each team member will then use this uncertain information and the beliefs of those around them to develop their own beliefs about relevant facts. For example, consider the case of Network Centric Warfare [6, 13] . In this domain, Carnegie Mellon University, Address of Institute, e-mail: {paruchur+, rglinton+, katia, pscerri}@cs.cmu.edu a large number of agents and humans must do a variety of tasks, such as planning, information fusion and resource allocation. All these tasks need the exchange of potentially uncertain information between the different team members to arrive at a decision required to achieve joint goals. In this chapter, we focus on the role of humans in handling noisy information and their role in convergence of beliefs in large heterogeneous teams that include machine agents.
We developed an abstracted model and simulator for studying the dynamics and interaction between the various members of large, heterogeneous teams. In our model, the team is connected via a network with some team members having direct access to sensors, while others relying solely on neighbors in the network to provide inputs for their beliefs. Each agent then uses Bayesian reasoning over the beliefs of direct neighbors and sensor data to maintain it's own belief about a single fact which can be true, false or unknown. Simulation results indicate that the number of agents coming to a correct conclusion about a fact and the speed of their convergence to this belief depends on various factors including network structure, the percentage of humans in the team and the conditional probability of belief in neighbor's information.
Our experiments show that our belief propagation model exhibits the property that a single additional piece of data can cause a cascade of belief changes, referred to as avalanches. In particular, we observed that the frequency distribution of these avalanches follows a power law over a certain conditional probability range, a key feature of SOC's (Self-organizing critical systems). Our results also indicate that humans have a significant effect on the way these avalanches occur. In particular, we uncovered a new effect due to the presence of humans which we call the enablerimpeder effect which holds across a general range of experimental settings.
The rest of this chapter is organized as follows. Section 1.2 provides a brief description of the Self Organized Criticality property. Section 1.3 describes the enabler-impeder effect, a new effect that we uncovered in this work. Section 1.4 provides the actual model of a heterogeneous team that we use for purposes of simulation. Section 1.5 provides the results of the various experiments we performed using our simulator. In particular, we present extensive simulation results that shows the influence of humans under different system parameters on the behavior of large scale heterogeneous teams. Our results uncover the enabler-impeder effect due to the the presence of humans and the SOC nature of such teams. Section 1.6 provides the related work while Section 1.7 summarizes the chapter and provides a list of possible extensions for this work.
Self-Organized Critical Systems
There has been a lot of focus on identifying systems that exhibit Self Organized Criticality (SOC) as a property [7, 1, 12, 5, 8] . The main reason that SOC behavior is considered important is that most of the observed phenomenon in SOC systems occur for a large range of parameters [1] , as opposed to the dependency on fine-tuning of parameters in general complex systems. Systems which exhibit SOC share the following fundamental characteristics. All SOC systems consist of a large number of interacting constituents which interact with a relatively small percentage of the other system elements. The behavior of these constituents are dominated by three factors: (a) An external drive that changes the state of the individual; (b) Resistance of the individual to change; (c) Threshold in the local resistance at which the individual changes its belief or behavior. In our experimental section, we show that the system modeled here indeed exhibits these features over a large parameter range. A key feature of SOC's is that the avalanches caused by a single additional piece of data exhibits a power law property over a certain conditional probability range. The power law implies that the distribution of avalanche sizes is dominated by many small avalanches and exponentially fewer large ones. Identifying this behavior is important since the critical behavior of SOC's is not dependent on finely tuned parameters, and hence we can expect this criticality to occur often in realworld systems too. The power law suggests that large avalanches are relatively infrequent. However when they do occur, when sparked by incorrect data, the result can be that the entire team reaches a wrong conclusion despite exposure to primarily correct data. In many domains such as our Network Centric Warfare, this is an unacceptable outcome even if it does not occur often.
The Enabler-Impeder Effect
Addition of humans to large heterogeneous teams results in changing the interaction dynamics of the existing system. In particular, we uncovered a new team dynamics which we refer to as the enabler-impeder effect. This effect means that up to a certain percentage, humans enable belief propagation and above that percentage they actually impede the propagation. Thus, big avalanches occur most often in teams with some humans, but less often in teams with few or many humans. The reason behind the enabler-impeder effect is as follows: The enabler effect is due to the fact that agents have a higher belief in humans while the impeder effect is due to the fact that humans have a high latency between successive belief calculations. More details of our model of humans is presented in section 1.4.
We now provide a brief discussion on the effect of the enabler-impeder effect on the formation of avalanches. In general, occurrence of avalanches is good as it implies that agents are able to convey their beliefs to many other agents in the network. Bigger avalanches imply that each agent is able to convey and influence the beliefs of a larger set of agents. However, really large avalanches can potentially be harmful since agents can start imposing their beliefs on others or manipulate the network. We mention the word potentially here because there can be situations where we may want one agent's opinion to be instantaneously propagated across the network. Such situations can include an emergency where we want an instantaneous propagation of beliefs or it can be that the new input is the truth and hence propagating it instantaneously is the correct thing to do. Considering the fact that avalanches are good up to moderate sizes and potentially harmful thereafter, the enabler-impeder effect of humans can be classified as a positive effect on the team. This is because while a moderately high percentage of humans in a team helps in forming avalanches, addition of humans thereafter impedes the formation of big avalanches that are potentially harmful.
Model of Information Dissemination in a Network
We now introduce the network model similar to the one presented in [7] . In this model, there is a team of agents, A = {a 1 , . . . , a N }, where an agent is a generic term to imply humans, robots, or agents. We are interested in large teams, |A| ≥ 1000, that are connected to each other via a network, K. K is represented by |A| × |A| matrix where K i, j = 1, if i and j are neighbors and 0 otherwise. The network is assumed to be relatively sparse, with ∑ j K i, j ≈ 4, ∀i. There are six different network structures we consider in this chapter: (a) Scalefree (b) Grid (c) Random (d) Smallworld (e) Hierarchy and (f) HierarchySLO (A hierarchy network with sensors only at the leaf nodes). A comprehensive definition of these networks can be found in [11] .
Some members of the team, H ⊂ A are considered to be humans. Certain members of the team, S ⊂ A with |S| << |A|, have direct access to a sensor. A sensor simply returns a value of true or false with a particular probability. Sensor readings are noisy, so the sensor could return incorrect values with some probability. The frequency with which a sensor returns the correct value is modeled as a random variable R s which is normally distributed with a mean µ s and a variance σ 2 s . Agents that are directly connected to sensors incorporate new sensor readings according to the following belief update equation.
Agents use the following equation to incorporate the beliefs of neighbors:
where, P(b a i ) gives the prior belief of agent a i in the fact F and P(s a i /F) gives the probability that the sensor will return an estimate of the fact (true or false) given the actual truth value of the fact. We refer to, P(b a j /F), interchangeably as the belief probability or the conditional probability or CP. P(b a j /F) gives a measure of the credibility that an agent a i assigns to an estimate of the value of F received from a neighbor a j given F.
Each agent decides that F is either true, false or unknown by processing its belief using the following rule. If T is a threshold probability and ε an uncertainty interval, the agent decides that the fact is true if P(b a i ) > (T + ε), false if P(b a i ) < (T − ε), and unknown otherwise. Once the decision is made, if the agents decision about F has changed, the agent reports this change to its neighbors. Note that in our model, neither P(b a i ), the probability that F is true according to agent a i , or the evidence used to calculate it, is transmitted to neighbors. Instead, the only parameter that is transmitted is the actual value of F when there is a change in belief (i.e., either true, false or unknown).
We use a distinct model for the humans in our simulator. In particular, we make the following two assumptions with respect to humans: (a) Humans are given much larger credibility than other agents. In other words, agents have a higher belief in human's estimation of the value of F than in the value of F given to them by other agents. That is, for a h ∈ H and a k / ∈ H, P(b a h /F) >> P(b a k /F) ∀ h,k . This is to abstract away the fact that humans are good at analyzing (given particular information) and hence agents believe in humans more. (b) Humans have a higher latency between successive belief calculations. Effectively, this means that humans are slower to sense the environment or update their beliefs. This is to account for the fact that humans do not just believe others at face value, but change their beliefs using more complicated reasoning models without getting into the detailed modeling issues. We believe that these two assumptions help in achieving our goal of building more realistic human models.
Simulation Results
We performed a series of seven experiments to understand the effects of humans on the key properties and predictions of the system. All our experiments were performed with networks of 1000 agents with six different network topologies [11] . These six different topologies as mentioned earlier are: (1) Scalefree (2) Grid (3) Random (4) Smallworld (5) Hierarchy and (6) HierarchySLO. Before presenting the details of our experiments, we introduce a metric named center of mass which is useful to concisely capture the dynamics of belief cascades. Center of mass is defined as:
AvalancheFrequency i where AvalancheSize i = i, AvalancheFrequency i is the frequency of avalanche size i and N is the maximum possible avalanche size (which is 1000 in our experiments since there are 1000 agents in our simulation). Our first experiment studies the effect that humans have on belief propagation within the system. Recall that our modeling assumption about humans is that: (a) They have higher credibility, i.e., an agent believes a human with higher probability than it believes another agent and (b) Humans are slower to make decisions i.e., they have a higher latency between successive belief calculations. In our first experiment, we varied the percentage of humans in the team from 0 to 100 in increments of 20 across the six different network topologies and measured the center of mass of the avalanches obtained. The x-axis of Figure 1 .1 shows the percentage of humans in the network increasing from 0 to 100% and the y-axis represents the center of mass. The figure shows the enabler-impeder effect due to the presence of humans in the team. In particular, we observe that the center of mass increases till the percentage of humans in the team reaches 20%, the enabler effect, and then decreases thereafter, the impeder effect. This effect was noted across all the network types. The higher credibility of humans tends to encourage a change of belief in others who receive human input and thus humans can encourage or enable the formation of avalanches. Conversely the long latency of humans in changing their beliefs has the effect of impeding the avalanche formation. When the percentage of humans is below 20% the avalanche enhancing effect of the high human CP predominates, while above this value the impedance effect caused by the long latency predominates.
In our second experiment, we show that the network convergence rate is a function of percentage of humans in the team for a Scalefree network. Figure 1.2 shows the varying percentages of humans on the x-axis and the frequency of convergence to the ground truth on the y-axis. The total number of runs for this experiment is 5000 and the ground truth is True. Each line in the graph corresponds to a particular percentage or greater number of agents converging to the ground truth. Note that greater than 90% of agents, never converged to the ground truth and hence the graph shows only four lines corresponding to greater than or equal to 50, 60, 70 and 80 percent. An example data that can be obtained from this graph is: If the percentage of humans in the team is 20, then at least 50% of the agents have converged to the ground truth 3833 times out of the total 5000 runs. When there are no humans in the team more than 60% of the agents never converged to the ground truth. Figure 1 .2 confirms our observation that there is an enabler-impeder effect. In particular, addition of humans to the team helped in formation of avalanches, thus implying that humans play a key role in propagating the ground truth. This observation is true here since more than 50% of the team converges to the ground truth in almost all the settings of the graph. However, once the percentage of humans crosses 60, the frequency of convergence to the ground truth decreases since humans impede the propagation of information and hence the propagation of the ground truth.
Our third experiment shows that our system exhibits SOC behavior with a varying CP and percentage of humans in the team. In particular, we performed the experiment varying the CP values from 0.52 to 0.58 in increments of 0.02 and the human percentage from 0 to 100 in increments of 20. The results of this experiment are shown in Figure 1 .3. The five plots in the figure correspond to varying the human percentage in the system. The x-axis in all the plots denotes the size of the avalanches and the y-axis denotes the frequency with which avalanches of various sizes occur. Both the axes are plotted on a log-log scale and hence we expect a power law to be evident as a straight line. The underlying network used to produce this figure was a scale-free network. The 4 lines in the figure correspond to CP values of 0.52, 0.54, 0.56 and 0.58. Each point in the graph is an average over 5000 runs. In general, CP values greater than or equal to 0.6 did not exhibit the power law. This is because if agents give their neighbor's estimates high credibility (large values of CP), all the agents change their beliefs immediately upon receiving input from a neighbor. Hence, the bigger avalanches occur frequently without having a distribution over the small and medium size avalanches which led to the power law. While we show this figure solely for a scalefree network, our experiments show that this trend is true across all the network topologies we examined.
From Figure 1 .3, we notice that most of the plots follow the power law in the CP range from 0.52 to 0.58. However, the addition of humans has a significant effect. When the percentage of humans was zero, the plot was more spread out i.e., CP had a greater effect and hence there is a greater spread between the lines even with small CP increments. However, the effect of CP decreases even with the addition of a small percentage of humans in the team i.e., there is not much spread between the various CP lines when the percentage of humans in the team is greater than zero. The explanation for this is as follows. When there are no humans in the team, the main parameter affecting the avalanche sizes was the belief in neighbors. Hence, when CP increases there is a great variation in the occurrence of various avalanche sizes. However as humans get added to the team (even by a small percentage), given that agents have a higher belief in humans, they have a much greater effect on the dynamics of avalanche formation. Thus, increasing the CP in teams with humans has a small effect on the dynamics of avalanches formed as opposed to the large effects seen when there are no humans.
Our fourth experiment looks at the relationship between the number of sensors and the center of mass for a Scalefree network as the percentage of humans in the team is varied. A similar trend holds for the other network topologies considered in this chapter. Figure 1 .4 shows the number of sensors varying from 10 to 485 on the x-axis and the center of mass on the y-axis. We assume that sensors return observations randomly on an average of every second step. The six lines in the graph correspond to human percentages of 0, 20, 40, 60, 80 and 100. Each point in the graph is generated using 1000 agents and averaged over 1000 runs. The graph shows that as the number of sensors increase the center of mass of avalanches decreases (or increases by a negligible amount), across the various human percentages. This is because agents with sensors have access to more information and are thus more certain in their own beliefs. Hence, they are less likely to change their beliefs in response to information from neighbors and hence the cascades of belief changes are likely to be smaller. This effect of low probability of beliefs in neighbors can be a problem if some sensors in the system give out particularly bad data since such agents are likely to ignore potentially correct information from their neighbors.
Another interesting point to note from this graph is the enabler-impeder effect described in our earlier experiment. In Figure 1 ters are changed, thus showing the generality of this effect. To avoid repetition, we indicate the occurance of this effect in the rest of the experiments without repeating the description.
Our fifth experiment looks at the relationship between the network density and the center of mass values across six different network topologies as the percentage of humans in the team is varied. Figure 1 .5 shows six plots each corresponding to a different network type. In each plot, the network density is plotted on the xaxis and the center of mass on the y-axis. The six lines in each plot correspond to the six different percentages of humans in the team. Each point in the graph is generated using 1000 agents averaged over 1000 runs. The plots show that as the network density increases the center of mass in general increases except for the grid network where the center of mass mostly remains constant. This is due to the fact that each agent can influence more neighbors and hence lead to the formation of bigger avalanches resulting in a higher or at least equal center of mass. As mentioned earlier, the enabler-impeder effect of humans remains a predominant effect in this experiment too across all the networks except the smallworld network.
Our next experiment looks at the effect of the increase in agent's belief in humans over the center of mass as the percentage of humans in the team is varied. Figure  1 .6 shows the agent's belief in humans on the x-axis and the center of mass on the y-axis. The six lines in the figure correspond to the human percentage in the team varied from 0 to 100. From the plot we can see that, as the agent's belief in humans increase, the center of mass in general increases across all percentages of humans in the team except when the percentage is 0 or 100. When the percentage of humans is 0, since there are no humans in the team the parameter belief probability in humans has no effect as expected. Similarly, when the percentage of humans is 100, i.e., when there are no agents in the team, the size of the center of mass remains constant since the parameter cannot have any effect. Similar to all our earlier plots, the enabler-impeder effect is observed in this plot too.
Our last experiment looks at the effect of increase in human's belief in other humans on the center of mass as the percentage of humans in the team is varied. Figure  1 .7 shows the belief probability of humans in humans varying from 0 to 1 on the x-axis and the center of mass on the y-axis. The six lines in the figure correspond to the percentage of humans in the team varying from 0 to 100. When there are no humans in the team the belief probability parameter does not affect the simulation and hence a straight line is obtained as expected. For the rest of the lines, when the belief probability is zero it means that humans do not believe other humans and hence disregard other human's inputs. As the belief probability increases, humans start considering others beliefs, but still remain skeptical. This trend continues till 0.5 where the situation becomes equivalent to information coming from an unbiased coin toss. Due to this skeptical nature of humans in other humans, they effectively impede the formation of avalanches and hence lower the center of mass. As the belief probability in other humans crosses 0.5 and moves towards 1, humans start believing other humans more, enabling the formation of bigger avalanches and hence increase the center of mass. As obtained in all our earlier plots the enabler-impeder effect is observable across the various human percentages in the team.
Related Work
Many studies have focused on the belief propagation models for large heterogeneous teams. While most of these studies focus on the cascade effects of belief propagation, not much effort has been put into studying the specific effect of humans on such teams. For example, in [14] a belief propagation model is used for a large heterogeneous team. Using this model the paper shows that the cascades generated by their system follows a power law and hence exhibits SOC dynamics. Our model is similar to theirs, in the sense that they too use a heterogeneous nodes model with state change based on a distribution of thresholds. However, they do not introduce an explicit model of the human. The main difference introduced due to the presence of humans is that humans have a higher credibility and increased latency for changing as compared to other agents. We then explored the effects of these changes and uncovered two key properties: (a) The presence of humans results in the enabler-impeder effect, a new effect that has not been uncovered earlier.
The belief dynamics of our system across various human percentages exhibits the properties of a Self-Organizing Critical system. In [9] , Motter discusses cascading failures in electrical networks. In particular, Motter investigates cascades due to removal of nodes as opposed to cascades of decisions as in our work. Furthermore, there is no explicit model of humans considered in their work.
In contrast, [2] , [4] and [10] study the properties of heterogeneous human teams. While each of these papers presents a different way in which the team members update their beliefs, all these works uncover the cascading effects in large scale teams with humans. For example, [10] studies the cascading effects in heterogeneous teams where the individuals are modeled as naive Bayesian norm followers. Using this model they uncovered the herding behavior in human societies, a direct result of the cascading effect of belief propagation. However, none of these works uncover the enabler-impeder effect that humans bring in nor the SOC nature of such teams.
Conclusions and Future Work
Our conclusions from this work are the following. We built an abstract model and a simulator that studies the dynamics and interactions between the various members of a heterogeneous team. We then performed various experiments to study the properties of the simulator. In particular, we focused on the role of humans in all our experiments. Our main results are as follows: (a) Humans can have a dramatic effect on information propagation which we characterized as the enabler-impeder effect. In particular, the effect means that small percentages of humans encourage information propagation in the system while large percentages inhibit the information propagation. (b) We also found that the enabler-impeder effect is consistent even if other parameters of the domain change significantly. (c) We demonstrated that our system of belief sharing agents with varying percentages of humans in the team ex-hibits SOC dynamics for certain parameter ranges, thus providing a basis for why our results might hold in a real situation.
In the future, we plan to build more realistic models of humans. In particular, we would like to model the fact that humans may not maintain exact numbers for beliefs but a more complicated model. This complicated model could be maintaining beliefs as intervals or as probability distributions. We also plan to attribute psychological factors for humans such as optimism, pessimism etc. and other personal attributes such as motivations and emotions. Effectively, such a modeling can bring out the notion that humans are decision makers rather than just accumulators of belief. We would also like to model the fact that humans do not just communicate belief probabilities but also the reasoning behind them. This would require us to develop richer communication models.
