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Abstract: The development of renewable sources in residential segments is basic to achieve
a sustainable energy scenario in the horizon 2030–2050 because these segments explain around 25%
of the final energy consumption. Demand Response and its effective coordination with renewable are
additional concerns for residential segments. This paper deals with two problems: the demonstration
of cost-effectiveness of renewables in three different scenarios, and the application of the flexibility of
demand, performing as energy storage systems, to efficiently manage the generation of renewable
sources while improving benefits and avoiding penalties for the customer. A residential customer in
Spain has been used as example. The work combines the use of a commercial simulator to obtain
photovoltaic generation, the monitoring of customer to obtain demand patterns, and the development
of a Physically-Based Model to evaluate the capability of demand to follow self-generation. As a main
result, the integration of models (load/generation), neglected in practice in other approaches in
the literature, allows customers to improve revenue up to 20% and reach a basic but important
knowledge on how they can modify the demand, development of new skills and, in this way, learn
how to deal with the characteristics and limitations of both Demand and Generation when a customer
becomes a prosumer. This synergy amongst demand and generation physically-based models boosts
the possibilities of customers in electricity markets.
Keywords: photovoltaic generation; demand response; distributed energy resources; prosumers;
load modeling
1. Introduction
1.1. Current Status of Renewable Sources in Europe
In 2016, the European Union (EU) primary energy imports from non-member countries reached
53.61% of all primary energy consumption [1]. This fact clearly exposes that energy security from
EU depends heavily on external countries. In order to reduce the dependency on energy imports,
particularly of oil and gas, and guarantee the energy supply, it is necessary to increase the share of
renewable energy sources (RES).
Because of this, in recent years, the development of RES has been a priority in European policies.
In 2009, Directive 2009/28/EC has been published to promote the use of energy from RES, reduce
greenhouse gas (GHG) emissions, and increase energy efficiency [2]. The main objectives of this
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regulation are a 20% reduction of GHG emission (related to 1990 levels), a 20% improvement in energy
efficiency, and a renewable generation share of 20% in 2020. To achieve these targets, each member of
the EU had to adopt a National Renewable Energy Plan adapted to the peculiarities and abilities of the
states to increase RES in the generation mix.
As a result of this regulation, the renewable energy share of the European Union increased every
year and reached 17.7% in 2017, as it is shown in Figure 1.
Figure 1. Share of renewable energy in gross final energy consumption. Source: Own elaboration based
on European Commission Data [1] and 2017 trends.
Current predictions confirm that it will be possible to meet the 2020 targets. Several improvements
in energy use intensity have been achieved in the last years due to an increase in the efficiency of
buildings, industries, manufacturing processes, products, and transport.
The highest RES growth has occurred in the electricity sector, which has experienced an increase
from 15.35% in 2006 to 29.6% in 2016 [3]. Figure 2 shows the evolution of electricity generation from
the main renewable sources between 2000 and 2016 in EU-28 (in TWh).
Figure 2. Electricity generation from main renewable sources (TWh) in EU-28, 2000–2016. Source:
IRENA [4].
In 2015, hydropower was still the main renewable electricity source with 38% of total renewable
generation [4]. However, due to the high cost of building new hydropower plants and their potential
environmental impact, the amount of energy generation has remained approximately the same since
1990, standing at around 300 TWh [5].
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Regarding wind power, wind generation plants have experienced a strong deployment, increasing
the installed capacity four times from 2004 to 2015, reaching 33% of the generation mix. Germany and
Spain are the countries that have contributed the most in onshore wind generators, while Sweden,
the United Kingdom, Denmark, and Germany have installed a large amount of offshore wind
generation capacity. This technology, especially offshore plants, still has an important margin of
development that can be increased in the near future.
Finally, it is important to highlight the contribution of solar photovoltaic (PV) energy, accounting
for a 12% share of all renewable generation in 2015. The PV development has experienced a growth
peak between 2011 and 2012, but the growth rates have decreased since then. The rapid growth of
solar plants is driven by a fast technological progress and an important cost reduction.
Also, PV energy has allowed directly involving final consumers in energy transition and making
them participant in environmental policies. The option of installing a few PV modules in dwellings
has encouraged the deployment of this type of generation, which allows consumers to produce their
own electricity (known as “prosumers”) and save on their energy bill. Germany, Spain and Italy are
the countries with the leading amount of kW installed in Europe, producing 38% of Solar PV energy in
Europe [4].
Spain has the highest solar global irradiation levels of Europe, with a yearly average around
1600 kWh/m2, which exceeds 2200 kWh/m2 in some locations (levels are only comparable with Italy,
Greece, Malta, and Portugal in the EU-27 [6]). For these reasons, the south of Spain has been chosen
for this study.
Photovoltaics in Spain
In Spain, solar PV has had uneven development. Between 2007 and 2008, due to an auspicious
regulation, the growth of solar PV installations was much faster than expected. In 2008, Spain was
one of the countries who installed more solar PV power (2733 MW), reaching a total capacity of
3351 MW [4]. Nevertheless, subsequent changes in regulation broke this deployment. In 2017, total
installed capacity was 4978 MW. This means that for eight years, total solar capacity installed only
increased by 1637 MW (Figure 3).
Figure 3. Photovoltaic solar installed capacity in Spain, 2000–2017 [4].
For the first time, in 2017, Spain disappeared from the top ten countries with the highest installed
capacity [4]. In 2017, solar PV generation accounted for 3.2% of all electricity generation in Spain.
1.2. European Commission Environmental Policies and Objectives: Energy Framework 2030–2050
After the success of the measures and policies implemented by Directive 2009/28/EC [2], it was
expected the development of a new framework aimed at the improvement of energy efficiency and the
reduction of environmental impacts inside the EU-28.
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According to these objectives, in 2011 the European Commission published the documents
“A roadmap for moving to a competitive low carbon economy in 2050” [7] and “Energy Roadmap
2050” [8]. These documents show that by 2050, GHG emissions should be reduced by 80% from 1990
levels. To achieve these goals, in 2030 emissions must be cut by 40% and by 60% in 2040. In addition,
it is necessary to engage all energy sectors: electricity, transportation, buildings, industries, and
agriculture. The reports also point out that the stated objectives are feasible and affordable but require
innovation and strong investments.
With regards to the electricity sector, the Energy Roadmap 2050 states that electricity will play
a fundamental role contributing to decarbonize transport and heating/cooling activities. End-use
electricity demand will increase significantly, so it will be necessary for the power system to undergo
structural changes, increasing decentralization of Power Systems through the integration of the
Demand Response (DR), RES, and Energy Storage Systems (ESS). To meet climate targets foreseen in
the 2050 Roadmap, the power sector must reduce GHG emissions by 57–65% in 2030 and by 96–99% in
2050 [8].
In 2014, new objectives were adopted by European Union leaders in the long term. This new
framework is based on arrangements implemented by Directive 2009/28/EC [2]. Their key targets
from 2030 are obtaining at least a 40% reduction in GHG emissions from 1990 levels, a 27% share for
renewable energy, and 27% improvement in energy efficiency. To achieve these goals, every member
state should update their National Plans from the 2020–2030 period. Also, an average annual addition
investment of €38 billion is needed for the EU over the period 2011–2030 which can be mostly recovered
by fuel savings.
1.3. Motivation: Consumer Options to Take Advantage of Renewable Power Systems Development
Future low-carbon power systems must be partially supported by decentralized renewable power
plants, known as Distributed Energy Resources (DER), which in many cases will be managed by
consumers themselves. For this reason, it is important to empower consumers making them aware of
their role in the energy transition and promoting investments through consumer-friendly regulations.
In recent years, policies that have been applied in terms of DER and prosuming (it means
producing and consuming energy at the same time) can be classified into three main scenarios:
Net-Metering (NEM) regulations, Renewable Energy Feed-in-Tariffs (FiT) regulations, and lack of
support (with or without charges to selfconsumption).
In the Net-Metering scenario, prosumers can use all the energy generated by their solar PV system.
This regulation allows that production and consumption occur at different times according to the
requirements of the customer. That is, the energy generated that is not self-consumed is instantly
injected to the grid and it is available when the consumer needs it. This means that the power system
works like an “infinite battery” always available for prosumers. The prosumers’ electricity charge
is calculated as the difference between all the energy consumed by their loads and their solar PV
production. In addition, if the energy generated by the solar PV system is higher than the energy
consumed by the loads, the prosumers may receive revenue for the excess energy produced at the end
of the netting period.
NEM offers important benefits to prosumers, especially in the residential sector, where solar PV
systems tend to be smaller. NEM allows consumers to significantly reduce their electricity bill by
taking advantage of the total energy produced by solar PV modules, improving small-scale PV systems
profitability. However, with the high penetration of “presuming” systems, NEM can cause technical
problems if the grid is weak and is not able to assume the entire energy surplus injected by prosumers.
NEM policies are not widespread in European states. Some countries like Poland, The Netherlands,
and Greece have this type of regulation [9]. However, NEM regulation is very common in America, and
it is remarkable that California NEM policies were one of the first to be deployed and developed. NEM
has allowed a substantial growth of prosumers and residential PV systems in California. The netting
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period in California is annual, and the compensation tariff is around 0.02–0.04 $/kWh (approx.
0.017–0.034 €/kWh) [10].
The Renewable Energy Feed-in-Tariffs (FiT) scenario is the most extended regulation in Europe.
These policies are based on a compensation rate, named FiT, which is paid to prosumers for excess
energy that is not self-consumed and is injected into the grid. Normally, the value of this compensation
is less than the retail price paid for energy consumption. In this way, it is better for prosumers to
maximize selfconsumption and reduce energy surplus.
These policies also allow prosumers to obtain savings in their electricity bills, but prosumers usually
benefit less than in NEM scenarios. Nevertheless, the FiT scenario is more suitable with a high penetration
of DER, since they minimize DER influence on the power system by encouraging selfconsumption.
Germany, United Kingdom, Finland, Austria, and Portugal are some of the countries that apply
this type of regulation [9]. Germany is the country where residential PV systems have been most
deployed, with FiT values between 0.122 and 0.127 €/kWh in 2017.
Finally, there are some countries that do not have any kind of incentive or investment support.
In most cases because they have not yet developed specific policies for selfconsumption and prosuming:
this is the case of Spain. In addition to lack of incentives (LoI), a charge for selfconsumption is applied
to prosumers with more than 10 kW installed or who have ESS. This regulation has halted the
development of RES in the country.
1.4. Motivation: A Necessary Change in Markets and Power Systems Operation and Planning
The key trends that will shape renewable energy in future power systems involve a challenge for
the future because the flexibility of generation will drop significantly. To overcome this issue, several
solutions are needed: First, the reinforcement of transmission and distribution grids to avoid the stress
of the network (23,000 km of new overhead AC lines to be built in Europe by 2030 [11], i.e., investments
up to €150 billion) and, perhaps, this is a very expensive solution in some scenarios. Second, the use of
Distributed Energy Resources (DER) and specially DR and EES are more interesting alternatives.
To allow a maximum use of RES some authors propose demand response, energy storage, or
provision of reserves from renewable to increase system flexibility [12] and, in this way, DER resources
allow for a greater penetration of variable generation resources (50% in California, 27–32% in the EU
by 2030).
Moreover, “prosumers” can also obtain additional and interesting benefits from electricity markets,
in cooperation with other consumers, and through “energy aggregators”. For instance, in some
situations and due to some problems in the Power System (e.g., line losses or constraints), some
operator (in distribution or transmission networks (DSO, TSO)) needs to declare a reduction of
the load or, in other cases, some agents need to buy or balance its resources. In these scenarios,
the necessary investments to achieve demand flexibility (control, monitoring..., i.e., the so-called
“enabling technologies”, ICT) can be shared in the balance of the own generation (prosumer) or in the
balance of the main power system. These synergies reduce the payback time (PV array, EES, and ICT)
and the risks for the prosumer, enabling the deployment of RES and DR.
The residential customer segment (the focus of this paper) represents about 25% of the final
demand of electricity in the EU or approximately 33% in Japan (excluding transportation). If other small
segments were considered (commercial and industrial) the share reaches up to 40% [13]. Unfortunately,
the deployment of DR in these segments has been very limited in the last decade, but the new regulation
seems to be interested in the engagement of these segments for the effective development of new
markets in the EU [14]. Some barriers explain this situation: the specific legislation in each country,
technical complexity of response and the education of customers on energy and electricity markets
(a detailed description of DR scenarios in the EU can be found in [15]). On the other side, the rising
share of renewable generation by 2050 (a new target of 32% has been proposed by 2030) in the European
Grid increases the need to develop new alternatives in demand and supply side to face a shortage
of flexible generation resources in the mid-term. The lower predictability in generation and network
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operations means an urgent need for improving customer flexibility to COPe with this unpredictability
of resources.
1.5. Literature Survey
Many examples of the determination of cost-effectiveness of RES can be found in the literature.
Also, some examples of the use of DR to improve the cost of energy for customer and the performance
of these renewable systems with DR and ESS can be found. Previous [16,17] studies have researched
the payback period for small generation systems (1 kWp) in Italy and Greece and the dependence
of payback on selfconsumption percentage. In these papers, with a similar size of PV, authors do
not consider the possibilities and potential of DR. The payback time ranges from 7.6 to 12 years, and
this is not a good incentive for the small customer. In another past paper [18] authors study the
economic viability of RES in a more favorable scenario (from a regulation point of view and customer
incentives) but with lower irradiation levels: Germany. In another study [19] the case of Ireland is
studied supposing the possibility of incentives for PV generation in the mid-term, again, without the
consideration of DR alternatives. In a past paper [20] a direct customer (which is able to access to for
wholesale market and its prices, specifically the Iberian market, i.e., Portugal and Spain) is the selected
target. This scenario is of interest for the future but a different study [15] reports the complexity of the
participation of customers in DR policies. Moreover, wholesale market participation is very complex
in practice.
PV generation, EES, Load Shifting, Electric Vehicles and, especially, Efficient Technologies are
managed to participate in grid load management for residential scenarios in Japan [21]. The efficient
technology that is considered is Heat Pump Water Heaters (six million units in Japan in 2017 with
rated power in the range of 4.5/6.0 kW). The problem is that WHs are only considered for load shifting
to take profit from low tariffs in valley periods. Moreover, the database being considered consists of
the power consumption of 10 selected households during a week. Also, the period payback period is
longer than 10 years for WH.
PV generation and DR are considered together in a past study [22] for an office building, i.e.,
a higher aggregation level (120 kW of PV installed capacity in this case). Tariffs, charges, and the share
of end-uses are very different for small and medium segments. Another study in the literature [23]
depicts a scenario for the optimization of a PV selfconsumption system with an EES (a battery).
The authors concluded that EES improves the characteristics of the system in comparison with DR.
The problem in this case is that the study is based on a PV system “oversized” to obtain a significant
generation surplus, and this is not the scenario being considered in the present work (evaluation
of DR potential) because EES increases the capital costs for the customer and this is a barrier for
small customers. In a previous paper [24] the authors presented a new algorithm that utilizes air
conditioning and mechanical ventilation systems in residential buildings to dynamically compensate
the power generated from PV. The system also includes energy storage management (virtual storage)
to provide support when room temperature is above the regulatory limit (i.e., customer comfort is
considered in the decision algorithm to control loads). The main problem oh this approach is the
model of the building: specific heat capacity of envelope (walls, ceilings, etc.) and solar radiation are
not considered.
In two past papers [25,26] the authors focused on energy optimization concerns. In another
paper [25] authors minimize residential electricity costs of households by shifting demand (i.e., find
and efficient ON/OFF cycle for end-uses appliances) over a daily forecast price cycle. The problems
with this: First, the authors suppose that the customers have the necessary information to decide
whether to use electricity at some times; second, the load model is not very detailed. In a previous
paper the [26] authors deal with an autonomous DR program to motivate users towards shifting
demand during load peak periods. Again, the problem is a weakly-based load model. For the sake
of simplicity, the authors assume that load profile is repeated periodically from a day to other days
(during a week), and this is not true. For instance, temperature, holidays, the day of the week, and
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energy prices are also important variables [27] to forecast loads at low aggregation levels. Planning
tasks are considered from the point of view of virtual power players and energy aggregator in another
past study [28]. In this case, the authors evaluate the use of DR and PV as energy resources for
power planning aiming at sustainable development. The problem in this work is that customers are
considered at an aggregated level through demand price elasticity without the consideration of the
different characteristics and flexibilities of customer end-uses [29]. In another past paper [30] the
authors propose a shifting optimization algorithm for flattening electricity consumption in residential
segments for the so-called advanced tariffs (ToU). Examples, like this last paper, are severely lacking in
the physical basis of load models (for instance the demand of appliances must be moved all at once),
customers which are very well-informed about their demand and can provide end-use load schedules
to the aggregator, the load can change its patterns in different times without any problems (a furnace),
or EES systems that run with an unknown state of charge.
Finally, an interesting concept is the so-called integrated energy system approach, which utilizes
the advantages of the integration of energy subsystems. This is also the philosophy of the present
work. In a past paper [31] the authors recommend the exploitation of DR capabilities from different
components of the building energy system for economic and reliable operations of these buildings.
The authors of a past paper demonstrate [32] that the integrated system approach enables much greater
energy savings by leveraging the interactive effects between end-use systems, enabling lower energy
technologies. Authors include simulation through EnergyPlus software to calculate the dynamics of
the building systems in detail and their interactions. The problem is that these tools require some
expertise and models are limited to an hourly horizon (these facts limit the ability of models to perform
in some energy markets, for example, Ancillary Services).
In this paper, a method to evaluate the integration of DR (water heater is considered as DR target)
with PV simulation packages is defined and tested under different scenarios that a residential customer
can face (scenarios more or less favorable to customers). The contribution of the paper is as follows:
• First, to show the advantages and drawbacks of three common scenarios for RES (NEM, FiT, and
LoI) through the evaluation of several indices (net savings, payback time, and LCOE) in a yearly
basis (1440 data/day), and how different policies for the energy price (tariffs) can modulate results,
i.e., the effective engagement of customer and the deployment of RES.
• Second, demonstrate that DR through load modeling can benefit the development of RES in the
demand-side. Through a load with energy storage, a flexible consumer can manage and improve
his/her results in the three scenarios considered. Moreover physically-based models (PBLM)
allow the management of water heaters as a “hidden” (virtual) battery, following demand changes
through the control of the thermostat and power cycling. Moreover in adverse scenarios DR
can balance energy surplus in an efficient way, avoiding penalties and charges due to energy
injection to power system. In this way, the additional costs of EES can be avoided. From other
perspective, PBLM can exchange data/inputs with other white-box (grey-box) models, to facilitate
the implementation of DR and EE. In this way, the methodology allows the integration of the
developed tools in an integrated system approach framework [32].
• Simulations are performed for a representative customer (in terms of appliances and demand
shares). When compared the benefits of DR at this level of aggregation, payback time drops
in the worst scenario from 12 to 8.5 years and in the best scenario from 6.1 to 4.9 years (with
a considerable advantage: the customer reaches a better balance of his PV generation, reducing
the procurement of balance services in the system).
1.6. Organization of the Paper
A flowchart of the paper is depicted in Figure 4. After the analysis of the state of the art method,
three scenarios for the Residential customer (specifically, a prosumer) have been analyzed in more
detail. In Section 2, an average customer (monitored from 2015) has been considered. End-uses share
has been described and compared with EU and USA statistics.
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Figure 4. General framework of the methodology and steps of the paper.
From these end-uses, WH demand has been considered as an example to explore the potential
of DR to improve the abilities of the prosumer (e.g., take more profit from RES and avoid charges
for generation surplus in some scenario). Load profiles have been found through NIALM (reducing
customer costs) or through direct measurement (both possibilities have been used, but this is not
the core of the research). With these data a Physically-Based Load Model has been developed and
tuned. This model develops two important tasks in the work: first, evaluate the flexibility of the
load while accounting for customer service. The second task is to provide new load data (with DR)
to PV simulators (SAM and PVGIS). In Section 3 and through load and PV profiles, common tariff
options (flat and ToU) have been evaluated in the three regulation scenarios, with and without DR.
The advantages and possibilities of DR to balance and take profit from PV generation are clearly
demonstrated through indicators, and also the paper demonstrates that water heater can work like
a battery. This feature avoids new capital and operating costs for the user. In this way, and with these
tools and their integration, the interest of DR and RES can be demonstrated, and both tools are able
for training to customers and aggregators, at a low cost. Moreover these tools allow taking profit
from other markets benefits, benefits attributable in the literature to the development of DR skills in
these residential segments. Finally some conclusions are stated in Section 4, as well as future lines of
research (the consideration of other loads and markets).
2. Materials and Methods
This section presents the basic characteristics of the customer being considered for evaluation and
simulation purposes, and the available and proposed methodologies for the evaluation and simulation
of the solar resource, and furthermore, the flexibility of the load with the objective of synchronize the
load (only one end-use has been chosen, for simplicity) with the solar resource. The paper additionally
takes into account the service of the load and its behavior when a change of the usual demand pattern
is tested. One of the ideas of this paper is that the integration of methodologies can be a useful tool (i.e.,
a training tool) for energy aggregators and authorities to engage customers in DR, Energy Efficiency,
and Renewables. These materials can complement other interesting concepts such as peer-to-peer
learning about residential energy solutions (“Open Homes” projects), and the so called “Energy
Walks” [33], in areas or customer segments where other initiatives are more difficult, or are far away
from the appropriate level of maturity.
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2.1. Customer Description
A typical (representative) residential customer in Spain has been monitored for simulation and
validation purposes (3.5 kW of rated power with an average demand of around 4 MWh/year).
The overall demand (as seen by the Smart Meter) and the main end-uses have been monitored (i.e.,
submetering, in this case through Z-Wave devices) for two years, to accomplish the verification of
load models and the evaluation of Non-Intrusive Load Monitoring methodologies. Similar data,
as presented in this paper, are available in the literature and in public database (see for example REDD
database [34]). Figure 5 shows some examples of daily load curves.
Figure 5. Some examples of daily load curves of the consumer in two months: (a) January 2017;
(b) June 2017.
The main end-uses are presented in Table 1 (note that some end-uses exhibit a few discrete states
in demand while others have a wider range of values). To demonstrate that both the validation scenario
and the residential customer are representative, typical household end-uses database in the European
Union EU-28 [13] and in the USA [35] have been considered. According to low levels of penetration
of renewable solar systems in buildings [36] (i.e., solar heat pumps and solar water heaters), electric
supply has been considered as primary source for these end-uses. Several analysis in the literature state
that end-use renewable solutions are perceived of as innovative and risky, and the average customer
requires higher rates of return than for more conventional systems [36] (notice that the same concern
appears for Energy Efficiency measures such as the replacement of conventional WH by Heat Pump
WH). Table 2 presents the average energy consumption in households (in some cases, the share of
end-uses is considered for all types of fuels because it is more representative) in Spain, EU-28, and
the USA. Notice that in European Mediterranean climate regions like in the USA southern regions,
air conditioning loads represent a higher percent (66% of households have this appliance and the
trend is quite solid in this decade: around 700,000 new units in Spain, 80% of them in the residential
sector, i.e., 12% of the EU market [37]). The assumption of annual residential percentages (national
reports) in the proposed scenario (“prosumers”) could be a critical error for simulation purposes (i.e.,
DR potential being considered in summer periods, when solar resources and HVAC peak).
Table 1. Customer’s main end-uses and their power.
End-Use Description Power (kW)
HVAC Heat Pump/Air Conditioning (inverter) split unit 3300 kcal/h [0, 1]
WH Water heater, 80 L capacity ≈2
SH Convection electric heater ≈0.6, 1 or 2
RF Refrigerator/freezer 0, 0.1 or 0.3
EA Electronic appliances: TV, DVD, PC, etc. [0, 0.5]
L Lighting [0, 0.3]
WM Washing machine [0.1, 0.45]
COK Cooking 1 or 2
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Table 2. Main End-Uses share in the residential sector according to some estimates in the USA [35],
EU-28 [13], and Spain [38].
Type of End-Use USA (2009)All Fuels
USA (2009)
Electricity
EU (2016)
All Fuels
Spain (2014)
All Fuels
Spain (2014)
Electricity
Space Heating 41.5 9.3 64.7 42.9 7.36
Water Heater 17.71 9.75 14.5 17.9 7.47
Air Conditioning 6.24 14.47 0.3 0.98 2.33
Refrigerators 4.75 11.03 - 7.94 -
Other * 29.8 55.45 20.5 39.22 82.84
* Appliances and Electronics.
Figure 6 presents the overall demand and the consumption of main residential end-uses in a typical
winter day (23 January 2017). During these days, the average daily demand is around 22–25 kWh.
The granularity of data is fixed from 10 to 20 s for a better evaluation of end-uses and to achieve
a customer database with multiple possibilities (see for example REDD database in a past paper [34]).
For example, this database has been tested for Non-Intrusive Load Monitoring Methodologies (NIALM)
through Smart Meter data, for different purposes and loads (the use of NIALM for the disaggregation of
main loads can be found previously [29] and for small nonlinear loads in a past paper [39]). This pacer,
for monitoring purposes, is of considerable interest in the case of some water heaters with fast switching
because demand cycling ranges from 10 to 30 s in some periods. Moreover, the continuous or discrete
use of electricity, the presence of one or several states for appliances, is a matter of concern for DR, and
in this way, a more precise knowledge of end-uses allows an optimal estimation of Load Models and
then, a better evaluation of the possibilities of the different policies available on the Demand-Side.
Figure 6. Daily load curve and some representative end-uses for the customer in Winter: (a) Overall
demand, 23 January 2017. (b) Space heating (HVAC). (c) Water Heater. (d) Space heating (Oil-filled radiator).
Figure 7 shows the overall demand and the consumption of main end-uses in two typical summer
days (12 June and 2 July 2017). For those days, daily demand is around 5–6 kWh (i.e., around 25% of
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winter demand). The granularity of data is fixed from 10 to 20 s again. In those days, HVAC changes
its service to space cooling, and the oil-filled radiator is out of service. Note that our customer has
the WH controlled by a timer to take profit of ToU tariffs, but in some cases, the customer disables
the timer and control actions. This is an option to take into account for any possible DR control (see
Figure 7d). Another aspect to be considered are the loss of customer service and the losses attributable
to energy storage loads when the load service (hot water) and demand (electricity to heat conversion)
occur with different time lags. This topic is not considered in lots of papers in the literature, mainly
interested in optimization concerns of “static” loads which change demand irrespective of service or
environmental variables which strongly condition demand, for instance in a past paper [30].
Figure 7. Daily load curve and some representative end-uses for the customer in Summer: (a) Overall
demand, 12 June 2017. (b) Space cooling (HVAC). (c) Water Heater. (d) Water Heater, 2 July 2017.
Some additional data of interest from Figures 6 and 7 are shown in Table 3. A brief comparison
between Tables 2 and 3 shows that loads with storage (implicit or explicit one) such as Space Heating
(up to 69% in winter), Air Conditioning (29% in summer periods), and Water Heater (from 7 to 20%)
are also the main DR end-uses for the proposed “representative” customer in this study. Moreover,
it is interesting to note that refrigerators are of interest too for DR (mainly in summer periods and for
Ancillary Services) but its controllability is much more difficult for energy management concerns.
Table 3. Overall demand and Main End-Uses share for the residential customer selected for simulation
purposes for two typical days (January and July).
Type of End-Use Winter (kWh) Share (%) Summer (kWh) Share (%)
Space Heating (HVAC) 9.06 39 NA -
Water Heater 1.62 7.1 1.15 20.8
Air Conditioning NA - 1.52 29
Refrigerators 1.12 5 1.62 31
Space heating (radiator) 6.94 30 NA -
Overall demand 23.05 100 5.20 100
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2.2. Solar Resource
In order to know if a location is appropriate to install solar PV systems it is necessary to take into
account irradiation levels and other parameters such as modules’ orientation and inclination which
influence the systems efficiency.
There are many tools available to estimate solar PV production. In this way, potential prosumers
can know what benefits are going to obtain and what environmental impact is foreseen before making
a decision about whether or not invest in RES. In the current study, four software packages have been
analyzed: PVGIS, RetScreen, HOMER, and SAM.
First, the Photovoltaic Geographical Information System (PVGIS) has been considered [6]. PVGIS
is a research, demonstration, and policy-support instrument for solar energy resource, part of the
SOLAREC action at the Joint Research Centre of the European Commission. This tool has a large
meteorological and solar radiation database accessible to any user.
In order to perform simulations, the latitude and longitude of PV system location and also modules’
material, their orientation and inclination and the availability of tracking structures and ESS are required.
Results obtained with this simulator perform a preliminary analysis of solar PV production.
RETScreen [40] is a free software package developed by Natural Resources Canada National
Laboratory. RETScreen can make project feasibility analysis and energy efficiency studies from renewable
resources and cogeneration as well as ongoing energy performance analysis. The software calculates
monthly energy production and exposes the results of an economic, technical, and environmental analysis.
RETScreen cannot make simulations with hourly consumption and only performs
a prefeasibility analysis.
HOMER (Hybrid Optimization Model for Multiple Energy Resources) [41] is a software platform
that was purchased and enhanced by HOMER Energy. This tool simulates renewable systems operation
and optimizes plants design. In addition, HOMER allows including in the same project renewable and
nonrenewable energy systems as well as ESS, taking part of micro grids that are studied.
HOMER simulations use meteorological and consumption data from a whole year that can be
entered in time intervals between an hour and a minute. Technical and economical results have much
more accuracy than RETScreen because of using hourly data instead of monthly averages.
Finally, System Advisor Model (SAM) platform [42] was selected to develop this study. SAM was
created by NREL just like HOMER and it is continuously updated by its developers. SAM is a free tool
that allows studying RES performance and economic feasibility.
The platform uses a large meteorological database and also a technical database about modules,
inverters, and batteries which is available, including systems elements and installation costs. SAM
includes links to Utility Rates Database (URDB) from NREL [43] and Database of State Incentives for
Renewables & Efficiency (DSIRE) from NC Clean Energy Technology Center [44]. It is also possible to
enter your own parameters to perform simulations.
This application uses meteorological and consumption data from a whole year, entering data in
time intervals that range from a minute to an hour, the same as HOMER.
The procedure to perform simulations starts by selecting what RES is going to be studied (PV, wind,
biomass, geothermal, etc.). Then, a financial model is selected. Available financial models are residential,
commercial, third party ownership, and different types of Power Purchase Agreement (PPA).
Once renewable source and financial model have been selected, it is necessary to introduce
technical and financial parameters from RES installation, loads (i.e., specifications from modules,
inverters, batteries and their configuration, system losses including shading and snow losses, and
system costs), financial parameters, and incentives, and finally information about the consumer’s
electricity rate and electricity load. Finally, it is possible to make a sensitivity analysis with the main
parameters of the renewable system.
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2.3. Analysis of Load Flexibility through Physically Based Load Modeling (PBLM)
The flexibility of loads is a main concern to boost the generation from renewable sources on the
Demand-Side, specifically for solar resources. The possibilities, for different loads and appliances,
to change their consumption patterns to balance intermittent generation have been presented and
discussed in previous works in the literature [45]. Another alternative is the use of the sun as a primary
energy source for end-uses [36], but this is a complex scenario in the short term. The capability of
loads to respond to DR policies depends on load behavior (and its environment) and on the possibility
of loads to store energy (service provided). These facts explain that thermostatically controlled loads
(TCL) are the most suitable loads for lots of DR policies (i.e., HVAC or WH). An interesting way to
evaluate this response is through PBLM, a methodology first proposed by Ihara and Schweppe to solve
the so called “cold load pickup” problem [46]. The proposed approach in this section follows the same
idea proposed in thermal design software tools such as eQuest and EnergyPlus [47,48]: a white-box
model. These approaches sometimes are too complex to evaluate load response in the short term
(e.g., EnergyPlus works with high order state-space models, e.g., the model order is approximately
30–40) and they need some simplification to make costs affordable and efforts feasible to engage DR.
Some software, for example the toolbox BRCM, is proposed to reduce and simplify the higher order of
EnergyPlus models [49] while the toolbox uses the same physical information as the input database
(another advantage of white-box approaches) [50].
The advantage of “white box” models as PBLM (or “grey box” according to some authors [51])
is that they allow the user to evaluate the effects of a nonelectrical input/parameter/variable (e.g.,
the effects of roof and floor insulation, solar radiation levels or the customer service, the changes on
water flow q(t) at some established temperature . . . ) to estimate demand changes and energy savings,
which is necessary in the case of the implementation of DR policies, or in balancing the volatility of RES
(understood as a lack of predictability of the series and not as a time series with a high variance [52]).
Since DR is complex for the demand-side actors (customers and energy aggregators), the philosophy
adopted for modeling is to save time, information, and resources and, consequently, use the same
modeling basis for different DR policies, markets (Energy, Capacity or Ancillary Services), and loads,
whenever possible [53]. This seems affordable with the use of PBLM models because they involve
physical information of loads, appliances, and environment. Moreover, the aggregation and validation
of these individual models is performed through several tools [29,54].
Figure 8 presents the basic steps to build a PBLM model. First, the researcher should find the
energy flows on the load (appliance and its environment) and the physical laws that govern these
heat flows. For the case of WH, the load needs to supply thermal energy (HR(t) converted from mains
electrical supply, R) to the inlet water flow q(t) (litre per minute) to raise the temperature of the water
in the pipeline Xp(t) to the service temperature XS(t) desired by user inside the water heater (note that
due to service conditions, the temperature of water inside WH, X2(t), may or may not reach XS(t)).
As the temperature of the water increases (water gains energy, at a rate explained by its specific heat ce
and the mass of water stored in the WH, mw, i.e., usually done in liters or gallons), the load faces losses
through the external envelope and the pipelines (h, thermal transmission coefficients or U values) that
cross outside the WH tank. The energy balance Equation (hot water energy service equals net energy
inputs minus losses) can be expressed by:
Service : ddt
[
mwce(XS(t)− Xp(t))
] ≈ ceq(t)(X2(t)− Xp(t))
En.Input : HR(t)− Storage− Losses = HR(t)− cemws dX2(t)dt − h(X2(t)− Xd(t))
Control : m(t)

m(t + ∆t) = m(t); xi < X2(t) < xs
m(t + ∆t) = 1; X2(t) < xi
m(t + ∆t) = 0; xs < X2(t)
(1)
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Figure 8. Physically-Based Load Model (PBLM) model for a Water Heater (WH): (a) Physical processes
(heat gains, losses, service from load . . . ); (b) electrical-thermal equivalent network used to model
electrical, thermal, and control processes.
These equations are translated to a thermal-electric equivalent to make more homogeneous the
further and necessary aggregation of individual models, for instance, to achieve a minimum level of
load to participate in energy markets [55,56]. These PBLM models usually have several components
(sub-models), for example:
- Load/environment: parameters that represent heat losses/gains (conduction/convection through
the external envelope: GE1, GE2; the pipeline: GC1 and GC2). Also, the model takes into account
heat storage from the specific heat of water (C1 and C2).
- The appliance: and its energy conversion into hot water. This is represented by a current source
(HR) and is independent of the kind of WH (standard or Heat Pump Water Heater, HPWH).
- Control mechanisms (one or several) which drives the demand: a thermostat in some loads, i.e.,
m(t) in Figure 8b.
- The state variables that usually are temperatures: the temperature of the water inside the virtual
subtanks WH-1 and WH-2 (X1) and (X2), as shown in Figure 8b. In this case two tanks have been
considered to account for the stratification phenomenon in the tank [57].
- The service of the load: the water load flow q(t) at a certain temperature level Xs.
These parameters must be evaluated through measurements, the application of physical concepts,
inspection on-site, and data from the manufacturer. Comparison of the pre and post calibration model
shows that a calibration process in white-box models greatly improves the model’s accuracy for each
en use [48,58]. For example, the initial estimation of the capacitance value in the equivalent heat
storage (C1 or C2) can be evaluated by:
C = C1 + C2 = Vρce = (80l)(0, 99kg/l)(4.18kJ/kgn nK) = 331kJ/nK
HR(t, X) = P
avg
R COP(Xd, X1) ≈ 2000 ∗ 1.0 = 2000J/s
(2)
where: V is the volume of the WH tank, ρ is the water density (from 0.998 at 20 ◦C to 0.983 at 55 ◦C)
and specific heat ce of water. PR is the power of resistor (in average) and COP is the coefficient of
performance (this is an important factor for WH Heat Pumps).
For instance, state-space representation for the model presented in Figure 8a,b and Equation (1) is:(
DX1(t)
DX2(t)
)
=
[
− 1C1 [GL + GC1 + GE1 + ceq(t)] 1C1 [GL + ceq(t)]
1
C2
[GL] − 1C2 [GL + GC2 + GE2 + ceq(t)]
](
X1(t)
X2(t)
)
+
+
[
1
C1
GE1 0 1C1
1
C2
GE2
ceq(t)
C1
0
] Xd(t)Xp(t)
HR(t)
 (3)
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where D is the differential operator and, coefficients, state variables, and inputs have been previously
described (the nomenclature section is at the end of this paper).
The resolution of state-space system (3) allows the evaluation of thermal losses. This is an
important value for the change of WH patterns (as shown in Section 3). For example, system losses
through the tank envelope (and WH class, i.e., its energy label) can be evaluated in a period of time
T through:
Losses =
T∫
0
(GE1 (X1(t)− Xd(t)) + GE2(X2(t)− Xd(t)))dt (4)
Some other values can be extracted from (3), for example the State of Charge (SoC), the capacity
of thermal storage (TESScap), or the Reserve Margin for Storage (RMS, per unit) to store additional
energy from operational conditions (i.e., rise the service from X1, XS to the maximum thermostat
set-point XSMAX), specifically:
SoC(t)(%) =
mwC1(X1(t)−Xp(t) )+mwC2(X2(t)−Xp(t))
mw(C1+C2)
(
100
(XS−Xp(t))
)
RMS(t)(p.u.) = mwC1(X
MAX
S −X1(t))+mwC2(XMAXS −X2(t))
mw(C1+C2)XS
TESScap = mw(C1 + C2)
(
XS − Xp(t)
) (5)
These models (3)–(5) have been implemented in Matlab, validated, and the parameters have been
calibrated through several measurements in individual customers: for example, a start-up test (for the
evaluation of the stratification of water inside the tank and definition the size of subtanks, see Figure 8a)
with the tank in a certain state of charge (SoC, i.e., hot water temperature at the beginning of the
test), standby-tests and some tests with several service levels, i.e., different water draws q(t). Another
approach to identify the entries of matrices in Equation (3) of PBLM models is to develop a regression
problem [50], i.e., a nonlinear optimization problem that involves multiplication of the variables (the
model parameters). Authors observed in a past paper [50] that if the dataset is small, the regression
problem can lead to an unstable bilinear model. This can be overcome by the evaluation of initial
values in (3) from a physical evaluation of the thermal processes in the load and its environment.
Figure 9 shows the standby times of the test appliance and its model. Appliance switching times
between ON periods are around 50–55 min and show an small difference with the model but, in
this case, the energy consumption during the start-up and the standby modes is more important for
calibration [48] and validation purposes (an average demand around 30 Wh/h in standby for the
model and from 27 to 33 Wh/h in the real tests, time periods from 6 h to 10 h are shown in Figure 9a.
The consumption during charge (from 0 to 4 h) is 1.65 kWh in the real test, and 1.52 kWh for the
simulation model, i.e., around 8% of error, mainly attributable to the stratification of water inside the
tank and the accuracy of the control mechanism, i.e., the thermostat, m(t)).
2.4. Balancing PV Generation and Flexible End-Uses in the Demand-Side
In some scenarios, for example in Spain, and from the point of view of the customer, it is interesting
to maximize the load that is covered by PV resources because the injection of energy to the network
lacks of interest (i.e., the system apply charges to energy injected to the grid, making each kWh
self-consumed more profitable than each kWh sold in the market), otherwise the customer gives free
PV energy to the system, see Section 1.2). For this reason, it is interesting for the customer to modify
the time-of-use of some loads, for example the pattern of WH demand.
In this case, the aggregator or the energy supplier can provide some estimation of WH end-use
(see Figure 6) through NIALM [39,54]. The methodology proposed here is to lag or lead the end-use
profile of WH, taking into account the changes on demand and customer service, to optimize a specific
value, for instance: minimizing net demand, maximizing or minimizing the PV injection to network,
minimize the costs of tariffs . . . , or simply to size the number and kWp of the PV array. Figure 10
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shows the lag of WH demand according to two generation sizes: 1 kWp and 2 kWp. Table 4 shows
some results. From these results and scenario, 1 kWp is a better option for the customer than 2 kWp
(taking into account the Spanish Regulation framework).
Figure 9. Starting and Standby tests in Water Heater (WH): (a) Real appliance demand (initial
SoC = 35 ◦C, or 42%); (b) OFF time dynamics (real load); (c) demand through PBLM model; and
(d) OFF times through PBLM.
Figure 10. Change of time-of-use of WH end-use in two cases for the Winter period: (a) Customer
installs 1 kWp PV array; (b) customer installs 2 kWp PV array. CBL (w/o WH) is the original demand
of the prosumer (baseline) without WH, PV24 h is the generation of PV array, and CBL (WH) is the
overall demand with WH under control.
Table 4. Analysis of results of WH lagging (winter period).
PV Array
(kWp)
Demand of
Customer
(kWh)
PV Gener.
before DR
(kWh, %)
Demand of
Prosumer before
DR (kWh)
Demand of
Prosumer after
DR (kWh)
Net PV
Injected to
Grid (kWh, %)
1 24.75 1.17 (36%) 22.59 22.0 0.58 (17.9%)
2 24.75 3.23 (50%) 21.42 20.06 1.87 (28.9%)
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2.5. Economic Analysis
For this study, two benchmarking tools have been considered to evaluate the cost-effectiveness of
the project: Payback time and Levelized Cost of Electricity.
Payback time is a simple method to study the adequacy of the investment and represents the
number of years before the system begins to generate some profit.
Payback time(years) =
System cos ts(currency)
Annual pro f its(currency)
(6)
Levelized Cost of Electricity (LCOE) is a financial parameter used to assess feasibility and
cost-effectiveness of different generation sources on a consistent basis [42]. Usually, it is used to
compare renewable energy generation with traditional technologies. LCOE is calculated as the sum of
the total lifetime cost of producing electricity with the system divided by the total estimated energy
generated from the system over its lifetime. That is depicted in Equation (7):
LCOE =
C0 +
N
∑
n=1
Cn(1+ d)
−n
N
∑
n=1
En(1+ d)
−n
(7)
where C0 is the initial investment costs; Cn are the annual project costs including operation and
maintenance (O&M) expenditures in year n; d is the discount rate; En is the energy (kWh) generated
by the system in year n; and N is the investment analysis period in years. LCOE results are expressed
in price per kWh, in this case in €/kWh.
LCOE represents the total project lifecycle costs and it can be understood as the price at which
total energy generated by the system must be sold to make it profitable during its lifetime.
2.6. Environmental Analysis
One of the most important benefits for increasing renewable generation is the reduction of
GHG emissions. Some impact indicators have been used in order to be able to measure the impact
of renewable systems and their associated emissions during their life cycle, known as Life Cycle
Assessment (LCA).
Life cycle of solar PV systems starts obtaining raw materials and includes all phases of
manufacturing, transporting, and installing the system. Also, it is necessary to include the energy used
to manage and recycle all the elements at the system end of life.
For this study, Energy Payback Time and Energy Return on Investment have been selected to
analyze the life cycle environmental impact from solar PV systems.
Energy Payback Time (EPBT) is defined as the period required for a renewable energy system to
generate the same amount of energy (in terms of primary energy) that was used to produce and recycle
the system itself [59].
Energy Payback Time =
Emat + Emanu f + Etrans + Einst + EEOL(
Eagen
ηG
)
− EO&M
(8)
where:
Emat: Primary energy demand to produce materials comprising PV system;
Emanuf: Primary energy demand to manufacture PV system;
Etrans: Primary energy demand to transport materials used during the life cycle;
Einst: Primary energy demand to install the system;
EEOL: Primary energy demand for end-of-life management;
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Eagen: Annual electricity generation;
EO&M: Annual primary energy demand for operation and maintenance;
ηG: Grid efficiency, the average primary energy to electricity conversion efficiency at the demand side.
The sum total of the (renewable and nonrenewable) primary energy harvested from the geo-
biosphere in order to supply the direct energy (e.g., fuels and electricity) and material (e.g., Si, metals,
and glass) inputs used in all its life-cycle stages is known as the life-cycle cumulative energy demand
(CED) [59] and corresponds to the numerator of the Equation (8).
Energy Return on Investment (EROI) is calculated by dividing system lifetime period between
EPBT. EROI can be calculated using the following equation:
EROI = T
(
Eagen
ηG
)
− EO&M
Emat + Emanu f + Etrans + Einst + EEOL
(9)
where T is lifetime period in years and the other parameters match those defined for EPBT.
EROI is a dimensionless ratio that indicates how much energy is obtained from a system of
an energy source compared to how much of that energy is required to create and implement the
system [60]. EROI also can be understood as the amount of primary energy which is returned to
society (i.e., preserved for alternative uses) per unit of primary energy invested in PV, in reference to
the current grid mix [61]. If EROI is greater than 1, then the energy production over the PV-system
lifetime is larger than the initial energy investment in the manufacturing process [62].
For both indicators, to obtain clear results it is mandatory to choose the approach that most
accurately describes the systems parameters and to specify the approach on which the calculation is
based. Thus it is necessary to specify the reference electricity mix [58].
There are two existing conceptual approaches to calculate both parameters. The first approach
includes using, in the power grid mix, renewable and nonrenewable sources, and understanding PV
systems as replacements of all the energy sources used in the power generation mix. The second
approach only takes into account nonrenewable sources, understanding PV systems as replacements
of nonrenewable energy sources used in the power grid mix.
For this study, parameters of the Spanish 2017 generation mix (electricity from renewable and
nonrenewable sources) have been used as reference scenario.
For the calculations of LCA, the information obtained from Ecoinvent database has been used [63]
and adapted to specific operating conditions relating to the case of study.
2.7. Electricity Rates and Incentives
Two main type of electricity rates are available for residential consumers (notice that at present
the direct access to market and to advanced time-based programs such as real time pricing are scarce
or not eligible for these segments [64]): flat rates, which have a constant price for energy consumption
throughout the day and Time-of-Use (TOU) rates, in which the price of energy demand depends on
the time of the day at which is consumed. TOU used in this study has two periods: peak (between
12 a.m. and 10 p.m. in winter and between 1 p.m. and 11 p.m. in summer) and off-peak (the rest of the
day). Prices used to carry out this analysis are presented in Table 5 and include all Spanish taxes.
Table 5. Electricity rates for residential consumers.
Tariffs
Prices
Fixed Charge (€/month) Variable Charge (€/kWh)
Flat rate 16.45 0.179826
TOU rate 16.45 Peak 0.245829 Off-Peak 0.126133
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Three regulation scenarios from RES have been studied as explained in Section 1.3: Net Metering
(NEM), Feed-in-Tariffs (FiT), and lack of incentives (LoI), based on regulations from California,
Germany, and Spain. Support measures considered in this work are shown in Table 6 for each scheme.
Table 6. Scenarios for Renewable Energy Sources regulations: incentives.
Scenario Incentives
NEM Sell rate at end of year: 0.02373 €/kWhInvestment Tax Credit (ITC): 30%
FiT FiT for energy send to grid: 0.122 €/kWh
LoI -
2.8. Financial Parameters
The main financial parameters used for the calculation process are presented in Table 7. The values
of these parameters are based on the literature review [65–68].
Table 7. Financial parameters.
Financial Parameters Value
System costs (including installation) 2.54 €/W
O&M costs 1.5% of capital costs
Lifetime 25 years
Discount rate 1.5%
Inflation 2%
Tariff inflation 2%
System costs are based on NREL research and include the cost of all required elements: PV
modules, inverter, panels’ structure, cabling, etc. Also the permitting and environmental studies,
the installation labor, the grid connection, the installer margin, and sales tax (21% of total costs in
Spain) are included. The lifetime is fixed in 25 years because it is the performance duration warranty
offered by PV modules manufacturers. Inflation and tariff inflation have been selected taking into
account the long-term target of the European Central Bank (ECB) to maintain the inflation rate close to
2% [69]. Finally, the value of the discount rate is related to interest rates for long-term government
bonds accordingly to the European Central Bank (in 2017, the interest rate in Euro area is ranged
between 0.19% and 7.17%) [70]. According to 2017 statistics, 1.5% is selected as the average value
in Spain.
3. Results and Discussion
In this section, some simulation results are presented and discussed, taking into account the
methodologies considered and developed in Section 2. First, the cost-effectiveness of the conversion
from customer to prosumer, without any action in demand, will be presented. Second, the influence of
electricity tariffs and regulation scenarios for PV systems will be analyzed, again without DR policies.
Then, the advantages of demand-responsiveness for the improvement of customer benefits will be
underlined. Finally, other inputs such as environmental concerns are presented because they can also
be a driver to engage RES [33].
3.1. “Static” Prosumer: Without DR and ESS
The first case of study represent a prosumer who installs a 1 kW PV system to cover his/her
demand (partially) and injects the surplus to the grid. The prosumer, called as “static prosumer”,
does not take any other action to improve the system’s performance such as installing EES systems
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or changing his/her consumption routines. Results from simulations over the three policy scenario
studied are shown in Table 8. A flat tariff is considered for the calculations because prosumer is not
involved in any DR strategies (including flexible tariffs).
Table 8. Economic results for static prosumer with flat rate.
Scenario Net Savings (€/year) Payback Time (years) LCOE (c€/kWh)
NEM 294 6.1 9.66
FiT 273 9.1 12.42
LoI 200 12.1 12.42
The installation of a 1 kW PV system located in Cartagena, Spain, has an annual energy yield
of 1743 kWh/kW and contributes to reduce the electricity bill by €200 per year and can reach almost
€300 per year if NEM policies are applied in combination with ITC. Payback time varies between 6
and 12 years and LCOE is found between 12.5 and 9.6 cent€/kWh. In all cases NEM scenario obtains
the best results, with the highest net savings and the lowest payback time and LCOE. These results are
in agreement with other recent studies from Italy [16] and Greece [17].
3.2. Influence of Electricity Tariffs on the Profitability
Secondly, the influence of electricity tariffs on the profitability of the system is studied. Simulations
have shown that the total energy consumed by the loads supposes a total annual cost of €936 if flat
rate is the default option. However, if the TOU rate is available, the total annual cost is reduced to
€883. This means an annual saving of €53 is achieved for changing the electricity tariff. In addition,
net annual savings for PV system with TOU tariffs are greater than with the flat tariff. Therefore,
the TOU rate payback time is lower than for the flat rate. The economic results for the simulations
of both options are presented in Table 9 for the three regulation scenarios we are dealing with in
this paper.
Table 9. Comparative of economic results between Flat rate and TOU rate.
Scenario Tariff Net Savings (€/year) Payback Time (years) LCOE (c€/kWh)
NEM
Flat rate 294 6.1
9.66TOU rate 348 5.2
FiT
Flat rate 273 9.1
12.42TOU rate 300 8.2
LoI
Flat rate 200 12.1
12.42TOU rate 235 10.4
Net savings increase by €27–54 per year applying TOU rates. LCOE results are not affected
by electricity tariffs, but using TOU tariffs can reduce payback time between 1.7 years for Lack of
Incentives scenario and 0.9 years for NEM and FiT scenarios.
Results obtained with a TOU rate can be compared with a recent study published for Portugal [20];
a country located in the Iberian Peninsula which has similar irradiation levels and electricity prices.
In a past paper [20], similar policy scenarios have been analyzed using a TOU rate with two
similar periods (Peak and Off-Peak). The LoI scenario (named as “SC”) for 1 kW system obtains
a LCOE value of 14 c€/kWh and 10.89 years for payback time. The NEM scenario (“SC + NM”) results
show a payback time of 8.26 and a LCOE of 10 c€/kWh. All these results are similar to those obtained
in current work. However, it is necessary to point out that payback time for NEM is lower in the
present study than in a past paper [27] due to the 30% ITC. Finally, [20] also studied a FiT scenario
(“SC + IN”) with an LCOE of 11 c€/kWh and payback time of 12.89 years. Again, payback time for
the Portuguese case is higher than current FiT scenario, but in this case the reason is that authors
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of a previous work [27] consider a FiT rate based on wholesale market electricity prices (average of
0.052 €/kWh in 2017), which are much lower than the 0.122 €/kWh selected by this study (notice that
Wholesale Markets are closed to Residential segments in practice [15,27]).
3.3. “Dynamic” Prosumer: WH as Thermal Energy Storage System
Finally, a prosumer who is able alone or with the support of an energy aggregator, to apply DR
strategies has been analyzed, the so called “dynamic prosumer”. A conventional electric WH (heating
by a resistor) has been considered, and, in some of the proposed cases, it performs like a Thermal
Energy Storage System (TESS). Several cases have been analyzed: first a customer without any kind
of PV generation (i.e., the baseline for the study, described in Section 2) which manages demand
according to ToU tariffs; second a customer which installs PV and changes WH demand with a simple
procedure (a digital timer to control load switching); and, finally, a “dynamic” prosumer that manages
demand to follow, to some extent, PV generation. In this last case, the water is heated during the
period with the highest solar energy production (or when some PV surplus has been forecasted) to
take advantage of the solar resource while minimizing the energy injected to network (see Section 2.4).
In this way, the customer avoids generation charges. Hot water is stored and maintained at a set-point
temperature (XS, see Section 2.3) in order to be used when necessary. The problem with this alternative
is heat losses during the storage period (due to the necessary delay between storage and water drawn,
as will be shown in this paragraph).
Before making any change on end-uses from an economic point of view, it is necessary to account
for the service that the customer gets from load, in this case the hot water demand along the day
and specially the temperature of water outlet. It is necessary to remark that demand is not a static
vector of values, as proposed in some optimization papers [30]. Since the beginning of Demand-Side
management policies, the customer experience of DR policies has been disappointing, especially in
the past. So, it is basic to achieve customer acceptance of DR for attaining a better engagement of
customers in new markets [14], because at present DR is basically a portfolio of customer (aggregator)
driven policies. Figure 11a shows the simulated WH end-use “baseline profile” corresponding to
a winter day (see also real data in Figure 7c) and the service of the load: temperature of hot water in
the outlet (Figure 11b) and water flow drawn (Figure 11c). It can be seen that the end-use “baseline”
demand covers the needs for hot water during the day for the residential user (some shower and some
housework tasks before lunch time). Moreover, the user switches on the appliance very close to its
time of use to minimize heat losses (around 30 Wh per hour, as explained in Section 2.3). Notice that
this section estimates that the overall water drawn, according to individual demand of WH, is around
80 L/day and that the system use mixing valves to maintain and limit mixed hot water (temperature
X2) to a desired and selectable temperature (for example, during a shower, water flow can get up to
10 L/min of mixed water [71], that is to say, the customer uses approximately 120 to 140 L/day of
mixed water).
Figure 12 shows the effects of a change in the end-use pattern of WH to achieve the maximum
profit from the green energy available (surplus) from the PV array (according to the methodology
that was presented in Section 2.4). Figure 12a presents WH demand (the same individual demand
of Figure 11a but with a delay of 6.5 h from the morning to the afternoon, to tune the elemental
demand with PV surplus, see Figure 10b). The effect of this delay (again through a timer) is that
the first water drawn (and heat losses) decrease the temperature of the tank to 34 ◦C and this makes
it more difficult to maintain service until the next recharge of reservoir. The solution is depicted in
Figure 11d: an additional switching-on of the appliance is planned (out of patterns considered by
black-box models) for at least 30 min (0.3–0.4 kWh) in the early morning to recover a minimum service
during the next shower (see Figure 11c,d, where water temperature grows approximately 3–4 ◦C with
respect to Figure 11b). Notice that a water temperature from 22 to 27 ◦C is considered cold water [71]
and has some effects on the human biology, whereas 28–30 ◦C is considered a minimum standard of
quality for moderately warm water in dermatology.
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Figure 11. Simulation of 80 L WH in “steady-state” (i.e., “baseline profile”, without DR): (a) WH
demand profile; (b) service conditions, i.e., the temperature in the water tank; and (c) daily demand
of hot water (two showers in the early morning, average demand 28 L during 10–15 min, and three
drawn around the morning-afternoon, 8–10 L during 10 min).
Figure 12. Simulation of 80 L WH end-use with a change of WH ToU (time of use): (a) Phasing of WH
demand profile to adjust PV generation; (b) service conditions, i.e., the temperature in the water tank;
(c) change of WH demand profile to adjust service and PV generation; and (d) service conditions in the
case of (c).
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Finally, a new test has been performed through PBLM models. It is considered that the customer
allows a third party (an automated system or an aggregator) to change patterns and tune demand
(ON/OFF cycling) according to the energy generated by the PV array to take the maximum profit
from PV generation and avoid the injection to the Power System (values for PV injection can be seen
in Table 4). Figure 13a shows the results in the overall curve of the prosumer where HW covers PV
surplus in the early afternoon (see Figure 10a). Figure 13b shows the new WH pattern, with the same
problem as in the previous case, the appliance needs to recover heat losses in the period from 3 p.m. to
6 a.m.
Figure 13. Simulation of 80 L WH end-use in controlled state, with DR and changing of thermostat
setting: (a) Change of WH demand profile to adjust PV generation; (b) WH profile and On/OFF cycling;
(c) WH service conditions in ideal subtanks WH1 and WH2 (see Figure 8a); and (d) change in service
conditions due to the increase of thermostat setting (+5 ◦C), i.e., TCL Thermostatically controlled load.
Note: CBL (w/o WH) is the original demand of the prosumer (baseline) without WH andPV24 h is the
generation of PV array and CBL (WH-DR) is the overall demand response of WH.
The PBLM model deals with an additional concern in practical situations: the WH reached the
service temperature and goes to off state (or WH performs ON/OFF cycles with a demand lower
than foreseen, see for example Figure 9b, which entails a low capacity of consumption/response) or
in the case that the PV generation is above the predicted values. In this case, the model allows the
aggregator to define a change in thermostat set-point to force a higher switching rate and, consequently,
an increase in demand (in a similar way that HVAC load can perform during preheating and precooling
periods but with fewer heat losses) to increase the state of charge of WH, using the tank as TESS or like
an EES (i.e., a battery, but with lower capital or maintenance costs for the customer). Figure 13d shows
the results in the internal temperature of the tank: an increase around 5 ◦C (Xs was fixed at 55 ◦C,
but standard WH allow set-points up to 62–65 ◦C, i.e., the customer still has a RMS of around 13%).
From a technical point of view it is not very difficult to perform these tasks through home automation
software and hardware [54]. Numerical results in Table 10 provide a better estimation of performance
(both for energy and service level) in the different cases. The baseline case performs well from the point
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of view of WH service, but wastes 36% of the renewable energy available. The change of time-of-use of
the WH pattern recovers a half of the PV energy wasted previously, but has two important drawbacks:
the service of WH (a minimum SoC of 25 ◦C) requires an increase of demand to recover energy losses
(the hot water must be stored during 16 h until the next service). Finally, the dynamic change of the
thermostat proposed in this subsection entails the best results: the PV injection to the grid decreases
and there is not any need to recover heat losses anymore (a higher temperature of water maintains
service levels until next shower, without an additional demand from the network).
Table 10. Technical (demand/generation/service) results for the different prosumers.
Case State of Charge(max, min) ◦C
Demand of
Prosumer (kWh)
WH Service
(Shower) (◦C)
Net PV Injected to
Grid (kWh, %)
Baseline (two period
tariff but without DR) 47, 31 22.0 34 1.17 (36%)
Change of WH ToU
(time of use) 46, 25.5 22.30 27.5 0.58 (17.9%)
Change of WH time of
use + “preheating” 49, 27 22.63 31 0.58 (17.9%)
Change of thermostat
settings 55, 27 22.66 31 0.30 (9.3%)
It is also interesting to consider the results of the simulations from an economic point of view
for the “dynamic prosumer” that matches demand and supply. These results are shown in Table 11.
A TOU rate is used for the calculations according to the DR strategies applied.
Table 11. Economic results for dynamic prosumer with TESS and TOU rate.
Scenario Net Savings (€/year) Payback Time (years) LCOE (c€/kWh)
NEM 367 4.9 9.66
FiT 337 7.4 12.42
LoI 292 8.5 12.42
The use of demand-side flexibility (DSF) in WH consumption allows an increase of the
selfconsumption rate from 62% to 66.5% (4.5%) and reduces the energy surplus by 37.8%. Also,
DSF involves a reduction of payback time in all cases.
The scenario which obtains the best result is LoI regulation, where payback time is reduced
almost 2 years (from 10.4 to 8.5); increasing net savings by €57 per year. In the NEM scenario,
net savings increase by €19 per year, reducing payback time from 5.2 to 4.9 years. Finally, FiT
regulations complemented with demand-side flexibility obtain a revenue of €337 per year for net
savings, increasing by €37 compared to results without DSF, and reducing payback time from 8.2 to
7.4 years.
3.4. Enviromental Results
As it has been stated before, the 1 kW PV-system is located in Cartagena, Spain, one of the cities
with higher irradiations levels in Spain, near to 2200 kWh/m2 year. The first year energy output for the
installation is 1708 kWh and the total lifetime energy output is 39,250 kWh, considering a linear power
degradation of 0.7%/year according to the guidelines of IEA PVPS task 12 (20% after 30 years) [72].
The module efficiency and performance ratio are obtained from SAM databases, taking values of 19%
and 80%, respectively. Environmental impacts related to operation and maintenance were considered
negligible. Grid conversion efficiency (ηg) of 0.416 is used for Spain according to a past paper [73].
The life-cycle cumulative energy demand (CED) adopts a value of 29,107 MJ/kW (5821.4 MJ/m2
module). This value is similar to other values found in the literature [61,74–76].
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Finally an EPBT of 1.97 years is obtained, which means that in less than 2 years PV-system
can generate all energy necessary to produce and recycle itself. Assuming a lifetime of 25 years,
EROI adopts the value of 12.69. Because EROI is greater than 1, it is possible to say that there is
an environmental benefit using the PV-system.
Results obtained in the current study are in agreement with a past paper [76], which obtains an
EPBT near to 2 years for an installation in Southern Europe. The authors of a previous paper [62]
obtained, for Europe installations of mono-Si modules, an EPBT of 1.9 years and an EROI of 16.1 years.
EPBT value is mostly the same that it is obtained in this study, but EROI is greater in [62] because it
have been used a lifetime of 30 years.
Finally it is remarkable that Garcia-Valverde et al. [77] conducted a study for a 4.2 kW standalone
installation in Murcia, Spain, only 50 km away of Cartagena. In this case, a 9 year EPBT is obtained.
The big difference between their study [77] and the current study is due to the use of a battery ESS for
the standalone system. Lead-acid batteries have been used. This technology has a maximum lifetime
of 10 years and their construction and recycling processes are the energetically and environmentally
most expensive. This is the reason why the EPBT increases up to 9 years for this type of installation.
3.5. Limitations of the Methodology
The proposed approach has some limitations: for instance, the need to use NIALM or submetering
to tune the parameters of the model. Second, the control of WH; which requires an additional control
(not included in conventional WHs) to change conventional WH to TCL. This control involves the
need to have a smart thermostat. Fortunately, this technology is available for HVAC (another cheaper
option, used for testing in this work, is WiFi or Z-wave thermostats). The randomness of service q(t),
mainly in aggregate loads, should be considered in (3) both through Monte Carlo or Stochastic Partial
Differential equations (this will be a challenge for the future research). Finally, the volatility of solar
resources and the interaction with price-DR, which can change the patterns of the customer, should be
considered in a holistic approach.
4. Conclusions
Residential customers can obtain interesting benefits from RES or DR alone, but synergies must
be developed to enhance both DR and RES potential and effectiveness. Unfortunately, it is difficult for
these segments to overcome some barriers (education and regulation) and manage DR alternatives and
PV self-generation, especially in some countries but, in the future, the penetration of RES is foreseen
to be more and more important. Moreover, DR potential should increase with the new power mix in
the future.
This paper has been focused on the development and synergies amongst different methods
(physically based) to help the customer (or its energy aggregator) in the evaluation of benefits when
he/she becomes a prosumer. Moreover, the proposed methodology can help to overcome barriers and
understand the potential of PV and DR in the short and mid-term, including the active participation in
electricity markets; alternatives to be considered in future works. The advantages of the presented
approach: The universality of PBLM for load modeling. PBLM takes into account the changes in load
profiles due to the change in the time of use (an issue neglected in many optimization approaches),
the analysis and consideration of customer service concerns (internal temperature of water), and the
possibility of WH to reduce or increase its demand (through the knowledge of its state of charge).
Finally, the paper shows new possibilities for the balance of PV generation through a minimum
flexibility of demand, and, in this way, reduces the drawbacks of PV volatility in some periods which
would affect power system reliability. The paper also demonstrates, from an economical point of view,
that both in appropriate or adverse scenarios, the cost-effectiveness of PV can be significantly improved
with the support of DR, specifically the selfconsumption rate rises 25% and payback is reduced around
20% (with respect a scenario without DR). Indeed, the flexibility of demand is of interest: 9–10% at
peak. In the future, new opportunities may appear for the customer, but these will require a better
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management of PV and a more effective DR engagement, and this way, the residential prosumers
must be a valuable resource for the management and sustainability of energy in the horizon 2030–2050.
For future works, the authors will explore both the possibilities of aggregation and the combination of
several loads (for instance HVAC) to increase the selfconsumption rate, gain more flexibility for the
demand-side, and improve the possibility of load-generation balance.
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Abbreviations and Nomenclature
CED Cumulative Energy Demand
DER Distributed Energy Resources
DR Demand Response
DSF Demand Side Flexibility
DSO Distribution System Operator
EES Electrical Energy Storage
ESS Energy Storage Systems
EROI Energy Return on Investment
FiT Feed-in-Tariffs scenario
GHG Grenhouse gas
ICT Information and Communication Technology
ITC Investment Tax Credit
HPWH Heat Pump Water Heater
HVAC Heat, Ventilation and Air Conditioning
LCA Life Cycle Assessment
LCOE Levelized Cost of Electricity (or Levelized Energy Cost)
LoI Lack of Incentives scenario (Spain)
NEM Net-Metering scenario
NIALM Non-Intrusive Appliance Load Monitoring (or NILM)
O&M Operation and Maintenance
PBLM Physically Based Load Modeling
PV Photovoltaic energy sources
PVGIS Photovoltaic Geographical Information System
RES Renewable Energy Sources
RMS Reserve Margin for Storage
SAM System Advisor Model (energy analysis software by NREL laboratory, USA, [33])
SoC State of charge (water heater, battery of any ESS)
TCL Thermostatically Controlled Loads
TESS Thermal Energy Storage System
ToU Time of Use Tariffs
TSO Transmission System Operator
URDB Utility Rates Database
WH Water Heater
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Symbols in PBLM model
ce Specific heat of water
C1 Thermal capacity of sub-tank WH-1 (energy storage)
C2 Thermal capacity of sub-tank WH-2 (energy storage)
D Differential operator
GE1 Thermal losses from storage tank WH-1 to pipeline
GE2 Thermal losses from storage tank WH-2 to pipeline
GC1 Thermal losses coefficient from storage tank WH-1 to the environment (residential dwelling)
GC2 Thermal losses coefficient from storage tank WH-2 to the environment (residential dwelling)
GL Thermal losses from sub-tank WH-1 to sub-tank WH-2 (convection/conduction between tanks)
m(t) Thermostat state (discrete, 0/1)
HR Input. Heat gains due to Joule effect (resistor inside WH)
q(t) Water flow, water drawn, inlet water flow.
X1 State variable. Indoor temperature (hot water).
X2 State variable. Indoor temperature (cold water)
Xp Input. Temperature of water in the input pipeline
Xd Input. Dwelling temperature (outside WH)
Xs Thermostat setting. Desired temperature of hot water
XsMAX Thermostat setting (maximum)
WH-1 Water heater, hot sub-tank
WH-2 Water heater, cold sub-tank
Symbols in Economic Analysis
C0 Initial investment cost
Cn Annual project costs
d Discount rate
En Energy generated in year n
N Investment Analysis Period
n Specific year (1 to N)
Symbols in Environmental Analysis
Emat Primary energy demand to produce materials comprising PV system
Emanuf Primary energy demand to manufacture PV system
Etrans Primary energy demand to transport materials used during the life cycle
Einst Primary energy demand to install the system
EEOL Primary energy demand for end-of-life management
Eagen Annual electricity generation
EO&M Annual primary energy demand for operation and maintenance
ηG Grid efficiency
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