In this paper, we use waveform relaxation method to solve fractional functional differential equations. Under suitable conditions imposed on the so-called splitting functions the convergence results of the waveform relaxation method are given. Delay dependent error estimates for the method are derived. Error bounds for some special cases are considered. Numerical examples illustrate the feasibility and efficiency of the method. It is the first time for applying the method in the fractional functional differential equations.
Introduction
Fractional calculus has been widely applied to describing various engineering and physical problems, such as the periodic problem [2] , random and disordered media [3, 23, 26] , anomalous diffusion [8, 12, 31] , medicine [11] , mechanics [21] , control [27, 28] , and so on. The fractional functional differential equations are an important class of fractional order differential equations. The study of fractional functional differential c 2013 Diogenes Co., Sofia pp. 573-594 , DOI: 10.2478/s13540-013-0037-4 equations has recently attracted considerable attention (for example, see [1, 7, 13, 18, 19, 22, 29, 30] ).
The waveform relaxation method is an iteration method. This method differs from the classical iterative methods in that it iterates with functions in a function space instead of with finite sets of discrete unknowns. It was originally proposed to simulate large circuits in [20] . The method can decouple a large system into small and easily solvable independent subsystems. And it is suitable excellently for parallel computation. For these virtues, the method has been applied to solve ordinary differential equations, differential-algebraic equations, functional differential equations, and partial differential equations (for example, see [4, 5, 6, 14, 15, 16, 32] ).
In this paper, we use the waveform relaxation method (WRM) to solve fractional functional differential equations. The main advantage of the method is that we avoid having to solve functional equations in the waveform relaxation process. We discuss the convergence of the method. Some numerical examples are provided.
The paper is organized as follows. In Section 2, we give some background knowledge which will be used. In Section 3 we give the waveform relaxation scheme for fractional functional differential equations. The convergence results of the method are presented. Delay dependent error estimates for the method are derived. Error bounds for some special cases are considered. In Section 4, numerical examples are demonstrated. In Section 5 we give some conclusions.
Preliminaries
In this section, we give some definitions, which can be found in [17, 24, 25] .
Definition 2.1. Let [a, b] be a finite interval on the real axis R. The Riemann-Liouville fractional integral ( a I α t x)(t) of order α > 0 is defined by
where Γ(·) is the Gamma function.
Definition 2.2. Let [a, b] be a finite interval on the real axis R, n − 1 < α < n, n ∈ N + . And let the function x(t) have continuous derivatives up to order n − 1 such that
Definition 2.3. The generalized Mittag-Leffler function is defined by
where (q) 0 = 1, and (
In particular, when q = 1, we have
Next we give a comparison result, whose proof is similar to the proof of the conclusion in [19] . 
where a(t) and b(t) are given functions with a(t) ≤ b(t), and at least one inequality of (i) and (ii) is strict. Then h(t) < g(t) for any
P r o o f. Suppose that inequality (ii) is strict. This implies that h(0) < g (0) . And suppose that t 1 is the smallest number such that h(t 1 ) = g(t 1 ) and h(t) < g(t) for t ∈ [0, t 1 ]. Based on this supposition, we get
This is a contradiction. So,
Using this lemma, we prove the following comparison theorem. 
where y, z ∈ R + with y ≤ z and K is a positive constant. Then
. According to inequality (2.1), we get
So, by Lemma 2.1, we obtain h(t) < g (t). Since > 0 is arbitrary, we conclude that
Waveform relaxation method
In this section, we give the waveform relaxation scheme for fractional functional differential equations, and then discuss the convergence of the waveform relaxation method.
General waveform relaxation scheme
In this paper, we consider the following fractional functional differential equation of the Volterra type
where 
is a general type of fractional functional differential equation, which includes many forms, for example:
, its general waveform relaxation scheme can be written as
where k = 0, 1, . . ., the starting function x (0) (t) can be anything as long as it satisfies the initial condition x (0) (t) = g(t), t ∈ [−h, 0], and the function
for any x(t) ∈ R n . The splitting function is chosen to attempt to decouple the original system (3.1) into easily solvable independent subsystems. In most cases, we use the following splitting method
where the splitting function still satisfies that
for any x(t) ∈ R n . For (3.3), the functional argument is always taken from the previous iteration. In this way, we completely avoid having to solve any functional equations at all during the iterations. That is to say, system (3.3) has been decoupled into some independent fractional differential subsystems.
There are some typical relaxation schemes, for example: 1) Jacobi waveform relaxation scheme
where i = 1, 2, . . . , n.
2) Gauss-Seidel waveform relaxation scheme
The main difference between the Jacobi scheme and the Gauss-Seidel scheme is in the way the reading inputs update. In the Jacobi scheme, reading inputs from previous iteration are involved in the update. In the Gauss-Seidel scheme, the most recent state is used in the reading inputs update. Needless to say, the Jacobi scheme is parallel, while the GaussSeidel scheme is sequential.
Convergence analysis for a special waveform relaxation method
In this section, we will analyze the convergence of the waveform relaxation scheme for the case when the splitting function in (3.3) does not depend on the third argument, namely
To give the convergence result of iterative scheme (3.4), we require the following assumptions: Observe that the conditions (A)-(C) guarantee that equation (3.1) has a unique solution (see [22] ). And under conditions (A)-(C) equation (3.4) has a unique solution x (k+1) (t) (see [9] ). Below we prove that the sequence {x (k) (t)} +∞ k=0 obtained by (3.4) converges uniformly to the solution of (3.1) as k → +∞.
Under condition (A), equation (3.4) is equivalent to the following integral equation
Let x(t) be the solution of (3.1). Then x(t) satisfies the integral equation
Subtracting (3.6) from (3.5) and combining conditions (B)-(C), we get
Then inequality (3.7) can be written as
According to inequality (3.8) and Theorem 2.1 we can establish the convergence result. 
We argue by induction on k. First, we show that relation (3.9) is valid for k = 1. Let us start from inequality (3.8) . For convenience, we use the Riemann-Liouville fractional integral operator 0 I α t to write inequality (3.8) as
Repeating relation (3.10) n times, we obtain
Observe that
So, relation (3.9) is valid for k = 1. Now suppose that it is satisfied for any fixed k. Let us verify that it is also satisfied for k + 1. Since the right-hand side of inequality (3.9) is an increasing function of t, using the induction hypothesis, we may write
Similarly, repeating inequality (3.8) n times and combining with inequality (3.11), we obtain
So, relation (3.9) is satisfied for any positive integer k. By Lemma 2.1 in [10] and the necessary condition for the convergence of the series, we can derive that
Delay dependent error estimates
In the previous section, we analyzed the convergence of the waveform relaxation method and gave error estimates without taking the influence of the delay argument into account. In this section, we will consider the influence of the delay argument on the errors during the iterative process. Throughout this section, we still consider the waveform relaxation scheme (3.4) . Now assume that the splitting function satisfies that the following conditions:
y(s) − y(s) , and
Before giving new error estimates, we go back to inequality (3.8). According to inequality (3.8) and Theorem 2.1 we first give a useful lemma.
Lemma 3.1. Suppose that conditions (A), (B) and (C) are fulfilled. Then it has
P r o o f. According to Theorem 2.1, we get u (k+1) (t) ≤ ω (k+1) (t), where ω (k+1) (t) is the solution of the following integral equation
Taking C 0 D α t on the both sides of (3.13), we can obtain the following fractional differential equation
By Example 4.9 in [17] , the solution of the above equation is
The proof is completed. 2
Under conditions (A), (B) and (C * ), using the same arguments as in Lemma 3.1, we can obtain the following estimate
(3.14)
Now we prove the following fundamental lemma.
Lemma 3.2. If ξ(t) ∈ C([0, T ], R + ) is nondecreasing, then the function
is also nondecreasing with respect to t ∈ [0, T ].
P r o o f. For any t 1 , t 2 ∈ [0, T ] with t 1 ≤ t 2 , since ξ(t) is nondecreasing, we get
So, the function ξ(t) is nondecreasing with respect to t ∈ [0, T ]. 2
Note that the function |u (k) | β(t) is nondecreasing with respect to t ∈ [0, T ], so, according to the definition of |u (k+1) | t and Lemma 3.2, we can rewrite inequality (3.14) as
which is important for the error estimates. Let us start from inequality (3.15). Construct two operator sequences {Φ k } and {Ψ k }:
where p(t) ∈ C([0, T ], R + ). Now we prove the following lemma.
Lemma 3.3. If β(t), p(t) ∈ C([0, T ], R + ) are nondecreasing, then
where β 0 (t) = t, β k+1 (t) = β(β k (t)), k = 1, 2, . . .. P r o o f. We argue by induction on k. Obviously, relation (3.16) is valid for k = 0. Suppose that it is satisfied for any fixed k. Let us verify that it is also satisfied for k + 1. Based on the induction supposition and
So, relation (3.16) holds for any k ∈ N. 2 Remark 3.1. Observe that the conclusion of Lemma 3.3 also holds for Ψ k replaced by Φ k . Now, we are ready to prove the following theorem.
Theorem 3.2. Suppose that conditions (A), (B) and (C * ) are fulfilled. Then for p(t) = |u (0) | β(t) , the following inequality
holds for any t ∈ [0, T ] and k = 0, 1, . . .. P r o o f. We proof this theorem by induction on k. Let us start from inequality (3.15) . Since β(t) is nondecreasing, relation (3.17) is valid for k = 0. Suppose that it is satisfied for any fixed k. Let us verify that it is also satisfied for k + 1. According to the induction supposition, we have
It follows that
So, relation (3.17) holds for any k ∈ N. 2 Remark 3.2. Because the function |u (0) | t is continuous with respect to t ∈ [0, T ] and |u (0) | 0 = 0, according to Theorem 3.1, we can derive that for the case β(t) < t the right-hand side of inequality (3.17) tends to zero much faster than in the case when β(t) = t.
Remark 3.3. Observe that if α = 1, and in [4] additionally is assumed that L(t) = σ and m(s) = L, then Theorem 3.2 becomes Theorem 3.2 in [4] .
From the definitions of Φ k and Ψ k , we get the following result.
Lemma 3.4. If β(t) ∈ C([0, T ], R + ) is nondecreasing, then we have
P r o o f. We argue by induction on k. Obviously, relation (3.18) is valid for k = 0. Suppose that it is satisfied for any fixed k. Let us verify that it is also satisfied for k + 1. According to the induction supposition, we have
So, relation (3.18) is true for any k ∈ N. 2 Combining Theorem 3.2 and Lemma 3.4, we give the following corollary.
Corollary 3.1. Suppose that conditions (A), (B) and (C * ) are fulfilled. Then for p(t) = |u (0) | β(t) , the following inequality
holds for all t ∈ [0, T ] and k = 0, 1, . . . .
Error estimates for special cases
In this section, we discuss some special cases which better illustrate the obtained results. We first give the following lemma in the case when β(t) is bounded by a linear function.
Lemma 3.5. Let β(t) ∈ C([0, T ], R + ) be nondecreasing and 0 ≤ β(t)
≤ qt, q ≤ 1, then the following relation holds
P r o o f. We proof this lemma by induction on k. Obviously, relation (3.19) is valid for k = 1. Suppose that it is satisfied for any fixed k. Let us verify that it is also satisfied for k + 1. We have
.
So, relation (3.19) holds for any positive integer k. 2
According to Corollary 3.1 and Lemma 3.5, we get the following theorem. + 1)α + 1) .
Particularly, in the case when α = 1 and β(t) = qt with 0 < q ≤ 1, we get the following corollary. 
holds for any t ∈ [0, T ].
Convergence analysis for a general waveform relaxation method
In the forgoing sections, we analyzed the convergence for a special waveform relaxation method, and gave the error estimates. In this section, we will give the convergence result of the general waveform relaxation method (3.3).
To give the convergence result of iterative scheme (3.3), we require the following assumptions:
Under conditions (A ), (B ) and (C ), using a reasoning similar to inequality (3.8), we get the following inequality
The above inequality, together with Theorem 2.1, implies that
From inequality (3.20), we get the following theorem. 
P r o o f. We prove this theorem by induction on k. Obviously, relation (3.21) is valid for k = 0. Suppose that it is satisfied for any fixed k. Let us verify that it is also satisfied for k +1. Since the function β(t) is continuous, nondecreasing function with respect to t ∈ [0, T ], it follows from inequality (3.20) that
So, relation (3.21) is true for any k ∈ N. 
Numerical examples
In order to illustrate the waveform relaxation procedure and the feasibility of the waveform relaxation method, we will consider three simple examples in this section. In the processing of the numerical computation, the integrals appearing in the right-hand sides of Examples 4.1 and 4.2 are computed by the trapezoid formula, and the functions x(·) appearing in the right-hand sides of Examples 4.2 and 4.3 are computed by the spline interpolation. For all cases, the time-step is adopted as 0.01, and the number of iterations is 5.
Example 4.1. Fractional functional differential equations with integrals:
The solution of the equation is known exactly and it is equal to
Its Gauss-Seidel waveform relaxation method is 
Conclusions
In this paper, we applied the waveform relaxation method in solving fractional functional differential equations. Under suitable conditions imposed on the splitting functions the convergence results of the waveform relaxation method are presented. From the given examples, we see that it is relatively easy to apply the waveform relaxation method in solving fractional functional differential equations. Hence, it is our belief that the waveform relaxation technique could become a numerical method for solving fractional functional differential equations.
