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a b s t r a c t
Motivated by error-correcting coding theory, we pose some hard
questions regarding moduli spaces of rank-2 vector bundles over
algebraic curves. We propose a new approach to the role of rank-
2 bundles in coding theory, using recent results over the complex
numbers, namely restriction of vector bundles from the projec-
tive space where the curve is embedded. We specialize our analy-
sis to plane quartic curves which, if smooth, are canonical curves
of genus three, and remark that all the bundles in question are
restrictions. Using the vector-bundle approach, we work out ex-
plicit equations for the error divisors viewed as points of amultise-
cant variety. We specialize canonical quartics evenmore, to Klein’s
curve, and finite fields of characteristic two, a situation in which
bundles can be neatly trivialized and codes have been produced.
We give explicit equations, work out counting results for curves,
Jacobians, and varieties of bundles, revealing several surprising
features.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
We briefly review the connection between Goppa codes and rank-2 extensions of line bundles on
the curve, first noticed by Johnsen (2003) and based on earlier work by Lange and Narasimhan (1983).
The notation and setting will serve us for the rest of this note.
Let X denote a smooth curve of genus g defined over a finite field Fq. To define a Goppa code
(Stichtenoth, 2009), we fix a divisor G with Fq-rational support, and let P1, . . . , Pn denote additional
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Fq-rational points not in the support of G. We assume n > degG. It is convenient to set D = ∑i Pi.
The code
CL(D,G) = {(f (P1), . . . , f (Pn)) : f ∈ L(G)}
has dimension dim L(G) and minimum distance at least d∗ = n− degG. The quantity d∗ is called the
designed distance of the code. The designed error capacity is b(d∗−1)/2c, a lower bound on the number
of errors that can in principle be corrected by nearest-neighbor decoding. By a correctable word, we
mean one that differs from a codeword in at most b(d∗ − 1)/2c positions.
We adopt the standard notation Ω (or ΩX ) for the sheaf of regular differentials over the curve
X and K (or KX ) for a canonical divisor. Goppa codes can also be formulated in terms of residues of
differentials. The residue code
CΩ(D,G) = {(ResP1(ω), . . . , ResP1(ω)) : ω ∈ Ω(G)}
is the dual ofCL(D,G). In fact, it is equivalent to a function codeCL(D, K+D−G), andby this equivalence
it has a designed distance degG− 2g + 2.
We assumem = degG > 2g so that the G-divisor map:
ϕ : X → L(G)∗
is an embedding of X into Pm−g (cf. Hartshorne, 1977, Cor. IV.3.2). There is not only a correspondence
between codes and divisors (up to linear equivalence, line bundles) but also, as Johnsen (2003) pointed
out, a correspondence between codes and rank-2 vector bundles over X , as follows.
Since the rows of a generator matrix for CL(D,G) are obtained by evaluating the functions of a
basis for L(G) at P1, . . . , Pn, we can view the columns as points ϕ(Pi) on the curve in Pm−g . These
points are then columns of a parity-checkmatrix for CΩ(D,G). Thus a corrupted codeword of the dual
is a linear combination of some of the points ϕ(Pi), namely those points at which errors occurred.
More explicitly, if H denotes the parity check matrix and y = (c+ e) a received word, with codeword
c ∈ CΩ(D,G) and error vector e, then the syndrome S(y) of y is (by definition) Hy = H(c + e) = He.
We view S(y), in homogeneous coordinates, as a point S(y) = e1 · ϕ(P1) + · · · + en · ϕ(Pn) in the
(j − 1)-secant variety of the curve in Pm−g (defined in Section 5), where j − 1 = |{i : ei 6= 0}|. We
also regard it as a point in H0(X,OX (G))∗, and then identify it with the isomorphism class of a rank-2
extension E of the form
0→ OX → E → OX (G− K)→ 0
in a standard way (Hartshorne, 1977, III.6) through
H0(X,OX (G))∗ ∼= H1(X,OX (K − G))
∼= ExtOX (OX ,OX (K − G))∼= ExtOX (OX (G− K),OX ).
Lange and Narasimhan (1983) showed that s(E) := deg E − 2max(deg L), where L is a subbundle
of E, is determined by the smallest integer k such that the syndrome point of projective space
corresponding to E is contained in the k-secant variety of the curve. In coding terms, if S(y) ∈
Seck(X), 6∈ Seck−1(X), then the rank-2 extension corresponding to S(y) has a uniqueminimal quotient
bundle of degree k+1, namelyOX (A), where A =∑ei 6=0 Pi is the error divisor, assuming deg A ≤ (d∗−
1)/2 so that the received word is uniquely decodable by minimum-distance decoding. Equivalently,
OX (G− K − A) is the unique maximal subbundle of E.
As discussed by Bouganis and Coles (2003), a decoding algorithm based on these ideas would first
construct the rank-2 extension E corresponding to the syndrome of the received word, in concrete
form as a transitionmatrix for instance, and then it would compute the uniquemaximal subbundle of
E, extracting the error divisorA to obtain the error positions (and then the actual error values by simple
linear algebra). There is, however, a caveat:OX (G−K−A) cannot be distinguished fromOX (G−K−A′)
when A ∼ A′, so the approach provides a candidate error divisor that is at least linearly equivalent to
the true error divisor (and identical if deg A is smaller than the gonality of the curve).
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Wenote that for correctablewords, the associated bundle E is necessarily unstable (Johnsen, 2003).
Still, computing maximal subbundles of stable E’s (stability is a technical property: in rank 2 it holds
if and only if s(E) > 0) in our extension space may be useful for decoding. If the number of errors
in a word y exceeds the error correction capacity of the code, it may happen that there are several
codewords of precisely equal Hamming distance from y. In that case, finding maximal subbundles
amounts to producing a small list of candidate error divisors, though the issue of linear equivalence
discussed above applies here as well. There is a vast coding theory literature on list decoding, as it is
called.
In this short note we propose three new viewpoints and sketch the attendant constructions,
implementing some of them on the example of the Klein curve: we intend to use this curve as the
prototype through the completion of the projects.
In Section 2 we give a construction of the bundle corresponding to an extension in terms of the
embedded curve. The ultimate explicitness would be achieved by a calculation of suitable transition
functions, and the classification of maximal subbundles. We note that Mülich (1974) gives transition
matrices for families of rank-2 bundles over P1 in terms of power series in a local parameter; this
would allow us to record them in terms of repartitions, which were used in (Coles, 2006) to describe
the construction of a Goppa code on the Klein curve. For curves of genus greater than one, the power-
series parameters will have to be recorded in a more sophisticated way.
In Section 3 we recall the technique of using the zeta function to count the number of points on
the Jacobian of a curve over a finite field and pose the problem of generalizing it to rank-2 bundles.
The issue of characterizing maximal subbundles and the closed subvarieties they form has received
much attention in algebraic geometry. What is original in this section are two calculations, the first
special to the case of the Klein quartic, the second more programmatic: we compute the number of
points on the Jacobian of the Klein curve, still a topic of active research, in an alternative way, which
reveals several unexpected phenomena, and we count the maximal subbundles for the exceptional
case when they constitute a variety of larger-than-general dimension.
In Section 4, towards the goal of an explicit geometric construction of a rank-2 bundle and its
subbundle via transition matrices, we note a geometric fact that seems not to have been previously
observed about restrictions to a quartic curve of the (twisted) tangent bundle to P2.
In Section 5, we implement a theorem that gives equations for the secant variety Seck(X)
introduced above, depending on a choice of subdivisors. We need the condition degG ≥ 4g + 2k+ 3
and any choice of subdivisors G1 and G2 such that G = G1 + G2 and the degree of each Gi is at least
2g+k+1. By interpreting the Basic Algorithm (Høholdt et al., 1998) in terms of the secant variety, we
establish an error-correction connection between the rank-2 bundle and the traditional linearmodels
of the Goppa code.
Finally in Section 6 we explore the significance of rank-2 bundles to the property of self-duality of
a code.
2. What is a subbundle?
Following Johnsen as recalled in the introduction, we think of the syndrome of a received word as
a point of Pm−g to which there corresponds a rank-2 extension E of the form
0→ OX → E → OX (G− K)→ 0
with a uniqueminimal quotient bundle of the formOX (P1+· · ·+Pk). For decoding purposes, wewish
to find a computational way to detect subbundles given the transition matrices of a vector bundle.
As an example, we give the following geometric construction of a vector bundle E. Recall that the
projectivized bundle P(E) is a ruled surface.
Proposition 2.1. If the curve X is embedded in Pn, the blow-up at the vertex P of the cone over X in Pn+1
is P(OX ⊕ OX (−1)).
This is given in Hartshorne (1977, Example V, 2.11.4). We note that for an interesting coding
example we need a non-trivial extension since the trivial one does not correspond to any point
in the projectivized ambient space of the code. In the previous result the bundle we construct is
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decomposable. However, it is possible for a decomposable bundle to correspond to a non-trivial
extension:
Example. The canonical bundle over P1 fits in the exact sequence (Hartshorne, 1977, II, 8.13):
0→ OP1(−2)→ OP1(−1)⊕ OP1(−1)→ OP1 → 0
and this sequence cannot split because OP1 cannot be a subbundle of the (decomposable) bundle
OP1(−1) ⊕ OP1(−1), whose H0 group is 0. Noting also that the ruled surface P(E) is isomorphic to
P(E⊗L) for any line bundle L, we have an example suitable for coding theory.Wewill pursue explicit-
ness by constructing a transitionmatrix for the rank-2 bundle E → X associated to trigonalities of the
Klein curve by Lange and Narasimhan, spelling out parameters of the associated Goppa code, inter-
preting the maximal subbundles of E geometrically (we will exhibit a geometric model of the bundle
E built over the points of the embedded curve, similar to Proposition 2.1, and of the subbundle) and
showing how to obtain these subbundles by a suitable manipulation of the transition matrix for E.
3. Counting
The most natural problem would be to count the points in the relevant moduli space of vector
bundles. Some results exist (Harder, 1970), but typically they only cover the objects of greatest
interest to algebraic geometry, namely stable bundles. To present the method, we recall the standard
practice for line bundles, with the illustration of the Klein curve which allows us to detect interesting
phenomena.
3.1. Number of points on the Jacobian of the Klein curve
We quote facts whose proofs can be found in Moreno (1991), Stichtenoth (2009), and this specific
example in van Lint and van der Geer (1988). The zeta function of a smooth projective curve X over
the field Fq is formally defined for a complex number s as
ζ (X, s) :=
∏
P
(1− N(P)−s)−1
where the product is taken over all closed points P of X and N(P) := |k(P)| = qdeg(P). Then, ζ (X, s)
= Z(X, q−s) = Z(X, t) is a power series in t := q−s that converges for Re(s) > 1, and by definition:
log Z(X, t) = ∑∞r=1 Nr t r/r, where Nr is the number of points (of degree one) of X over Fqr . The
function Z(X, t) is a rational function of t and it has the following properties:
• The factorization Z(X, t) = p1(t)p0(t)p2(t) holds,with p0 = 1−t , p1 =
∏g
i=1(1−αit)(1−α¯it), p2 = 1−qt ,
and αi (i = 1, . . . , g) are suitable algebraic integers of absolute value q1/2.
• The number of points of X(Fqr ) equals qr + 1−∑gi=1(αri + α¯ri ).
• The number of points of Pic0(X(Fqr )) equals∏gi=1(1− αri )(1− α¯ri ).
We let X be the Klein quartic, x3y + y3z + z3x = 0; over F2r (for r = 1, 2, 3) it has 3, 5 and 24
points respectively, which determines its zeta function over F2 using the functional equation:
Z(K , t) = 1+ 5t
3 + 8t6
(1− t)(1− 2t) .
The number Jr of points of its Jacobian over F2r (r = 1, 2, 3) is 14, 56 and 143 respectively and can be
given by a simple recursion for any r , namely:
Jr =
{
(Jr/3)3 : r ≡ 0 mod 3
8r + 1− (1/3)a3r : r 6≡ 0 mod 3
where a3r is defined recursively by a3r +5a3r−3+8a3r−6 = 0, with base cases a6 = 27 and a3 = −15.
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Remark. One reason for studying curves with split Jacobians, such as the Klein curve, is that the
n-period subgroups Jac[n] reduce (possibly up to isogeny) to direct products of such subgroups for
Abelian varieties of smaller dimension. In fact, the Jacobian of X is ‘‘isomorphic in every characteristic
to E3’’ (Tufféry, 1995), where E is the reduction of the elliptic curve which has complex multiplication
by the integers of the field Q(
√−7); however, possibly what is meant is ‘‘isomorphic over the
algebraic closure of the field’’, since the statement given in Moreno (1991, 5.7.5) reads, ‘‘a product
of three elliptic curves all isogenous to [E]’’. Notice that, as reported above, J1 and J2 are not cubes.
They are divisible by 7, which is predicted by Lachaud (2005) who proved in general (over any
finite field): The order of [the Jacobian if the Klein curve] is divisible by 7. Prapavessi (1994) gave an
algebraic decomposition of the Klein Jacobian: the isomorphism holds over the fieldQ(ζ ), where ζ is
a primitive 7th root of 1; a classical calculation of the period matrix (Baker, 1907) already exhibited
an isomorphism, not just an isogeny, as complex varieties, of the Klein Jacobian with the product of
three (isomorphic) elliptic curves (of course not as principally polarized Abelian varieties), but the
morphism had not been found. Since the algebraic morphism found by Prapavessi has coefficients in
Z[ζ ], ζ henceforth denoting a primitive 7th root of 1 different from 1 (ζ = 1 could be primitive if the
field, say, contained no other 7th roots of 1),which indeedF2r possesses exactlywhen r ≡ 0mod3,we
found it conceivable that the isomorphism Jac X ∼= T × T × T , denoting the elliptic curve by T , allows
the number of points on Jac X to be computed in two ways: by the method of the zeta function, and
by cubing the number of points on the elliptic curve. This can be checked computationally, andwe list
the first few cases to demonstrate a few facts which as far as we know were not observed before and
have theoretical interest; a complete characterization of these phenomena (over any possible finite
field) is work in progress.
We recall first the way Prapavessi’s isomorphism is obtained. She denotes by σ the order-3
automorphism of X which sends a point (x, y, z) to (y, z, x).
The quotient of X by σ i, i = 0, 1, 2, gives three (canonically isomorphic) elliptic curves Ti with
Weierstrass equations:
Ti : y2 + 3ζ 4ixy+ ζ 5iy = x3 − 2ζ 2ix− 3ζ 3i,
with the (3 : 1)-morphisms X → Ti given by φi(x, y, z) = (−wi, vi), where
wi = x+ ζ 6i 1y + ζ
4i y
x
, vi = y+ ζ 6i 1x + ζ
2i x
y
.
(1) We noticed that, besides the cases r = 1, 2 cited above, also when r = 4 the number Jr is not a
cube. Indeed, from the table above, a9 = −15 and a12 = −141. But when r = 4, for example, we
have
J4 = 84 + 1− (1/3)a12 = 4144
(it would be nice if we were able to conjecture that Jr is a cube if and only if 3 divides r , but we
don’t yet have evidence for that).
(2) Assume now that the finite field contains a suitable ζ . We confirmed the isomorphism, by
computing (Schoof’s Algorithm, e.g.) the number of points on the elliptic curve E0 as well as Jr
as above, but not always! Note that the three Ei are indeed isomorphic and the isomorphism is
defined over any field of characteristic 2, as proved in Driencourt and Michon (1987).
(3) A close reading of Prapavessi (1994) reveals that she constructs, again by algebraic means which
are defined over our fields, an isogeny from Jac X to T0 × T1 × T2, which then she turns into an
isomorphism by defining suitable roots of elements of the kernel. This could lead to a situation, as
illustrated in the table, where Jr > T 3r , which is indeed the case (14
3 > 518). Except, the number
of points in Jac X is not divisible by the cube of the number of points of T , since 518 = 14× 37. It
seems that Prapavessi’s arguments could break down only twice: once, when she shows (Lemma
5): Ker(φi) = Ker(1 + σi + σ 2i ). She uses the fact that the field Q(ζ ) contains no 3rd roots of
1 different from 1 (while F2r contains one, λ, say, if and only if r is even). However, the result
persists, since as argued in Prapavessi (1994, Lemma 5) it suffices to show that if D ∈ JacX is
the divisor of a function, this function can be lifted from T . While Prapavessi uses the absence of
762 D. Coles, E. Previato / Journal of Symbolic Computation 45 (2010) 757–772
Table 1
Orders of T and Jac X .
r Tr Jr
3 14 143
6 56 563
9 518 149 (6= 5183)
12 4144 41443
3rd roots of 1, this is true by inspection: in the degree-3 extension corresponding to X → Ei, the
functions g(x, y, z) satisfying σig(x, y, z) = λg(x, y, z) are also invariant under σi, as can be seen
assuming g(x, y, z) satisfies a polynomial of degree 3 with coefficients in the field invariant under
σi, and applying σi to the polynomial evaluated at g(x, y, z). Besides, our first discrepancy occurs
for r = 9 where λ does not exist. The second instance is where (Lemma 5) she shows that the
three Ker(φi) are pairwise distinct (used in the key Lemma 9), and this we are not able to show in
general: she uses the four period-2 points of Ei, but it could be the case that the group Ei[2] has
order smaller than 4. Noting that 4 does not divide 518, and assuming r divisible by 3, we make
the:
Conjecture. If Jr 6= T 3r , then Tr is not divisible by 4. If Tr is divisible by 4, then Jr = T 3r .
Note that divisibility of Tr by 4 is not a necessary condition for Jr = T 3r (e.g., r = 3). The second
statementwill be provenwhenwe carefully rewrite all of Prapavessi’s arguments over an arbitrary
Fr2.
Let Tr denote the number of points of T defined over F2r , namely
Ti : y2 + 3ζ 4ixy+ ζ 5iy = x3 + ζ 3i, i = 0, 1, 2,
including the point at infinity. For small values of r , a multiple of 3, we obtain the data in Table 1.
3.2. Rank-2 bundles
As for the moduli space of rank-2 vector bundles, we note that recently a theory of a zeta function
for rank-2 bundles was proposed (Weng, 2006). This is the object that would have to be implemented
to obtain the count. Instead, we begin with a count of line bundles which constitute the candidates
for error divisors. This aspect was already addressed in Coles (2005) and Coles and Previato (2007).
Here we continue the construction.
Recalling the notation from Oxbury (2000) or Coles and Previato (2007), over a fixed curve X ,
let M(d) denote the moduli space of stable bundles of rank 2 and degree d over a curve X of genus
g ≥ 2, andM(d, s) its stratification into locally closed subsets according to the value of the invariant
s(E), E ∈ M(d).
It is known that s(E) ≤ g , and the study in Lange and Narasimhan (1983) addresses the case
s(E) > 0 (equivalent to E being a stable bundle) or s(E) ≥ 0 (semi-stable). The relevant geometric
object then isM(E), the subvariety of maximal subbundles. This variety can be identified canonically
with the space of minimal sections of the ruled surface P(E), minimal in the sense of having smallest
self-intersection number. For generic E,M(E) is smooth and projective and its dimension is described
in terms of the rank and degree of E and the genus of X; for the general bundle, s(E) = g if the degree
of E has the same parity as the genus, and s(E) = g − 1 otherwise. When s(E) = g , the variety of
maximal subbundles of E is a curve, but when s(E) = g − 1, it is generically a finite number of points.
It is this number that in the case of positive characteristic could conceivably be smaller, in the case
where the field is not algebraically closed and the subbundle as a variety is not rational over the field
of definition, or larger, as is the case for the number of automorphisms of X . On the other hand, Lange
and Narasimhan characterized all the cases when M(E) is larger-dimensional than it is for generic
E: our program of counting bundles over finite fields begins with these, so we report the statements
from Lange and Narasimhan (1983) that are relevant to the Klein curve, but we also sketch a concrete
version of the proof, to explain our count in terms of points of curves embedded in projective space.
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Proposition 3.1 (Lange and Narasimhan, 1983). Every degree-2 cover X → T of an elliptic curve gives
a g-dimensional subvariety of (the 3g-dimensional, if g ≥ 3) M(d, 2), where d is an even number, for all
of whose points E, dimM(E) = 1. If X is of genus 3, any trigonality of X gives a 3-dimensional subvariety
of M(d, 2) for all of whose points E, dimM(E) = 1. For any other E ∈ M(d, 2), dimM(E) = 0.
Lemma. (i) Ifpi : X → T is a (2 : 1) elliptic cover and g(X) ≥ 3 then to every L ∈ PicgT where g = g(X)
there is associated a vector bundle E ∈ M(2, 2) on X with dimM(E) = 1. Varying L ∈ PicgT and twisting
the associated E by a line bundle of degree d−22 on X yields other elements of M(d, 2), while ‘factoring’ by
the one-dimensional families of their maximal subbundles finally gives a g-dimensional algebraic family
in M(d, 2). (ii) To any trigonality pi : X → P1 of a curve of genus 3 there is associated in a canonical way
a vector bundle E ∈ M(2, 2) on X.
Proof. (i) Pulling back any rank-2 bundle F on the elliptic curve with s(F) = 1 as well as the family of
line subbundles of appropriate degree gives the examples. They can be described geometrically: the
embedding H0(T , L)→ H0(X, pi∗L) (which is of codimension 1) defines a point in Pg = PH0(X, pi∗L)
which is not on the image of X . This point can be interpreted as a non-split exact sequence on X whose
central element is a vector bundle of rank 2 with s(E) = 2 and det E = pi∗L ⊗ K−1X . Projection from
the point has degree 2 on the image of X and represents the 2-secants of X through that point, so the
maximal subbundles are represented by the points of the elliptic curve embedded in the hyperplane
covered by the projection, except possibly the singular point of the image of X . (ii) Here the bundle E
is the middle term of the extension given by the embedding H0(P1,OP1(2)) → H0(X, pi∗OP1(2)) so
det E = pi∗OP1(2)⊗K−1X and again the 3-dimensional family of bundles is parametrized by Picd−2/2X
plus the trigonalities minus 1 for the maximal subbundles, which correspond to the trisecant lines of
the embedded curve in P3 which go through the extension point.
This lemma, together with the proof that no other bundle exhibits the jump phenomenon, proves
the Proposition. 
Remark. To compute the singular point of the image of X predicted by the lemma proved above, we
observe that the divisor map X → PH0(X, pi∗L) identifies (infinitely close) points p, q if and only if
pi∗L− p− q is a canonical divisor, which happens when L consists of branch points.
Proposition 3.2. Let X be the Klein curve. For each fixed determinant, the rank-2 bundles E ∈ M(2, 2)
with dimM(E) = 1 correspond to a given elliptic-hyperelliptic map or trigonality. These account for the
64 points E that exhibit the jump phenomenon as regards dimM(E).
The proof, given as Summary in Coles and Previato (2007), is a matter of interpretation of the
results we have. Indeed, the bundles that exhibit the jump phenomenon (Oxbury, 2000) have fixed
(even-degree) determinant. It follows from the above construction that each map gives rise to one
bundle; the 21 subgroups of order 2 of Aut X come with three maps each (each group of 4 concurrent
bitangents gives an elliptic curve and each bitangent contains three centers), so we recover the
64 = 21× 3+ [one trigonality] bundles, on which Aut X acts by permutations.
To compute the number of these bundles over a finite field Fq, one of our goals, first we fix a
determinant of degree d that is an element of PicdX(Fq) (there exists one for each degree, and the
number of distinct ones is independent of the degree (Moreno, 1991, Chap. 3)), then there are as
many bundles (semistable andwith that determinant) with ‘toomany subbundles’ as there are points
of order 2 in Pic0X(Fq); this number in turn can be found by splitting the characteristic p in Z[
√−7]
(for characteristic 2, as in the example given below, the prime does split, because the ring of integers
of Q(
√−7 is Z[ω], ω = (1 + √−7)/2, and x2 + x, the minimal polynomial of ω over F2, splits). To
find the number ofmaximal (rational) subbundles of these elliptic covers, wewould use the geometric
interpretation given in the above Lemma:we illustrate thismethod in the next subsection for the other
case, the trigonality, which amounts to the same geometry but for which the equations are explicit.
3.3. Many maximal subbundles over a finite field
Suppose that the curve X is defined over the finite field Fq. We will say that a line bundle L → X
is rational over Fq if its divisor class has a representative with Fq-rational support. Now for a rank-
2 bundle E → X , let Mq(E) denote the number of Fq-rational maximal subbundles of E. We are
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interested in how this number depends on q; that is, having fixed the base field Fq, how does the
number of rational maximal subbundles increase by going to a finite extension of Fq?
As outlined in the introduction, a rank-2 extension with many rational maximal subbundles
in terms of a Goppa code indicates a limit to the list-decodability of the code determined by the
embedding. More precisely, if the point of projective space corresponding to such an extension is
the syndrome of a word with e errors, then there is a Hamming sphere of radius e centered at that
word with many codewords on the boundary (and no closer codewords).
As recalled above (Lemma 3.1(ii)), any threefold covering pi : X → P 1 by a curve X of genus
3 is associated in a canonical way to a rank-two vector bundle E → X with s(E) = 2 and
dim M(E) = 1 (Lange and Narasimhan, 1983). (The proof is stated for characteristic zero, but it works
withoutmodification in positive characteristic.) Then E has infinitelymanymaximal subbundles in the
algebraic closure of the base field Fq, which means that we can get arbitrarily many rational maximal
subbundles in a sufficiently large extension field.
Let X denote the Klein curve over F8 = F2[ζ ]/[ζ 3 + ζ + 1] defined by x3y + y3z + z3x = 0.
There are 24 rational points over F8, three of which are rational over F2, namely Q1 = (1 : 0 : 0),
Q2 = (0 : 1 : 0) and Q3 = (0 : 0 : 1). Let P1, . . . , P21 denote the F8-rational points of X that are not
rational over F2.
Since deg X = 4, each projection of the curve from one of its points is a threefold covering of the
projective line. Let pi : X → P1 be the projection from Q3; that is, (a : b : c) pi7→ (a : b).
Let t1 = z/x, t2 = x/y and t3 = y/z. Then ti is a local parameter at Qi.
The pullback of 2P∞ under pi is 6Q1. We determine the embedding ϕ6Q1 : X → P3 in coordinates
by using the set {1, t2, t2/t3, t22 , } as a basis for L(6Q1).
We apply these ideas to the Klein curve X and countM8(X, E) for a rank-2 bundle associated to the
projection pi : X → P1 from (0 : 0 : 1) ∈ X . Let the embeddings ϕM : P1 → P2 and ϕMˆ : X → P3 be
given by:
(a : b) ϕM7→ (1 : a/b : a2/b2)
(a : b : c) ϕMˆ7→ (1 : a/b : a2/b2 : ab/c2).
The injection H0(P1, M)
pi∗
↪→ H0(C, Mˆ) then corresponds to the point e = (0 : 0 : 0 : 1), and the
projection p : P3 − {e} → P2 is given by (a : b : c : d) p7→ (a : b : c). The following diagram clearly
commutes:
P3 − {e} p / P2
X
ϕMˆ
O
pi / P1
ϕM
O
The points ϕM(P1) parameterize the trisecant lines of ϕMˆ(C) that contain e.
Fix a point Q = (a : 1) on the projective line. Then the three points (a : 1 : ∗) ∈ pi−1(Q ) are
mapped by ϕMˆ to a trisecant line containing e. Any two of these points P1 and P2 determine amaximal
subbundle OX (P1 + P2) of E since e is in the linear span of P1 and P2. We need to determine whether
or not these points are rational over F8.
Since x3y+ y3z + z3x = 0, the points pi−1(Q ) are obtained by computing the solutions in z to the
equation az3 + z + a3 = 0. But we can write
az3 + z + a3 = a(z + a3ζ )(z + a3ζ 2)(z + a3ζ 4)
in F8 = F2[ζ ]/(ζ 3 + ζ + 1). Therefore we have:
pi−1(Q ) = {(a : 1 : a3ζ ), (a : 1 : a3ζ 2), (a : 1 : a3ζ 4)}.
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Table 2
Number of rational maximal subbundles.
q Rational points Rational maximal subbundles of E
2 3 0
4 5 0
8 24 21
16 17 6
32 33 15
64 38 21
128 129 63
256 257 126
512 528 210
1024 1025 510
Table 3
Number of points in the fiber.
r T0 T1 T2
3 (6, 0, 0, 8) (10, 2, 1, 1) (10, 2, 1, 1)
6 (42, 2, 0, 12) (53, 2, 0, 1) (53, 2, 0, 1)
9 (342, 0, 0, 176) (514, 2, 1, 1) (514, 2, 1, 1)
It now follows that the rank two vector bundle E corresponding to the point e ∈ P3 has 7 · (32) = 21
maximal subbundles that are rational over F8, namely those of the form
OX
(
(a : 1 : a3ζ i)+ (a : 1 : a3ζ j)
)
where a ∈ F∗8 and (i, j) ∈
{
(1, 2), (1, 4), (2, 4)
}
.
Now we can ask what happens in other extensions of F2. All that needs to be done is to count the
number of rational solutions to az3+ z+ a3 in z for each non-zero a in the extension field. If there are
two solutions then we get a maximal subbundle of E, and three solutions gives us three solutions (the
number of ways to choose two of the three points containing (e) in their span). We have done these
calculations by computer for small extensions, as shown in Table 2.
The preceding calculations show that Mqn(E) need not increase with n. Note, for example, that
M8(E) = M64(E) even though |X(F8)| < |X(F64)|.
The existence of rank-2 bundles with exceptionally many rational maximal subbundles would be
interesting from a coding perspective when there are also many rational points on the curve. It is
not clear at this point how to define ‘‘exceptionally many’’, but as noted above we could pose a more
concrete intermediate problem: find a rank-2 bundle E → X with the property that Mqn+1(E) >
Mqn(E) for n ≥ 0. In this connection we recall that if X is a double cover of an elliptic curve and
g(X) ≥ 3 then by Proposition 3.1 there exists E → X with infinitely many maximal subbundles. The
next step in our investigation of this problem is to calculate Mqn(E) from an explicit double elliptic
cover. This will bring up another important counting problem. Ramification points of finite covers, in
positive characteristic, are of course dealt with through a suitable Riemann–Hurwitz formula, which
reveals interesting features over Fr2 even in genus 1 (for the five types of elliptic curves, for example,
the ramification over P1 changes as the field grows larger, cf. Driencourt andMichon (1987)); to begin
with, we tested the ramification of the Prapavessi covers given in Section 3.1, which in characteristic
zeromust be simple at four points, or double at two points, andwe found the pattern shown in Table 3
(again we need r divisible by 3 for φi : X → Ti to be defined):
An entry (a0, a1, a2, a3) in the Ti column means that there are aj points on Ti over F2r with a
preimage under φi of size j. We observe that |φ−1i (Ti)| = |X(F2r )| if and only if i = 0.
The table shows that even the number of points on the curves does not obey the naïve expectation
that a triple cover corresponds tomultiplication by 3 (minus ramification). To further experiment, one
might also be able to adapt the generalization of Kedlaya’s algorithm given by Denef and Vercauteren
(2002), since the Klein curve is an Artin–Schreier extension as a double elliptic cover (it cannot be an
Artin–Schreier extension of the rational field, for it is not hyperelliptic).
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4. Aspect I: restricting
Restriction of vector bundles from a projective space to a curve where it is embedded has been
used by Hein (1997, 2006) to obtain results on (semi)stability and recently in Huh (2008) to study
moduli spaces in the special case of plane cubics, such as the Klein curve. Previously, restriction had
been used the other way around, to classify the bundles over the projective space using the behavior
of their restrictions to a moving line or conic (Vitter, 2004). We use Hein’s result to conclude that
the varieties of subbundles we are interested in, of dimension greater than the generic on a smooth
quartic, all come from restriction to the quartic of a suitable twist of the tangent bundle to P2.
We recall that, in view of applications to coding theory, independent of the theoretical interest of
these varieties, we aim to identify the (semistable) rank-2 vector bundles over a canonical quartic X
whose variety of maximal subbundles has dimension 1. On a quartic there are exceptionally many: as
Lange and Narasimhan proved, this is the only genus for which there is a 3-dimensional subvariety of
such bundles, with varying determinant. Due to the action of the Jacobian, the dimension goes down
by 3 if the determinant is fixed. By combining their result with Hein’s and a simple argument, we note
the following beautiful geometric fact which does not seem to have been observed before: all these
bundles are restriction of a twist of the tangent bundle to P2.
We recall from Section 3 that when g = 3 and r = 2, the generic s(E) = 2 or 3 according to the
parity of deg E, and accordingly dimM(E) = 0 or 1. For an even-degree bundle, s(E) = 2, dimM(E) =
1. But the dimension ofM(E) can jump, as in the following example (Oxbury, 2000, Remark 1.5): the
general bundle E with trivial determinant on a non-hyperelliptic curve of genus 3 has a finite number
of maximal subbundles, in fact 23 = 8, since s(E) = g−1. ButM(E) is isomorphic to the curve for the
64 bundles E = κ−1 ⊗ V , where κ is a theta characteristic and V is the unique stable rank-2 bundle
whose determinant is the canonical bundle, and whose space of sections has the maximal possible
dimH0(X, V ) = 3.
Now Hein’s result is about the restriction of the tangent bundle to P2, which is stable of degree 3,
twisted byOP2(−1), which brings down the degree to 1, to a smooth quartic X , thus to a rank-2 bundle
EP, say, of degree 4, the same parity as the genus, whence s(E) = 2. Hein’s Theorem 4 combined with
the results cited above yields:
Theorem 4.1. If E is the unique rank-2 bundle of degree 4 on X such that dimH0(X, E) = 3, then there
exists an embedding of X such that E = EP.
Proof. The assumptions in Hein (1997) for a rank-2 bundle to come from pull-back of the (twisted)
tangent bundle are that: (1) it have no rank-1 subbundle of degree 2; (2) any line subbundle L have
a global section; and (3) the Quot scheme of degree-3 quotients be isomorphic to the curve. By
assumption on s being 2, (1) holds; we verify (2) by noting that if an L of degree 1 had no sections,
the quotient would have 3 sections and degree 2, which is impossible over a smooth quartic; finally,
(3) is known to be the case for E of degree 4, as recalled above, providedM(E) has dimension greater
than zero, the generic. The isomorphism in this context of the plane quartic sends the point P ∈ X to
the kernel of the bundle map:
EP → (EP/im(sP))/torsion,
sP : OX → EP being the section of the dual vector space V ∗ underlying P2 tensored with OX , a rank-3
bundle which surjects to EP by the Euler sequence,
0→ OX (−1)→ V ∗ ⊗ OX → EP → 0. 
Hein also notes that under assumptions (1)–(3) recalled in the proof above, dimH0(X, E) = 3, a
suitable embedding ι of X inP2 is given by sending a point P ∈ X to the fiber of E, and this also provides
the isomorphism E ∼= ι∗ΘP2(−1). As for the other 63 bundles over X: we know from Oxbury (2000)
that they are a twist of E by a theta characteristic κ (intended as a point of order 2 in Jac X), so they are
restrictions of the torsion sheafΘP2(−1)⊗ ι∗(OX (κ)).We have not been able to find a vector bundle
over P2 that restricts to them. Notice that only the second condition in the above proof fails.
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5. Aspect II: secant varieties
Secant varieties are central to the interpretation of error location in terms of rank-2 extensions
and their maximal subbundles. The syndrome of a corrupted codeword of CΩ(D,G)with k errors can
be interpreted as a point in the (k − 1)-secant variety of the curve embedded by |G|, and decoding
amounts to finding the k points in whose linear span the syndrome lies. Equations defining secant
varieties are an important but difficult issue of algebraic geometry, but in our case a set-theoretic (as
opposed to ideal-theoretic) definition suffices.
Ravi (1994) worked out the secant variety equations for curves defined over C. In this section, we
use simple ideas from coding theory to justify these equations in the finite field setting. Ravi’s proof
relies heavily on cohomology but, as wewill see, it makes implicit use of the so-called basic algorithm,
one of the first efficient decoding algorithms discovered for Goppa codes. By making this connection
explicit we arrive at the same ends without cohomology.
We also show how to construct parity check matrices for Goppa codes using a small subset of the
secant variety equations and without knowledge of the rational points on the curve. The method has
potential applications to the general problem of counting the rational points of a curve over a finite
field.
Notation. Seck(X) is the k-secant variety of X , the closure of the union of all linear spaces spanned by
collections of k+ 1 points.
Theorem 5.1 (Ravi, 1994). Let X be a smooth curve of genus g over C and L a line bundle on X, with
L = L1 ⊗ L2, deg L1 ≥ 2g + k + 1 and deg L2 ≥ 2g + k + 2. Fix bases {si} for H0(X, L1) and {tj} for
H0(X, L2). Define the matrix A = (aij) of linear forms on V ∗, where V = H0(X, L), by aij = µ(si ⊗ tj),
whereµ is the multiplication map H0(X, L1)⊗ H0(X, L2)→ V . Then Seck(X) is set-theoretically defined
by Ik+2(A), the ideal in P(V ∗) generated by the (k+ 2)× (k+ 2)minors of A.
The hard part of Ravi’s proof is to show that if q ∈ V (Ik+2(A)), then q ∈ Seck(X). Since in this case
A(q) has rank at most k+1, there is a subspaceW of codimension at most k+1 in H0(X, L1) such that
µmapsW ⊗ V2 to sections of V that vanish at q. The original proof uses cohomological arguments to
show thatW is not base point free and q lies in the linear span of the image of the base locus ofW ,
which by Riemann–Roch has degree at most k+ 1. It follows that q ∈ Seck(X).
This suggests a decoding algorithm for CΩ(D,G): take L to be the line bundle given by G and find a
non-zero vector in the kernel of A(q), where q is the syndrome of a corrupted codeword. We will see
that this is precisely the basic algorithm.
5.1. Review of the basic algorithm
The standard decoding technique for Reed–Solomon codes (Goppa codes on the projective line) is
to compute a low-degree polynomial called an error locator that contains an encoding of the corrupted
coordinates among its zeros. Simple linear algebra then suffices to compute the error values and
recover the transmitted message.
Justesen et al. (1989) specified an error locator in two variables for Goppa codes on plane curves,
which was generalized by Skorobogatov and Vlaˇduţ (1990) to work for arbitrary curves. The result,
called the basic algorithm, can be interpreted in terms of arbitrary linear codes (Høholdt et al., 1998),
and many decoding algorithms for classical codes can be obtained as a special case.
The following description and analysis is adapted from Høholdt et al. (1998), but one can find a
different formulation in, for example, the recent survey by Beelen and Høholdt (2008).
The code CΩ(D,G)with degG > 2g−2 has designed distance degG−2g+2. Choose two divisors,
A and B, so that G = A+B. The only constraints on A and B are their degrees, whichwill be determined
below. The basic algorithm for CΩ(D,G) decodes a word y = x+ ewith codeword x and error vector
e of weight at most deg A− 2g + 1 as follows: Find a non-zero function fB ∈ L(B) satisfying
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(y1, . . . , yn)
fAfB(P1)...
fAfB(Pn)
 = 0 (1)
for every fA ∈ L(A). Then fB is an error-locator: it vanishes at Pi whenever ei 6= 0.
Proof. fAfB ∈ L(G), so (fAfB(P1), . . . , fAfB(Pn)) is a parity check for CΩ(D,G). It follows that
(e1fB(P1), . . . , enfB(Pn)) ∈ CΩ(D, A), which has designed distance d∗A = deg A − 2g + 2. Now if
wt(e) < d∗A, as we have assumed, then (eifB(Pi)) must be the zero word. Consequently, fB(Pi) = 0
whenever ei 6= 0. 
We can find fB satisfying (1) for every fA ∈ L(A) by solving a system of l(A) homogenous linear
equations, where l(A) = dim L(A). We want deg A to be as large as possible in order to maximize
error capacity, but we need l(A) < l(B) to guarantee a non-zero solution to the system. We satisfy
these requirements by choosing A so that l(A) = (l(G) − 1)/2 = (degG − g)/2; in other words,
deg A = (degG − g)/2 + g − 1. We can now calculate the error correction capacity of the basic
algorithm for CΩ(D,G):
d∗A − 1 = deg A− 2g + 2
= (degG− 3g + 2)/2.
This is only g/2 worse than the designed error capacity d∗G = (degG− 2g + 1)/2.
Remark. Greater error correction is possible by implementing the basic algorithm with different
choices for A and B within a range of parameters. It can be shown that for plane curves this allows
an extra g/4 errors to be corrected. More complicated algorithms can correct up to the designed error
capacity of an arbitrary Goppa code.
5.2. Secant varieties over finite fields
Suppose the curve X in Theorem 5.1 is defined over a finite field F and the line bundle L → X is
given by a divisor Gwith F-rational support. Then L defines the parity check matrix of a Goppa code:
columns are F-rational points of X embedded by |L|. If {f1, . . . , fm} is a basis for L(G) then an F-rational
point q ∈ Seck(X) can be written as
(q1, . . . , qm) =
 f1(P1) · · · f1(Pn)... . . . ...
fm(P1) · · · fm(Pn)

e1...
en

for some e ∈ Fn with wt(e) ≤ k + 1. Now consider the matrix A described in the theorem. If
fifj = c1f1 + · · · + cmfm then the (i, j) entry of A(q) is
A(q)ij = c1q1 + · · · + cmqm
=
m∑
u=1
(
cu
n∑
v=1
ev fu(Pv)
)
=
n∑
v=1
(
ev
m∑
u=1
cufu(Pv)
)
= e1fifj(P1)+ · · · + enfifj(Pn).
From this it can be seen that finding a non-zero vector in the kernel of A(q) is equivalent to solving
system (1) in the execution of the basic algorithm, and we can view the subspaceW described in the
remarks following Theorem 5.1 as a space of error locators. Here the basic algorithm does the work of
the cohomological arguments used in the original proof.
D. Coles, E. Previato / Journal of Symbolic Computation 45 (2010) 757–772 769
Table 4
Basis for L(15Q ).
f1 = 1 f2 = 1/x f3 = y/x2 f4 = 1/x2 f5 = y2/x3
f6 = y/x3 f7 = 1/x3 f8 = y2/x4 f9 = y/x4 f10 = 1/x4
f11 = y2/x5 f12 = y/x5 f13 = 1/x5
5.3. Code construction
Typically, constructing a linear code means to specify a generator or parity check matrix for it. We
get a parity check matrix for CΩ(D,G) by evaluating elements of a basis for L(G) at the points Pi in the
support of D. Our idea for an alternative construction, which does not require knowledge of the points
Pi, is to find the zero locus (restricted to the base field) of the 2× 2 minors of the matrix A described
in Theorem 5.1. These minors vanish at points on the curve embedded by |G|, and when restricting
to the base field these are precisely the columns of a parity check matrix. In fact, we will show that it
suffices to consider a small subset of minors.
Example. The Klein curve over F8 has 24 rational points, including Q = (0, 0, 1). The code
CΩ(D, 15Q ), where D records the other 23 rational points, has dimension 10 and designed distance
11.
The set T (a) = {yi/xj : 3i ≤ 2j, 0 ≤ 3j − i ≤ a} contains a basis for L(aQ ), since yi/xj ∈ T (a) has
a pole of order 3j − i at Q and no other poles (Pretzel, 1998, Example 4.9). Table 4 shows a basis for
L(15Q ).
Note that {f1, . . . , f5} is a basis for L(7Q ) and {f1, . . . , f6} a basis for L(8Q ). Now we apply
Theorem 5.1 with the line bundles L1 and L2 given by 7Q and 8Q respectively.
Fix homogeneous coordinates x1, . . . , x13 in P12. The function
f =
13∑
i=1
cifi ∈ L(15Q )
determines a linear form
∑
i cixi = 0 in P12. We now define the 5 × 6 matrix A = (aij) by setting aij
to the linear form determined by fi · fj ∈ L(15Q ):
A =

x1 x2 x3 x4 x5 x6
x2 x4 x6 x7 x8 x9
x3 x6 x8 x9 x3 + x10 x11
x4 x7 x9 x10 x11 x12
x5 x8 x3 + x10 x11 x5 + x12 x6 + x13
 .
The entry a24, for example, is obtained by calculating f2 · f4 = f7, and entry a56 by calculating:
f5 · f6 = y3/x6
= (x3y+ x)/x6 (since x3y+ y3 + x = 0)
= y/x3 + 1/x5
= f6 + f13.
We obtain columns of a parity check matrix for CΩ(D, 15Q ) by computing the points in P12(F8)
at which all 2 × 2 minors of A vanish. Two examples that can be verified by inspection are
(1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) and (1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0). These two points are in fact
the images of (1, 0, 0) and (0, 1, 0) under |15Q | via our fixed basis.
The remaining columns can be found by exhaustive search, but only a small number of points in
P12 and a small subset of the 2 × 2 minors of A need to be searched. To see why, we note first that
the image of a point on the curve under |15Q | depends only on three coordinates: x2, x3, and x5. For
example, any point on the curve embedded by |15Q |must satisfy x1x4− x22 = 0 since this condition is
equivalent to the vanishing of the 2×2minor at the top-left corner of A, and since x1 = 1 for all points
we derive x4 = x22. The independence of the three coordinates x2, x3, and x5 arises from the fact that
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they do not appear outside the first row or column of A. More precisely, every non-constant function
in our basis for L(15Q ) can be expressed as a product of two other functions in the basis except for f2,
f3, and f5. This fact is seen by considering the pole orders of these functions and the Weierstrass gaps
at Q .
If we modify A by replacing each coordinate with the equivalent polynomial in x2, x3 and x5, then
the vanishing of all 2 × 2 minors are tautologies except for those whose entries include the sums
x3+x10, x5+x12, or x6+x13. We can select three suchminors as a basis for I2(A). Here is one example:
x42 + x3 + x3x5, x32x3x25 + 1, x2x5 + x23. (2)
The first of these polynomials is the determinant of(
x1 x5
x3 x3 + x10
)
=
(
1 x5
x3 x3 + x24
)
[substituting x1 = 1, x10 = x24]
=
(
1 x5
x3 x3 + x42
)
[substituting x4 = x22]
and the other two are derived in similar fashion.
In summary, our method of constructing a parity check matrix for the code CΩ(D, 15Q ) is to
compute the zero locus over F8 of system (2) and instantiate the other coordinates by expressing
them in terms of x2, x3 and x5. This can be generalized to arbitrary Goppa codes on curves X of genus g ,
assuming only that we have a basis for L(mQ ),m = 4g+3 and Q ∈ X . The zero locus of g polynomials
in g variables yields the columns of a parity check matrix.
We observe that in some cases the polynomials may have the useful property that their zero locus
is easily calculated over arbitrary finite fields. If so, the number of rational points on the curve over
any finite field will have been determined. This suggests the following problem for future work:
characterize line bundles L→ X of degree 4g+3 that lead in themanner just described to closed-form
expressions for the number of rational points over a finite field.
6. Aspect III: self-dual codes via vector bundles
Recall that the dual code of a linear error-correcting code C ⊂ Fnq is
C⊥ = {x ∈ Fnq : 〈x, c〉 = 0 ∀c ∈ C} ,
where 〈x, c〉 =∑ni=1(xi · ci).
IfC = C⊥ then the code is called self-dual, an important property that has been extensively studied.
In this case the length n of the code is even and dim C = n/2; equivalently, a self-dual code is one for
which a generator matrix is also a parity check matrix. Since Goppa codes are such that CL(D,G)⊥ =
CΩ(D,G), as recalled in the introduction, self-duality translates into an algebro-geometric property of
the curve. Driencourt (1986) and Driencourt and Michon (1985) give a characterization for elliptic
curves in characteristic 2; subsequently, a characterization is given in Driencourt and Stichtenoth
(1989) for arbitrary curve and characteristic, and generalized in Munuera and Pellikaan (1993):
Theorem 6.1 (Munuera and Pellikaan, 1993). The code CL(D,G) is self-dual if and only if there exists a
differential form η with simple poles and residue 1 at every Pi in the support of D, such that 2G = D+ K ,
with K = (η).
Remark. In fact, inMunuera and Pellikaan (1993) themain result is given for arbitrary curves, but it is
a sufficient condition for self-duality and the authors produce examples to show it is not necessary; for
the necessity to hold, Munuera and Pellikaan (1993) make the assumption that n > 2g + 2; however,
we already assumed n > degG > 2g; if n = 2g + 2, then by self-duality k = n/2 = g + 1 and since
k = degG+ 1− g , we would have degG = 2g , contrary to our assumption.
The Klein curve again provides exceptionally many examples, as the following one taken from van
Lint and van der Geer (1988).
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Example (A Self-Dual Code). For the Klein curve over F8, the Goppa code CΩ(D,G), with D given by
the 24 flex points and G = m · B, B the degree-2 divisor given by the bitangent x0 + x1 + x2 = 0, has
parameters [24, 26−2m, 2m−4]; for G = 7B, it is equivalent (namely, each coordinate of a codeword
is rescaled by a fixed non-zero constant) to its dual with parameters [24, 12, 10].
Nowwe consider the extension interpretation of the syndrome of a correctable word with respect
to the code CL(D,G) and also with respect to its dual:
0→ OX → E → OX (G− K)→ 0
0→ OX → E∗ → OX (D− G)→ 0.
A code and its dual have the same dimension, so dimH0(X,G) = dimH0(X, K + D − G), moreover,
the (necessary) criterion for self-duality of Munuera and Pellikaan (1993) tells us that 2G ≡ K +D, so
we can identify H0(X,G)∗ and H0(X, K + D− G)∗, and we observe the following criterion in terms of
extensions in our rank-2 bundle context:
Proposition 6.1. A code CL(D,G) is self-dual if and only if each syndrome of a correctable word
corresponds to the syndrome of another correctable word, viewed as extension points 〈e〉 in Pm−g =
H0(X,G)∗ and 〈e∗〉 in Pm−g = H0(X, K + D − G)∗, provided the identification of these two spaces is
achieved by a differential form that has residue 1 at all Pi.
The syndrome of a correctable word is contained in a Hamming sphere of radius equal to the error
capacity of the code, centered at a codeword, so the correspondence of extension points holds when
the code and its dual coincide.
Admittedly, this observation still relies on finding the same differential form as the cited criteria,
which were based on line bundles. The straightforward condition for self-duality in terms of the
extension point would require for 〈e〉 to be the same as another correctable 〈e〉⊥, now in the same
(canonically identified) projective space. But the standard inner product used in coding theory seems
to have no (projective-) geometric meaning, except for one case: when m − g = 2g , there is a
canonical identification of the space with its dual (the classical Wirtinger duality), because this is
the space of sections of the divisor 2Θ on Jac X , whereΘ is a principal polarization; it is then possible
to check intrinsically if a point coincides with its orthogonal. Since the space of rank-2 bundles can
be embedded (unless the curve is hyperelliptic) by |2Θ|, this seems a promising interpretation to
pursue. And since the embedding was proven so far only in characteristic zero, it might even add to
our wonder when we specialize the geometry to finite fields.
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