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Abstract: The Gegenbauer polynomials C:(x) are orthogonal with respect to the weight function (1 - x~)~-“*. It is 
known that the int~~olatory integ~tion rules based on the zeros of (1 - x”)C~_&) converge for all Riemann- 
integrable functions for f s p 4 4. This is shown to hold also for - d < p < 4. 
1. Introduction 
In a recent dissertation, Kiitz [3] has studied int~~olatory integration rules of the form 
where the X, are the zeros of (1 - x”)CL_~(X) and C:(X) is the Gegenbauer or ultraspherical 
polynomial [l, p. 361. The interpolatory weights are given by 
(1 - x”)C;_,(x) dx 
W, = (x - X,,)[(l - X’)c~_2(x)]:_,in ’ 
Among Kutz’s results are some concerning the convergence of these rules to Zf = J-1, f(x) dx. 
These are as follows [4, p. 131: 
(1) If $ s Al. s 4, then the sequence { Q, f} converges to Zf for all f E R[ - 1, l] , the set of all 
Riemann-integrable functions on [ - 1, 11. 
(2) If - $< Al, < $ , then the sequence { Q,f} converges to Zf for all f E Cl- 1, 11. 
(3) If EZ. > 4, then there exists a function f E C[- 1, l] such that the sequence {Q, f } 
diverges. 
In this note, we shall close the gap between (1) and (2) and show that also for - $ < p < 4, 
the sequence {Q, f} converges to Zf for all f E R[ -1, I]_ To this end we shall prove two 
lemmas which generalize some known results on the convergence of integration rules for 
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Riemann-integrable functions. Then we shall use some properties of the weights win given by 
K&z to prove our theorem. 
2. Two lemmas 
In this section we shall consider integrals of the form 
Z(wf) = l;i n+@(x) dx 
where w(x) is a weight function which is nonnegative in [ - 1, 11, positive over a subinterval of 
[- 1, l] and such that m, = s!, w(x) dx < ~0. In particular, the Gegenbauer weight function 
(I - X2)p-“J is such a function when ZA > - 4. Our first lemma generalizes the result in [l, p. 
1301 that if the weights in a sequence of interpolatory integration rules are all positive, then 
the sequence converges for all Riemann-integrable functions. 
Lemma 1. Let { Q,f} b e a sequence of integration rules with -1 s x,, < x2,, < * * . < x,, d 1. 
Then the sequence { &, f} converges to Z(wf) for all f E R[ -1, l] if 
(1) Q,l f converges to Z(wf) for f(x) = xk, k = 0, 1,2, . . . . 
(2) C:=, ) win) converges to m,. 
Proof: Let e,,f be the integration rule Cy=, ]w,,]f(xin). Then Q,f- Q,f= Cr=, (]wj,] - 
win)f(xln). Since Q, f converges for f(x) = 1 so that CF=, win-+ m,, since ] win] - win a0 and 
since if f E R[ - 1, 11, f is bounded, it follows that for all f E R[- 1, l] 
Now, by (2) it follows that Cr=, 1 winI d A4 for some constant M. Hence, by a theorem of Polya 
[I, p. 1301 which also holds for weighted integrals, Q, f + Z(wf) for all f E C[ -1, 11. Hence 
Q, f + Z(wf > for all f E C[-1, 11. Since all the weights in Q, f are positive, it follows by the 
abovementioned result that Q, f + Z(wf) f or all f E R[-1, 11. Hence Q, f+Z(wf) for all 
f E R[ -1, l] as was to be proved. 0 
Our second lemma extends to Z( wf) the theorem by Polya [4] giving necessary and sufficient 
conditions that the sequence {Q,* f } converge to Zf for all f E R[ -1, 11. To this end we recall 
the following definitions [l, p. 1311. Let J designate the union of a finite number of intervals 
(disjoint or not) located in [- 1, l] and let m(J) be the sum of the lengths of the individual 
intervals of J. The notation C,] wi,( will designate the sum taken over those win for which 
xirl E J. Set 
A(J) = Liir sup c (win ] . 
.I 
The set function A(J) is called semicontinuous if for any sequence .Z, > J2 > . . - with 
m(J,)+O, we have lim,,,, A(J,,) = 0. We now have the following lemma which generalizes to 
Z(wf) the theorem stated in [l, p. 1311 for Zf. 
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Lemma 2. If lim,,, Q,f=Z(wf) ZzoZdsforaZZfE C[-l,l], thenithofdsforallfER[-l,l] if 
and only if A(J) is semicontinuous. 
Proof. The proof follows that given by Polya [4] for the case Q,*f-+ ZJ We refer the reader to 
this paper for the details. 
Sujjiciency. Since Q,, f + Z(wf) for all S E C[- 1, 11, it follows by the theorem in [l, p. 1301 
that C:=, 1 win 1 s L. Now, given E > 0, Polya, by semicontinuity, finds a union of intervals .? such 
that m(j) < 2~ and A(j) ~26. He then determines a continuous function S(x) such that 
IS(x) -f(x)] < E if x E[-1, l] - j, and if If(x)] d M in [-1, 11, then IS(X)] d M in t-1, 11. 
Then 
IGf) - Qnfl d h wWkfC4 - S(x)1 dx 
+ I ,_l,l,_jW(x)lf(X) - s(x)1dx + l/;l w(x)S(x) dx - Q,Ji 
+ 7 I Winl lsCxin) -f(xfn)I + C Iwijl sCxin) -f(xin>l 
[-1,11-j 
~22M 
I j 
w(x)dx+em0+6+2M*3c+eL 
where 6+0 as n-a. Now, since w E L,[-l,l], then by [2, p. 581, for every E ~0, 3r,>O3 
for every measurable set A C [ - 1, 11, ], w(x) dx < E if m(A) < 7. Hence Q, f-+ Z( wf). 
Necessity. Assume that A(J) is not semicontinuous, then gJ, > J2 > . * * 3 lim,,,m(Jn) = 0 
but A(_&) 3 A&) 2 -a . + p > 0. Then Polya constructs a function T(X) E R[ -1, l] such that 
Zr = 0 while Qk,r > d p for a subsequence {k,} so that Q2,f does not converge to Zf for all 
f E R[-1, 11. If we can show that Z(wr) = 0 then we are through. Now the function r(x) takes 
only the values +l, - 1, 0 and for every k,, it is nonzero at only a finite number of points in 
f-1, II- Jk,. Now assume that Z(wr) = 6 # 0. Since w E L, [-1, 11, we can write w(x) = 
wl(x) + w*(x) where ]wl(x)( d M and J!, w*(x) dx< ;S [2, p. 591. Now Z(w,r) =0 by the 
same reasoning that showed that Zr = 0. Hence ]Z( wr)] = ]Z(w,r)] < i 6. This contradiction 
shows that Z(wr) = 0 proving Lemma 2. Cl 
3. A convergence theorem 
We are now ready to combine these two lemmas with some results in Kiitz [3, p. 13-141 to 
prove the following theorem: 
Theorem. The sequence of interpolatory integration rules based on the zeros of (1 - 
x2) Cc_,(x), - 4 < p < i , converges for all Riemann-integrable functions on [ - 1 , 11. 
Proof. We must consider two cases depending on whether or not Z_L is negative. 
Case 1. O=S p < 4. For this case, Kiitz has shown that for sufficiently large n, win > 0, 
2SiSn-1, wln=wnn < 0 and Iwln] = O(n-*). Hence, for sufficiently large II, 
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i IW,I = i Win + 41wJ = 2 + O(K2)+2. 
i=l i=l 
By Lemma 1 with w(x) = 1, it follows that (2, f+ If for all f E R[ - 1, 11. 
Case 2. - $ < p < 0. For this case, Kiitz has shown that ]W~~] = ] w,,] = O(n-‘) and that 
]Win]+IZ_l,n_2], i=2 )...) n-l 
where d is a constant depending only on p and the ajn are the weights in the Gauss- 
Gegenbauer integration rule 
I ‘, (1 - x2)P-1’22f(x) dx =,$ aj,f(zj,) + ‘f. 
Here the .zin are the zeros of C:(x) and Ef = 0 if f is a polynomial of degree <2n - 1. Since 
the Gauss-Gegenbauer rules converge for all Riemann-integrable functions [l, p. 1301, it 
follows by Lemma 2 that the set function 
A,(J) = ,h_m sup C ]ajn] 
J 
is semicontinuous. Hence the set function 
A,(J) = cl& sup C IWin 
J 
*sisn-1 
is semicontinuous. Now the sequence of rules 
dnf = Qnf - %zfCd - w,,fkJ 
converges to Zf for all Acontinuous functions since {Q, f } does and ] wln( = (w,,] = O(n-‘). 
Hence, by Lemma 2, {Q, f} and consequently {Q, f} converge to Zf for all f E R[ - 1 , 11. This 
completes our proof. 0 
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