Let U be either classical or quantized universal enveloping algebra of the Lie algebra sl(n + 1) extended over the field of fractions of the Cartan subalgebra. We suggest a PBW basis in U over the extended Cartan subalgebra diagonalizing the contravariant Shapovalov form on generic Verma module. The matrix coefficients of the form are calculated and the inverse of the form is explicitly constructed.
Introduction
The contravariant bilinear form on Verma modules is a fundamental object in the representation theory of simple complex Lie algebras and quantum groups, which is responsible for many important properties including irreducibility, [1] . Its inverse is closely related with intertwining operators [2] , the dynamical Yang-Baxter equation [3] , and invariant star product on homogeneous spaces, [4, 5] .
Contravariant forms on highest weight modules descend from a bilinear form on the universal enveloping algebra with values in the Cartan subalgebra. It was introduced and studied by Shapovalov [6] , who computed the determinant for its restriction to every weight subspace. It was extended to quantum groups in [7] . The determinant formula was further generalized for parabolic Verma modules over the classical universal enveloping algebras in [8] . These results provided a criterion for the corresponding modules to be irreducible, since the kernel of a contravariant form is invariant.
Applications to mathematical physics require the knowledge of the inverse Shapovalov form, which explicit expression is an open problem for general simple Lie algebras. The most important advance in this direction was made in [9] , where matrix coefficients of the pairing on Mickelsson algebras were calculated. However, [9] does not address the Verma modules focusing on different problem. Although the inverse Shapovalov form for the A n series can be derived from [9] , a self-contained presentation is still missing in the literature. In the present paper we give an independent elementary derivation based on the definition of the quantum group. We construct the orthogonal basis of the Shapovalov form on U q gl(n + 1) and obtain a similar result for U gl(n + 1) via the classical limit. Of course, the classical case can be done directly, in an even simpler way. The ground field is fixed to C but can be changed to an arbitrary field of zero characteristic.
We consider a system of "dynamical root vectors"ê ±µ in the Borel subalgebras. Upon appropriate ordering, it gives rise to a Poincaré-Birkhoff-Witt (PBW) basis over the (extended) Cartan subalgebra. The vectorsê ±µ are constructed from the Chevalley generators through generalized commutators with coefficients in the Cartan subalgebra. The positive and negative dynamical root vectors are related via ω(ê ±µ ) =ê ∓µ , where ω is the anti-algebra Chevalley involution. This PBW system diagonalizes the Shapovalov form on every Verma module M λ and is complete if the highest weight λ is away from a family of hyperplanes.
This family is wider that the zero set of the Shapovalov determinant, which is known to be ∪ α∈R + {λ|(λ+ρ, α) ∈ N} for U(g) and ∪ α∈R + {λ|q 2(λ+ρ,α) ∈ q 2N } for U q (g). Our set of singular points is still contained in ∪ α∈R + {λ|(λ, α) ∈ Z} for U(g) and in ∪ α∈R + {λ|q 2(λ,α) ∈ q 2Z } for U q (g). Away from this set, the dynamical PBW system is a basis. We compute the matrix coefficients and construct the inverse form for generic weight, off the union of hyperplanes where some of the matrix coefficients vanish.
The dynamical root vectors project to generators of the Mickelsson algebras associated with a chain of subalgebras sl(i) ⊂ sl(i + 1), i = 2, . . . , n. Essentially they are raising and lowering operators participating in construction of the Gelfand-Zetlin basis in finite dimensional U q (g)-modules, [10] . Elements of the Gelfand-Zetlin basis are formed by common eigenvectors of the commutative subalgebra generated by U q (h) and the center of U q sl(i) , i = 2, . . . , n + 1. The dynamical PBW monomials feature the same property and form the Gelfand-Zetlin basis in Verma modules.
The paper is organized as follows. After the preliminary section containing the basics on the quantum group U q (sl(n + 1)), we introduce the dynamical root vectors and study their key properties. Then we show that, upon an appropriate ordering, the systems of positive and negative dynamical PBW monomials give rise to dual bases in right lower and left upper Verma modules with respect to the cyclic Shapovalov pairing. We compute the matrix coefficients and construct the inverse of the cyclic form. Further we pass from the cyclic form to contravariant and prove that the PBW system of negative dynamical root vectors yields an orthogonal basis. This should be regarded as a refinement of the cyclic result and it is based on a "row-wise commutativity" of dynamical root vectors proved therein. Further we illustrate the key steps on the example of A 2 . In the last section, we apply the dynamical root vectors to construction of singular vectors in the Verma modules.
2 Preliminaries: the quantum group U q (sl(n + 1))
For a guide in quantum groups, the reader is referred to [1] or [11] , or to the original paper [12] . In this section we collect the facts about quantum sl(n + 1) that are relevant to this exposition.
Let us fix some general notation. We work over the ground field C of complex numbers.
By Z we denote the set of all integers, by Z + the subset of non-negative and by N the subset of strictly positive integers. Given a, b ∈ Z we understand by [a, b] ⊂ Z the interval of all integers from a to b inclusive. We also use the notation (a, b], [a, b), and (a, b) for intervals without one or two boundaries.
Throughout the paper, g stands for the Lie algebra g = sl(n + 1), n 1. The case n = 1 is trivial, and we are mostly interested in n 2. Fix a Cartan subalgebra h ⊂ g and let R ⊂ h * denote the root system of g with a subsystem R + of positive roots, relative to h. The choice of R + facilitates a triangular decomposition, g = n − ⊕ h ⊕ n + , where n ± are nilpotent Lie subalgebras corresponding to the positive and negative roots. Let (., .) designate the canonical inner product on h * .
Denote by Π + ⊂ R + the basis of simple positive roots {α 1 , . . . , α n }, with the standard ordering determined up to the inversion by the condition (α i , α j ) = 0 for |i − j| > 1.
For any pair of integers i, j ∈ [1, n] such that i j let g ij ⊂ g be the Lie subalgebra sl(j − i + 2) corresponding to the roots α i , . . . , α j ∈ Π + . We also consider the Cartan subalgebra h ij = g ij ∩ h and nilpotent subalgebras n
is a triangular decomposition compatible with the decomposition of g.
We assume that q ∈ C is not a root of unity and define [x] q = q x −q −x q−q −1 for an indeterminate x. The quantum group U q (g) is a C-algebra generated by e i , f i , t ±1 i , i ∈ [1, n], subject to the Chevalley relations
and the Serre relations
The elements e i and f i are called, respectively, the positive and negative Chevalley generators. The assignment ω :
The quantum group can be also defined as an algebra over the ring of fractions of C[q, q −1 ] over the multiplicative system generated by
-extension of U q (g) completed in the -adic topology. The extension goes through
, q → e . The corresponding relations translate to
upon the substitution t ±1 i = q ±h i . This algebra, denoted by U (g), is a deformation of the classical universal enveloping algebra U(g). It is still convenient to use the notation
q−q −1 and q h i = t i when working with U q (g). This makes sense of [h] q ∈ U q (g) for any linear combination h = c 0 + n i=1 c i h i with integer c i , i > 0, and arbitrary complex c 0 . We denote by U q (h) the subalgebra in U q (g) generated by {t
. This q-version of the Cartan subalgebra is the polynomial ring on a torus, while U(h) is a polynomial ring on a vector space. Note that h ⊂ U q (h) contrary to U (h), which stands for the subalgebra in
Here are other subalgebras of importance in U (g). The elements e i and f i generate, respectively, the subalgebras U q (n + ) and
are deformations of the classical universal enveloping algebras U(n ± ). The quantum Borel subalgebras U q (b ± ) are generated by U q (n ± ) over U q (h). We define n ± in the q-case as the linear spans n
. These are U (h)-submodules, which are trivial deformations of the
In what follows, we deal with a general algebraic concept, which we recall here. Consider a unital associative algebra A and a non-empty subset I ⊂ A. Let AI denote the left ideal generated by I. We denote by A I the subset of elements x ∈ A such that Ix ⊂ AI. We write simply A a when I = {a} consists of one element a. Obviously A I is not empty, In our setting, A will be U := U q (g). If I a subset of simple positive root vectors and g ′ is the corresponding reductive subalgebra in g, the quotient A I /AI is the Mickelsson algebra S(g, g ′ ), [13] .
We finish our introduction to the quantum special linear group with two lemmas that will
be used in what follows. Let S m denote the symmetric group of permutations of m symbols.
Proof. Consider the case σ = id first, using induction on m. For m = 2 the statement immediately follows from the Serre relations:
U, while the second statement is obvious. Suppose that m > 2 and the lemma has been proved for all i from the interval [2, m). Then, for such i, the Serre relations give
where ψ = f i+2 . . . f m and ψ = 1 if i = m − 1. By the induction assumption, the first term belongs to n − 2i U. In the second term, f i+1 commutes with f 1 . . . f i−1 . Therefore, the second term belongs to f i+1 U ⊂ n − 2m U, and the sum lies in n − 2m U. For i = m, we have
This proves the statement for all m and σ = id. Then for all u ∈ U q (n
) be a Chevalley monomial. The statement is trivial for zero degree u, so we assume deg u > 0.
Present u as a product u = u ′ e l for some e l , u ′ ∈ U q (n 
where the last summand is present only if j + 2 m. The right-hand side is contained in
Dynamical root vectors
We set up an ordering on positive root vectors e ij induced by the lexicographic ordering on pairs (i, j), i j. The negative root vectors f ij are ordered in the opposite way. These orderings are normal and compatible with a reduced decomposition of the maximal element in the Weyl group of g. The ordered systems of root vectors generate a PBW basis in the algebras U q (n ± ), [11] . The Shapovalov form, which is the subject of our interest, is very complicated in this basis. We need a new basis suitable for our study, possibly on the extension of U q (g) over the ring of factions of U q (h) over some multiplicative system. This basis is introduced in this section.
Put
The right-hand side can be expressed through "generalized commutators" with coefficients from the Cartan subalgebra. For instance,
Note that the Cartan coefficients inê i+1k commute with e i and can be gathered on the left.
Similarly to the standard root vectors, ω(ê ij ) =f ij .
The name dynamical follows the analogy with the dynamical Yang-Baxter equation from the mathematical physics literature, [3] . In a representation, the Cartan coefficients are specialized at the weight of a particular vector the elementsê ij andf ij act upon. This dependence on the weight is "dynamical" rather than "statical" since the Cartan coefficients
The key properties of dynamical root vectors are described by the following proposition.
Proof. We will check only the first line. The second line is obtained from it via the Chevalley involution.
It is obvious thatf ij ∈ U e k for k > j, so we assume i < k j. For j = i + 1 we have
hence [e j ,f ij ] ∈ Ue j , as required. For the right equality in the first line, we have
where we have omitted the terms from Ue i . Modulo those terms, the last expression is equal
This proves the proposition for j = k = i + 1.
Further we do induction on j − i. The case j − i = 1 is already done. Suppose that the proposition is proved for
This immediately implies the inclusion [e k ,f ij ] ∈ U e k for such k, thanks to the recursive presentation off ij throughf i+1j . For k = i + 1 we have
where the omitted terms lie in Ue k . By the induction assumption, the remaining terms give
up to the terms from Ue i+1 . This is equal to the product of f ifk+1j (observe that f i commutes withf k+1j =f i+2j ) and the Cartan factor
Therefore, [e i+1 ,f ij ] ∈ Ue i+1 , as required.
To complete the induction, we need to check the rightmost equality:
where we have dropped the terms from Ue i . The Cartan factor in the brackets is
This completes the induction on l = j − i and the proof of the proposition.
Let h α ∈ h denote the element determined by α(h α ) = (λ, α) for all λ ∈ h * . Consider the multiplicative system in U q (h) generated by [h α + m] q , α ∈ R + , m ∈ Z, and denote bŷ U q (h) the ring of fractions of U q (h) over this system. One can check that there is a natural [14, 15] . It is called extremal projector of the subalgebraÛ q (g ij ). 
It follows thatê ij andf ij generate a PBW basis inÛ q (g) overÛ q (h).
Verma modules
Thanks to a PBW basis, the algebra
, which facilitates a projection
as the composition
where the middle arrow is the multiplication. The form is ω-contravariant, i.e. the conjugation operation factors through ω. The left ideal U q (g)n + lies in the kernel of the form, which therefore restricts to the quotient U q (g)/U q (g)n + .
It is convenient to drop the extra structure of Chevalley involution and consider pairings between left and right modules, with cyclicity in place of contravariance. Recall that a pairing ., . : V ⊗W between a right module V and left module W is called cyclic if xu, y = x, uy for all x ∈ V , u ∈ W , and u ∈ U q (g). Specifically the cyclic Shapovalov form is defined similarly to contravariant but without the first arrow. It induces a cyclic pairing between the right and left quotient modules n − U q (g)\U q (g) and
The Shapovalov form on U q (g) is equivalent to a family of forms on Verma modules parameterized by the highest weight λ ∈ h * . Consider a one dimensional representation of the Cartan subalgebra U q (h) determined by the assignment t i → q λ i ∈ C, where λ i = (λ, α i ).
It extends to a representation of U q (b ± ) by letting λ(n ± ) = 0. We regard C as a left
Proof. The restriction of the form to M
A cyclic bilinear form between right and left Verma modules is unique up to an overall factor.
Diagonalization of the Shapovalov form
designate the set of triangular arrays l = (l ij ) 1 i j n with non-negative integer entries l ij . For every l ∈ T and k ∈ [1, n] we denote by l k ∈ Z n−k+1 + its k-th row
The set {f (l), e(l)} l∈T ⊂ U q (g) is a PBW basis over U q (h). Similarly we definef (l) and e(l) using the dynamical root vectors in place of standard. We call {f (l),ê(l)} l∈T dynamical PBW system. In what follows, we study the set of vectorŝ
We prove that, upon a normalization, they form dual bases in generic M λ and M ⋆ λ with respect to the cyclic pairing. With respect to the contravariant form on generic M λ , the system {f (l)v λ } l∈T is an orthogonal basis.
Note that the ordering of the dynamical root vectors is the same lexicographic ordering of the standard root vectors set up in Section 3. We call it normal. We have to consider different row-wise orderings as well. Let σ = (σ n , . . . , σ 1 ) ∈ S n × . . . × S 1 be an n-tuple of permutations. Defineê σ (l k ) = σ k ê(l k ) to be the result of permutation σ k applied to the simple factors ofê(l k ) and putê σ (l) =ê σ 1 (l 1 ) . . .ê σn (l n ). We prove in Section 7 thatê σ (l)
is independent of σ but we have to distinguish between different orderings until then. We will suppress the subscript σ and understand byê(l) a monomial with arbitrary although fixed ordering. This convention stays in effect until the end of the section. In the subsequent sections, we use only two orderings: the normal and an alternative, for which we fix a special notation.
The basis of positive (negative) root vectors allows us to identify the factorspaces n ± ij /n ± kj with the linear complements n
we denote the subalgebras generated bŷ n ± ij and by U q (n ± ij /n − kj ) the subalgebras generated byn
The monomial structure of f (l)v λ is compatible with the factorization
Similarly, the vector v ⋆ λ e(l) is factorized in accordance with
We shall see in Section 7 that the algebras U q (n ± in /n ± i+1n ) are commutative. Proof. An immediate consequence of Proposition 3.1.
and M λ l,i . It is zero unless λ k,i = λ l,i . This is true for all i ∈ [0, n], by induction on i.
The equalities λ k,i − λ k,i−1 = λ l,i − λ l,i−1 for i ∈ [1, n] translate to a triangular system of equations on the differences k is − l is : namely, n s=j (k is − l is ) = 0 for all j = i, . . . , n. It is immediate that k i = l i for all i ∈ [1, n] and therefore k = l.
If follows that
2) boils down to calculation of the matrix coefficients
where v µ ∈ M λ and v ⋆ µ ∈ M ⋆ λ are g kn -singular vectors. This is done in the following section.
The matrix coefficients
Given a weight µ ∈ h * , we put µ i = (µ, α i ) and µ ij = µ i + . . .+ µ j + j −i, assuming i j n.
We adopt the convention that products b i=a are not implemented (formally set to 1) once a > b. For every l ∈ T and every k ∈ [1, n] we define
According to this definition, A l,k (µ) actually depends on the k-th row l k ∈ Z n−k+1 + of l.
Proof 
Lemma 6.3. The action of the monomials
Proof. Assuming i ∈ [2, n], present φ i as φ 
Present φ and write
Applying the Leibnitz rule to these commutators, we can ignore f 
where l ′ = l − 1. This proves the statement for φ i , i ∈ [2, n].
Consider the remaining case of φ 1 . Using the relation [e n , f 1n ] = −qf 1n−1 q hn and the relation f 1n−1 f 1n = q −1 f 1n f 1n−1 from Lemma 2.1, we get
We have used [e i , f 1n ] = 0 for i ∈ [2, n − 1] in this calculation. Further,
We replace the product f 1 f 2n with f 1n , since the calculation is done modulo n − 2n U. Thus,
Notice that the factor in the brackets is equal to
The coefficients D i,l (λ) satisfy the reduction formulas
which readily follow from their definition. As above, l ′ = l − 1. 
, which is readily found from the definition ofê 1n . We replaceê 1n with its specialization at the weight λ − l ′ α 1n and writê
We have used the reduction formulas (6.7) in the second equality. Plug in here the expressions
and the expression for the difference (6.6) . This gives
, which can be factored out. The remaining factor is
Combining this with the multiplier
1n v λ . Induction on l completes the proof.
From now on we understand byê(l) the normally ordered PBW monomial. To proceed with the calculation of matrix coefficients of the cyclic Shapovalov pairing, we fix another ordering on the positive dynamical root vectors: we defině
In the last section we demonstrate thatě(l) =ê(l), but the proof of this nontrivial fact is indirect and based on the knowledge of the matrix coefficients v
Proof. The above factorization of the matrix coefficient is a consequence of the formula
which holds true for all k ∈ [1, n]. Let us prove it. Denote by ψ the product f . Let ν denote the weight of this vector and letẽ 1k ∈ U q (n + 1k ) be the specialization ofê 1n at ν. It follows from Lemma 2.3 and Lemma 2.2 that [ẽ 1k , ψ] ∈ n − 2n U. Therefore, we can replacê e 1k ψ with ψẽ 1k mod n − 2n U. Finally, observe that the Cartan coefficients ofê 1k are confined within U q (h 2k ) and consequently commute with ψ. Therefore, ψẽ 1k can be replaced with
To finish the proof, observe thatê Recall from [6, 7] that the Shapovalov form on M λ is invertible if and only if q 2(λ+ρ,α) ∈ q
2N
(respectively, (λ, α) + (ρ, α) ∈ N for U(g)) for all α ∈ R + . In our notation, this criterion translates to q 2λ ij ∈ q 2Z + (respectively, λ ij ∈ Z + ) for all i, j such that i j. On the other hand, one can easily see that the set of zeros of B l (λ), l ∈ T, is larger although contained in the union ∪ α∈R + {λ|q 2(λ,α) ∈ q 2Z } (in the union of integer hyperplanes (λ, α) ∈ Z in the classical case). Therefore, the systemf (l)v λ , l ∈ T, fails to be a basis for special values of weights. We consider this effect in a more detail on the example of sl(3) in the last section.
Example 6.9. Here is an example which will play a role in the next section. We need the explicit expression for the matrix coefficient v 
Contravariant Shapovalov form
In this section we refine the obtained results and show that the dual bases in M ⋆ λ and M λ give rise to an orthogonal basis for the contravariant form on M λ . The key step is to prove that the dynamical positive (negative) root vectors commute within each row. This facilitates
We start with the following simple case, which will be the base for a further induction. Proof. This is an immediate consequence of the Serre relation: 
Proof. It is sufficient to check only U q (n − in /n − i+1n ), thanks to the Chevalley involution. This algebra is generated byf ik , k = i, . . . , n. To prove the equality [f ik ,f im ] = 0, we do induction Observe that h 2k commutes withê 1m . The second term gives
In accordance with our convention, the product is replaced by 1 if k = 2. We have used the fact thatf 1m v λ is n + 2k -singular andê 2kf2kf1m v λ = v ⋆ λê 2k ,f 2k f 1m v λ . Also, we have applied Lemma 7.1. The matrix coefficient in the right-hand side is standard, and can be specialized from the general formula (6.11). The contribution of the second term in (7.12) is
(7.13)
Here we have used C 2k (λ − α 1m ) = C 2k (λ), which is true for k < m.
The first term in (7.12) gives
The first matrix coefficient is standard and can be extracted from Theorem 6.7. The total contribution of this term to (7.12) is
14)
since C 2k (λ−α 1m ) = C 2k (λ). Let us compute the matrix coefficient v
With the use of the right equalities from Proposition 3.1, we find it equal to
by the induction assumption. The total contribution of this term to (7.12) is (7.15) where again the convention about the products is in effect.
The matrix coefficient (7.12) comprises (7.13-7.15), which contain the common factor
which we denote by F 2 . The last two terms produce [
λ 2m −λ 2m +1 = λ k+1m +2 and λ k+1m +1 = λ 1m −λ 1k . Combine this with the first term in F 2 having made the replacement λ 2k +1 = λ 1k −λ 1 . This gives
where m = l 11 , l = l 12 , and k = l 22 .
In the standard basis, the inverse of Shapovalov form is known to have entries with simple poles, [16, 17] . Examining B l (λ) suggests the presence of second order zeros at Consider the classical limit q → 1. The set of zeros of B l (λ) over all l ∈ T is the union of hyperplanes λ 1 ∈ Z + , λ 12 ∈ Z + , and λ 2 ∈ Z. At the points λ 2 ∈ −N the form is still invertible, therefore the system f k 2f l 12 f m 1 v λ fails to be a basis. Consider the automorphism of U(sl(3)) corresponding to the inversion α 1 ↔ α 2 of the Dynkin diagram. This automorphism produces an alternative system of dynamical roots, withê 12 = (h 1 + 1)e 1 e 2 − h 1 e 2 e 1 and
With the reversed ordering on thus defined root vectors, we obtain a dynamical PBW system yielding a basis in M ⋆ λ and M λ , provided λ 1 ∈ Z and λ 2 , λ 12 ∈ Z + . One or another system is a basis for λ 1 , λ 2 , λ 12 ∈ Z + , i.e. exactly where the Shapovalov form is non-degenerate.
9 Singular vectors in M λ .
In this final section we use the dynamical PBW basis to construct singular vectors in M λ . at generic λ and hence of f α φ 1 , φ 2 f α .
Corollary 9.2. For all α ∈ R + , the elementf α (λ) ∈ U q (g − ) is not vanishing at all λ.
Proof. We do induction on degf α . For degf α = 1 the statement is obvious. Suppose that α is presentable as α = α i + β, where α i ∈ Π + and β ∈ R + . Suppose we have Proof. The delta symbol is obvious. It is then sufficient to consider the case i = k = 1. This is an immediate consequence of (9.16). For classical universal enveloping algebras, this result was obtained in [18] .
