We introduce the following notation which we shall use in the i remainder of ithe paper.
A row vector will be denoted by a bold-face letter y and its components by y-(j = 1, ... n) i.e. J All integrals will be over R + unless otherwise stated, -3 -
The portfolio selection problem may now be stated as follows Select y* in S such that
(1) u(y* • x) F(dx) = sup u(y • x) F(dx) .
J --" y eSn i --
The set of solutions of (1) will be called the solution set
for the distribution function F and will be denoted by Qf/.
In future a star will indicate that a vector belongs to the solution set. If (Y) is non-empty and y* e Cv we write M = u(y* • x) F(dx) .
M will be called the maximal expected utility associated with F.
We shall be concerned with the following problems. (a) will be dealt with in 2, (b) in 3 and (c) in 4-5.
The results we give are quite general although in some places we sacrifice generality for simplicity. In particular we shall always assume that (2) u(x) is continuous on [o,«>) and (3) u(x) is non-negative.
From the point of view of portfolio analysis such assumptions are innocuous. Readers requiring full generality should have no difficulty in adopting the proofs given here.
Existence
We prove the following theorem. is finite or infinite.
Proof.
For y e S n and x e R" y « x < Y( max x.) and hence s as u(x) is positive and increasing -5 -
Then as u(x) is increasing
u(Y( max x-))F(dx) <_ n( max f f u(Y x-)F(dx) ] )
and thus
The simplex S is compact and therefore there exists a sequence (y-K tending to a point y in S such that
ecause of (6) and (7) we may apply Lebesgue's dominated convergence theorem to obtain f lim u(y i • x)F(d^) = S .
By (2) belongs to Vu . This completes the proof of the theorem.
Uniqueness
We prove the following theorem.
Theorem 2. If Suppose now that (Y) contains two distinct points y* and y| .
Let e, 0 < 9 < 1, be a real number and we set J o = e yj + (l-e) y This sequence cannot possibly converge to a point inQJL contra dicting (15) and hence Corollary 1 must hold.
4.5
We remark that iffYjj contains more than one point then .../13 -13 -the conclusion of Corollary 2 is false.
Example 2. We set Y=l,u=l-e x and define the random variables X. and X 2 by P(X ln = 1) = 1, n = 1, 2, .
and In spite of this it follows from (22) that 7* = y* That this is no accident is shown by the theorem given in the next section.
5.2
As the above example shows, it may happen that y is a continuous function of P even when M is not. We now give a theorem which states, roughly speaking, that this is the normal state of affairs when the utility function u(x) increases no faster than log x.
For reasons of simplicity we impose sufficient conditions on u(x) and the (F )™ to ensure that the solutions of (1) exist and are unique. We also set Y = 1.
We give the following theorem. are independent and that X. ^ r(y, 0 ), i = 1, ... n-1 and 2 2 X ^ r(y-e, a +5) (a, y, E, 6 > o; r(y, o ) = gamma distributed 2 with mean y and variance o ). The asset A is then strictly riskier than any of the assets A 1 , ... A n-1 . One might therefore expect that this asset would not be considered. However, it follows from the proposition above and the continuity of portfolio choice that as long as E and 6 are small enough some wealth would be invested in A .
It came as something of a surprise to the authors to discover that portfolio choice is "more continuous" than the expected maximal utility (Theorem 4). There seems to be no immediate intuitive reason why this should be so. -21 -
Proof.
We denote the boundary of R"(K) by 3 R n (K). It is clear that we can choose an increasing sequence (K g )" tending to infinity such that 3 R+(K S ) -y {x : x. = 0} has zero P -mass. The assertions (32) and (33) which contradicts (3D and so the last assertion of the lemma must be true.
2
We turn to the proof of the theorem.
We first note that (23) - (26) and Theorem 2 imply (28). It therefore remains to prove (29).
Strictly speaking we must show that lim y* exists and is equal to y* . As in Theorem 3 one method would be to show that every convergent subsequence of (y*)" converges to y*. We shall however assume that (y )-itself converges,it being clear that the proof would also hold for any convergent subsequence. In this way we avoid a proliferation of subscripts.
With ( Therefore, as y is unique, we must have y = y* . This is true for any convergent subsequence of (y*(s)) and hence (38) holds.
From (37) and (38) u(yj(s,6) • x))F v <dx)
x.) I «(.y X,)))P (dx) .
