Lens system design provides ideal problems for evolutionary algorithms: a complex nonlinear optimization task, often with intricate physical constraints, for which there is no analytical solutions. This paper demonstrates, through the use of two evolution strategies, namely non-isotropic SA-ES and CMA-ES, as well as multiobjective NSGA-II optimization, the human competitiveness of an approach where an evolutionary algorithm is hybridized with a local search algorithm to solve both a classic benchmark problem, and a real-world problem.
Introduction
Lens system design is a complex engineering task that cannot be achieved by an analytical approach. Modern optical design is conducted by experimented engineers backed by specialized CAD tools. The process starts by crafting a good initial lens system using the expert's experience and catalogs of well-known designs. Then, refinements to the initial design are conducted using local search algorithms and the expert's personal experience and intuition. On the other hand, Evolutionary Algorithms (EA) consist in population-based global search methods inspired by natural evolution. They are recognized to be particularly efficient for complex non-linear optimization problems such as lens system design.
This paper is on the use of EA for automatic lens system design. Its aim is to demonstrate that the approach can lead to results comparable to those obtained by modern lens system design processes. The paper structure goes as follows. Section 2 introduces the EA with an emphasis on the algorithms used in this paper. In Section 3 some theory is given on lens system design. Section 4 is a review of different local and global computer optimization techniques for this task. Section 5 presents a lens system design benchmark problem. This problem was initially defined for a friendly competition involving human experts. Results obtained with EA for the same problem are presented in Section 6. They show that the EA used are able to find better solutions than those presented by human experts. Then, a real-world design problem for an imaging application is tackled in Section 7. Results show that EA is again able to discover lens systems that are comparable to those obtained after a reasonable effort by human experts. The same imaging problem is tackled again in Section 8, this time using a two-objective criterion to simultaneously improve image quality and reduce system cost. Finally, the paper concludes with some considerations for the automatic design of lens systems with EA.
Evolutionary Computations
Evolutionary Computations (EC) [1] encompass a family of robust search algorithms loosely inspired by natural evolution. They are a set of generic black box optimization method applicable whenever solutions can be represented by some data structure and evaluated by an objective function, the so-called "fitness" function. Populations of solutions -initially random solutions -evolve over time through a sequence of processes that include (natural) selection and different variation operations such as mutation and crossover. At the end, there is a set of good solutions to the problem and, although EC do not give any general guaranty of convergence to the global optimum, it has been shown in practice that they outperform other techniques as well as human experts for several hard problems [2, 3] . In this project, a specific EC flavor is of interest: the evolution strategies [1, 4] .
The evolution strategies (ES) paradigm was developed by I. Rechenberg and H.-P. Schwefel at the Berlin Technical University in the 1960s. With ES, each individual is a set of characteristics of a potential solution. This set is generally represented by a floating-point vector of fixed length. The ES is applied to a parent population (of size µ ≥ 1) from which individuals are randomly selected to generate a children population (of size λ). To engender a new population, the best µ individuals are chosen within either the λ children (approach (µ, λ), where λ µ), or the µ parents and λ children (approach (µ + λ), where λ 1). Each child is generated by a mutation of a parent, which generally consists in adding randomly generated values that follow some parameterized probability density function. In modern ES, parameters of this probability density function, often called the strategy parameters, are adapted themselves over time. Three main variants of ES with adaptive mutations are usually distinguished [4, 5] : (1 + 1)-ES with the 1/5 rule, Self-Adaptive ES (SA-ES), and derandomized ES.
(1 + 1)-ES with the 1/5 rule is the first successful ES with adaptive mutation. It consists in the evolution of a single solution with Gaussian mutation, where the mutation amplitude is adapted according to the success rate: the mutation amplitude σ is increased if the success rate (ratio of the number of successful mutations over the number of mutations observed) is higher than 1/5, the mutation amplitude is decreased if the success rate is less than 1/5, and unchanged otherwise. Although the method is quite well known and has been proved to be globally convergent [6] , it has the drawback of converging very slowly after an initial period of improvements [4] and to be limited by the adaptation of a global single value for all of the optimized parameter components.
In SA-ES [4] , mutation parameters are associated to the individuals and are themselves changed by mutation. This coupling allow an evolution of the mutation parameters along with the optimized variables, that is an auto-adaptation of the mutation strength. There are three main sub-variations of SA-ES: isotropic SA-ES, where the strategy parameter is a single value that gives the standard deviation for all components during Gaussian mutations; non-isotropic SA-ES, where the strategy parameter consists in a standard deviation value for each component during Gaussian mutations; and correlated SA-ES, where the strategy parameter of each individual is a covariance matrix parameterizing the probability density function of Gaussian mutations. In practice, non-isotropic SA-ES is generally used as it represents a good compromise between the isotropic SA-ES that restrict the feature space dimensions to a uniform scale, and the correlated SA-ES which requires very large populations to correctly estimate the covariance matrices.
Non-isotropic SA-ES are recognized as very good EA for solving real-valued parameter optimization problems. But in order to achieve good results, relatively large populations are still needed in order to have good stochastic estimates of the strategy parameters [5] . Recently, derandomized ES have been developed in order to palliate several issues of SA-ES. Similarly to the (1 + 1)-ES with the 1/5 rule, they use a global parameterization of the mutation and a small size population. But the adaptation of this global parameterization is done by making a better use of the search path information and by smoothing adaptation over many generations. This should avoid loosing the evolution convergence, as observed with (1 + 1)-ES with the 1/5 rule. Like the SA-ES, the mutation parameterization is done using several values. Currently, the Covariance Matrix Adaptation ES (CMA-ES) [7, 8, 9] is probably the most achieved derandomized ES. It consists in using a global covariance matrix to parameterize the Gaussian mutations and in adapting this covariance matrix from cumulation paths of successful mutations. CMA-ES uses a modified (µ, λ) strategy, that is (µ/µ W , λ), where λ children are generated from a single mean parent, computed as a weighted sum of the µ parents. Just like the standard (µ, λ) approach, selection of individuals in the weighted (µ/µ W , λ) strategy is realized by keeping the µ best children, with λ µ. Non-isotropic SA-ES and CMA-ES are used in this paper for lens system design, but many other evolutionary algorithms (e.g. differential evolution, genetic algorithms with SBX crossover, estimation of distribution algorithms) and non-evolutionary algorithms (e.g. simulated annealing) could also have been chosen for such a global optimization task. The paper should not be interpreted as a statement for the superiority of the former methods over the latter, only that the former are well adapted for the particular problem at hand. The main contribution Parameters of a two-lens system: n j represents the refractive index of a media, c j a lens surface curvature, t 1 and t 3 are the lens thicknesses, and t 2 is the lens spacing.
of this paper is the methodology for automatically designing lens systems capable of human competitiveness.
Theory on Lens System Design
A lens system is an arrangement of lenses with specific refractive indices, surface curvatures, thicknesses and spacings. Figure 1 shows an example of a two-lens system. Given an object of specific size at a certain distance, its function is to produce an image of this object. Although many lens arrangements can generate images of the same size, the problem of lens system design is generally to seek the one with the least amount of aberrations. Aberrations are the difference between a real image and the corresponding approximate image computed with Gauss optics [10] . Gauss optics constitute a usable framework to characterize an optical system with various constants such as effective focal length, stop, f -number, and image distance and magnification. Aberrations come from the fact that Gauss optics is used during the design process; real physics of lens systems being analytically intractable.
To characterize lens systems we need to do what is called ray tracing. Starting at a given point on the object and a given initial angle, a ray trace is the computation of the trajectory of a light ray through the optical system until it reaches the image plane. The exact (real) ray trace is obtained from the first law of refraction (Snell-Descartes) that governs the behavior of light passing through the interface between two media having different refractive indices. The path of a ray passing from medium 1 to medium 2 obeys the following equation:
where n 1 and n 2 are refractive indices of media 1 and 2, and θ 1 and θ 2 are incident and refracted angles relative to the normal of the interface between the two media. first law of refraction. On the other hand, the paraxial approximation consists in assuming that all rays lie close to the optical axis. Using the sine expansion:
and let φ ≈ 0 =⇒ sin φ ≈ φ. Equation 1 becomes:
This approximation is the basis of Gauss optics or first order optics. The aberrations of an optical system are measured by computing the difference between the real image (i.e. the one that stems from Equation 1), and the image that results from the paraxial approximation. In other words, two ray traces emerging from the same point on the object with the same (non-zero) angle, one exact and one approximated 1 , will strike the image plane at different positions. These differences, averaged over a whole set of distinct rays provide a convenient basis for building a quality measure.
It is interesting to note that if we also consider the second term of the sine expansion in Equation 2 , we obtain what is called third order optics. The difference between first and third order optics represents the five Seidel aberrations: spherical aberration, coma, astigmatism, field curvature, and distortion [10] . Figure 3 illustrates two of these. The spherical aberration ( Figure  3a) is caused by the fact that, for spherical lenses, rays coming from infinity and parallel to the optical axis do not converge to the same focus point, depending on the ray distance from the optical axis. The result of this type of aberration is a blurred image. Another type of aberration is distortion, that causes pincushion (positive distortion) or barrel (negative distortion) shaped images, as shown in Figure 3b .
Finally, it should be noted that the refractive index of a given glass is not constant but varies as a function of the light wavelength. The refractive index value found in the literature is usually the refractive index value of the material at the Helium d wavelength (λ = 587.6 nm). Also, the refractive index rate of change with the wavelength is different from one glass to another. It is standard to characterize the dispersion property of a given glass using a measure called the v-number (or Abbe number). This measure is simply a relative rate of change of the refractive index, calculated using the refractive index of the material at three arbitrary wavelengths. The v-number of glasses is a factor that should be taken into account when designing polychromatic lens systems.
Lens System Optimization
Modern design of lens systems is generally conducted using specialized CAD software that help designers to visualize the lens system, to evaluate its quality based on precise criteria, and to locally optimize the system variables. This optimization is often achieved by local search algorithms such the Damped Least Squares (DLS) method. But the typical search space of optical system design is a complicated multidimensional space comprising several peaks, nonlinearities and strong correlation between parameters [11] . Hence, a local search explores only the immediate neighborhood of the initial solution, making the result very dependent on the starting point solution. But since the end of the 1980's, several applications of global search methods have been made in optical design. A few researchers have successfully used simulated annealing [12, 13] . Others have modified local optimization algorithms, like the DLS algorithm, to allow exploration beyond local optima [14] . These two approaches have been recently integrated in some optical CAD tools. The idea of using EA as a global optimization method for lens system design has been investigated independently by several researchers. The pioneering work of Walk and Niklaus [15] consists in the application of a basic ES to lens system design. Betensky [16] presents an original method incorporating a set of zero power operators that do not change significantly the first order properties of lens systems. Bit string Genetic Algorithms (GA) [17, 18] were used, with each position in the string representing the application (or not) of the associated zero power operator. Each design modified by these operators is re-optimized with traditional local search algorithms. Since 1996, several papers have been published on the use of bit string GAs [19, 20] , real-valued GA [21, 22, 23] or ES [22, 24] for the optimization of a fixed number of real-valued parameters. Results presented in [21] are apparently very good, with the successful automatic design of large-scale lens systems composed of more than ten parts with real-valued GA, and experiments on the use of Pareto optimal selection strategy for multiobjective optimization [25] . Others [26, 27] have used a two step approach, starting with a bit string GA global search to find a good starting point solution, then using DLS optimization and the end of the evolution to further refine the best GA-found solution. Unfortunately, there is no baseline results generated by human experts or other automatic approaches presented in these papers, for which comparative results would be good indicators on the real capability of EC for fully automated lens system design.
In [28] , we presented results on the automatic lens system design with EA for a benchmark problem introduced in [29] . Since the publication of that paper, Nagata [30] gave some results for the same benchmark problem and other problems taken from [21] using the CMA-ES algorithm. In his paper, Nagata used its own quality measure, with no clear statement on the superiority of its results compared to those of [29] and [28] .
Recently, Koza, Al-Sakran and Jones [31, 32] presented a developmental genetic programming approach [33] for optical system design with a variable number of lenses. They tested their approach on six patented lens systems, with lens systems automatically generated by GP using the prescription given in the patent statement as framework for the fitness function. Their evolutions were conducted on very big population (respectively 346 000 and 75 000 individuals) and the lens systems obtained are apparently of performance level comparable to those patented. No local optimization were applied to finely tune the numeric parameters of the lens systems.
The present paper is an extension of our previous paper [28] , where different evolutionary optimization techniques were tested. The main contribution of the present paper is to detail an approach based on state-of-the-art EA for real-valued optimization, namely SA-ES and CMA-ES, which are hybridized with local search algorithm specific to lens system design. Results obtained for the benchmark problem and a new real world problem are comparable and sometimes even better than those produced by optical experts, hence showing the human-competitiveness of the approach. These results are of great importance, as we clearly demonstrates the practical viability of EA to further automate lens system design.
Monochromatic Quartet
For the first experiments on evaluating the capability of EA for automatic lens system design, we choose a problem defined for the 1990 International Lens Design Conference (ILDC 1990 ). This conference, held every four years, includes a friendly lens design competition for its participants. The 1990 problem [29] became a benchmark to evaluate the performance of optimization algorithms for lens system design because the 11 best solutions proposed by human experts form only two different classes of similar solutions, and the organizers concluded that these solutions were probably global optimums of the solution space.
This benchmark problem is named the monochromatic quartet. Essentially, it consists in finding an optical system made of four spherical lenses. Here is the formal statement of the problem [29] :
Design a 4-element, f/3, 100 mm effective focal length lens of BK7 glass, illuminated by helium d wavelength (i.e., n = 1.51680). The object is at infinity, the object field covers 30 • full field (15 • semi-field angle) and the image field is flat.
Constraints on the construction includes: only spherical surfaces, no aspherics, GRIN elements, Fresnel lenses, binary elements, holographic optical elements, etc. The minimum glass thickness is 2 mm, but there is no upper limit on the size of the lens. The distortion must be less than 1% and there should be no vignetting. The last is intended to assure that vignetting could not be used to improve the edge The f -number (also written f /#) is a measure of the size and light-collecting ability of the lens system. The effective focal length for a lens system is similar to the focal length of an equivalent single lens, which is the distance from the center of the lens to the convergence point of rays that are initially parallel to the optical axis. The BK7 glass is just an ordinary type of glass frequently used for lens fabrication. The helium d wavelength constraint specifies that the problem is monochromatic, that is the considered wavelength is fixed and thus the refractive index is also fixed (otherwise we would have to consider different refractive indices for different wavelengths). The system must not have vignetting, i.e. the image must not be truncated. It is also possible to include a stop, that is an aperture in the optical system which limits the amount of light in the system, allowing to reduce aberrations. Its diameter directly influences the effective focal length and the f -number.
The problem is formulated in such a way that the error measure of distortion is separated from the other aberrations. The problem statement specifies that distortion must not exceed 1% and thus implies that below this level, one should only concentrate on minimizing other aberrations. Using exact computations (Equation 1), the RMS blur spot method consists in tracing several parallel rays at a given entrance angle. These angles must be set successively at 0 • , 10.5 • , and 15 • as specified in the problem statement. Using paraxial approximation, all the rays with the same entrance angle converge at a single point. But with exact ray traces, they will strike the image plane at different points, generally in the neighborhood of the approximated point, and form a so-called blur spot, as illustrated in Figure 4 . The RMS blur spot size is computed from the variance of the position at the image plane of different exact rays with the same entrance angle. A reference ray traced with the paraxial approximation is used to evaluate the distortion, measuring its distance from the centroid of the exact rays at the image plane. Figure 5 presents two of the best lens designs presented at ILDC 1990, one of each class of similar solutions. The first is solution #14, the best overall reported solution, and the second is solution #7, the best for the second class of designs (4th overall). RMS blur spot sizes computed with the commercial CAD tool CODE V [34] are respectively 0.0022 mm and 0.0025 mm. These are slightly different from those reported in [29] (0.0021 mm and 0.0024 mm), which were computed using a different software.
Evolutionary Monochromatic Quartet
In optimization problems, one needs to consider the exploration vs exploitation dilemma. The configuration of the search algorithm should make a good trade-off between exploring unvisited regions of the search space, in order to discover better solutions, and exploiting known regions that are rich in good solutions. For the specific problem of lens systems, local search algorithms such as DLS are very good to discover local optima. EA should thus be used mostly for the exploration part of the optimization algorithm, letting exploitation to well established numerical methods. Much like [16] , but contrary to [26, 27] where local optimization is conducted at the end of evolutions, we apply local optimization to each individual of each generation, provided that it satisfies the problem constraints. This is an hybrid approach, sometimes called memetic algorithms [35, 36] , that has the advantage of reducing the exploitation pressure on the EA, favoring more exploratory searches. For the monochromatic quartet, individuals can be represented as a vector of 15 real-valued parameters. During initialization, each parameter is uniformly generated in the [−1, 1] interval. Each parameter value is then scaled at the fitness evaluation, based on its respective search bounds. Table 1 summarizes the parameters with their respective value transformations. The last surface curvature, the distance between the last surface and the image plane, and the stop aperture are dependent variables, computed for each system in order to get the paraxial image in-focus on the image plane, and to satisfy the specified f -number (3.0) and effective focal length (100.0). The stop location is the relative position of the stop between the first and the last surface of the system. Lens curvature is simply the inverse of lens radius (c j = 1/r j ).
The fitness measure used for the experiments is composed of a scalar fitness value and a Boolean stating whether the solution is feasible or not. If the original system is not feasible, the fitness value is computed from the sum of Seidel aberrations plus some constraint penalties:
where B, F , C, P I 2 , and E are the five Seidel aberrations, respectively spherical aberration, coma, astigmatism, field curvature, and distortion, and the P x are different penalties computed from a set of physical constraints, as presented in blur spot size which is computed for the three field angles:
Local optimization is next applied to the system for a period of up to six seconds. Preliminary experiments have shown that this delay is more than enough to reach a local optimum, in most circumstances. If this local optimum is also feasible, a new average RMS blur spot size is computed from the optimized solution.
The final fitness value is thus F 1 , F 2 , or F 3 depending on the context. For all experiments presented in this paper, the Open BEAGLE [37] C++ framework 2 was used to implement the corresponding EA. The lens system characteristics (Seidel aberrations, RMS blur spot size, etc.) were computed using the commercial CAD tool CODE V [34] . This tool is also used to apply the six seconds of local optimization using the DLS algorithm 3 .
As a first experiment, a (µ + λ) non-isotropic SA-ES was applied to the monochromatic quartet problem. Five populations of µ = 50 individuals each were used, with λ = 350 children generated at each generation for each population using the usual SA-ES mutation. One-way random ring migration was also applied at each generation using two individuals chosen from each population. Runs were conducted over 250 generations, with initial strategy parameters of σ j = 2.0, and a lower bound value of 0.05. This experiment was repeated five times, and the best result is presented in Figure 6 . Its RMS blur spot size is 0.00167 mm, that is 23% smaller than the best human-engineered design presented at ILDC 1990. But the design is also very peculiar. Indeed, its total track (length of assembly) is more than 23 meters long and the first lens is disproportionate compared with the others. Nevertheless, it satisfies all of the problem constraints. To our knowledge, it is the best design ever for this problem, and contradicts the belief that the two design classes presented at ILDC 1990 are global optima. Another interesting point is that the five independent runs of (µ + λ) non-isotropic SA-ES converged toward the same design class.
As a second experiment, CMA-ES was also applied to the monochromatic quartet problem, but using a single population of µ = 10 individuals, λ = 50 children, and 500 generations. Figure 7 presents the best lens design obtained over the five runs. This result obtained with CMA-ES belongs to the second design class of solutions presented at ILDC 1990 (Figure 5b ). At 0.00393 mm, its blur spot size is 57% worse than the corresponding best human-engineered design of the same class, but still a lot better than the worse qualified human design presented at ILDC 1990 (solution 4 with a blur spot size of 0.00605 mm according to our measures). It should be noted that computational resources deployed for this solution were more than 10 times lower than with SA-ES (about 15 hours vs 167 hours using a 3 GHz Pentium 4 PC). The difference between the two algorithms stems from the large population size required by (µ + λ) non-isotropic SA-ES, which increases the computational requirements, but also allows a finer solution space exploration. On the other hand, CMA-ES is more computationally efficient, at the cost of a less systematic exploration of the search space.
Imaging Lens System
In this section, a real-world application, the imaging lens system (ILS) problem is tackled. This problem was presented to the optical design team of the National Optics Institute (INO), in Quebec City. The INO experts found a solution that satisfied the specification constraints after conducting a best effort search within the budget limits defined by the client: about 5 man-days. No doubt that with more resources, these experts could have produced a better system. The problem is to design an imaging system of limited length. The detailed specifications are given in Table 3 . This problem has strong physical constraints that are difficult to satisfy. The target imaging quality criterion is the 75% encircled energy diameter, with a primary target of making this circle fit into a 15 × 15 µm CCD sensor. Smaller encircled energy diameters means better image quality. The 75% encircled energy diameter is evaluated using three wavelengths of different weights as specified in Table 3 . The requirement on the f -number is an indication rather than a strict specification: the working f -number of the resulting system may be slightly modified if necessary. Figure 8 describes the design that was developed by INO experts. It satisfies all of the 
constraints of the problem. The 75% encircled energy diameter is 13.3 µm for points at 0 mm on the object plane, 33.0 µm for points at 28 mm, and 21.8 µm for points at 40 mm on the object plane. Since the specification for the image quality is somewhat fuzzy and the 75% encircled energy diameter is within the 15 µm prescribed for points at 0 mm on the object, the design can be considered to provide the desired image quality. But the energy diameters observed for points at 28 mm and 40 mm on the object indicate that the image is probably less well defined than expected near the borders. For the EA experiments, the solutions are represented as vectors of 30 real-valued parameters. Table 4 summarizes these parameters along with the value transformations that are applied on the vector components of solutions. Note that this time, there is no specification on the glass indices and v-numbers. Original values for stop location (s), glass indices (ñ j ), and glass vnumbers (ṽ j ) have been normalized using a triangular wave function in order to scale values in [0, 1] . Over this normalization, glass indices and v-numbers have been transformed from ã n j ∈ [0, 1] andṽ j ∈ [0, 1] square space into a quadrilateral space delimited by the (n j ,v j ) corners at (1.487, 70.4), (1.620, 60.3), (1.744, 44.7), and (1.755, 27.6). This domain includes indices and v-numbers of the most commonly used glasses in lens design. Contrary to the monochromatic quartet experiments, the EA is this time constrained to locate the stop on a lens surface, rather than let it float anywhere in the system. The stop location is the surface just at the left-hand side of the relative stop position given by parameter s. The distance between the last surface and the image plane is computed rather than evolved in order to get an in-focus paraxial image on the image plane. Finally, even if the specification on the f -number is rather lax, it was fixed to 4.0 for all of the EA runs.
The fitness measure used is similar to the one used for the monochromatic quartet experiments, with a single fitness real-value and a feasibility Boolean flag. If the original system is not feasible, the fitness value is computed as a penalty sum: 
where the different P x are the penalties associated to the system constraints summarized in Table  5 . Because these physical constraints are difficult to satisfy, some of them (i.e. semi-aperture, image size, and total track) have been relaxed in order to avoid tagging the lens system as not feasible when they are not satisfied. If the original system is feasible, the 75% encircled energy E y obj is computed from three points on the object plane (y obj = 0 mm, y obj = 28 mm, and y obj = 40 mm), taking the maximum value among the three diameters obtained. The 75% encircled energy is a measure to evaluate the quality of a lens system, different from the RMS blur spot used with the monochromatic quartet. The fitness value also includes the penalty value for the three relaxed constraints.
Then, the system is locally optimized for six seconds. If it is still feasible, the fitness is recomputed as:
The first experiments with the ILS problem are conducted using the (µ + λ) non-isotropic SA-ES. Except for the initial mutation strategy parameter values that are set to σ j = 1.0, parameters are the same as those used for the monochromatic quartet: five populations of µ = 50 individuals, λ = 350, two migrants, and minimum strategy parameter value of σ j = 0.05. Figure 9 presents the mutation and crossover algorithm used to generate new children for the actual experiments. This is different from the monochromatic quartet problem experiments, where only mutation was used. Figure 10 illustrates the best system generated over five (µ + λ) non-isotropic SA-ES evolutions of five µ = 50 demes. This system has a 75% encircled energy diameter of 11.68 µm. The averaged energy diameter obtained on the best systems found is 12.19 µm (standard deviation of 0.48 µm). Average computation time needed to run each evolution is a little less than 8 days (190 hours).
The image quality of the best imaging system found with (µ + λ) non-isotropic SA-ES is significantly better than the target value given in the specifications (15 µm). The imaging problem has strong physical constraints, and the optimization of the image quality is probably 1. Let
n , σ p2 n }) be a copy of two randomly selected individuals taken from the parent population of size µ, each individual being composed of n pairs of {x, σ} real values; 2. Apply classical non-isotropic SA-ES mutation [4] to Y p1 and Y p2 individuals to generate the mutatedȲ p1 andȲ p2 individuals; Figure 10 : Best lens system found with (µ + λ) non-isotropic SA-ES for the ILS problem (75% encircled energy diameter of 11.68 µm). Figure 11 : Best lens system found with CMA-ES for the ILS problem (75% encircled energy diameter of 12.05 µm).
harder given these constraints. From a practical point of view, however, the second lens of the system is a fragile thin concentric meniscus that may introduce some assembly difficulties. Even though this type of consideration was not taken into account by the EA, additional constraints could be added to penalize such fragile designs.
An important point to note is that for all the five experiments with (µ + λ) non-isotropic SA-ES for the imaging problem, the best design belong to the same design class. This indicates a good repeatability capacity of (µ + λ) non-isotropic SA-ES for the imaging problem.
For the second series of experiments, the CMA-ES algorithm was applied to the imaging problem. Parameters used are: a population of µ = 10, λ = 50 children, runs of 500 generations, and individuals generated with random values uniformly distributed in [−1, 1]. Figure 11 presents the best imaging system found with CMA-ES over five evolutions. The average of the 75% encircled energy diameter of the best system found for each evolution is 14.09 µm (standard deviation of 1.52 µm). Average computation time needed to run one CMA-ES evolution is 41 hours.
The best imaging system found with CMA-ES has a 75% encircled energy diameter of 12.05 µm, which is slightly more than the best design found with (µ + λ) non-isotropic SA-ES. Moreover, this design belongs to the same design class as the one obtained with (µ + λ) non-isotropic SA-ES.
Multiobjective Optimization
In the previous section, once the physical constraints of the system were satisfied, the lens system problem was formulated so that image quality could be optimized through the minimization of the 75% encircled energy diameter. But in real-life situations, the lens system designer may need to optimize other characteristics, such as system cost or assembly tolerance. In this section we investigate the use of multiobjective EC methods for simultaneous optimization of the image quality and relative cost in the context of the ILS problem.
The Pareto front for population-based optimization is the set of solutions that are not dominated by the other solutions of the population [25] . A solution is said to dominate another if all of its objective values are better or equal and if at least one objective value is better. The Pareto front of a population consists in the set of non-dominated solutions. Usual multiobjective EC Table 6 : List of relative cost per gram for common glasses typically used in lens system design (subset of SCHOTT optical glass catalog [38] ). NBK7 glass is used as reference with a relative cost of 1.0. methods use a selection operation that is based on the concept of Pareto dominance. As a final series of experiments, two-objective EC optimizations are conducted for the ILS problem. The first objective is to minimize the fitness measure presented in Equations 7, 8, and 9. The second objective is to minimize the total cost of the lenses. Regarding the multiobjective fitness, it should be noted that a feasible solution is always considered as dominating a nonfeasible one, notwithstanding the respective objective values. The cost is evaluated using the list of relative prices per gram for different types of glass (see Table 6 ; this list is a subset of the SCHOTT optical glass catalog [38] ; SCHOTT glasses are widely used in the industry). The relative cost per gram for an arbitrary glass is taken from the nearest glass of Table 6 using the following distance measure:
where n a and v a are the refractive index and v-number of the arbitrary glass, and n l and v l those of a glass in the list of Table 6 . Experiments have been conducted using a multiobjective variant of non-isotropic SA-ES. The (µ + λ) replacement strategy is changed for the NSGA-II (Non-Dominated Sort Genetic Algorithm 2) [39] , more commonly used within the GA paradigm. It is in some way similar to the (µ+λ) approach, but with µ = λ and the particularity that individuals are selected for a new generation using a sophisticated multiobjective sort of the parents and children population based on dominance and niching. Population size was set to 500 individuals, runs were conducted for 500 generations, and children were generated using the same crossover and mutation operators as previously (see Fig. 9 ). Five different evolution runs were conducted using these parameters for multiobjective optimization of the ILS problem.
The selection of the best-of-run individuals for multiobjective optimization is not as straightforward as for single objective optimization, where we simply selected the individual with the best fitness value. In the present case, the best-of-run individual is selected as the individual on the Pareto front with the smallest relative price that has a 75% encircled energy diameter under 15 µm. The overall best individual over the five evolution runs is selected as the best-of-run individual with the smallest relative price. Figure 12 gives the Pareto front of the last generation for the overall best individual which is summarized in Fig. 13 . It has a 75% encircled energy diameter of 15.0 µm, and a relative price of 50.96. The average 75% encircled energy diameter of the best-of-run individual for the five independent runs is 14.9 µm (standard deviation of 0.14 µm), and the average relative cost is 95.9 (standard deviation of 29.7). The evolutions where conducted on a different processor than for the previous experiments (Pentium M 1.9 GHz laptop PC) and the average CPU time needed on this computer was a little less than 25 hours per evolution.
In comparison, the INO imaging system has a relative cost of 10.4, which is almost five times smaller than the price of the best lens system found with the NSGA-II algorithm. But, it should be noticed that the maximum 75% encircled energy diameter for the INO system is in fact 33.3 µm, which is more than twice the image quality of the best evolved lens system. Taking a closer look at the Pareto front, we can see that the solution of comparable image quality has a maximum 75% encircled energy diameter of 30.7 µm, with a relative cost of only 8.53. This is 18% less than the INO system's relative cost. On the other hand, the system with the nearest relative cost on the same Pareto front (relative cost of 9.80) has a maximum 75% encircled energy diameter of 28.5 µm, which is significantly better than for the INO system. This illustrates the advantages of using an evolutionary multiobjective optimization based on Pareto optimality. It allows the selection of the most interesting solution for a given problem in the knowledge of the different possible trade-offs.
In a practical context, the method used to select the best-of-run individuals for all of the multiobjective experiments makes sense. For the imaging problem, once the 75% encircled energy diameter is less than 15 µm, other considerations can be taken into account during the design process. In the present case, the total relative cost is used as a second objective. Taking a look at the best lens system found, it can be seen that it is in a class of design close to those previously presented, while being made of inexpensive glasses. Moreover, contrary to the two previous EA-found systems, the best multiobjective design does not have a fragile thin meniscus as second lens (starting from the left).
Conclusion
Because of its very complex nature, where intricate physical constraints must be dealt with, it would be surprising that human expertise could be completely removed from lens system design any time soon. However, we have shown in this paper that evolutionary computations can be human competitive [40] for real-world lens design, and thus advocate that it should be part of every lens designer's toolbox. Current specialized CAD tools offer mostly local optimization, but only after a human has produced a draft design. By combining an evolutionary algorithm with a local search algorithm, and through the use of multiobjective optimization, we were able to find solutions that sometimes outperform those produced by human experts.
More specifically two evolution strategies were studied, namely (µ + λ) non-isotropic SA-ES and CMA-ES, each hybridized with a damped least square algorithm. The goal of this hybrid approach is to take advantage of both the exploratory nature of EC and the exploitation capabilities of the finely tuned local search algorithm. To the best of our knowledge, a similar approach has only been explored in [16] , but with genetic algorithm evolved solutions representing zero-power transformations of an initially simple lens system, not by working directly on the system parameters.
Results obtained in this work are for a benchmark problem, called the monochromatic quartet, that was initially introduced as a friendly competition between human experts, and a real imaging problem that was presented to human experts of the INO research center. For both problems, two series of experiments were conducted using respectively the (µ + λ) non-isotropic SA-ES and the CMA-ES algorithms. For the first problem, the best evolved solution using SA-ES was found to outperform the best human solution by over 23%. This evolved design satisfies all of the problem specifications, but the solution itself is not practical because of its extreme dimensions. Nevertheless, it invalidates the common belief that the two categories of designs found by human experts are global optimums. Using the CMA-ES algorithm, one of these two design classes was re-discovered, with a level of performance in between the worst and best human expert.
For the second problem, a real-world application was tackled with severe physical constraints. With a best effort of five man-days of work, the INO experts designed a system that was surpassed by both the SA-ES and CMA-ES algorithms. The only weak part of these evolved designs, in both cases, is that one of the lenses is very thin, in practice probably too thin to be fabricated and assembled at reasonable cost. But since no specification was given against such a solution, the EA approach cannot be discredited for converging towards such a lens. In order to evolve lens systems that satisfy practical considerations, the common sense of optical design must be implemented into a set of general constraints.
A second objective was then added in the evolution process: the minimization of the cost of raw lens material. Using NSGA-II for multiobjective optimization, solutions were found that both outperformed the INO design on image quality at equivalent cost, and cost less at equivalent image quality.
In general, the non-isotropic SA-ES algorithm was found to explore more thoroughly the solution space, and thus to discover better solutions, but the CMA-ES algorithm tends to converge much more rapidly to solutions that are almost as good as those of SA-ES. This results mostly from the ability of CMA-ES to work with much smaller populations, whereas non-isotropic SA-ES requires larger populations to adequately re-estimate its mutation parameters.
