Supersymmetrische Gitterfeldtheorien by Steinhoff, Jan
Friedrich-Schiller-Universita¨t Jena
Physikalisch-Astronomische Fakulta¨t
Theoretisch-Physikalisches Institut
Diplomarbeit
Supersymmetrische
Gitterfeldtheorien
eingereicht von Jan Steinhoff
geboren am 31.03.1981 in Buxtehude
30. November 2006
1. Gutachter: Prof. Dr. Andreas Wipf
2. Gutachter: Prof. Dr. Thomas Strobl
Tag der Verleihung des Diploms:
Inhaltsverzeichnis
1. Einleitung 5
2. Supersymmetrie 7
2.1. Graduierte Lie-Algebren . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1. Parametrisierung von Supergruppen . . . . . . . . . . . . . . . 10
2.2. Algebra der Supersymmetrie . . . . . . . . . . . . . . . . . . . . . . . 10
2.3. Superraum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1. Superfelder . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2. Kovariante Ableitung . . . . . . . . . . . . . . . . . . . . . . . 14
2.4. Wess-Zumino-Modell . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3. Quantenfelder auf einem Gitter 16
3.1. Pfadintegral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1.1. Euklidisches Pfadintegral . . . . . . . . . . . . . . . . . . . . 17
3.2. Euklidisches Wess-Zumino-Modell . . . . . . . . . . . . . . . . . . 18
3.2.1. Ward-Identita¨ten . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3. Monte-Carlo-Simulationen . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3.1. Einfache Gitterversion des Wess-Zumino-Modells . . . . . . 19
3.4. Gittersto¨rungstheorie . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4.1. Propagatoren . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4.2. Feynman-Regeln . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4.3. Kontinuumslimes . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.5. Symmetrieverletzung durch das Gitter . . . . . . . . . . . . . . . . . 25
3.5.1. Chirale Symmetrie . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5.2. Supersymmetrie . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4. Feynman-Integrale 28
4.1. Rekursionsbeziehungen . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.1.1. Gro¨bner-Basen . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.1.2. Gro¨bner-Basen und Rekursionsrelationen . . . . . . . . . . . 30
4.1.3. Laportas Algorithmus . . . . . . . . . . . . . . . . . . . . . 31
4.2. Asymptotische Entwicklung . . . . . . . . . . . . . . . . . . . . . . . 32
4.2.1. Beispiel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2.2. Allgemeine Vorgehensweise . . . . . . . . . . . . . . . . . . . . 33
4.2.3. Konvergente Bosonenschleife . . . . . . . . . . . . . . . . . . . 34
4.2.4. Entwicklung von Integralen mit einer Schleife . . . . . . . . . 37
3
Inhaltsverzeichnis
4.2.5. Vergleich mit numerischen Resultaten . . . . . . . . . . . . . . 39
5. Diskussion 43
A. Notation und Konventionen 45
B. Spinoren 46
B.1. Dirac-Matrizen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
B.1.1. Gerade Dimension d = 2n . . . . . . . . . . . . . . . . . . . . 46
B.1.2. Ungerade Dimension d = 2n+ 1 . . . . . . . . . . . . . . . . . 47
B.1.3. Spezielle Darstellungen . . . . . . . . . . . . . . . . . . . . . . 48
B.2. Irreduzible Spinoren . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
B.2.1. Chirale Spinoren . . . . . . . . . . . . . . . . . . . . . . . . . 49
B.2.2. Reelle Spinoren . . . . . . . . . . . . . . . . . . . . . . . . . . 50
B.2.3. Reelle chirale Spinoren . . . . . . . . . . . . . . . . . . . . . . 50
B.3. Gewichte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
C. Grassmann-Variablen 52
C.1. Berezin-Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
D. Fourier-Transformation 54
E. Alpha- und Feynman-Parameter 55
F. Formeln 56
F.1. Bosonenschleife . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
F.1.1. Ohne a¨ußeren Impuls . . . . . . . . . . . . . . . . . . . . . . . 56
F.1.2. Mit a¨ußerem Impuls . . . . . . . . . . . . . . . . . . . . . . . 57
F.2. Fermionenschleife . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
F.2.1. Nicht-renormiert . . . . . . . . . . . . . . . . . . . . . . . . . 57
F.2.2. BPHZ-renormiert . . . . . . . . . . . . . . . . . . . . . . . . . 57
G. MATHEMATICA-Pakete 58
G.1. Rekursionsbeziehungen . . . . . . . . . . . . . . . . . . . . . . . . . . 58
G.1.1. Befehle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
G.1.2. Quelltext: Recurrence.m . . . . . . . . . . . . . . . . . . . . . 59
G.2. Entwicklung von Ein-Schleifenintegralen . . . . . . . . . . . . . . . . 68
G.2.1. Befehle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
G.2.2. Quelltext: LoopExp.m . . . . . . . . . . . . . . . . . . . . . . . 69
Danksagung 77
Literaturverzeichnis 78
Erkla¨rung 81
4
1. Einleitung
Das Standardmodell der Elementarteilchen umfasst alle bisher bekannten Teilchen
und beschreibt deren Wechselwirkung, bis auf die Gravitation, sehr erfolgreich im
Rahmen einer Quantenfeldtheorie. In der Quantenfeldtheorie ko¨nnen die Prinzipi-
en der Quantenphysik mit dem Raumzeitmodell der speziellen Relativita¨tstheorie
vereint werden. Die Formulierung einer relativistischen Wellenmechanik, analog zur
nichtrelativistischen Quantenmechanik, fu¨hrt hingegen zu Problemen, wie z.B. dem
Kleinschen Paradoxon. Wa¨hrend im nichtrelativistischen Grenzfall die Ruhemasse
bzw. die Anzahl der jeweiligen Teilchen erhalten bleibt, muss dies im relativisti-
schen Fall nicht mehr zu gelten. In der Tat entstehen in Teilchenbeschleunigern
durch Kollision sehr schneller Teilchen eine Vielzahl neuer Teilchen. Eine relativis-
tische Formulierung der Quantenphysik muss daher auf dem Fock-Raum, also der
direkten Summe aller Hilbert-Ra¨ume mit konstanter Teilchenzahl, geschehen. Das
wiederum fu¨hrt fast zwangsla¨ufig zu einer Quantenfeldtheorie [1].
Auch bei der Messung gibt es einen wesentlichen Unterschied zwischen relativisti-
scher und nichtrelativistischer Quantenphysik. Will man den Ort eines Elektrons mit
Hilfe eines Photons bestimmen, so kann man dies bekanntlich nur innerhalb einer
gewissen Genauigkeit tun, die durch die Wellenla¨nge des Photons gegeben ist. Im
nichtrelativistischen Grenzfall kann das Licht als unendlich schnell angesehen wer-
den, so dass der Zeitpunkt der Messung exakt bekannt ist. Im relativistischen Fall
besitzt das Licht jedoch eine endliche Geschwindigkeit, so dass neben dem Ort auch
der Zeitpunkt einer Messung unscharf ist. Man kann also den zeitlichen Verlauf einer
Wechselwirkung nicht beobachten, genauso wenig wie die Bahn eines Teilchens in
der nichtrelativistischen Quantenmechanik. Es bietet sich daher die Streuung als eine
Mo¨glichkeit an, eine relativistische Quantenfeldtheorie experimentell zu u¨berpru¨fen
[2]. Hier sind die Teilchen anfangs weit voneinander entfernt, so dass keine Wechsel-
wirkung stattfindet. Unter Aufwendung hoher Energien werden diese Teilchen nun
sehr nahe zusammengebracht, d.h. aufeinander geschossen, so dass eine Wechselwir-
kung stattfinden kann. Man beobachtet die Produkte dieser Wechselwirkung erst
wieder, wenn sie spa¨ter weit voneinander entfernt sind und somit keine Wechselwir-
kung untereinander mehr stattfindet. In einem solchen Streuexperiment kann man
insbesondere die Symmetrien einer Theorie u¨berpru¨fen, sowie die damit nach dem
Noetherschen Theorem [3] verbundenen Erhaltungssa¨tze testen. Auf diese Weise
ist es allerdings noch nicht gelungen, einen direkten Nachweis einer in der Natur
realisierten Form der Supersymmetrie zu erhalten. Supersymmetrische Theorien be-
sitzen jedoch interessante Eigenschaften, so dass viele Physiker auf einen Nachweis
in naher Zukunft hoffen.
Die Berechnung von Streuamplituden geschieht mit Hilfe der Sto¨rungstheorie. Ihr
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Anwendungsbereich ist jedoch auf kleine Kopplungskonstanten beschra¨nkt, da in
diesen entwickelt wird. Formuliert man die Quantenfeldtheorie auf einem endlichen
Raumzeitgitter, so kann man numerische Simulationen durchfu¨hren, ohne diesen
Einschra¨nkungen unterworfen zu sein. Man kann so die Phasenstruktur oder das
Auftreten von spontaner Symmetriebrechung numerisch untersuchen. In der Quan-
tenchromodynamik ist insbesondere der Quarkeinschluss ein Pha¨nomen, das nicht
sto¨rungstheoretisch behandelt werden kann. In numerischen Simulationen kann die-
ser jedoch untersucht werden.
Die Formulierung einer Quantenfeldtheorie auf einem Gitter ist nicht unproblema-
tisch. Es ist nicht sofort klar, ob im Grenzfall verschwindenden Gitterabstandes auch
die gewu¨nschte kontinuierliche Theorie reproduziert wird. Dieses Problem entsteht
bereits, wenn man Fermionen naiv auf das Gitter setzt. Als Folge der Diskretisierung
besitzt der Fermionenpropagator zusa¨tzliche unphysikalische Pole, die im Kontinu-
umslimes als zusa¨tzliche Fermionenspezies erhalten bleiben. Dieses Problem wird
daher als Fermionenverdopplung bezeichnet [4]. Da die Symmetrien einer Theorie
ganz wesentlich fu¨r deren Eigenschaften sind, muss man auch hier pru¨fen, ob sie im
Kontinuumslimes korrekt wiedergegeben werden. Diesen untersucht man mit Hilfe
der Gittersto¨rungstheorie. Im Fall der Supersymmetrie betrachtet man die super-
symmetrischen Ward-Identita¨ten der Kontinuumstheorie. Diese mu¨ssen im Rah-
men der Gittersto¨rungstheorie bis auf Terme von der Ordnung der Gitterkonstanten
erfu¨llt sein.
Im folgenden Abschnitt 2 werden die Grundlagen der Supersymmetrie kurz zu-
sammengefasst. Abschnitt 3 befasst sich mit Gittertheorien, insbesondere mit der
Gittersto¨rungsrechnung. Die Berechnung der Feynman-Integrale, die bei der U¨ber-
pru¨fung derWard-Identita¨ten mit Hilfe der Gittersto¨rungsrechnung auftreten, wird
in Abschnitt 4 besprochen. In Kapitel 5 werden Verbesserungsmo¨glichkeiten zur hier
gezeigten Vorgehensweise aufgefu¨hrt.
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Symmetrien sind in der Physik von fundamentaler Bedeutung. Dies trifft insbesonde-
re auf die Elementarteilchenphysik zu. Ein Teilchen bleibt das gleiche, unabha¨ngig
davon an welchem Ort oder in welchem Bewegungszustand es sich befindet. Die
Klassifikation der Elementarteilchen muss also eng mit der Symmetriegruppe der
Raumzeit, der Poincare´-Gruppe, verknu¨pft sein.
In der Quantenphysik gilt nun zwischen Ort und Impuls eine Unscha¨rferelation, so
dass man nicht von dem Ort und dem Bewegungszustand eines Teilchens sprechen
kann. Statt dessen wird der Zustand eines Teilchens durch einen Strahl in einem
Hilbert-Raum beschrieben, der wiederum durch einen normierten Zustandsvektor
repra¨sentiert werden kann. Sollen die physikalischen Aussagen, d.h. die U¨bergangs-
wahrscheinlichkeiten, unter einer Transformation durch eine kontinuierliche Sym-
metriegruppe gleich bleiben, dann muss diese Transformation durch einen unita¨r-
en Operator dargestellt werden, der auf die mo¨glichen Zustandsvektoren wirkt. Im
Allgemeinen bilden diese unita¨ren Operatoren eine projektive Darstellung der Sym-
metriegruppe. Man kann aber zur universellen U¨berlagerungsgruppe u¨bergehen, wo-
durch man nur noch nicht-projektive unita¨re Darstellungen betrachten muss, ohne
dass dabei die physikalischen Aussagen der Theorie gea¨ndern werden. Die universelle
U¨berlagerungsgruppe der eigentlichen orthochronen Lorentz-Transformationen ist
die Sl(2,C), die so zusammen mit den Translationen die Rolle der Symmetriegruppe
der Raumzeit in der Quantenphysik u¨bernimmt.
Es ist eine natu¨rliche Forderung, dass sich ein Zustandsvektor eines elementaren
Teilchens nach einer irreduziblen Darstellung dieser Symmetriegruppe transformiert,
da man den Zustandsvektor sonst nach invarianten Unterra¨umen zerlegen kann.
Durch eine Klassifizierung der irreduziblen unita¨ren Darstellungen erha¨lt man somit
eine Klassifizierung der Elementarteilchen. Nicht alle diese Darstellungen sind phy-
sikalisch relevant. Die in der Natur vorkommenden Teilchen bzw. die dazugeho¨rigen
Darstellungen ko¨nnen durch die Masse und den Spin bzw. die Helizita¨t charakteri-
siert werden. Massive Teilchen haben einen Spin s = 0, 1
2
, 1, 3
2
, ... und masselose eine
Helizita¨t σ = 0,±1
2
,±1,±3
2
, ... . Dass ein Teilchen die Eigenschaften Masse und Spin
bzw. Helizita¨t besitzt, sowie die mo¨glichen Werte fu¨r s und σ, ergibt sich alleine aus
der Symmetriegruppe der Raumzeit.
Die obigen U¨berlegungen gehen im wesentlichen aufWigner zuru¨ck, eine genaue
Darstellung mit Referenzen zu den Originalarbeiten findet sich z.B. in [1].
Neben der Poincare´-Gruppe ko¨nnen noch weitere Symmetrien vorhanden sein.
Unter der Wirkung dieser Symmetrien kann ein Teilchen, genauer sein Zustandsvek-
tor, in andere Teilchen u¨bergehen. Die Teilchen, die unter einer Darstellung dieser
Symmetrien ineinander transformieren, werden als ein Multiplett von Teilchen be-
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zeichnet.
Sind die zusa¨tzlichen Symmetrien kontinuierlich, so ko¨nnen sie normalerweise
durch mehrere reelle Variablen parametrisiert werden. Die Generatoren dieser Sym-
metrien bilden in diesem Fall eine Lie-Algebra. Nach einem Theorem von Coleman
undMandula [5] mu¨ssen dann die Poincare´-Gruppe und die Gruppe dieser Sym-
metrien ein direktes Produkt bilden. Das Theorem ist allerdings auf Theorien mit
massiven Teilchen beschra¨nkt. Die restlichen Voraussetzungen fu¨r die Gu¨ltigkeit die-
ses Theorems sind in der Regel erfu¨llt1. Auf dem Niveau der Lie-Algebra besagt das
Theorem, dass die Generatoren der Poincare´-Gruppe mit allen Generatoren der
zusa¨tzlichen Symmetrien kommutieren, weshalb diese auch innere Symmetrien ge-
nannt werden. Die Teilchen transformieren daher vor und nach einer Anwendung
der inneren Symmetrien nach der gleichen irreduziblen Darstellung der Poincare´-
Gruppe. Die Teilchen in einem Multiplett der inneren Symmetrien mu¨ssen also alle
die gleiche Masse und den gleichen Spin bzw. die gleiche Helizita¨t besitzen. Dass alle
Teilchen in einem Multiplett die gleiche Masse haben mu¨ssen, wurde vorher bereits
von O’Raifeartaigh in einem nach ihm benannten Theorem bewiesen [6].
Das Theorem von Coleman und Mandula wurde als ein
”
No-Go“ Theorem
fu¨r die Konstruktion von Multipletts, bestehend aus Teilchen mit verschiedenen
Spins, angesehen. Die Supersymmetrie stellt hier jedoch einen Ausweg dar. Wa¨h-
rend zwischen den Generatoren in einer Lie-Algebra Kommutatorrelationen gel-
ten, erfu¨llen die Generatoren der Supersymmetrie Antikommutatorrelationen. Die
Parametrisierung der entsprechenden Gruppe kann daher nicht, wie bei einer Lie-
Gruppe, ausschließlich durch reelle Variable erfolgen. Man beno¨tigt hierfu¨r zusa¨tz-
liche Grassmann-Variablen, also antikommutierende Variablen. Die Mo¨glichkeit,
dass eine Symmetriegruppe durch Grassmann-Variablen parametrisiert werden
kann, wurde von Coleman undMandula jedoch nicht beru¨cksichtigt. Die Aussage
des Theorems von O’Raifeartaigh bleibt trotzdem gu¨ltig: Ein Multiplett der Su-
persymmetrie besteht aus Teilchen gleicher Masse. Daher kann die Supersymmetrie
in der Natur nur als spontan gebrochene Symmetrie realisiert sein.
Bisher wurden keine Teilchen entdeckt, die u¨ber eine Supersymmetrietransfor-
mation miteinander zusammenha¨ngen. Supersymmetrische Theorien besitzen aber
einzigartige Eigenschaften. Man hat somit gute Gru¨nde, anzunehmen, dass die Su-
persymmetrie in der Natur eine Rolle spielt. Diese Theorien bieten eine Mo¨glichkeit
das sogenannte Hierarchie-Problem zu lo¨sen, also die riesige Lu¨cke zwischen der
Planck-Masse und der Energieskala der elektroschwachen Symmetriebrechung. Ei-
ne weitere Eigenschaft supersymmetrischer Theorien ist, dass sich bei einer sto¨rungs-
theoretischen Behandlung viele Divergenzen gegenseitig wegheben. Es kommt sogar
vor, dass dies mit allen Divergenzen geschieht und die Theorie somit endlich ist. Als
letzte Eigenschaft soll nochmal betont werden, dass supersymmetrische Theorien
Multipletts aus Teilchen mit unterschiedlichen Spins erlauben. Die elektroschwache
und die starke Wechselwirkung werden durch Teilchen mit Spin eins beschrieben.
1Die wichtigsten Voraussetzungen sind, dass die Streumatrix nicht-trivial ist und die Streuampli-
tuden fast u¨berall analytisch vom Winkel abha¨ngen.
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Eine Zusammenfassung dieser Teilchen zu einem Multiplett im Sinne einer Grand
Unified Theory , kurz GUT, ist daher ohne Supersymmetrie mo¨glich. Man kommt
aber im Rahmen einer Quantenfeldtheorie nicht mehr ohne Supersymmetrie aus,
wenn man die Gravitation in dieses Multiplett einbeziehen will, denn die Gravito-
nen haben einen Spin von zwei.
2.1. Graduierte Lie-Algebren
Eine kontinuierliche Symmetrie, deren Generatoren Antikommutatorrelationen er-
fu¨llen, sieht im ersten Moment sehr ungewo¨hnlich aus, wenn man im Hinterkopf eine
Parametrisierung der Gruppe durch reelle Variablen hat und somit die Generatoren
eine Lie-Algebra bilden mu¨ssen.
Als Motivation fu¨r eine solche Symmetrie betrachten wir einen allgemeinen Gene-
rator G einer Symmetrie, der Einteilchenzusta¨nde in Einteilchenzusta¨nde u¨berfu¨hrt
und der additiv auf direkte Produkte solcher Zusta¨nde wirkt:
G =
∑
i,j
∫
d3p d3q a†i(p)Kij(p, q) aj(q) (2.1)
Hier sind die a†i Erzeugungsoperatoren und die ai Vernichtungsoperatoren der ent-
sprechenden Teilchen. Diese erfu¨llen nun die bekannten Kommutator- oder Anti-
kommutatorrelationen, je nachdem, ob die dazugeho¨renden Teilchen Bosonen oder
Fermionen sind. Man kann also die Zerlegung G = B + F durchfu¨hren, wobei B
der Anteil ist, der Bosonen in Bosonen oder Fermionen in Fermionen transformiert,
F hingegen u¨berfu¨hrt Fermionen in Bosonen oder Bosonen in Fermionen. Unter
Anwendung der Kommutator- bzw. Antikommutatorrelationen der Erzeuger und
Vernichter kann man zeigen, dass eine Symmetrie von der Form (2.1) die folgende
Algebra erfu¨llt [7]:
[Bi, Bj] = c
k
ij Bk (2.2)
[Fi, Bj] = s
k
ij Fk (2.3)
{Fi, Fj} = γ kij Bk (2.4)
Es handelt sich hier um eine graduierte Lie-Algebra. Die Bi werden als bosonische
Elemente bezeichnet, die Fi als fermionische. In den graduierten Jacobi-Identita¨ten
a¨ndert sich das Vorzeichen des jeweiligen Summanden, wenn zwei fermionische Gene-
ratoren ihre Reihenfolge tauschen. Die Relationen zwischen Erzeugern und Vernich-
tern sind ebenfalls von der Struktur (2.2–2.4), deren Graduierung u¨bertra¨gt sich
quasi auf die Algebra der Symmetriegeneratoren. Eine Z2-graduierte Lie-Algebra
(2.2–2.4) wird als Lie-Superalgebra bezeichnet. Eine Zusammenstellung ihrer Ei-
genschaften findet man z.B. in [8].
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2.1.1. Parametrisierung von Supergruppen
Man mo¨chte nun ein zur Algebra (2.4) geho¨rendes Gruppenelement, wie bei einer
Lie-Algebra, als exp(iθiFi) schreiben. Die Gruppenmultiplikation kann dann durch
eine Funktion γi(θ, ξ) beschrieben werden:
exp(iθiFi) exp(iξ
iFi) = exp
(
iγi(θ, ξ)Fi
)
(2.5)
Entwickelt man diese Gleichung bis zur zweiten Ordnung in θ und ξ, dann erha¨lt
man mit γi(θ, ξ) = θi + ξi + 1
2
θjξkγ ijk + ... die Bedingung:
ξkFkθ
jFj − θjFjξkFk = θjξkγ ijk Fi (2.6)
Wenn θ und ξ reelle Variablen wa¨ren, dann wu¨rden zwischen den Fi also Kommuta-
toren gelten und die Fi wu¨rden eine Lie-Algebra bilden. Den Antikommutator (2.4)
erha¨lt man jedoch, wenn man fordert, dass θ und ξ untereinander und mit den Fi
antikommutieren. Damit sind θ und ξ Variablen, die im fermionischen Sektor liegen,
also Grassmann-Variablen (vgl. Abschnitt C). Das Produkt θiFi liegt aber im bo-
sonischen Sektor, so dass die Gruppenmultiplikation in der Na¨he der Einheit u¨ber
die Baker-Campbell-Hausdorff-Formel (A.4), in der nur Kommutatoren auf-
treten, durch die Algebra (2.2–2.4) festgelegt ist, wie man das von einer Lie-Gruppe
her kennt.
2.2. Algebra der Supersymmetrie
Es stellt sich nun die Frage, wie stark die graduierte Lie-Algebra (2.2–2.4) zusa¨tzlich
eingeschra¨nkt wird, wenn die Poincare´-Algebra (A.1–A.3) Bestandteil des bosoni-
schen Sektors ist. Eine Antwort liefert das Theorem von Haag,  Lopuszan´ksi und
Sohnius fu¨r die vierdimensionale Minkowski-Raumzeit [7, 9]. Eine Verallgemei-
nerung dieses Theorems auf ho¨here Dimensionen kann man in [10] finden. Die zu
dieser Algebra geho¨rende Gruppe wird als Poincare´-Supergruppe bezeichnet. Falls
nur masselose Teilchen vorhanden sind, kann man die konformen Transformationen
zum bosonischen Sektor hinzufu¨gen. Das Ergebnis ist die Algebra der konformen
Supersymmetrie.
Die Kommutatoren zwischen den bosonischen Generatoren sind durch das Theo-
rem von Coleman und Mandula bereits festgelegt, d.h. neben der Poincare´-
Algebra gibt es im bosonischen Sektor nur mit deren Elementen kommutierende
Generatoren der inneren Symmetrien.
Eine wesentliche Aussage des Theorems von Haag,  Lopuszan´ksi und Sohnius
ist, dass die fermionischen Generatoren nach einer Spinordarstellung der Lorentz-
Algebra transformieren mu¨ssen, wodurch die Kommutatoren zwischen fermionischen
und Lorentz-Generatoren festgelegt sind. Zu diesem Ergebnis kommt man, indem
man die Gewichte bezu¨glich der Lorentz-Algebra im Sinne von Abschnitt B.3
betrachtet. Der Betrag des Gewichts eines bosonischen Generators ist kleiner oder
gleich eins, denn die Generatoren der Poincare´-Algebra haben die Gewichte ±1
10
2.2. Algebra der Supersymmetrie
oder 0 und die inneren Symmetrien sind Lorentz-Skalare mit allen Gewichten
gleich Null. Da die fermionischen Generatoren Fermionen in Bosonen oder Bosonen
in Fermionen transformieren, ko¨nnen sie nach dem Spin-Statistik-Theorem keine
Lorentz-Skalare mit Gewichten gleich Null sein. Der Antikommutator zwischen
zwei fermionischen Generatoren muss aber ein bosonischer Generator sein, dessen
Gewicht gleich der Summe der Gewichte der beiden fermionischen Generatoren ist.
Die Gewichte der fermionischen Generatoren mu¨ssen also alle gleich ±1/2 sein, was
nach Abschnitt B.3 der Spinordarstellung entspricht.
Die fermionischen Generatoren kommutieren des Weiteren mit den Generatoren
der Translationen Pµ. Unter einer internen Symmetrie transformieren die fermioni-
schen Generatoren gema¨ß (2.3) wieder in fermionische Generatoren. Daher transfor-
mieren sie im Allgemeinen zusa¨tzlich nach einer Darstellung der inneren Symmetrie.
Der Antikommutator zwischen zwei fermionischen Generatoren ist nach (2.4) ein
bosonischer Generator. Dieser muss eine Linearkombination der Pµ und der soge-
nannten zentralen Ladungen sein. Die zentralen Ladungen sind wiederum Linear-
kombinationen der Generatoren der inneren Symmetrien, die mit allen anderen Ge-
neratoren kommutieren. Die genaue Form der Antikommutatoren im fermionischen
Sektor ha¨ngt von den Eigenschaften der Spinoren in der entsprechenden Dimensi-
on d ab. Fu¨r d = 2 (mod 8) und Minkowski-Metrik sind die irreduziblen Spinoren
nach Abschnitt B.2.3 und Tabelle B.1.3 reell und chiral. Man kann die fermionischen
Generatoren also wa¨hlen als Q±r mit Q
±
r = P±Q±r und Q±cr ≡ B−Q±∗r = Q±r , wobei
B− = CAT gewa¨hlt wird. Die Antikommutatoren lauten dann [10–12]:
{Q±r , Q±Ts } = −2δrsP± /PC (2.7)
{Q±r , Q∓Ts } = −z±rsP±C (2.8)
Dies ist nach (B.14) unabha¨ngig von der Darstellung der Dirac-Matrizen. Die z±rs
sind die bereits erwa¨hnten zentralen Ladungen. Durch komplexe Konjugation bzw.
Transposition von (2.8) erha¨lt man die Beziehungen z±rs = −z±∗rs = −z∓sr. Im Folgen-
den soll angenommen werden, dass die Zahl der Ladungen Q+r und Q
−
r gleich ist.
Man kann dann die Relationen (2.7) und (2.8) mit Hilfe von Qr ≡ Q+r + Q−r und
Q¯r ≡ Q†rA = QTr C−1T zusammenfassen (nach Tabelle B.1.3 ist c− ≡ CC−1T = −1):
{Qr, Q¯s} = 2δrs /P + iZ[rs] + iγ∗Z(rs) (2.9)
Hier wurde Zrs = −iz+rs = Z∗rs gesetzt. Die Qr heißen Superladungen. Die Zahl der
Superladungen wird im folgenden mit N bezeichnet. Betra¨gt N = 1 so spricht man
von einfacher Supersymmetrie, ist N > 1 erha¨lt man erweiterte Supersymmetrie.
Zum Beweis des Theorems von Haag,  Lopuszan´ksi und Sohnius wird insbeson-
dere das Spin-Statistik-Theorem genutzt und es werden nur Zusta¨nde mit positiver
Norm betrachtet. Es werden daher keine Aussagen u¨ber die BRST-Transformationen
einer Eichtheorie getroffen. Die Verallgemeinerung dieses Theorems wird in [10] fu¨r
Dimensionen d ≥ 4 gezeigt, insbesondere kann das Theorem von Coleman und
Mandula nur auf d > 2 verallgemeinert werden. Das Ergebnis (2.9) soll hier trotz-
dem auch fu¨r d = 2 verwendet werden, denn daraus abgeleitete Theorien sollen nur
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als Modell fu¨r Theorien in ho¨heren Dimensionen dienen. Eine allgemeinere Mo¨glich-
keit fu¨r d = 2 ist hier nicht von Interesse.
Die Algebra der Supersymmetrie wird auch unter allgemeineren Bedingungen als
im Theorem von Haag,  Lopuszan´ksi und Sohnius betrachtet, insbesondere tau-
chen dann noch andere zentrale Ladungen auf, die nicht mehr mit allen anderen Ge-
neratoren vertauschen mu¨ssen [13–15]. Ein anderer allgemeiner Zugang besteht dar-
in, die Klassifikation der einfachen Lie-Superalgebren nach Kac zu nutzen [16, 17].
Die in Frage kommenden Lie-Superalgebren mu¨ssen die Raumzeitsymmetrien im
bosonischen Sektor enthalten.
2.3. Superraum
Ein Feld ψ(x) ist eine Linearkombination von Erzeugern und Vernichtern, die unter
einer unita¨ren Darstellung der Poincare´-Gruppe U(ω, a) = exp ( i
2
ωµνJµν + ia
µPµ)
wie folgt transformiert:
U(ω, a)ψ(x)U−1(ω, a) = D−1(ω)ψ (exp(ω)x+ a) (2.10)
Hier ist D(ω) eine endlichdimensionale Darstellung der Lorentz-Gruppe, die auf
die Komponenten des Feldes wirkt. Damit dies konsistent mit der Forderung ist,
dass U(ω, a) eine Darstellung der Poincare´-Gruppe ist, muss ψ mit dem inver-
sen Element von D(ω) transformieren. Um eine Poincare´-invariante Wirkung zu
erhalten, kann man die Lagrange-Dichte, also einen aus Feldern zusammengesetz-
ten Lorentz-Skalar, u¨ber die gesamte Raumzeit integrieren, denn das dazugeho¨-
rige Maß bleibt invariant unter einer Poincare´-Transformation x → exp(ω)x+ a.
In diesem Abschnitt wird skizziert, wie man eine a¨hnliche Strategie nutzen kann,
um Wirkungen zu konstruieren, die zusa¨tzlich invariant unter der Supersymmetrie
sind. Dazu wird die Raumzeit formal durch Grassmann-Variablen zum sogenann-
ten Superraum erweitert, auf dem dann eine unter Supersymmetrie invariante Inte-
gration definiert werden kann. Die folgenden Betrachtungen beziehen sich auf d = 2,
N = 1 und verschwindende zentrale Ladungen. Es gilt also:
{Q, Q¯} = 2/P (2.11)
[Jµν , Q] = −ΣµνQ (2.12)
[Pµ, Q] = 0 (2.13)
Die beiden letzten Gleichungen besagen lediglich, dass Q ein translationsinvarianter
Spinor ist.
Ein Element der Poincare´-Supergruppe ohne Lorentz-Gruppe kann nach Ab-
schnitt 2.1.1 folgendermaßen geschrieben werden:
L(x, θ) = exp
(
ixµPµ + iθ¯Q
)
(2.14)
Hier ist θ einMajorana-Spinor, dessen KomponentenGrassmann-Variablen sind.
Der Superraum ist die Menge der linken Nebenklassen der Poincare´-Supergruppe
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bezu¨glich der Lorentz-Gruppe. Da die L(x, θ) Repra¨sentanten dieser Nebenklassen
sind, kann der Superraum durch x und θ parametrisiert werden. Die Lorentz-
Gruppe soll durch h(λ) = exp ( i
2
λµνJµν) parametrisiert werden. Ein Element der
Poincare´-Supergruppe kann dann immer geschrieben werden als L(x, θ)h(λ). Das
Produkt zweier solcher Elemente sei nun
L(a, ξ)h(ω)L(x, θ)h(λ) = L(x′, θ′)h(λ′). (2.15)
Dann beschreiben x′ und θ′ die Wirkung der Poincare´-Supergruppe auf den Super-
raum. Ohne Lorentz-Transformationen, d.h. fu¨r ω = 0, erha¨lt man mit Hilfe von
(A.4, 2.11, 2.13, A.3) und θ¯Q = Q¯θ 2:
x′µ = xµ + aµ + iξ¯γµθ, θ′ = θ + ξ (2.16)
Aus (A.5) und der Transformationseigenschaft (2.12) von Q unter der Lorentz-
Gruppe folgt:
h(ω)(θ¯Q)h(−ω) = θ¯
[ ∞∑
n=0
1
n!
(− i
2
ωµνΣµν)
n
]
Q (2.17)
Eine analoge Gleichung gilt auch fu¨r P statt Q, wenn man Σµν durch Mµν ersetzt,
vgl. (A.2). Das Ergebnis fu¨r a = 0 und ξ = 0 ist damit:
x′ = eωx, θ′ = exp ( i
2
ωµνΣµν)θ (2.18)
Es gilt außerdem h(λ′) = h(ω)h(λ). Die Jacobi-Superdeterminante der Transfor-
mationen (2.16, 2.18) ist aber gleich eins, so dass die Integration u¨ber dx dθ invariant
bleibt, vgl. Abschnitt C.1.
2.3.1. Superfelder
Ein Superfeld φ(x, θ) auf dem Superraum ist analog zu (2.10) durch folgendes Trans-
formationsverhalten definiert:
L(a, ξ)φ(x, θ)L−1(a, ξ) = φ(x+ a + iξ¯γµθ, θ + ξ) (2.19)
h(ω)φ(x, θ)h−1(ω) = D−1(ω)φ
(
exp(ω)x, exp ( i
2
ωµνΣµν)θ
)
(2.20)
Eine Darstellung Qd von Q als Differentialoperator bekommt man, indem man die
rechte Seite von (2.19) als L−1d (0, ξ)φ(x, θ) = exp (−iξ¯Qd)φ(x, θ) = φ(x+iξ¯γµθ, θ+ξ)
ansetzt und in ξ¯ entwickelt. Das Ergebnis lautet:
Qd = −/∂θ + i∂θ¯, Q¯d = +θ¯ /∂ − i∂θ (2.21)
Auf die gleiche Weise kann man auch Darstellungen (Pd)µ und (Jd)µν von Pµ und
Jµν bekommen, die dann per Konstruktion die Algebra (2.11–2.13) erfu¨llen. Damit
2Diese Beziehung gilt fu¨r beliebige antikommutierende Majorana-Spinoren, denn mit c− ≡
CC−1T = −1 hat man θ¯Q = −QTθ¯ T = −Q†CTC−1θ = Q¯θ. Diese Beziehung kann man auch aus
den Fierz-Identita¨ten folgern [7].
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Q¯d eine Darstellung von Q¯ ist, muss Qd = CQ¯Td gelten. Es gilt auch Q¯d = Q†A,
falls ∂†µ = −∂µ und ∂†θ¯ = +∂θ¯† ist3, was im Sinne eines inneren Produktes durch
Integration u¨ber den Superraum zu interpretieren ist.
2.3.2. Kovariante Ableitung
Man kann einen spinoriellen AbleitungsoperatorD konstruieren, der unter der Trans-
formation (2.16) invariant bleibt. D muss also mit ξ¯Qd kommutieren bzw. mit
Qd antikommutieren. Die Qd erzeugen eine Linkswirkung durch L(0, ξ)L(x, θ) =
exp (−iξ¯Qd)L(x, θ). Man konstruiert die −iD als Generatoren einer Rechtswirkung:
L(x, θ)L(0, ξ) = exp (+ξ¯D)L(x, θ) (2.22)
Die Assoziativita¨t der Gruppenmultiplikation a¨ußert sich darin, dass die Reihenfolge,
in der die Links- und Rechtswirkung ausgefu¨hrt werden, kein Rolle spielt. Es gilt
dann also per Konstruktion {D,QTd} = 0. Aus (2.22), (2.15) und (2.16) kann D
bestimmt werden:
D = −i/∂θ + ∂θ¯, D¯ = +iθ¯ /∂ − ∂θ (2.23)
Die Phasen vonD und D¯ wurden so gewa¨hlt, dass (Dφ)†A = D¯φ∗ fu¨r jede bosonische
Superraumfunktion φ(x, θ) ist. Es gilt wieder D = CD¯T, D¯ antikommutiert also
auch mit allen Qd bzw. Q¯d. Damit D¯ = D
†A gilt, muss D† durch (Dφ)† = D†φ∗
fu¨r bosonisches φ definiert werden. Dies unterscheidet sich von der Definition von
Q†d u¨ber ein inneres Produkt genau um ein Vorzeichen, d.h. (Qdφ)
†A = −Q¯dφ∗ fu¨r
bosonisches φ.
2.4. Wess-Zumino-Modell
In zwei Dimensionen besitzt θ zwei Komponenten. Daher ist eine beliebige Funktion
auf dem Superraum ho¨chstens quadratisch in den Komponenten von θ. Ein Superfeld
kann dann immer geschrieben werden als:
φ(x, θ) = A(x) + θ¯ψ(x) + 1
2
θ¯θF (x) (2.24)
Damit dieses Superfeld einem irreduziblen Multiplett an Teilchen entspricht, mu¨s-
sen noch unter Supersymmetrie invariante Bedingungen an φ gestellt werden. φ kann
reell gewa¨hlt werden, denn mit φ ist auch δξφ = −iξ¯Qdφ reell. Hier soll φ(x, θ) außer-
dem ein skalares Superfeld sein, also nach (2.19, 2.20) mit D(ω) = 1 transformieren.
A(x) und F (x) mu¨ssen dann reelle Skalarfelder und ψ(x) ein reelles Spinorfeld sein.
Da A(x), F (x) und ψ(x) unter einer Poincare´-Transformation nach (2.10) trans-
formieren, besitzt auch φ(x, θ) unter einer Poincare´-Transformation das richtige
3Mit A = A† gilt dann ∂θ¯†A = ∂AθA = ∂θ.
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Transformationsverhalten. Soll φ(x, θ) auch unter einer Supersymmetrietransforma-
tion L(0, ξ) nach (2.19) transformieren, dann muss δξφ = −iξ¯Qdφ gelten, bzw.4
δξA = ξ¯ψ, δξψ = (F − i/∂A)ξ und δξF = −iξ¯ /∂ψ. (2.25)
Man sieht, dass die Bosonenfelder A und F unter Supersymmetrie in das Fermio-
nenfeld ψ transformieren und umgekehrt.
Eine reelle supersymmetrische Wirkung S ist:
S =
∫
d2x d2θ
(
1
4
D¯φDφ+ V (φ)
)
(2.26)
Hier wird d2θ durch
∫
d2θ θ¯θ = 2 bzw.
∫
d2θ... = 1
2
∂θ∂θ¯... definiert. Die reelle Funk-
tion V wird Superpotential genannt. Ausfu¨hren der Integration u¨ber d2θ ergibt:
S =
∫
d2x 1
2
(
∂µA∂
µA + iψ¯ /∂ψ + F 2 + 2FV ′(A)− ψ¯ψV ′′(A)) (2.27)
Eine Wirkung dieser Art wird
”
off-shell“ genannt, denn die Bewegungsgleichung fu¨r
F ist algebraisch, d.h. F ist kein dynamisches Feld und kann aus der Wirkung
eliminiert werden. Die Bewegungsgleichung fu¨r F lautet F = −V ′(A). Man gelangt
so zur
”
on-shell“-Version der Wirkung:
S =
∫
d2x 1
2
(
∂µA∂
µA + iψ¯ /∂ψ − V ′2(A)− ψ¯ψV ′′(A)) (2.28)
Die einfachste noch wechselwirkende Theorie erha¨lt man mit dem Superpotential
V (φ) = 1
2
mφ2 + 1
3
λφ3:
S =
∫
d2x 1
2
(−A∂µ∂µA−m2A2 + ψ¯(i/∂ −m)ψ − 2mλA3 − λ2A4 − 2λAψ¯ψ)
δξA = ξ¯ψ, δξψ = −(i/∂A+mA + λA2)ξ (2.29)
Die nackten Massen von Bosonen und Fermionen sind gleich und die Kopplungs-
konstanten sind voneinander abha¨ngig, was typisch fu¨r supersymmetrische Theorien
ist.
Die
”
off-shell“-Wirkung (2.27) hat den Vorteil, dass die Transformationen der Fel-
der (2.25) linear sind. Dies ist fu¨r einige Rechnungen praktischer.
4Hier wurde θθ¯ = − 1
2
θ¯θ benutzt, d.h. die Matrix θθ¯ ist proportional zur Einheitsmatrix. Jede auf
Spinoren wirkende Matrix ist eine Linearkombination der Einheitsmatrix und antisymmetri-
sierten Produkten der Dirac-Matrizen. Daraus folgende Identita¨ten werden Fierz-Identita¨ten
genannt.
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Das Pfadintegral stellt eine Mo¨glichkeit dar, Erwartungswerte der Observablen ei-
ner Quantenfeldtheorie zu berechnen, ohne dabei auf die Sto¨rungstheorie und die
damit verbundene Einschra¨nkung kleiner Kopplungskonstanten angewiesen zu sein.
Zur Auswertung des Pfadintegrals wird die Raumzeit diskretisiert. Das verbleibende
Integral kann sehr effektiv mit Hilfe statistischer Methoden ausgewertet werden.
3.1. Pfadintegral
Die Formulierung der Quantenmechanik u¨ber das Pfadintegral stellt eine anschauli-
che Verbindung zwischen den U¨bergangswahrscheinlichkeiten der Quantenmechanik
und dem Hamiltonschen Prinzip der stationa¨ren Wirkung her. Hat man beispiels-
weise ein Teilchen an einem bestimmten Ort gemessen und will nun berechnen, mit
welcher Wahrscheinlichkeit es zu einem spa¨teren Zeitpunkt an einem anderen Ort
gemessen werden kann, dann kann dies mit Hilfe eines Pfadintegrals durchgefu¨hrt
werden. Dazu wird u¨ber alle Teilchenbahnen integriert, die diese beiden Orte in
dem gewu¨nschten Zeitintervall verbinden, wobei die Bahnen mit stationa¨rer Wir-
kung am sta¨rksten beitragen. Es wird so ein Zusammenhang zwischen dem klassi-
schen Konzept der Bahn eines Teilchens und dem quantenmechanischen Konzept
der U¨bergangswahrscheinlichkeiten hergestellt. Die klassische Mechanik ist somit ei-
ne Na¨herung, in der nur die wahrscheinlichste Bahn eines Teilchens beru¨cksichtigt
wird, so dass man von der Bahn eines Teilchens sprechen kann.
In der Quantenfeldtheorie wird entsprechend u¨ber alle mo¨glichen Feldkonfigu-
rationen integriert. Bei Fermionen du¨rfen nur Feldkonfigurationen beru¨cksichtigt
werden, die, grob gesagt, dem Pauli-Prinzip genu¨gen. Dies wird erreicht, indem
man die Feldkonfigurationen durch Grassmann-Variablen beschreibt. Im klassi-
schen Limes verhalten sich fermionische Felder auf Grund des Pauli-Prinzips nicht
wie klassische Felder, sondern eher wie Teilchen. Zwei identische Teilchen ko¨nnen
sich beispielsweise nicht am selben Ort aufhalten, was der Tatsache entspricht, dass
sich identische Fermionen nicht im gleichen Zustand befinden ko¨nnen. Es ist also
nicht verwunderlich, dass fermionische Quantenfelder im Pfadintegral nicht durch
klassisch interpretierbare Feldkonfigurationen beschrieben werden ko¨nnen.
Im Folgenden werden die Quantenfelder mit Qi(x, t) bezeichnet. Die qi(x, t) sind
ihre Eigenwerte, d.h. Qi(x, t) |q〉 = qi(x, t) |q〉. Fu¨r fermionische Felder sind die qi
Grassmann-Variablen, siehe Abschnitt C. Die Operatoren Qi(x, t) erfu¨llen Bewe-
gungsgleichungen, die sich aus der Bedingung ergeben, dass das Wirkungsfunktio-
nal S[Q] extremal sein soll. Vakuumerwartungswerte zeitgeordneter Produkte der
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Qi(x, t) werden wie folgt mit dem Pfadintegral bestimmt:
in 〈T {Qi1(x1, t1)...Qin(xn, tn)}〉 =
(
1
Z[J ]
∂nZ[J ]
∂Ji1(x1)...∂Jin(xn)
)
J=0
(3.1)
Z[J ] =
∫
Dq eiS[q]+i
R
dxJiqi mit Dq =
∏
i,x,t
dqi(x, t) (3.2)
Aus diesen Vakuumerwartungswerten ko¨nnen nun beispielsweise Streumatrixelemen-
te berechnet werden. Dies ist nicht die allgemeinste Form des Pfadintegrals, denn
die zu Qi(x, t) konjugierten Impulse Pi(x, t) wurden bereits ausintegriert, was nicht
immer ohne Weiteres mo¨glich ist. Hier wurden außerdem zusa¨tzliche infinitesimale
Terme proportional zu iǫ unterdru¨ckt, die in die Wirkung eingefu¨gt werden mu¨s-
sen und die durch Entwicklung des Vakuumzustandes nach den |q〉 entstehen. Diese
Terme sind wichtig fu¨r die Berechnung von Propagatoren. Besonderer Sorgfalt be-
darf der -nicht immer eindeutige- U¨bergang von S[Q] nach S[q], denn hier mu¨ssen
gegebenenfalls gewisse mit der Definition des Maßes des Pfadintegrals verknu¨pf-
te Konventionen eingehalten werden. Derartige Details zum Pfadintegral sind zum
Beispiel in [1] dargestellt.
Im Folgenden soll angenommen werden, dass die Felder in den Erwartungswerten
bereits zeitgeordnet sind, so dass der Zeitordnungsoperator T weggelassen werden
kann.
3.1.1. Euklidisches Pfadintegral
Das Pfadintegral (3.2) ist schwierig zu handhaben, da der Integrand exp(iS[q]) zwi-
schen benachbarten Pfaden stark oszillieren kann. Fu¨r mathematische Beweise oder
numerische Rechnungen geht man besser zum euklidischen Pfadintegral u¨ber.
Zur euklidischen Wirkung SE gelangt man durch die Substitutionen t→ −it und
iS → −SE . Der Integrand im Pfadintegral ist dann durch exp (−SE) gegeben. Wege
mit anna¨hernd stationa¨rer Wirkung liefern daher den Hauptbeitrag zum Pfadinte-
gral. Stark davon abweichende Wege sind exponentiell unterdru¨ckt, was insbesondere
fu¨r numerische Rechnungen vorteilhaft ist.
In der Wirkung sollen außerdem nur euklidische Dirac-Matrizen vorkommen,
was durch weitere Substitutionen γj → −iγj fu¨r j ≥ 1 geschieht, d.h. i/∂ → −δjkγj∂k.
Aus der euklidischen Formulierung kann man die Ergebnisse fu¨r dieMinkowski-
Metrik rekonstruieren, sofern die Osterwalder-Schrader-Axiome erfu¨llt sind
[18, 19]. Um viele physikalisch interessante Fragen zu beantworten, ist es aber nicht
notwendig, zuru¨ck zur Minkowski-Metrik zu gehen.
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3.2. Euklidisches Wess-Zumino-Modell
Die euklidische Version von (2.29) wird nun nach Abschnitt 3.1.1 bestimmt. Ins-
besondere wird u¨berall t durch −it ersetzt. Das Ergebnis ist:
SE =
∫
d2x 1
2
(−AA +m2A2 + ψ¯(/∂ +m)ψ + 2mλA3 + λ2A4 + 2λAψ¯ψ)
δξA = ξ¯ψ, δξψ = (/∂A−mA− λA2)ξ (3.3)
Skalarprodukte, wie  ≡ ∂i∂i und /∂, sind jetzt in euklidischer Metrik zu verstehen.
An (B.13) erkennt man, dass C nach den Substitutionen γj → −iγj fu¨r j ≥ 1
nicht gea¨ndert werden muss. Es kann also in euklidischer Metrik das gleiche C
wie in der Minkowski-Metrik gewa¨hlt werden. Die Gleichung ψ = Cψ¯T bleibt
somit beim U¨bergang zur euklidischen Metrik erhalten. A in ψ¯ ≡ ψ†A a¨ndert sich
jedoch. In der Darstellung (B.6, B.7) und allen unita¨r a¨quivalenten Darstellungen
gilt insbesondere A = γ∗. Die Ladungskonjugation ist gegeben durch ψc ≡ B+ψ∗
mit B+ = CAT.
Analog kann man auch fu¨r die
”
off-shell“-Wirkung, die noch vom Hilfsfeld F ab-
ha¨ngt, eine euklidische Version erhalten.
3.2.1. Ward-Identita¨ten
Zur Herleitung vonWard-Identita¨ten fu¨r das zweidimensionale euklidischeWess-
Zumino-Modell betrachtet man nun eine Supersymmetrietransformation des Aus-
drucks
Z[J, θ¯] =
∫
DFDADψ e−SE [F,A,ψ]+
R
dx(JA+θ¯ψ). (3.4)
Das Maß bleibt hierbei invariant, was man an der euklidischen Version von (2.25)
erkennt. Deshalb wurde das Hilfsfeld F voru¨bergehend wieder eingefu¨hrt. Gleiches
gilt auch fu¨r die Wirkung, es mu¨ssen nur die Stromterme JA + θψ variiert werden.
Da die Erwartungswerte invariant unter der Supersymmetrie sein sollen, ist auch Z
selbst invariant, d.h. δξZ[J, θ] = 0. Es gilt also:
0 =
∫
DFDADψ e−SE [F,A,ψ]+
R
dx(JA+θψ)
∫
dx(JδξA+ θ¯δξψ) (3.5)
Ward-Identita¨ten erha¨lt man, indem man hiervon Funktionalableitungen nach J
und θ¯ berechnet und anschließend J = 0 = θ¯ setzt. Die einfachsten Identita¨ten sind:
〈δξA(x)〉 = 0, 〈δξψ(x)〉 = 0 (3.6)
Ausfu¨hrlich lauten diese mit 〈/∂A〉 = 0 1:
〈ψ〉 = 0, m 〈A〉+ λ 〈A2〉 = 0 (3.7)
1Dies folgt aus der Translationsinvarianz des Vakuums und der Tatsache, dass i∂µ eine Darstellung
von Pµ auf den Feldern ist.
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3.3. Monte-Carlo-Simulationen
Betrachtet man ein endliches Raumzeitgitter, dann reduziert sich das Pfadintegral
auf ein Integral u¨ber endlich viele Variablen. Dieses Integral ist aber sehr hochdimen-
sional, denn z.B. bei einem vierdimensionalen Gitter mit jeweils 10 Gitterpunkten
in jeder Richtung und Integration u¨ber ein reelles skalares Feld, ist das resultierende
Integral 104-dimensional.
Das euklidische Pfadintegral fu¨r ein solches Gitter kann aber gut mit Hilfe von
statistischen Methoden approximiert werden. Dazu wird das Pfadintegral fu¨r zu-
fa¨llige Feldkonfigurationen ausgewertet. Der Mittelwert dieser Ergebnisse dient als
Abscha¨tzung des Pfadintegrals. In der Praxis generiert man sich bevorzugt Feld-
konfigurationen, die einen großen Beitrag zum Pfadintegral leisten, also Feldkonfi-
gurationen mit mo¨glichst kleiner Wirkung. Optimal geeignet sind Ensembles von
Konfigurationen, die mit einer Wahrscheinlichkeit von e−SE [q] verteilt sind. Einige
Algorithmen hierfu¨r sind in [4] dargestellt.
Wa¨hrend bosonische Feldkonfigurationen durch reelle Zahlen beschrieben werden,
sind die der Fermionen durch Grassmann-Variablen gegeben. Bevor man eine Si-
mulation am Computer durchfu¨hren kann, mu¨ssen diese ausintegriert werden, was
in der Regel ohne Probleme mo¨glich ist, da die Wirkung fu¨r alle realistischen Theo-
rien quadratisch in den Fermionenfeldern ist. Durch die Integration kommt aber eine
Determinante2 ins Pfadintegral, die wegen der Wechselwirkungsterme zwischen Fer-
mionen und Bosonen von den bosonischen Feldern abha¨ngt und so zu einem stark
erho¨hten Rechenaufwand fu¨hrt.
3.3.1. Einfache Gitterversion des Wess-Zumino-Modells
Um zu einer Gitterformulierung des Pfadintegrals zu gelangen, muss man sich zu-
na¨chst fu¨r eine diskretisierte Form der Wirkung entscheiden. Insbesondere hat man
viele Freiheiten bei der Diskretisierung der Ableitungsoperatoren. Der Einfachheit
halber betrachten wir hier die Folgenden:
A(x) → a2
∑
y
xyAy ≡ a2
∑
y
2∑
i=1
1
a4
(δx+aei y + δx−aei y − 2δxy)Ay (3.8)
∂iψ(x) → a2
∑
y
(∂i)xyψy ≡ a2
∑
y
1
2a3
(δx+aei y − δx−aei y)ψy (3.9)
Hier ist ei ein Einheitsbasisvektor des kubischen Gitters und a der Gitterabstand.
Die Indizes, wie z.B. i, sollen nun die Werte 1 und 2 annehmen ko¨nnen, wie es bei
euklidischer Metrik u¨blich ist. Nach (D.2) gilt δxy
a2
→ δ(x− y) im Kontinuumslimes
a→ 0. Es gilt also fu¨r a→ 0:
xy → δ(x− y), (∂i)xy → ∂iδ(x− y) (3.10)
2Fu¨r Majorana-Spinoren ergibt sich statt der Determinanten die sogenannte Pfaffsche Deter-
minante.
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Die Ableitungen im Kontinuum sind hier immer nach x zu bilden.
Die Wirkung (3.3) wird nun mit Hilfe dieser Ableitungen diskretisiert und in freie
Theorie S0 und Wechselwirkung SI zerlegt:
S0(A,ψ) =
a4
2
∑
x,y
(
AxD
B
xyAy + ψ¯xD
F
xyψy
)
(3.11)
SI(A,ψ) =
a2
2
∑
x
(
2mλA3x + λ
2A4x + 2λAxψ¯xψx
)
(3.12)
Hier sind DBxy und D
F
xy gegeben durch:
DBxy = −xy +m2
δxy
a2
, DFxy = /∂xy +m
δxy
a2
− ar
2
xy (3.13)
Der Term proportional zu r verschwindet im Kontinuumslimes. Seine Bedeutung
wird in Abschnitt 3.4.3 erkla¨rt. r heißt Wilson-Parameter, man spricht bei diesem
DFxy auch von Wilson-Fermionen.
3.4. Gittersto¨rungstheorie
Es genu¨gt nicht, eine Wirkung auf dem Gitter zu konstruieren, die im Limes a→ 0
die Form der gewu¨nschten Kontinuumswirkung annimmt. Der Grenzu¨bergang a→
0 ist subtiler. Fu¨r die Kontinuumstheorie ko¨nnen im Allgemeinen nur analytische
Aussagen innerhalb der Sto¨rungstheorie getroffen werden. Man kann nun, analog
zum Kontinuum, Sto¨rungstheorie auf dem Gitter betreiben. Dadurch ist man in der
Lage, Erwartungswerte im Rahmen der Gittersto¨rungstheorie zu berechnen, und
diese im Grenzfall a→ 0 zu betrachten. Man fordert, dass diese mit entsprechenden
Erwartungswerten aus der Sto¨rungstheorie im Kontinuum u¨bereinstimmen. Dies ist
nicht immer der Fall, auch nicht, wenn die Wirkungen im Grenzfall a → 0 naiv
u¨bereinstimmen. Einen U¨berblick u¨ber die Gittersto¨rungstheorie bietet [20].
Zur Herleitung der Gittersto¨rungstheorie betrachtet man:
Z(J, θ¯) =
∫
DADψ e−S0(A,ψ)−SI (A,ψ)+
P
x(JxAx+θ¯xψx) (3.14)
Z0(J, θ¯) =
∫
DADψ e−S0(A,ψ)+
P
x(JxAx+θ¯xψx) (3.15)
Den Term e−SI(A,ψ) kann man als Potenzreihe auffassen. Jedes Monom dieser Po-
tenzreihe kann in Form von Ableitungen nach den a¨ußeren Stro¨men umgeschrieben
werden. Zieht man diese aus dem Integral heraus, erha¨lt man schließlich:
Z(J, θ¯) = eSI (∂J ,∂θ¯)Z0(J, θ¯) (3.16)
Z0(J, θ¯) ist einGaußsches Integral und kann berechnet werden. Die Gittersto¨rungs-
theorie beruht darauf, dass die Kopplungskonstanten klein sind. Damit ist auch die
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Wechselwirkung SI klein, so dass der Term e
−SI(∂J ,∂θ¯) in eine Taylor-Reihe ent-
wickelt werden kann. Das Aufstellen dieser Sto¨rungsreihe geschieht mit Hilfe einer
Gitterversion der Feynman-Regeln und der dazugeho¨rigen Feynman-Diagramme,
siehe Abschnitt 3.4.2. Erwartungswerte ko¨nnen dann mit Hilfe von (3.1) berechnet
werden, es entfa¨llt lediglich der Faktor in. Die Gittersto¨rungstheorie wird fu¨r un-
endlich große Gitter formuliert, damit man die Formeln aus Abschnitt D verwenden
kann.
3.4.1. Propagatoren
Es wird nun Z0(J, θ¯) bestimmt. Offenbar gilt Z0(J, θ¯) = Z
B
0 (J)Z
F
0 (θ¯) mit
ZB0 (J) =
∫
DA exp
(
−a4
2
∑
x,y
AxD
B
xyAy +
∑
x
JxAx
)
(3.17)
ZF0 (θ¯) =
∫
Dψ exp
(
−a4
2
∑
x,y
ψTx C−1TDFxyψy +
∑
x
θ¯xψx
)
. (3.18)
Diese Gaußschen Integrale ko¨nnen leicht berechnet werden. Man beachte, das DBxy
und DFxy translationsinvariant sind, so dass man D
B(p) und DF (p) nach (D.5) be-
stimmen kann. Man definiert ∆Bxy durch ∆
B(p) = (DB(p))−1. Mit (D.2) gilt dann:
a2
∑
y
DBxy∆
B
yz =
δxz
a2
(3.19)
Im Kontinuumslimes ist deshalb ∆Byz = (D
B)−1xy . Auf dem Gitter gilt hingegen ∆
B
yz =
(a4DB)−1xy . Entsprechend wird auch ∆
F
yz = (a
4DF )−1xy definiert.
Fu¨r die Berechnung der Gaußschen Integrale muss nun beachtet werden, dass ψ
einMajorana-Spinor und daher nicht unabha¨ngig von ψ¯ ist. Nutzt man weiterhin,
dass θ ebenfallsMajorana-Spinor sein soll, d.h θ¯ = θTC−1T, und beachtet CT = −C
sowie die Antisymmetrie von C−1DF , dann erha¨lt man:
ZB0 (J) =
(
det
a4DB
2π
)− 1
2
exp
(
1
2
∑
x,y
Jx∆
B
xyJy
)
(3.20)
ZF0 (θ¯) = Pf (a
4C−1DF ) exp
(
1
2
∑
x,y
θ¯x∆
F
xyθy
)
(3.21)
Hier ist Pf die Pfaffsche Determinante. Ha¨tte man keine Majorana-Spinoren,
wu¨rde dort die gewo¨hnliche Determinante von a2DF ohne Faktor C−1 stehen und der
Exponent wa¨re doppelt so groß3. Es gilt (PfM)2 = detM [21]. Die Vorfaktoren vor
3Hier wurde bereits beru¨cksichtigt, dass der Vorfaktor des kinetischen Terms in der Wirkung dann
doppelt so groß ist, wie der vonMajorana-Spinoren, d.h. DF muss durch 2DF ersetzt werden.
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den Exponentialfunktionen spielen aber fu¨r die Berechnung von Erwartungswerten
keine Rolle, da sie in (3.1) herausfallen.
Mit Hilfe der Abku¨rzungen
pˆi =
2
a
sin
(api
2
)
und mr(p) = m+
ar
2
∑
i
pˆipˆi (3.22)
ergibt sich aus (D.5):
DB(p) =
∑
i
pˆipˆi +m
2 (3.23)
DF (p) =
∑
j
i
a
sin(apj)γj +mr(p) (3.24)
Die Propagatoren im Impulsraum sind also:
∆B(p) ≡ (DB(p))−1 = 1∑
i pˆipˆi +m
2
(3.25)
∆F (p) ≡ (DB(p))−1 = −
∑
j
i
a
sin(apj)γj +mr(p)∑
i
(
1
a
sin(api)
)2
+m2r(p)
(3.26)
Die Propagatoren im Ortsraum 〈AxAy〉0 ≡ ∆Bxy und 〈ψxψ¯y〉0 ≡ ∆Fxy ko¨nnen mit
(D.5) berechnet werden.
3.4.2. Feynman-Regeln
Die Feynman-Regeln beschreiben nun genau wie im Kontinuum die Entwicklung
von (3.16) nach SI , also die Sto¨rungstheorie, mit Hilfe von Feynman-Diagrammen.
Die Form der Wechselwirkung SI legt die mo¨glichen Feynman-Diagramme fest.
Mit Hilfe der Feynman-Regeln wird jedes Diagramm in ein Integral u¨bersetzt und
anschließend werden alle Integrale summiert.
In den Feynman-Diagrammen wird jeder Wechselwirkungsterm in SI durch einen
Punkt bzw. Vertex symbolisiert. Die n-te Ordnung der Entwicklung von e−SI (∂J ,∂θ¯)
wird also durch Diagramme mit n Vertizes dargestellt. Der Propagator ∆Bxy wird
durch Linien dargestellt, ∆Fxy entsprechend durch eine andere Art von Linien. Jeweils
zwei Ableitungen ∂J bzw. ∂θ¯ erzeugen durch ihre Wirkung auf (3.20) bzw. (3.21)
einen Propagator. Die Vertizes werden daher durch Linien verbunden, wobei mit
jedem Vertex genauso viele Linien einer bestimmten Art verbunden sein mu¨ssen,
wie der dazugeho¨rige Wechselwirkungsterm Felder dieser Art entha¨lt. Bildet man
den Erwartungswert eines zeitgeordneten Produktes von Feldern, wird jedes dieser
Felder durch einen a¨ußeren Vertex mit nur einer Linie der Art des Feldes dargestellt4.
4Hier und im Folgenden wird angenommen, dass die Felder der a¨ußeren Vertizes alle an verschie-
denen Gitterpositionen ausgewertet werden.
22
3.4. Gittersto¨rungstheorie
Es sollen nun die Feynman-Regeln fu¨r (3.12) aufgestellt werden. Die Felder ψ
sollen eine gestrichelte Linie und die Felder A eine durchgezogene Linie bekommen.
Den drei Termen in (3.12) entsprechen dann folgende Vertizes:
f e
` d
d e
e d
f i
` j
Die Feynman-Regeln sollen im Impulsraum formuliert werden. Dazu werden die
Propagatoren ∆Bxy und ∆
F
xy mit (D.5) durch ihre Fourier-Transformierte ersetzt:
∆B,Fxy =
∫
BZ
d2p eipxe−ipy
∆B,F (p)
(2π)2
(3.27)
Der Term (2π)−2∆B,F (p) wird den Linien zugeordnet, der Term eipx bzw. e−ipy dem
zu x bzw. y geho¨renden Vertex. Fu¨r zwei durch eine Linie verbundene Vertizes hat p
unterschiedliche Vorzeichen, was als ein- und auslaufender Impuls interpretiert wird.
Die Feynman-Diagramme sind also wie folgt in Formeln zu u¨bersetzen:
1. Eine Bosonenlinie entspricht einen Faktor (2π)−2∆B(p), eine Fermionenlinie
(2π)−2∆F (p), wobei jede Linie eine andere Impulsvariable erha¨lt.
2. A¨ußere Vertizes bekommen einen Faktor e±ipx. Bei inneren Vertizes kommt fu¨r
jede Linie ein solcher Faktor hinzu, diese werden allerdings u¨ber alle x sum-
miert und mit −a2 sowie der Kopplungskonstante multipliziert. Es entsteht
somit insgesamt ein Faktor −(2π)2δP (
∑
p) multipliziert mit der Kopplungs-
konstante. Die Summe im Argument von δP la¨uft u¨ber alle ein- und auslau-
fenden Impulse. Man hat also an jedem Vertex eine Impulserhaltung bis auf
Vielfache von 2π/a fu¨r jede Impulskomponente.
3. U¨ber jede Impulsvariable wird integriert und die Spinorindizes werden entlang
der Fermionenlinien kontrahiert. Da jeder Vertex einen δP -Faktor beitra¨gt und
der Integrand die selbe Periodizita¨t wie δP besitzt, sind viele dieser Integra-
tionen trivial.
4. Zusa¨tzliche Vorfaktoren ko¨nnen, wie im Kontinuum, aus den Symmetrien des
Diagramms abgelesen werden. Da die Fermionenfelder bzw. die Ableitungen ∂θ¯
antikommutieren, ko¨nnen noch Vorzeichenwechsel auftreten. Eine geschlossene
Fermionenlinie erzeugt einen zusa¨tzlichen Faktor −1.
Die Fourier-Transformierten der Erwartungswerte erha¨lt man, indem man an den
a¨ußeren Vertizes den Faktor e±ipx wegla¨sst, die zugeho¨rige Integration u¨ber p nicht
durchfu¨hrt und fu¨r jeden a¨ußeren Vertex einen Faktor (2π)2 hinzufu¨gt. Die δP werden
jetzt durch Ausfu¨hren der trivialen Integrationen eliminiert. Es bleibt ein δP (
∑
p)
u¨brig, bei dem die Summe nur u¨ber die Impulse geht, die von den a¨ußeren Vertizes
her ein- und auslaufen. Die verbleibenden Integrationsvariablen werden Schleifenim-
pulse genannt, ihre Anzahl ist die Zahl der Schleifen des Diagramms. Die Auswertung
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solcher Gitterintegrale, insbesondere im Hinblick auf den Kontinuumslimes, wird in
Abschnitt 4 besprochen.
Die Wechselwirkungsterme in (3.12) sind sehr angenehm zu handhaben, da in ih-
nen nur Produkte von Feldern an einem Punkt x auftreten. Bei Gittereichtheorien
treten hier beispielsweise Produkte von na¨chsten Nachbarn auf, was zu komplizier-
teren Regeln fu¨r die Vertizes fu¨hrt [4].
3.4.3. Kontinuumslimes
Man erwartet, dass bereits die wechselwirkungsfreie Theorie den richtigen Kontinu-
umslimes besitzt. Dazu mu¨ssen die Propagatoren 〈AxAy〉0 und 〈ψxψ¯y〉0 der freien
Theorie den richtigen Grenzwert annehmen. Liegt p in der Mitte der Brillouin-
Zone und ist a sehr klein, dann gilt:
(∆B(p))−1 =
∑
i
pipi +m
2 +O(a2) (3.28)
(∆F (p))−1 =
∑
j
ipjγj +m+O(a) (3.29)
In der Mitte der Brillouin-Zone stimmen ∆B(p) und ∆F (p) daher mit der Kon-
tinuumstheorie u¨berein. Zur Bestimmung von ∆Bxy und ∆
F
xy muss aber u¨ber die
gesamte Brillouin-Zone integriert werden. Am Rand der Brillouin-Zone stimmt
DB(p) zwar, auch fu¨r noch so kleines a, nicht mit der Kontinuumstheorie u¨berein,
der Beitrag dieser hohen Impulse kann hier jedoch vernachla¨ssigt werden. Am Rand
der Brillouin-Zone gilt pˆi ≈ 2a , so dass der Beitrag großer Impulse zum Integral
u¨ber (DB(p))−1 fu¨r kleine a stark unterdru¨ckt wird.
Diese ungenauen Argumente wurden vonReisz pra¨zisiert.Reisz bewies ein Theo-
rem [22, 23], das recht allgemeine Bedingungen an den Integranden stellt, unter
denen das Gitterintegral den erwarteten Kontinuumslimes besitzt5. Das Theorem
mach keine Aussagen u¨ber divergente Integrale, ist aber auch auf mehrfache Inte-
grale anwendbar und daher fu¨r die Gittersto¨rungsrechnung sehr wertvoll.
Wa¨re r = 0, ha¨tte man jedoch ein Problem mit dem Fermionenpropagator. Das
Theorem von Reisz ist in diesem Fall nicht anwendbar, und tatsa¨chlich besitzt ∆Fxy
nicht den gewu¨nschten Kontinuumslimes. Liegen na¨mlich einige Komponenten pj
von p am Rand der Brillouin-Zone, dann gilt i
a
sin(a(pj+ δpj)) ≈ −iδpj fu¨r kleine
a. Zeigt der Impuls in bestimmte Richtungen, so wird sein Beitrag zu ∆Fxy daher
nicht mehr unterdru¨ckt, obwohl der Betrag des Impulses groß ist. Unter kleinen
A¨nderungen des Impulses a¨ndert sich (∆F (p))−1 in diesen bestimmten Regionen
genau wie in der Mitte der Brillouin-Zone. Denkt man sich die Brillouin-Zone
am Rand periodisch fortgesetzt, dann gibt es vier dieser Regionen, und zwar die
Ecken des ersten Quadranten der Brillouin-Zone. Im Kontinuumslimes hat man
so effektiv vier Fermionenfeld statt einem. Besser sieht man dies direkt an der fu¨r
5Dies bedeutet grob gesagt, das der Grenzwert a→ 0 unter das Integral gezogen werden darf und
p fu¨r den Grenzprozess in der Mitte der Brillouin-Zone liegt.
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die Fermionen verwendeten Ableitung (∂i)xy, denn diese u¨berspringt jeden zweiten
Gitterpunkt, so das man in zwei Dimensionen 4 unabha¨ngige Untergitter erha¨lt.
Fu¨r r > 0 sind diese Untergitter nicht mehr unabha¨ngig. Es gilt nun mr(p) ≈ m+
const/a am Rand der Brillouin-Zone, so dass dort der Beitrag aller Impulse wieder
unterdru¨ckt wird. Das Theorem von Reisz besta¨tigt nun den korrekten Grenzwert
von ∆Fxy.
Der zu r proportionale Wilson-Term stellt zwar den richtigen Grenzwert des
Fermionenpropagators her, er kann jedoch zu abweichenden Ergebnissen bei Schlei-
fenintegralen fu¨hren. Ein Beispiel ist eine Fermionenschleife mit einem einzigen Pro-
pagator, also die Spur von ∆Fxy. Da die Spur der Dirac-Matrizen verschwindet,
verbleibt man mit folgendem Integral:
∫
BZ
mr(p)d
2p∑
i
(
1
a
sin(api)
)2
+m2r(p)
(3.30)
Im Kontinuum ha¨tte dieses Integral eine logarithmische UV-Divergenz. Nach obi-
gen U¨berlegungen besitzt mr(p) aber eine zusa¨tzliche lineare UV-Divergenz, das
Gitterintegral ist somit linear divergent. Die Feynman-Diagramme der Gittersto¨-
rungstheorie besitzen also nicht immer den selben Divergenzgrad wie die Kontinu-
umsversionen. Im Theorem von Reisz wird daher ein Gitterdivergenzgrad definiert,
der bei Integralen u¨ber mehrere Schleifen a¨hnliche Aussagen u¨ber die Konvergenz
zula¨sst, wie der oberfla¨chliche Divergenzgrad im Kontinuum.
Obwohl in der Gittersto¨rungsrechnung zusa¨tzliche Divergenzen auftreten ko¨nnen,
bedeutet dies nicht automatisch, dass die Gittertheorie den falschen Kontinuumsli-
mes besitzt. Es kann trotzdem sein, dass die Gittersto¨rungstheorie gewissermaßen
ein ungewo¨hnliches Renormierungsschema der Sto¨rungstheorie des Kontinuums dar-
stellt, so dass man die Sto¨rungsreihen nicht direkt vergleichen kann. Man darf daher
nur renormierte Gro¨ßen mit dem Kontinuum vergleichen. Durch die Renormierung
werden jedoch eventuell alle zusa¨tzlichen Divergenzen entfernt. Wichtig ist insbe-
sondere, dass die Gittertheorie durch die zusa¨tzlichen Divergenzen ihre Renormier-
barkeit nicht verliert. Das Theorem von Reisz sichert die korrekte Konvergenz der
endlichen Integrale.
3.5. Symmetrieverletzung durch das Gitter
Die prominenteste Symmetrie, die durch die Gitterformulierung verletzt wird, ist
die Poincare´-Symmetrie. Immerhin bleibt jedoch eine ihrer endlichdimensionalen
Untergruppen in der Gittertheorie erhalten.
Es ko¨nnen auch andere Symmetrien durch die Formulierung einer Theorie auf
dem Gitter verloren gehen. Da Symmetrien sehr wichtige Eigenschaften der Theo-
rien sind, kann man nicht unbedingt erwarten, durch Simulationen bei endlichem
Gitterabstand korrekte Ergebnisse zu erhalten, falls nicht zumindest ein Teil der
Symmetrie auf dem Gitter exakt vorhanden ist. Auf jeden Fall muss gefordert wer-
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den, dass die Symmetrie im Grenzfall a→ 0 wieder hergestellt wird, damit man die
Simulationsergebnisse nach a = 0 extrapolieren kann.
3.5.1. Chirale Symmetrie
Im Kontinuum gilt γ∗/∂ = −/∂γ∗, so dass der kinetische Term der Fermionen ψ¯ /∂ψ
invariant unter der globalen chiralen Symmetrie
ψ → eiǫγ∗ψ, ψ¯ → ψ¯eiǫγ∗ (3.31)
ist. Will man nun chirale Theorien auf dem Gitter formulieren, wa¨re eine Gitterver-
sion D von /∂ praktisch, die γ∗D = −Dγ∗ erfu¨llt. Das Theorem von Nielsen und
Ninomiya [24] besagt nun, dass dies fu¨r einen lokalen Operator D mit korrektem
Kontinuumslimes des Propagators nicht mo¨glich ist. Man kann aber einen Operator
D finden, der
γ∗D = −Dγˆ∗ mit γˆ∗ = γ∗(1− aD) (3.32)
erfu¨llt. Dann ist ψ¯Dψ zumindest invariant unter einer Gitterversion der chiralen
Symmetrie:
ψ → eiǫγˆ∗ψ, ψ¯ → ψ¯eiǫγ∗ (3.33)
Fu¨r a = 0 stimmt diese Symmetrie mit (3.31) u¨berein. Nun ko¨nnen Gitterwirkungen
konstruiert werden, die exakt invariant unter der Gitterversion der chiralen Symme-
trie sind.
Bei den Wilson-Fermionen wurde ein Term zur Wirkung hinzugefu¨gt, der fu¨r
a = 0 aus der Wirkung verschwindet, aber trotzdem notwendig fu¨r den korrek-
ten Kontinuumslimes der Propagatoren ist. Dieser zusa¨tzliche Term kann aber zu
zusa¨tzlichen Divergenzen in der Gittersto¨rungstheorie fu¨hren. Entsprechend reicht
die Existenz einer exakten Symmetrie (3.33) der Gittertheorie nicht aus, um si-
cher zu sein, dass die gewollte Kontinuumstheorie beschrieben wird, auch wenn die
Gitterversion der Symmetrie fu¨r a = 0 naiv mit der Symmetrie im Kontinuum u¨ber-
einstimmt. Einige Ergebnisse zum Kontinuumslimes chiraler Gittereichtheorien sind
z.B. in [25] zusammengefasst. Die Beziehung (3.32) ist nach Ginsparg undWilson
benannt [26].
3.5.2. Supersymmetrie
Die Supersymmetrietransformationen (3.3) lassen die Wirkung im Kontinuum unter
anderem deshalb invariant, weil fu¨r die Ableitungen die Leibniz-Regel angewen-
det werden kann. Diese gilt fu¨r die hier verwendeten Gitterableitungen nicht. Die
einfache Realisierung desWess-Zumino-Modells (3.11, 3.12) verletzt daher die Su-
persymmetrie.
Eine Gitterversion der Supersymmetrie zu finden, so wie dies fu¨r die chirale Sym-
metrie gelungen ist, wird im Allgemeinen schwierig sein. Die Poincare´-Symmetrie
wird durch das Gitter bereits verletzt, diese ist aber ein Teil der Supersymmetrie-
algebra. In [27] ist dies trotzdem fu¨r das zweidimensionale Wess-Zumino-Modell
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gelungen. Hier wurde die Transformation von ψ unter Supersymmetrie durch ei-
ne unendliche Reihe in a erga¨nzt, deren Koeffizienten nicht-lokal sind und rekursiv
bestimmt werden ko¨nnen. Als Test fu¨r dieses Modell werden in [27] einige super-
symmetrische Ward-Identita¨ten mit Hilfe der Gittersto¨rungstheorie besta¨tigt.
Da die Ward-Identita¨ten eine direkte Folge der Supersymmetrie sind, ist deren
U¨berpru¨fung ein u¨blicher Test, ob die Gittertheorie fu¨r die Simulation der Kontinu-
umstheorie geeignet ist. Fa¨llt dieser Test positiv aus, dann hat man eine vernu¨nftige
Realisierung einer supersymmetrischen Theorie auf dem Gitter gefunden, unabha¨n-
gig davon, ob man eine Gitterversion der Supersymmetrie angeben kann oder nicht.
Die in [27] gefundene Gitterversion der Supersymmetrie ist aber sehr nu¨tzlich, um
die Ward-Identita¨ten in der Gittersto¨rungstheorie fu¨r dieses Modell zu besta¨tigen.
Entscheidend bei der Konstruktion des Gittermodells in [27] ist, dass fu¨r die Boso-
nen das Quadrat der fu¨r die Fermionen benutzten Gitterableitung verwendet wurde.
Die Bosonen besitzen dann, genau wie die Fermionen, auch einenWilson-Term. Die
durch denWilson-Term der Fermionen zusa¨tzlich auftretenden Divergenzen heben
sich dann mit denjenigen weg, die durch den Wilson-Term der Bosonen erzeugt
werden.
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Die Auswertung komplizierter Feynman-Integrale ist ohne den intensiven Einsatz
von Computern nicht mo¨glich. Dies trifft auch auf die in Abschnitt 4.2 beschriebe-
ne asymptotische Entwicklung von Feynman-Integralen zu. Diese muss bereits fu¨r
vermeintlich einfache Ein-Schleifenintegrale in zwei Dimensionen z.B. mit Hilfe von
MATHEMATICA durchgefu¨hrt werden, falls man sich nicht mit der fu¨hrenden Ordnung
zufrieden gibt.
Der Einsatz von Computern in der Hochenergiephysik ist daher sowohl fu¨r Git-
tersimulationen als auch fu¨r die Sto¨rungstheorie unumga¨nglich.
4.1. Rekursionsbeziehungen
Fu¨r die asymptotische Entwicklung in Abschnitt (4.2.3) werden folgende Integrale
beno¨tigt:
Hn a1 a2(δ) =
∞∫
−∞
2∏
i=1
dki
(1 + k2i )
ai
[
2∑
i=1
k2i
1 + k2i
]−n−δ
(4.1)
Es gilt Hna1 a2 = Hn a2 a1 . Die Hna1 a2 erfu¨llen die algebraische Identita¨t
Hn−1 a1 a2 + (Hn a1+1 a2 −Hn a1 a2) + (Hn a1 a2+1 −Hn a1 a2) = 0. (4.2)
Dies wird gewo¨hnlich wie folgt geschrieben:[
n
− + (a+1 − 1) + (a+2 − 1)
]
H = 0 (4.3)
Die Operatoren n± und a±i erho¨hen bzw. erniedrigen somit den entsprechenden
Index um eins. La¨sst man den Operator ∂
∂k1
k1 auf den Integranden von H wirken,
dann verschwindet das Integral, wovon man sich durch partielle Integration u¨ber k1
u¨berzeugen kann. Es gilt deshalb:[
1 + 2a1(a
+
1 − 1) + 2(n+ δ)n+a+1 (a+1 − 1)
]
H = 0 (4.4)
Das gleiche Argument gilt fu¨r ∂
∂k2
k2. Eine weitere Gleichung erha¨lt man somit, indem
man a1 und a
+
1 durch a2 und a
+
2 ersetzt.
Man kann mit (4.3) und (4.4) sa¨mtliche Hna1 a2 auf wenige sogenannte Master-
integrale zuru¨ckfu¨hren. In der Sto¨rungstheorie im Kontinuum werden a¨hnliche Me-
thoden verwendet, um Beziehungen zwischen verschiedenen Feynman-Integralen
herzustellen. Man fu¨gt dazu Ableitungsoperatoren in den Integranden ein, so dass
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das Integral verschwindet. Dadurch werden analog zu (4.4) verschiedene Feynman-
Integrale miteinander verknu¨pft. Erstaunlich ist, dass man bei allen in der Praxis
vorkommenden Fa¨llen mit diesen Rekursionsbeziehungen eine unendlich große Klas-
se bestimmter Integrale auf endlich viele Masterintegrale zuru¨ckfu¨hren kann. Beson-
ders wenn man Rechnungen in ho¨heren Ordnungen der Sto¨rungstheorie durchfu¨hrt,
wird diese Methode intensiv verwendet.
Eine Vielzahl von Beispielen fu¨r Rekursionsbeziehungen mit jeweils passenden
Lo¨sungsstrategien ist in [28] aufgefu¨hrt. In der Praxis wird vor allem der Laporta-
Algorithmus verwendet [29]. Einige neuere Ansa¨tze zum Lo¨sen von Rekursionsbe-
ziehungen beruhen auf der Verwendung von Gro¨bner-Basen.
4.1.1. Gro¨bner-Basen
Gro¨bner-Basen werden in der Computeralgebra u.a. zum Vereinfachen von Po-
lynomen unter gewissen Nebenbedingungen eingesetzt [30]. Man muss dazu eine
Ordnungsrelation, genauer eine Totalordnung, auf den Monomen wa¨hlen, mit de-
ren Hilfe man die Einfachheit der Monome mathematisch erfassen will. Hier soll als
Beispiel die Grad-lexikographische Ordnung benutzt werden. Ein Monom der Form
X i11 X
i2
2 ...X
in
n ist in dieser Ordnung als einfach anzusehen, wenn
∑
k ik mo¨glichst klein
ist. Stimmen zwei Monome in dieser Summe u¨berein, ist dasjenige Monom einfacher,
bei dem die Potenz von X1 kleiner ist. Stimmt auch diese u¨berein vergleicht man
die Potenz von X2 und so weiter. Mit Hilfe so einer Ordnungsrelation kann man in
jedem Polynom das gro¨ßte Monom finden. Dieses Monom ist der fu¨hrende Term des
Polynoms P . Dieser wird mit lt(P ) bezeichnet.
Als Beispiel sollen nun folgende Nebenbedingungen erfu¨llt sein:
0 = N1 = X
2
1 +X1X2, 0 = N2 = X
2
2 +X1X2 + 1 (4.5)
Das Polynom P = X21 kann vereinfacht werden, indem es bezu¨glich N1 und N2
reduziert wird. Das bedeutet, dass man die fu¨hrenden Terme von N1 und N2 in P
mit Hilfe der Nebenbedingungen ersetzt, d.h. man ersetzt in P u¨berall X21 durch
−X1X2 und X22 durch −X1X2 − 1. Man erha¨lt somit P = N1 − X1X2 = −X1X2.
Eine weitere Reduktion ist nicht mehr mo¨glich. Es gilt jedoch auch:
0 = N3 = X1N2 −X2N1 = X1 (4.6)
Die einfachste Version von P ist also P = 0 und nicht P = −X1X2.
Eine systematische Lo¨sung dieses Problems fu¨hrt auf die Gro¨bner-Basen. Die
Nebenbedingungen N1 und N2 erzeugen ein Ideal I = 〈N1, N2〉 im Polynomring
R[X1, ..., Xn]. Eine Gro¨bner-Basis G dieses Ideals besitzt nun die Eigenschaft,
dass sie ebenso das Ideal erzeugt, die fu¨hrenden Terme sind jedoch von minima-
ler Ordnung1. Eine Gro¨bner-Basis reduziert jedes Element des Ideals I zu Null.
In diesem Beispiel besteht die Gro¨bner-Basis aus X1 und X
2
2 + 1. Die einzigen
Monome, die nicht weiter reduziert werden ko¨nnen, sind daher X2 und 1.
1Mathematisch pra¨zise formuliert heißt das: I = 〈G〉 und 〈lt(I)〉 = 〈lt(G)〉.
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Die Bestimmung einer Gro¨bner-Basis kann mit dem Buchberger-Algorithmus
geschehen. Man erha¨lt fu¨r verschiedene Ordnungsrelationen im Allgemeinen auch
verschiedene Gro¨bner-Basen. Vereinfacht man mit ihnen ein Polynom, fu¨hren sie
jedoch alle zum gleichen Ergebnis. Die Wahl der Ordnungsrelation hat jedoch Aus-
wirkungen auf die Laufzeit des Buchberger-Algorithmus.
4.1.2. Gro¨bner-Basen und Rekursionsrelationen
Gro¨bner-Basen wurden erstmals in [31] zum Lo¨sen von Rekursionsbeziehungen
zwischen Feynman-Integralen verwendet, allerdings auf eine andere Weise als der
im Folgenden dargestellten. Die hier vorgestellte Idee geht auf Gerdt zuru¨ck [32–
34].
Man betrachtet Polynome in n+ und a+i , bei denen die Vorfaktoren durch ra-
tionale Funktionen in n, ai und physikalischen Parametern wie Masse und Impuls
gegeben sind. Da n+ nicht mit n kommutiert, ebenso wenig wie a+i mit ai, handelt
es sich um einen Schiefpolynomring.
Die Rekursionsbeziehungen (4.3, 4.4) lauten:
0 = 1 + n+(a+1 − 1) + n+(a+2 − 1) (4.7)
0 = 1 + 2a1(a
+
1 − 1) + 2(n+ δ)n+a+1 (a+1 − 1) (4.8)
0 = 1 + 2a2(a
+
2 − 1) + 2(n+ δ)n+a+2 (a+2 − 1) (4.9)
Diese erzeugen ein Ideal I in obigem Schiefpolynomring. Es gilt:
Hi j k = (n
+)i(a+1 )
j(a+2 )
kH0 0 0 (4.10)
Die Idee ist nun, das Monom (n+)i(a+1 )
j(a+2 )
k mit einer Gro¨bner-Basis von I zu
reduzieren. Die Monome, die nicht weiter reduziert werden ko¨nnen, entsprechen den
Masterintegralen.
Diese Methode birgt jedoch einige Probleme. Diese entstehen dadurch, dass in
einer Implementierung des Buchberger-Algorithmus nur A¨quivalenzumformungen
durchgefu¨hrt werden du¨rfen. In einer Gleichung nn++n = 0 darf also nicht einfach
durch n geteilt werden, ohne den Fall n = 0 separat zu betrachten. A¨hnliches gilt
fu¨r die Multiplikation einer Gleichung mit n.
Des Weiteren erha¨lt man nicht immer die minimale Anzahl an Masterintegralen,
wenn man die Operatoren n− und a−i nicht beru¨cksichtigt. Wenn die Gro¨bner-
Basis n+2 − n+ = 0 lautet, dann sind die nicht mehr reduzierbaren Monome n+
und 1. Die minimale Anzahl der Masterintegrale ist jedoch eins und nicht zwei, wie
man durch Multiplikation dieser Gro¨bner-Basis mit n− besta¨tigen kann.
Ein Algorithmus fu¨r Feynman-Integrale im Kontinuum, der aus dieser Metho-
de entstanden ist, ist in [35–38] dargestellt. Statt einer Gro¨bner-Basis wird hier
eine sogenannte S-Basis bestimmt, die auch zur Reduktion auf Masterintegrale ge-
eignet ist. Die S-Basis kann aber mit weniger Rechenaufwand bestimmt werden
als die Gro¨bner-Basis. Dabei wird genutzt, dass einige dimensional regularisierte
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Feynman-Integrale Null sind. Eine Verallgemeinerung auf beliebige Rekursionsbe-
ziehungen ist daher schwierig.
Der Vorteil derGro¨bner-Basen ist, dass sie gewissermaßen die allgemeine Lo¨sung
der Rekursionsbeziehungen darstellen und kompakt gespeichert werden ko¨nnen.
4.1.3. Laportas Algorithmus
Stellt man die Rekursionsbeziehungen fu¨r alle Hna1 a2 auf, so erha¨lt man ein un-
endlichdimensionales homogenes lineares Gleichungssystem. Diesem entspricht eine
lineare Abbildung, der Kern dieser Abbildung ist gerade der Lo¨sungsraum des Glei-
chungssystems. Ist dieser Lo¨sungsraum endlichdimensional, kann man ihn durch
endlich viele Masterintegrale parametrisieren.
Der Algorithmus von Laporta [29] besteht nun darin, das Gleichungssystem
nach einer bestimmten Vorschrift fu¨r einen gewissen Indexbereich aufzustellen und
nach bestimmten Integralen aufzulo¨sen. Dazu wird ein Kriterium angegeben, wel-
che Integrale als einfach zu betrachten sind. Diese sollen bevorzugt als Masterinte-
grale dienen. Ein solches Kriterium entspricht der Ordnungsrelation, nach der eine
Gro¨bner-Basis bestimmt wird.
Gema¨ß diesem Kriterium werden bevorzugt Gleichungen mit einfachen Integralen
aufgestellt. Diese werden dann nach dem schwierigsten Integral in dieser Gleichung
umgestellt. Der Ausdruck fu¨r das schwierige Integral wird dann, wie beim Gauß-
Verfahren, in allen bereits aufgestellten Gleichungen und in allen Gleichungen, die
noch aufgestellt werden, substituiert. Als Unbekannte des Gleichungssystems werden
dadurch vorwiegend einfache Integrale gewa¨hlt. Es werden so lange neue Gleichun-
gen aufgestellt, bis die zu bestimmenden Integrale nur noch von einigen einfachen
Integralen, die somit als die Masterintegrale identifiziert wurden, abha¨ngen.
Eine auf Feynman-Integrale im Kontinuum optimierte Implementierung dieses
Algorithmus in MAPLE wird in [39] vorgestellt. In Abschnitt G.1 ist eine eigene Reali-
sierung aufgefu¨hrt. Diese besitzt den Vorteil, dass dort einige oder alle Indizes varia-
bel gelassen werden ko¨nnen, so dass man allgemeine Lo¨sungsvorschriften bestimmen
kann. Das Beispiel in Abschnitt G.1.1 zeigt, wie man folgende Lo¨sungsvorschrift der
Hi 1 1 fu¨r alle i bekommen kann:
Hn 1 1 =
7− 9n+ 3n2 − 9δ + 6nδ + 3δ2
2(−1 + n+ δ)2 Hn−1 1 1
+
−4 + 4n− n2 + 4δ − 2nδ − δ2
2(−1 + n+ δ)2 Hn−2 1 1 (4.11)
Hier tritt jedoch dasselbe Problem wie bei den Gro¨bner-Basen auf, d.h. der Al-
gorithmus in Abschnitt G.1 pru¨ft nicht, ob die Formel (4.11) auch auf alle Werte
von n anwendbar ist. Es ko¨nnten so Divisionen oder Multiplikationen von n − Z
zur Herleitung von (4.11) verwendet worden sein, so dass die Gleichung nicht fu¨r
n = Z verwendet werden darf. Da n aber immer als n + δ vorkommt, wobei δ ein
infinitesimaler Regulator ist, kann dies ausgeschlossen werden.
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Die Ergebnisse des Laporta-Algorithmus ko¨nnen gespeichert und jederzeit wie-
derverwendet werden. Der Speicherbedarf ist jedoch, je nachdem wie viele Gleichun-
gen aufgestellt wurden, viel gro¨ßer als der einer Gro¨bner-Basis.
4.2. Asymptotische Entwicklung
Das Theorem von Reisz kann nur auf konvergente Integrale angewendet werden.
Es sagt außerdem nur etwas u¨ber die fu¨hrende Ordnung konvergenter Integrale aus,
was aber ohne Zweifel am interessantesten ist. Die asymptotische Entwicklung von
Feynman-Integralen bietet eine systematische Behandlung von divergenten Gitter-
integralen. Man kann durch diese Entwicklung auch ho¨here Ordnungen des Integrals
in der Gitterkonstanten erhalten, sowohl fu¨r konvergente als auch fu¨r divergente
Integrale. Die Mo¨glichkeit, Feynman-Integrale einer Gittertheorie mit Hilfe der
asymptotischen Entwicklung auszuwerten, wurde in [40] aufgezeigt.
4.2.1. Beispiel
Als Beispiel wird folgendes Feynman-Integral im Kontinuum und euklidischer Me-
trik betrachtet [41]:
I(p, q) =
∫
d4k
k2(q − k)2(p+ k)2 (4.12)
Dieses Integral ist konvergent. Nun soll die fu¨hrende Ordnung von I(p, q) fu¨r den Fall
|p| ≪ |q| bestimmt werden. Man kann nicht einfach im Integranden p = 0 setzen, da
das Integral in diesem Fall eine IR-Divergenz bekommen wu¨rde. Statt dessen wird
ein Λ so gewa¨hlt, dass |p| ≪ Λ ≪ |q| gilt. Mit diesem wird das Integrationsgebiet
aufgeteilt:
I(p, q) =
∫
|k|≤Λ
d4k
k2(q − k)2(p+ k)2 +
∫
|k|≥Λ
d4k
k2(q − k)2(p+ k)2 (4.13)
Im ersten Integral kann man k gegenu¨ber q vernachla¨ssigen, im zweiten Integral
verschwindet p gegenu¨ber k. Man hat somit:
I(p, q) ≈ 1
q2
∫
|k|≤Λ
d4k
k2(p+ k)2
+
∫
|k|≥Λ
d4k
(k2)2(q − k)2 (4.14)
Das Integrationsgebiet soll nun wieder auf den ganzen R4 erweitert werden. Die Inte-
grale werden dadurch aber divergent, so dass man vorher einen Regulator einfu¨hren
muss. Hier wird die dimensionale Regularisierung mit d = 4 − 2ǫ verwendet. Dies
fu¨hrt auf:
I(p, q) ≈ 1
q2
∫
ddk
k2(p+ k)2
+
∫
ddk
(k2)2(q − k)2 − F (p, q) (4.15)
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Der Fehler F (p, q), den man durch die Vergro¨ßerung des Integrationsgebietes verur-
sacht hat, betra¨gt:
F (p, q) =
1
q2
∫
|k|≥Λ
ddk
k2(p+ k)2
+
∫
|k|≤Λ
ddk
(k2)2(q − k)2 (4.16)
Im zweiten Integral kann k gegenu¨ber q vernachla¨ssigt werden, im ersten verschwin-
det p. Es ergibt sich:
F (p, q) =
1
q2
∫
|k|≥Λ
ddk
(k2)2
+
1
q2
∫
|k|≤Λ
ddk
(k2)2
(4.17)
Diese Integrale ko¨nnen z.B. in d-dimensionalen Kugelkoordinaten ausgewertet wer-
den und heben sich gegenseitig weg2, d.h. es gilt F (p, q) = 0. Man kann auch schrei-
ben:
F (p, q) =
1
q2
∫
ddk
(k2)2
(4.18)
F (p, q) ist also ein skalenloses Integral, solche Integrale verschwinden in dimensio-
naler Regularisierung. Diese Tatsache musste hier aber nicht verwendet werden, da
sich die Integrale in (4.17) gegenseitig aufheben.
Die fu¨hrende Ordnung der asymptotischen Entwicklung von I(p, q) ist damit:
I(p, q) ≈ 1
q2
∫
ddk
k2(p+ k)2
+
∫
ddk
(k2)2(q − k)2 (4.19)
Beide Integrale sind divergent. Beim U¨bergang von (4.14) zu (4.19) hat man jedoch
nur exakte Umformungen durchgefu¨hrt. Weil (4.14) nicht divergent ist, heben sich
die Divergenzen der Integrale in (4.19) gegenseitig auf, so dass der Gesamtausdruck
endlich ist. Diese beiden Integrale sind aber, obwohl sie divergieren, leichter zu lo¨sen
als das urspru¨ngliche.
Dies stellt nur die fu¨hrende Ordnung der Entwicklung dar. Wie man ho¨here Ord-
nungen bestimmen kann, wird im na¨chsten Kapitel dargestellt.
4.2.2. Allgemeine Vorgehensweise
Zu dem Ergebnis (4.19) wa¨re man auch gekommen, wenn man folgende Vorschriften
befolgt ha¨tte:
1. Einfu¨hrung einer Regularisierung, z.B. der dimensionalen Regularisierung.
2Das linke Integral ist konvergent fu¨r Re(ǫ) > 0, das rechte hingegen fu¨r Re(ǫ) < 0. Auf dieses
Problem soll hier jedoch nicht na¨her eingegangen werden, es wird jedoch in [41] diskutiert.
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2. Die Integrationsvariable wird in verschiedenen Regionen betrachtet, fu¨r obiges
Beispiel wa¨ren das die Regionen |k| ≥ Λ und |k| ≤ Λ. Fu¨r jede dieser Regionen
wird nun der Integrand in den Parametern3 entwickelt, die in dieser Region
als klein angesehen werden ko¨nnen. Diese Entwicklung kann oft in Form einer
Taylor-Reihe geschehen.
3. Die Ergebnisse werden u¨ber den gesamten Raum integriert, nicht nur u¨ber die
jeweilige Region.
4. Skalenlose Integrale werden Null gesetzt. Diese Vorschrift ist nicht an die di-
mensionale Regularisierung gebunden. Der Beitrag skalenloser Integrale fa¨llt
auch bei Verwendung eines anderen Regulators weg, a¨hnlich wie sich in (4.17)
beide Integrale gegenseitig aufgehoben haben.
Durch diese Vorschriften umgeht man die explizite Aufteilung des Integrationsgebie-
tes. Fu¨r euklidische Propagatoren im Kontinuum kann man beweisen, dass eine a¨hn-
liche Formulierung der asymptotischen Entwicklung in der Tat korrekte Ergebnisse
liefert [41]. Diese Formulierung liefert die gleichen Resultate wie obige Vorschrif-
ten. Fu¨r andere Propagatoren liegt kein Beweis vor, aber auch kein Gegenbeispiel.
Die asymptotische Entwicklung wird daher auch als eine semianalytische Methode
beschrieben.
4.2.3. Konvergente Bosonenschleife
Als Beispiel fu¨r die asymptotische Entwicklung nach Abschnitt 4.2.2 wird nun fol-
gendes Integral behandelt:
IB(a,m, 0) =
∫
BZ
d2q(∑
j
[
2
a
sin
(aqj
2
)]2
+m2
)2 (4.20)
Die Verallgemeinerung (F.1) wird spa¨ter betrachtet. Dieses Integral bleibt fu¨r a = 0
endlich. Durch die Substitution ki = tan
(
qia
2
)
wird der Integrand eine rationale
Funktion in den ki und das Integrationsgebiet wird zu R
2:[
2
a
sin
(aqj
2
)]2
=
4
a2
k2i
1 + k2i
(4.21)
d2q =
∣∣∣∣det ∂qi∂ki
∣∣∣∣ d2k =
2∏
i=1
2
a
dki
1 + k2i
(4.22)
IB(a,m, 0) =
a2
4
∫
R2
dk1
1 + k21
dk2
1 + k22
[
m˜2 +
k21
1 + k21
+
k22
1 + k22
]−2−δ
(4.23)
Hier ist m˜ = ma
2
die halbe Gittermasse und δ der fu¨r die asymptotische Entwicklung
beno¨tigte Regulator. Es wurde somit die analytische Regularisierung gewa¨hlt. Da
3Diese Parameter sind insbesondere a¨ußere Impulse und Massen.
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sich das Integrationsgebiet nun u¨ber R2 erstreckt, kann man pru¨fen, ob bestimmte
Methoden fu¨r Feynman-Integrale im Kontinuum auf (4.23) anwendbar sind. Fu¨r
die asymptotische Entwicklung ist dies tatsa¨chlich mo¨glich [40].
Im Kontinuumslimes geht m˜ gegen Null. Es kann daher eine asymptotische Ent-
wicklung des Integrals (4.23) fu¨r kleine m˜ durchgefu¨hrt werden. Entsprechend den
Regeln in Abschnitt 4.2.2 mu¨ssen nun alle mo¨glichen Regionen der Schleifenvaria-
blen ki betrachtet werden. Es tragen allerdings nur zwei Regionen zur Entwicklung
bei. In der einen Region sind alle ki von der gleichen Gro¨ßenordnung wie m˜, der
Beitrag dieser Region wird I<(m˜) genannt. In der anderen Region sind alle ki viel
gro¨ßer als m˜, deren Beitrag wird mit I>(m˜) abgeku¨rzt. Regionen, in denen einige
Komponenten von k groß sind und andere klein, liefern hingegen keinen Beitrag4.
Es gilt also die Zerlegung:
IB(a,m, 0) =
a2
4
[I<(m˜) + I>(m˜)] (4.24)
Beitrag I<(m˜) fu¨r kleine ki
Man betrachtet nun den Integranden von (4.23) fu¨r kleine m˜ und ki. Man setzt dazu
u¨berall folgende Entwicklung an:
1
1 + k2i
= 1− k2i + k4i − ... (4.25)
Die so entstehenden Integrale sind alle von der Form (E.2). Es sind Integrale u¨ber
Propagatoren des Kontinuums. Die fu¨hrende Ordnung von I<(m˜) in m˜ ist damit:
O(m˜−2) :
∫
d2k
(k2 + m˜2)2+δ
=
π
m˜2+2δ
(4.26)
Hierfu¨r wurde in der Entwicklung (4.25) nur der erste Term benutzt. Beru¨cksichtigt
man auch ho¨here Terme, erha¨lt man fu¨r die na¨chste Ordnung in m˜:
O(m˜0) :
∫
d2k
[
−
∑
i k
2
i
(k2 + m˜2)2+δ
+ (2 + δ)
∑
i k
4
i
(k2 + m˜2)3+δ
]
= 2m˜−2δ
[
− Γ(δ)
Γ(δ + 2)
Γ
(
1
2
)
Γ
(
1
2
+ 1
)
+
Γ(δ)(δ + 2)
Γ(δ + 3)
Γ
(
1
2
)
Γ
(
1
2
+ 2
)]
=
π
2
m˜−2δ
δ(δ + 1)
(4.27)
Laurent-Entwicklung in δ ergibt schließlich:
I<(m˜) =
π
m˜2
[1 +O(δ)] +
π
2
[
1
δ
− 1− 2 log m˜+O(δ)
]
+O(m˜2) (4.28)
4In diesen gemischten Regionen reicht der Regulator δ nicht aus, um die auftretenden Integrale
endlich zu machen. Ein zusa¨tzlicher Regulator
∏
i(sin(ki/2))
2ǫ muss eingefu¨hrt werden. Die
gemischten Regionen fu¨hren dann auf skalenlose Integrale und tragen daher nicht bei. Nach der
asymptotischen Entwicklung kann ǫ Null gesetzt werden und man verbleibt mit zwei durch δ
regularisierten Regionen [40].
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Beitrag I>(m˜) fu¨r große ki
Fu¨r die Bestimmung von I>(m˜) muss der Integrand in m˜ entwickelt werden:
I>(m˜) = H2 1 1(δ)− (2 + δ)m˜2H3 1 1(δ) + ... (4.29)
Dabei ist Hn a1 a2(δ) durch (4.1) gegeben. Beno¨tigt werden aber nur die Hn 1 1. Diese
ko¨nnen mit Hilfe von (4.11) auf zwei Masterintegrale zuru¨ckgefu¨hrt werden.
Als Masterintegrale werden solche gewa¨hlt, die konvergent fu¨r δ → 0 sind. Fu¨r
diese muss also ai ≥ 1 und n ≤ 0 gelten. Deren Integranden kann man in eine
Taylor-Reihe in δ entwickeln und gliedweise integrieren. Wa¨hlt man H0 1 1 und
H−1 1 1 als Masterintegrale, lautet deren Entwicklung nach der Substitution ki =
tan(ri):
Hk 1 1(δ) =
π/2∫
−π/2
d2r
(∑
i
sin2 (ri)
)δ−k
=
∞∑
n=0


π/2∫
−π/2
d2r
(∑
i
sin2 (ri)
)−k
logn
(∑
i
sin2 (ri)
) (−)nδn
n!
≡
∞∑
n=0
H
(n)
k 1 1δ
n (4.30)
Man erha¨lt H
(0)
0 1 1 = π
2 = H
(0)
−1 1 1. Die restlichen Koeffizienten ko¨nnen nur numerisch
berechnet werden. Wegen des Integrals
π/2∫
−π/2
d2r (sin2 r1 + sin
2 r2 − 1) log (sin2 r1 + sin2 r2) = π(π − 2) (4.31)
hat man jedoch folgende Relation:
H
(1)
0 1 1 −H(1)−1 1 1 = π(π − 2) (4.32)
Auf a¨hnliche Weise erha¨lt man auch die Identita¨t:
H
(2)
0 1 1 −H(2)−1 1 1 −H(1)−1 1 1 = π2 + 6π(log (2)− 1) (4.33)
Mit Hilfe von (4.11) kann man nun H1 1 1 in eine Laurent-Reihe in δ entwickeln:
H1 1 1 =
1− 3δ + 3δ2
2δ2
H0 1 1 +
−1 + 2δ − δ2
2δ2
H−1 1 1
=
1
δ2
(H
(0)
0 1 1 −H(0)−1 1 1) +
1
2δ
(2H
(0)
−1 1 1 − 3H(0)0 1 1 +H(1)0 1 1 −H(1)−1 1 1)
+
1
2
(3H
(0)
0 1 1 −H(0)−1 1 1 + 2H(1)−1 1 1 − 3H(1)0 1 1 +H(2)0 1 1 −H(2)−1 1 1) +O(δ)
= −π
δ
+ 3π log (2) +O(δ) (4.34)
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Analog erha¨lt man fu¨r H2 1 1:
H2 1 1 = − π
2δ
+
π
2
(3 log (2)− 1) +O(δ) (4.35)
Man kann nun mit (4.11), (4.34) und (4.35) sa¨mtliche Hn11 fu¨r n > 0, bis auf Terme
O(δ), exakt bestimmen. Es muss daher nicht auf numerische Werte fu¨r die H
(j)
n 1 1
zuru¨ckgegriffen werden. Das Ergebnis fu¨r I>(m˜) ist damit:
I>(m˜) =
π
2
[
1
δ
+ 3 log (2)− 1 +O(δ)
]
+O(m˜2) (4.36)
Ergebnis fu¨r IB(a,m, 0)
Die Divergenzen in δ zwischen I<(m˜) und I>(m˜) heben sich wie erwartet weg, der
Grenzprozess δ → 0 kann daher ohne Probleme durchgefu¨hrt werden. Nachdem m˜
wieder durch m ersetzt wurde, erha¨lt man schließlich:
IB(a,m, 0) =
π
m2
+
π
8
[5 log (2)− 2− 2 log (am)] a2 +O(a4) (4.37)
Ho¨here Ordnungen in a berechnet man am besten mit Hilfe eines Computers. Das
MATHEMATICA-Paket in Abschnitt G.2 liefert (F.2).
4.2.4. Entwicklung von Integralen mit einer Schleife
In diesem Abschnitt soll ein allgemeines Ein-Schleifenintegral betrachtet werden. Es
werden folgende Abku¨rzungen verwendet:
DB(m, q) =
∑
j
[
2
a
sin
(aqj
2
)]2
+m2 (4.38)
DE(qj) =
1
a
sin(aqj) (4.39)
DF (m, q) =
∑
j
iDE(qj)γj +m+
ar
2
DB(0, q) (4.40)
DG(m, q) =
∑
j
[
DE(qj)
]2
+
[
m+
ar
2
DB(0, q)
]2
(4.41)
Der Schleifenimpuls ist q mit Komponenten qi. Die a¨ußeren Impulse sind pj mit
Komponenten pj|i. Des Weiteren sind I1, I2 und I3 Indexmengen. Es genu¨gt, die
Integrale
I =
∫
BZ
d2q
∏
i∈I1(D
E(mi, q + pi))
ei[∏
j∈I2 (D
B(mj , q + pj))
bj
] [∏
k∈I3 (D
G(mk, q + pk))
fk
] (4.42)
zu betrachten. Ein beliebiges Ein-Schleifenintegral, wie z.B. (F.4), kann als Summe
dieser geschrieben werden. EinWilson-Term im Za¨hler kann zu einem negativen bj
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fu¨hren. Nun werden die Substitutionen ki = tan
(
aqi
2
)
und ρj|i = tan
(apj|i
2
)
durchge-
fu¨hrt. Das Integrationsgebiet wird dadurch zu R2. Mit den Abku¨rzungen m˜i =
ami
2
sowie D˜B,F = a
2
4
DB,F und D˜E = a
2
DE gilt:
d2q =
2∏
i=1
2
a
dki
1 + k2i
(4.43)
D˜B(mi, q + pi) =
2∑
j=1
(kj + ρi|j)2
(1 + k2j )(1 + ρ
2
i|j)
+ m˜2i (4.44)
D˜E(qj + pi|j) =
kj(1− ρ2i|j) + ρi|j(1− k2j )
(1 + k2j )(1 + ρ
2
i|j)
(4.45)
D˜G(mi, q + pi) =
∑
j
[
D˜E(qj + pi|j)
]2
+
[
m˜i + rD˜
B(0, q + pi)
]2
(4.46)
Wie in Abschnitt 4.2.3 kann man eine Zerlegung
I =
(
a
2
)s
[I< + I>] (4.47)
s = 2
∑
i∈I2 bi + 2
∑
i∈I3 fi −
∑
i∈I1 ei − 2 (4.48)
durchfu¨hren. I< und I> ha¨ngen nur u¨ber m˜i und ρi|j von der Gitterkonstanten ab.
Fu¨r die Entwicklung von I< werden m˜i, ρi|j und kj als klein angenommen. Fu¨r die
Entwicklung von I> sind nur m˜i und ρi|j klein.
Die Entwicklung von I< fu¨hrt wie in Abschnitt 4.2.3 auf Feynman-Integrale mit
Propagatoren des Kontinuums. Diese Integrale ko¨nnen mit Hilfe von Feynman-
Parametern auf (E.2) zuru¨ckgefu¨hrt werden, vgl. Abschnitt E.
Die Entwicklung von I> geschieht mit Hilfe von Rekursionsrelationen. Dazu wird
H ′nma1 a2 =
∫ 2∏
i=1
dki
(1 + k2i )
ai
DB(0, k)−n−δDG(0, k)−m (4.49)
definiert. Es gelten folgende algebraische Identita¨ten:[
1 +
∑2
i=1(a
+
i − 1)n+
]
H ′ = 0 (4.50)[
1 +
∑2
i=1(a
+
i − 1)m+ +
∑2
i=1(a
+
i − 1)2m+
− r2 [∑2i=1(a+i − 1)]2 m+]H ′ = 0 (4.51)[(
m
− +
∑2
i=1 a
+
i (a
+
i − 1)
)
n
+2 − r2]H ′ = 0 (4.52)
Durch Einfu¨gen von ∂
∂k1
k1 bzw.
∂
∂k2
k2 in den Integranden und partielle Integration
erha¨lt man zwei weitere Beziehungen:[
1 + 2ma+1 (a
+
1 − 1)m+
(
2a+1 − 1− 2r2
∑2
i=1(a
+
i − 1)
)
+2a1(a
+
1 − 1) + 2(n+ δ)a+1 (a+1 − 1)n+
]
H ′ = 0 (4.53)[
1 + 2ma+2 (a
+
2 − 1)m+
(
2a+2 − 1− 2r2
∑2
i=1(a
+
i − 1)
)
+2a2(a
+
2 − 1) + 2(n+ δ)a+2 (a+2 − 1)n+
]
H ′ = 0 (4.54)
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Als Masterintegrale werden H ′−1 0 1 1, H
′
0 0 1 1, H
′
−1 1 1 1 und H
′
−1 1 1 2 gewa¨hlt. Diese
kann man in eine Taylor-Reihe in δ entwickeln:
H ′nma1 a2 =
∞∑
i=0
H ′(i)nma1 a2 δ
i (4.55)
Fu¨r die H
′(i)
nma1 a2 gelten folgende Beziehungen:
H
′(0)
−1 0 1 1 = π
2 = H
′(0)
0 0 1 1 (4.56)
H
′(0)
−1 1 1 1 =
4π2
3
√
3
(4.57)
H
′(0)
−1 1 1 2 =
(−18 + (−27 + 32√3)π) π
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(4.58)
H
′(1)
0 0 1 1 −H ′(1)−1 0 1 1 = π(π − 2) (4.59)
H
′(2)
0 0 1 1 −H ′(2)−1 0 1 1 −H ′(1)−1 0 1 1 = π2 + 6π(log (2)− 1) (4.60)
Es zeigt sich, dass die asymptotische Entwicklung unter Ausnutzung dieser Bezie-
hungen nur noch von einer numerischen Konstanten c abha¨ngt. Diese wird definiert
durch
c ≡ H ′(1)0 0 1 1 + 2H ′(1)−1 1 1 2 − 83H ′(1)−1 1 1 1. (4.61)
Ihr Wert betra¨gt ungefa¨hr 0,871981885.
Die Entwicklung von I> kann nun durchgefu¨hrt werden. Um die aus (4.45) ent-
stehenden Terme auf die Form (4.49) zu bringen, ist folgende Formel nu¨tzlich:
k2i
1 + k2i
= 1− 1
1 + k2i
(4.62)
Solche Terme ko¨nnen durch Erho¨hung des Index ai erzeugt werden.
Das Mathematica-Paket in Abschnitt G.2 kann fu¨r die Entwicklung der Inte-
grale (4.42) verwendet werden. Dieses Paket integriert nicht u¨ber die eventuell ein-
gefu¨hrten Feynman-Parameter. Solche Integrationen ko¨nnen aber zumindest fu¨r
einen Feynman-Parameter mit Mathematica ausgefu¨hrt werden. Tritt mehr als
ein Feynman-Parameter auf, kann man wahrscheinlich nicht u¨ber alle elementar
integrieren.
Ein Test, den das Paket erfu¨llt, beruht darauf, dass sich alle Divergenzen in δ exakt
aufheben mu¨ssen. Im na¨chsten Abschnitt wird die asymptotische Entwicklung von
zwei Integralen mit numerischen Resultaten verglichen.
4.2.5. Vergleich mit numerischen Resultaten
In zwei Dimensionen ko¨nnen die Integrale (F.1) und (F.4) noch gut numerisch be-
rechnet werden. Es bietet sich daher an, durch Vergleich mit numerischen Resultaten
die Konvergenz der asymptotischen Entwicklung zu untersuchen.
In Abbildungen 4.1 wurde das Verhalten fu¨r a→ 0 dargestellt. Dabei wurde p kon-
stant gehalten. Die Entwicklung der Fermionenschleife zeigt ein etwas schlechteres
Konvergenzverhalten als die der Bosonenschleife.
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(a) Bosonenschleife nach (F.3)
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(b) BPHZ-renormierte Fermionenschleife nach (F.6)
Abbildung 4.1.: Konvergenzverhalten bei festgehaltenem Impuls p = 1 und einer
Masse m = 1. Die gestrichelten Linien sind numerische Resultate.
Fu¨r dieses Diagramm wurde eine Entwicklung der Fermionenschlei-
fe bis zur vierten Ordnung in a verwendet. Die ho¨heren Ordnungen
sind in (F.6) auf Grund ihrer Komplexita¨t allerdings nicht angege-
ben.
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(a) Bosonenschleife nach (F.3) fu¨r a = 1
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IFH0.05,1,pL
(b) BPHZ-renormierte Fermionenschleife nach (F.6) fu¨r a = 0.05
Abbildung 4.2.: Konvergenzverhalten bei festem Gitterabstand a und einer Mas-
se m = 1, aufgetragen in der gesamten Brillouin-Zone, d.h.
p ∈ [−π
a
, π
a
]. Die gestrichelten Linien sind numerische Resultate. Fu¨r
dieses Diagramm wurde eine Entwicklung der Fermionenschleife bis
zur vierten Ordnung in a verwendet. Die ho¨heren Ordnungen sind
in (F.6) auf Grund ihrer Komplexita¨t allerdings nicht angegeben.
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In Abbildungen 4.2 wurde hingegen a konstant gehalten und das Verhalten der
Entwicklung im Impuls p in der gesamten Brillouin-Zone untersucht. Hier zeigt
sich bei der Entwicklung der Fermionenschleife eine noch deutlichere Abweichung,
denn erst bei sehr kleinem a stimmt die Entwicklung in einem großen Teil der
Brillouin-Zone mit den numerischen Ergebnissen u¨berein. Die Abweichungen blei-
ben aber am Rand der Brillouin-Zone, auch fu¨r kleine a, relativ groß.
Fu¨r diese Diagramme wurde eine Entwicklung der Fermionenschleife bis zur vier-
ten Ordnung in a verwendet. Die ho¨heren Ordnungen sind in (F.6) auf Grund ihrer
Komplexita¨t allerdings nicht angegeben. Sie ko¨nnen mit dem Programm aus Ab-
schnitt G.2 bestimmt werden, dies ist jedoch sehr zeitaufwendig.
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Die asymptotische Entwicklung der Feynman-Integrale einer supersymmetrischen
Gittertheorie ist dazu geeignet, analytische Ausdru¨cke fu¨r das Verhalten derWard-
Identita¨ten fu¨r kleine Gitterkonstanten zu erhalten. Fu¨r Simulationen es ist notwen-
dig, dass diese den korrekten Grenzwert annehmen, und eine schnelle Konvergenz ist
wu¨nschenswert. Weichen die Simulationen von der Gittersto¨rungstheorie ab, weist
dies auf Effekte hin, die nicht mit der Sto¨rungstheorie berechnet werden ko¨nnen.
Die Untersuchung solcher Effekte ist gerade das Ziel von Gittersimulationen. Ist
beispielsweise eine Ward-Identita¨t in Simulationen verletzt, obwohl sie nach der
Gittersto¨rungstheorie erfu¨llt sein mu¨sste, dann hat weist dies auf eine Brechung der
Supersymmetrie hin, die nicht u¨ber die Sto¨rungstheorie im Kontinuum gefunden
werden kann.
Fraglich bleibt, ob die Beru¨cksichtigung von Integralen mit nur einer Schleife
ausreicht, um hieraus fu¨r Simulationen relevante Aussagen u¨ber die Konvergenz-
geschwindigkeit zu erhalten, ganz zu schweigen von der Tatsache, dass Simulationen
auf einem endlichen Gitter durchgefu¨hrt werden und die Gittertheorie fu¨r ein unend-
liches Gitter formuliert wird. Eine Verallgemeinerung dieses Verfahrens auf mehrere
Schleifen ist aufwendig. In diesem Fall ist es eventuell vorteilhaft, mit einer anderen
Regularisierung zu arbeiten. Wahrscheinlich lassen sich die Koeffizienten der Ent-
wicklung nicht mehr u¨ber Rekursionsbeziehungen auf endlich viele numerisch oder
analytisch bestimmbare Konstanten zuru¨ckfu¨hren. Es ist aber durchaus machbar,
nur die fu¨hrende Ordnung zu bestimmen. Man erha¨lt so eine auch fu¨r divergente
Integrale geeignete systematische Methode, um zu u¨berpru¨fen, ob die Gittertheorie
den korrekten Kontinuumslimes besitzt.
Es ist denkbar, die Wirkung durch Hinzufu¨gen zusa¨tzlicher Terme, die im naiven
Kontinuumslimes aus der Wirkung verschwinden, zu verbessern, d.h. so zu vera¨n-
dern, dass die Ward-Identita¨ten das richtige bzw. ein verbessertes Konvergenzver-
halten haben. Analytische Ausdru¨cke fu¨r dieWard-Identita¨ten sind dabei eventuell
hilfreich.
Es ist auch mo¨glich, andere Gitterableitungen zu betrachten, die im Impulsraum
durch trigonometrische Funktionen ausgedru¨ckt werden ko¨nnen. Dazu mu¨ssen im
Wesentlichen nur die Rekursionsbeziehungen angepasst werden. Ein Vergleich ver-
schiedener Ableitungen bezu¨glich der Konvergenz wird dadurch mo¨glich.
Das Lo¨sen der Rekursionsbeziehungen kann viel effektiver mit Hilfe von Algorith-
men erfolgen, die Gebrauch von Gro¨bner-Basen machen. Diese Basen enthalten
quasi eine allgemeine Lo¨sungsvorschrift fu¨r die Rekursionsbeziehungen und mu¨ssen
fu¨r jede Dimension und Ableitung nur einmal berechnet werden.
Die Durchfu¨hrung dieser Rechnungen mit Hilfe von MATHEMATICA hat den Vorteil,
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dass MATHEMATICA eine benutzerfreundliche Oberfla¨che bietet und viele beno¨tigte
Routinen bereits implementiert sind. Insbesondere neuere Versionen von MATHEMA-
TICA zeigen aber teilweise einen u¨berma¨ßig hohen Verbrauch von Ressourcen. Dieses
Problem konnte manchmal durch Implementierung alternativer Routinen umgangen
werden, allerdings wird auch der Vorteil der umfangreichen bereits implementierten
Routinen relativiert. Besser wa¨re es also, die bezu¨glich der Ressourcen aufwendi-
gen Programmteile beispielsweise in C++ oder FORM umzusetzen und MATHEMATICA
hauptsa¨chlich als Benutzeroberfla¨che zu verwenden.
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A. Notation und Konventionen
Die Minkowski-Metrik ist ηµν = diag(+1,−1, ...,−1). Die Generatoren der Trans-
lationen sind Pµ und die der Lorentz-Gruppe, also der Isometriegruppe zu dieser
Metrik, sind Jµν = −Jνµ. Zusammen bilden sie die Poincare´-Algebra:
[Jµν , Jρσ] = −(Mµν) τρ Jτσ − (Mµν) τσ Jρτ (A.1)
[Jµν , Pρ] = −(Mµν) σρ Pσ (A.2)
[Pµ, Pν ] = 0 (A.3)
Mµν sind Matrizen mit (Mµν)
ρτ = −iδρµδτν + iδρνδτµ. Die Mµν bilden selbst bereits
eine Darstellung der Lorentz-Algebra (A.1), na¨mlich die Vektordarstellung. Die
Gleichungen (A.2) und (A.1) besagen also lediglich, dass sich Pµ unter der Lorentz-
Gruppe wie ein Vektor transformiert und Jµν wie ein Bivektor. Die Spinordarstel-
lung ist durch die Σµν aus Abschnitt B.1 gegeben. Ein Element der Poincare´-
Gruppe (ohne Raum- und Zeitspiegelung) kann allgemein geschrieben werden als
exp ( i
2
ωµνJµν + ia
µPµ), wobei ω
µν = −ωνµ gelten soll. Eine Lorentz-Matrix kann
somit als Λ = exp ( i
2
ωµνMµν) = exp (ω) geschrieben werden.
Der ra¨umliche Anteil eines Vektors x wird mit x bezeichnet
Indizes von Spinoren werden durchga¨ngig unterdru¨ckt. Es werden Dirac-Slashes
verwendet, z.B. /P ≡ γµPµ. Weitere Definitionen zu Spinoren sind in Abschnitt
B zusammengefasst. Der ladungskonjugierte Spinor ψc ist in Minkowski-Metrik
durch ψc ≡ B−ψ∗ und in euklidischer Metrik durch ψc ≡ B+ψ∗ gegeben. In zwei
Dimensionen soll außerdem fu¨r beide Metriken B± = CAT gewa¨hlt werden.
Sind θ und ξ zwei Grassmann-Variablen, dann gilt fu¨r die komplexe Konjugation
(θξ)∗ = ξ∗θ∗.
Nu¨tzliche Formeln sind:
eAeB = eA+B+
1
2
[A,B]+... (A.4)
e−BAeB =
∞∑
n=0
1
n!
[A,B](n) (A.5)
Formel (A.4) ist nach Baker, Campbell und Hausdorff benannt, die ... stehen
fu¨r mehrfache Kommutatoren zwischen A und B. In (A.5) ist [A,B](0) = A und
[A,B](n+1) = [[A,B](n), B].
Die σi sind die Pauli Matrizen, d.h.:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(A.6)
Die zweidimensionale Einheitsmatrix wird auch als σ0 bezeichnet.
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Literatur zu diesem Abschnitt befindet z.B. in [7, 10, 12, 13, 42, 43].
B.1. Dirac-Matrizen
Die Dirac-Matrizen γµ sind irreduzible Darstellungen der Clifford-Algebra:
{γµ, γν} = 2ηµν (B.1)
Die Matrizen Σµν ≡ 14i [γµ, γν ] erzeugen dann die Lorentz-Transformation der γµ:
[Σµν , γρ] = −(Mµν) σρ γσ (B.2)
Hieraus folgt sofort, dass die Σµν eine Darstellung der Lorentz-Algebra (A.1) bil-
den:
[Σµν ,Σρσ] = −(Mµν) τρ Στσ − (Mµν) τσ Σρτ (B.3)
Die Objekte, die nach dieser Darstellung der Lorentz-Algebra transformieren, wer-
den Spinoren genannt. Diese Darstellung muss nicht irreduzibel sein. Fu¨r die Metrik
ηµν soll eine beliebige Signatur zugelassen werden, wobei t die Zahl der zeitartigen
Dimensionen und s die Zahl der raumartigen Dimensionen sein soll. Auf der Diago-
nale von ηµν = diag(+1, ...,+1,−1, ...,−1) steht also t-mal eine +1 und s-mal eine
−1.
B.1.1. Gerade Dimension d = 2n
Zuerst wird eine irreduzible Darstellung der Dirac-Matrizen in gerader Dimension
d = 2n explizit konstruiert. Vorerst soll die Metrik euklidisch sein, d.h. s = 0. Die
γµ werden als hermitesch angenommen. Man fu¨hrt die Operatoren au =
1
2
(γ2u−2±
iγ2u−1) mit u = 1, 2, ..., n ein, fu¨r die folgende Vertauschungsrelationen gelten:
{au, a†v} = δuv, {au, av} = {a†u, a†v} = 0 (B.4)
Nun fu¨hrt man einen Vektor |0〉 ein, der die Bedingungen a†u |0〉 = 0 erfu¨llen soll
und definiert mit diesem die Basisvektoren |s1s2...sn〉 = (a1)s1(a2)s2...(an)sn |0〉.
Aufgrund der Vertauschungsrelationen (B.4) ko¨nnen die su nur die Werte 0 und
1 annehmen. Man erha¨lt somit ein direktes Produkt von n zweidimensionalen Vek-
torra¨umen. Aus den Vertauschungsrelationen ergeben sich die Matrizen der au in
dieser Basis zu:
au =
(
1 0
0 −1
)
⊗ ...⊗
(
1 0
0 −1
)
⊗
(
0 1
0 0
)
⊗ 1⊗ ...⊗ 1 (B.5)
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Die letzte Matrix vor den Einheitsmatrizen steht an der u-ten Stelle. Die Dirac-
Matrizen fu¨r s = 0 sind also:
γ2u−2 = σ3 ⊗ ...⊗ σ3 ⊗ σ1 ⊗ σ0 ⊗ ...⊗ σ0 (B.6)
γ2u−1 = σ3 ⊗ ...⊗ σ3 ⊗ σ2 ⊗ σ0 ⊗ ...⊗ σ0 (B.7)
Die Dirac-Matrizen mit beliebiger Signatur erha¨lt man hieraus, indem man die
letzten s Matrizen mit i multipliziert.
Es gilt der Satz, dass alle irreduziblen Darstellungen der Clifford-Algebra in ge-
rader Dimension zu dieser Darstellung a¨quivalent sind, d.h. hat man eine irreduzible
Darstellung γ′µ, dann gibt es ein S, so dass γ
′
µ = SγµS
−1. Ist aber γµ eine Darstellung
der Clifford-Algebra, sind auch −γµ, ±γ†µ, ±γTµ und ±γ∗µ Darstellungen. Es gelten
also folgende Beziehungen:
− γµ = γ∗γµγ−1∗ ±γ†µ = A±γµA−1± (B.8)
±γ∗µ = B−1± γµB± ±γTµ = C−1± γµC± (B.9)
Die Matrizen A±, B±, C± und γ∗ sind nach dem Lemma von Schur eindeutig bis
auf Multiplikation mit einer Konstante. Von diesen Matrizen soll außerdem ver-
langt werden, dass der Betrag ihrer Determinanten gleich eins ist. Mit dieser Be-
dingung ist nur noch die Phase unbestimmt. Man sieht sofort, unter Verwendung
der Clifford-Algebra, dass man γ∗ = (−i)n+sγ0γ1...γd−1 wa¨hlen kann. Die Phase
wurde so gewa¨hlt, dass γ2∗ = 1 ist.
Wenn man beru¨cksichtigt, dass die letzten sMatrizen noch mit i zu multiplizieren
sind, gilt fu¨r die Darstellung (B.6, B.7):
γ†µ =
{
γµ fu¨r µ < t
−γµ fu¨r µ ≥ t (B.10)
γTµ =
{
γµ fu¨r µ gerade
−γµ fu¨r µ ungerade (B.11)
Da das Vertauschen zweier nicht gleicher Dirac-Matrizen nur das Vorzeichen a¨n-
dert, kann dies umgeschrieben werden als:
AγµA−1 = (−1)t+1γ†µ mit A ≡ (−i)−
1
2
(t−1)tγ0γ1...γt−1 (B.12)
C−1γµC = (−1)nγTµ mit C ≡ γ1γ3...γ2n−1 (B.13)
Die Matrizen A±, B± und C± ko¨nnen nun durch A, C und γ∗ ausgedru¨ckt werden.
Alle diese Matrizen sind unita¨r, da nach (B.10) bereits alle γµ unita¨r sind. Die Phase
von A wurde so gewa¨hlt, dass A† = A. Fu¨r euklidische Metrik, d.h. s = 0, gilt in
dieser Darstellung A = γ∗.
B.1.2. Ungerade Dimension d = 2n+ 1
Aus den Dirac-Matrizen in d = 2n Dimensionen kann man Dirac-Matrizen in
d = 2n+ 1 Dimensionen erhalten, indem man γ2n = iγ∗ setzt. Ist s = 0, dann muss
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s− t 0 1 2 3 4 5 6 7 (mod 8)
b+ +1 −1 −1 −1 +1 +1
b− +1 +1 +1 −1 −1 −1
Tabelle B.1.: Die basisunabha¨ngige Zahl b± ≡ B±B∗±. Wo keine Zahl steht, kann
die entsprechende Matrix B± nicht definiert werden. Diese Tabelle gilt
ebenfalls fu¨r c± ≡ C±C−1T± , wenn man s− t durch −d ersetzt.
man den Vorfaktor i weglassen. Die Darstellungen γµ und −γµ sind damit nicht mehr
a¨quivalent: Wenn es ein S ga¨be, so dass −γµ = SγµS−1, dann wa¨re γ2n = Sγ2nS−1,
denn γ2n ist proportional zum Produkt einer geraden Anzahl von Dirac-Matrizen.
In der Tat gilt der Satz, dass eine irreduzible Darstellung der Clifford-Algebra in
ungerader Dimension zu einer dieser beiden A¨quivalenzklassen geho¨ren muss. Dies
bedeutet, dass es nur entweder eine Matrix A+ oder A− mit der Eigenschaft (B.8)
geben kann und entsprechend existiert auch nur jeweils eine der Matrizen B± und
C±. Die Relationen (B.12) und (B.13) bleiben aber gu¨ltig, so dass man anhand dieser
entscheiden kann, ob z.B. A+ oder A− noch definiert werden kann.
B.1.3. Spezielle Darstellungen
Man kann durch einen Basiswechsel γ′µ = SγµS
−1 von den obigen Darstellungen
zu jeder anderen irreduziblen Darstellung u¨bergehen. Durch so einen Basiswechsel
transformieren die Matrizen A±, B± und C± gema¨ß:
A′± = S
−1†A±S−1, B′± = SB±S
−1∗, C ′± = SC±S
T (B.14)
Hieraus folgt, dass die Zahl b± ≡ B±B∗± basisunabha¨ngig und unabha¨ngig von der
Wahl der Phase von B± ist und daher in jeder beliebigen Basis berechnet werden
kann. Gleiches gilt fu¨r die Zahl c± ≡ C±C−1T± . Das Ergebnis fu¨r b± und c± ist
in Tabelle B.1.3 aufgefu¨hrt [42, 43]. Außerdem kann man A± basisunabha¨ngig so
wa¨hlen, dass A± = A
†
± gilt.
Fu¨r explizite Rechnungen ist es sinnvoll, Dirac-Matrizen mit bestimmten Eigen-
schaften zu wa¨hlen. U¨bliche Darstellungen sind:
Chirale Darstellung: Diese existiert in gerader Dimension und ist dadurch charak-
terisiert, dass γ∗ diagonal ist.
Dirac-Darstellung: In dieser Darstellung ist γ0 diagonal.
Majorana-Darstellung: Hier sind alle Dirac-Matrizen rein imagina¨r1, d.h. −γ∗µ =
γµ. Durch Vergleich mit (B.9) erkennt man, dass B− existiert und gleich der
Einheitsmatrix gewa¨hlt werden kann. Es muss also b− = +1 gelten, vgl. Tabelle
B.1.3.
1Dies gilt falls, wie hier, die raumartigen Richtungen eine −1 in der Metrik bekommen.
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B.2. Irreduzible Spinoren
B.2. Irreduzible Spinoren
Wie bereits erwa¨hnt, sind zwar die Dirac-Matrizen γµ irreduzible Darstellungen der
Clifford-Algebra, die daraus nach (B.3) konstruierte Darstellung der Lorentz-
Algebra muss jedoch nicht irreduzibel sein. Irreduzible Spinoren erha¨lt man, indem
man fordert, dass die Spinoren reell und/oder chiral sein sollen.
Der Spinor ψ∗ transformiert unter der Lorentz-Algebra (B.3) mit Σ∗µν , also im
Allgemeinen nicht wie ψ. Man kann deshalb nicht fordern, dass ψ∗ gleich ψ sein soll,
da dies nicht Lorentz-invariant wa¨re. ψ∗ kann aber mit Hilfe von B± umgerechnet
werden, damit er das gleiche Transformationsverhalten wie ψ hat. Das Ergebnis ist
der ladungskonjugierte Spinor ψc:
ψc ≡ B±ψ∗ (B.15)
Dieser besitzt das gewu¨nschte Transformationsverhalten, denn es gilt (iΣµν)
∗ =
B−1± iΣµνB±. Er wird ladungskonjugierter Spinor genannt, da die Dirac-Gleichung
unter komplexer Konjugation und anschließendem Basiswechsel durch B± in eine
Dirac-Gleichung mit gleichenDirac-Matrizen und entgegengesetzter Ladung u¨ber-
geht. Sind die Komponenten des Spinors ψ Operatoren auf einem Hilbert-Raum,
dann ist die komplexe Konjugation einer Komponente als hermitesche Konjugation
bezu¨glich des Hilbert-Raumes zu verstehen.
Analog definiert man einen adjungierten Spinor durch:
ψ¯ ≡ ψ†A (B.16)
Eine Lorentz-Transformation des adjungierten Spinos erha¨lt man durch Multipli-
kation von rechts mit dem Inversen dieser Transformation, denn es gilt (iΣµν)
† =
AiΣνµA−1 = −AiΣµνA−1.
B.2.1. Chirale Spinoren
In geraden Dimensionen kann man mit Hilfe von γ∗ zwei Projektoren definieren:
P± ≡ 1
2
(1± γ∗) (B.17)
Diese kommutieren mit allen Σµν . Man kann also eine der folgenden Lorentz-
invarianten Bedingungen an ψ stellen:
P±ψ = ψ (B.18)
Ist eine dieser Bedingungen erfu¨llt, wird der Spinor chiral genannt. Ein Spinor mit
P+ψ = ψ heißt rechtsha¨ndig, einer mit P−ψ = ψ nennt sich linksha¨ndig.
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B. Spinoren
B.2.2. Reelle Spinoren
Ein reeller Spinor, auch Majorana-Spinor genannt, erfu¨llt die Bedingung:
ψc = ψ (B.19)
Ladungskonjugation auf beiden Seiten dieser Gleichung liefert die Konsistenzbedin-
gung ψ = ψcc = B±B∗±ψ. Diese Bedingung ist erfu¨llt, falls b+ = +1 oder b− = +1,
vgl. Tabelle B.1.3. Liegen die Dirac-Matrizen in einerMajorana-Darstellung vor,
dann ist B− = 1 und die Komponenten eines Majorana-Spinors sind tatsa¨chlich
reell, d.h. ψ∗ = ψ.
Gilt hingegen b+ = −1 oder b− = −1 und hat man k Spinoren ψi (i = 1, ..., k),
kann man eine symplektische Majorana-Bedingung stellen:
ψci = Ωijψj (B.20)
Hier soll die Matrix Ω unita¨r und antisymmetrisch sein, insbesondere gilt ΩΩ∗ = −1.
Die Bedingung (B.20) ist dann konsistent, falls B−1± ΩijB
−1∗
± Ω
∗
jk = δik, d.h. wenn
b+ = −1 oder b− = −1 gilt. Die Bedingung ΩΩ∗ = −1 kann nur erfu¨llt werden,
wenn die Zahl der Spinoren k gerade ist, weil | detΩ|2 = det (−1) = (−1)k sein
muss.
B.2.3. Reelle chirale Spinoren
Man kann sich nun fragen, unter welchen Bedingungen die Spinoren gleichzeitig reell
und chiral sein ko¨nnen. Weil B+ ∝ γ∗B− und γ2∗ = 1 ist, gilt P+B± ∝ P+B∓ und
P−B± ∝ −P−B∓, obige Konsistenzbedingung muss also immer fu¨r B+ und B−
erfu¨llt sein. Daher muss fu¨r die Existenz von reellen chiralen Spinoren b+ = +1
und b− = +1 gelten, bzw. b+ = −1 und b− = −1 bei symplektisch-reellen chiralen
Spinoren.
B.3. Gewichte
Die Superladungen transformieren unter der Lorentz-Gruppe wie ein Spinor. Dies
kann gezeigt werden, indem man deren Gewichte bestimmt und mit denen der Spi-
nordarstellung vergleicht.
Eine Cartansche Unteralgebra ist eine maximale abelsche Unteralgebra einer
Lie-Algebra. Ihre Elemente besitzen also gemeinsame Eigenvektoren. Eine mo¨gliche
Cartansche Unteralgebra der Lorentz-Algebra (B.3) ist gegeben durch Σ2u−2 2u−1
mit u = 1, 2, ..., n, sowohl in d = 2n als auch in d = 2n + 1. Mit der Definition von
au aus Abschnitt B.1.1 gilt
2:
Σ2u−2 2u−1 =
1
2
[au, a
†
u] = aua
†
u −
1
2
(B.21)
2Hier ist die Metrik euklidisch.
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B.3. Gewichte
Die in Abschnitt B.1.1 benutzten Basisvektoren |s1s2...sn〉 = (a1)s1(a2)s2...(an)sn |0〉
sind gerade die gemeinsamen Eigenvektoren dieser Cartanschen Unteralgebra, die
Gewichte bzw. Eigenwerte sind su − 1/2. Weil su nur die Werte 0 und 1 annehmen
kann, sind die Gewichte einer Spinordarstellung also entweder +1/2 oder −1/2.
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C. Grassmann-Variablen
Im Folgenden sind Qa(t) und Pa(t) Operatoren, die den Koordinaten und den dazu
konjugierten Impulsen des kanonischen Formalismus entsprechen. Fu¨r ein skalares
Feld A(x, t) ist z.B. Qx(t) ≡ A(x, t) und Px(t) ≡ A˙(x, t). Bei der Herleitung des
Pfadintegrals fu¨r Bosonen aus dem kanonischen Formalismus nutzt man, dass die ge-
meinsamen Eigenvektoren |q〉 der Qa zum Eigenwert qa eine Basis des physikalischen
Hilbert-Raumes bilden:
1 =
∫ ∏
a
dqa |q〉 〈q| (C.1)
Mit Hilfe von
Qa |q〉 = qa |q〉 (C.2)
kann man außerdem die Operatoren Qa durch ihre Eigenwerte qa ersetzen. Analoges
gilt fu¨r Pa.
Bei Fermionen gelten zwischen den Qa und Pa jedoch Antikommutatoren:
{Qa, Pb} = iδab, {Qa, Qb} = {Pa, Pb} = 0 (C.3)
Man hat daher Probleme, mit Hilfe von (C.2) die Qa durch ihre Eigenwerte qa zu
ersetzen, denn fu¨r diese mu¨sste wegen (C.3) qaqb + qbqa = 0 gelten. Man fordert
daher, dass die qa, ebenso wie die Qa, untereinander antikommutieren. Die qa sollen
trotzdem auf den physikalischen Hilbert-Raum wie gewo¨hnliche Variablen wirken.
Die Variablen erhalten somit, genau wie die Qa und Pa, eine Z2-Graduierung, die
zwischen bosonischen und fermionischen Sektor unterscheidet, vgl. Abschnitt 2.1. Es
sollen daher folgende Antikommutatoren gelten:
{qa, qb} = {qa, Qb} = {qa, Pb} = 0 (C.4)
Die qa sind nur durch diese algebraischen Eigenschaften definiert, man kann sie nicht
durch reelle Zahlen darstellen. Sie werden als Grassmann-Variablen bezeichnet.
Man kann jetzt eine Lo¨sung |q〉 von (C.2) konstruieren [1]:
|q〉 = exp
(
−i
∑
a
Paqa
)
|0〉 (C.5)
Analog zu Abschnitt B.1.1, vgl. (B.4) und (C.3), ist |0〉 definiert durch Qa |0〉 = 0
fu¨r alle a. Eine Basis des Hilbert-Raumes erha¨lt man ebenfalls analog durch wie-
derholtes Anwenden der Pa, d.h. |a, b, ...〉 ≡ PaPb... |0〉. Der Vektor |q〉 entha¨lt al-
so alle Basisvektoren |a, b, ...〉. Man kann mit der im folgenden Abschnitt definier-
ten Berezin-Integration u¨ber die Grassmann-Variablen qa eine zu (C.1) analoge
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C.1. Berezin-Integration
Relation aufstellen [1]. Fermionische Felder werden im Pfadintegral daher durch
Grassmann-Variablen beschrieben, die u¨ber (C.1) und (C.2) zwar eine formale
Analogie zu bosonischen Feldern herstellen, jedoch nur Feldkonfigurationen beru¨ck-
sichtigen, die dem Pauli-Prinzip genu¨gen.
C.1. Berezin-Integration
Weil Grassmann-Variablen zu Null quadrieren, sind deren Potenzen auf die Z2
beschra¨nkt. In diesem Sinne fu¨hrt das Erho¨hen und das Erniedrigen der Potenz
zum gleichen Ergebnis. Die Integration u¨ber eine Grassmann-Variable wird daher
identisch zur Ableitung nach dieser definiert. Ist θi eine Grassmann-Variable, dann
sind das Integrationsmaß dθi und die Ableitung ∂θi ebenfalls fermionische Objekte.
Unter einer Koordinatentransformation θ′i = Aijθj a¨ndert sich das Maß d
nθ ≡∏
dθi wie eine Ableitung nach allen θi gema¨ß der Kettenregel. Dies fu¨hrt zu:
dnθ′ = (detA)−1dnθ =
(
det
∂θ′
∂θ
)−1
dnθ (C.6)
Fu¨r bosonische Variablen xi gilt hingegen
1:
dmx′ = det
(
∂x′
∂x
)
dmx (C.7)
Bei der Integration u¨ber den Superraum hat man ein gemischtes Maß dmx dnθ.
Dessen Transformationsverhalten fasst man mit Hilfe der Superdeterminaten Sdet
zusammen:
dx′m dθ′n = Sdet
(
∂(x′, θ′)
∂(x, θ)
)
dmx dnθ (C.8)
Die Superdeterminante kann man mit folgender Formel berechnen:
Sdet
(
m1 µ2
µ1 m2
)
=
det(m1 − µ2m−12 µ1)
det(m2)
=
det(m1)
det(m2 − µ1m−11 µ2)
(C.9)
Hier sind m1 und m2 Matrizen mit kommutierenden Eintra¨gen, µ1 und µ2 sind
hingegen Matrizen mit antikommutierenden Eintra¨gen. Die Matrix ∂(x′, θ′)/∂(x, θ)
ist genau von dieser Form. Fu¨r eine lineare Transformation x′ = m1x + µ2θ und
θ′ = µ1x+m2θ kann man einen Zusammenhang zwischen (C.8) und (C.9) herstellen,
indem man zuerst eine Transformation θ′ = µ1x+m2θ durchfu¨hrt, was den Faktor
det−1(m2) ergibt, und danach die Transformation x′ = m1x+ µ2m
−1
2 (θ
′ − µ1x) mit
dem Faktor det(m1 − µ2m−12 µ1). Die Superdeterminante ha¨ngt mit der Superspur
STr u¨ber Sdet(exp(M)) = exp(STr(M)) zusammen. Es gilt:
STr
(
m1 µ2
µ1 m2
)
= Tr(m1)− Tr(m2) (C.10)
1Hier werden nur Transformationen beru¨cksichtigt, welche die Orientierung erhalten.
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D. Fourier-Transformation
Hier werden einige Konventionen zur Fourier-Transformation auf einem unendli-
chen n-dimensionalen kubischen Gitter zusammengefasst. Die Gitterkonstante ist a,
die Orte der Gitterpunkte werden mit x bezeichnet und eine Funktion auf dem Git-
ter mit fx. Diese ha¨ngt mit ihrer Fourier-Transformierten f(p) zusammen u¨ber:
f(p) = an
∑
x
fxe
−ipx, fx =
∫
BZ
dnp
(2π)n
f(p)eipx (D.1)
Hier ist BZ = [−π
a
, π
a
]n die Brillouin-Zone des kubischen Gitters. Das Gitter
wirkt als Regulator von Feynman-Integralen, indem es die Impulsintegrationen auf
die Brillouin-Zone beschra¨nkt. Die fu¨r UV-Divergenzen verantwortlichen großen
Impulse werden somit einfach abgeschnitten. Die Impulse werden allerdings nicht
kovariant abgeschnitten, da sie auf eine kubische Brillouin-Zone beschra¨nkt wer-
den und nicht auf eine Kugel. Dies ist natu¨rlich unumga¨nglich, da das Gitter die
Rotationssymmetrie der Kontinuumstheorie verletzt und daher keine kovariante Re-
gularisierung darstellen kann.
Die Fourier-Transformation der δ-Funktionen ist gegeben durch:
δxy
an
=
∫
BZ
dnp
(2π)n
eip(x−y), δP (p) =
( a
2π
)n∑
x
e−ipx (D.2)
Das P an δP (p) weist darauf hin, dass δP (p) periodisch ist. Man fordert von allen
eventuell auftretenden Integranden, dass sie periodisch u¨ber die Brillouin-Zone
hinaus fortgesetzt werden. In diesem Fall kann man bei Integration u¨ber δP (p − q)
das p immer durch q ersetzen, auch dann, wenn q nicht in der Brillouin-Zone liegt,
so wie man es von δ(p− q) gewohnt ist.
Fu¨r eine Matrix Fxy soll die Fourier-Transformierte F (p, q) definiert sein durch:
F (p, q) = a2n
∑
x,y
Fxye
−ipx+iqy (D.3)
Fxy =
∫
BZ
∫
BZ
dnp
(2π)n
dnq
(2π)n
F (p, q)eipx−iqy (D.4)
Ist Fxy ein translationsinvarianter Operator, d.h. gilt Fxy = Fx−y 0, kann man auch
schreiben:
F (p) = an
∑
x
Fx0e
−ipx, Fxy =
∫
BZ
dnp
(2π)n
F (p)eip(x−y) (D.5)
Fu¨r translationsinvariante Operatoren gilt somit F (p, q) = (2π)nδP (p− q)F (p).
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E. Alpha- und Feynman-Parameter
Aus der Integraldarstellung der Gammafunktion kann man folgende Formel fu¨r die
Propagatoren im Kontinuum gewinnen:
1
(k2 +m2)λ
=
1
Γ(λ)
∞∫
0
dα αλ−1e(k
2+m2)α (E.1)
Mit Hilfe dieser Formel kann man alle solche Propagatoren in Feynman-Integralen
ersetzen. Die Integrationen u¨ber die Schleifenimpulse werden so zu Gaußschen
Integralen und ko¨nnen ausgefu¨hrt werden. Das Resultat ist eine Darstellung des
Feynman-Integrals durch sogenannte Alpha-Parameter, u¨ber die dann anstelle der
Schleifenimpulse integriert werden muss. Diese Darstellung bietet einige Vorteile, u.a.
fu¨r die Untersuchung des Divergenzverhaltens oder fu¨r die Definition der dimensio-
nalen Regularisierung [28]. Aber auch fu¨r die Auswertung von Feynman-Integralen
kann sie verwendet werden. Es gilt:
∫
ddk
(k2 +m2)α
d∏
i=1
k2aii = m
d−2α+2Pi ai Γ(α− d/2−
∑
i ai)
Γ(α)
d∏
i=1
Γ
(
1
2
+ ai
)
(E.2)
Eng verwandt mit den Alpha-Parametern sind die Feynman-Parameter ξi [28].
Ihre Bedeutung beruht auf folgender Formel:
1∏
l A
λl
l
=
Γ (
∑
l λl)∏
l Γ (λl)
1∫
0
dξ1...
1∫
0
dξL
∏
l
ξλl−1l
δ (
∑
l ξl − 1)
(
∑
lAlξl)
P
l λl
(E.3)
Mit dieser ko¨nnen mehrere Propagatoren zu einem zusammengefasst werden. So ko¨n-
nen alle Ein-Schleifenintegrale u¨ber die Propagatoren (E.1) auf (E.2) zuru¨ckgefu¨hrt
werden. Ein einfaches Beispiel ist:
1
[(k + p)2 +m21]
λ1 [k2 +m22]
λ2
=
Γ(λ1 + λ2)
Γ(λ1)Γ(λ2)
1∫
0
dξ ξλ1−1(1− ξ)λ2−1
[(k + p′(ξ))2 +m′(ξ)]λ1+λ2
(E.4)
Hier ist:
p′(ξ) = pξ, m′(ξ) = m21ξ + (m
2
2 + p
2ξ)(1− ξ) (E.5)
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F. Formeln
In diesem Abschnitt wird die Schreibweise (4.38, 4.40) verwendet. Der Impuls soll
nur eine nichtverschwindende Komponente haben, daher wird v = (p, 0)T gesetzt.
Es werden außerdem die Abku¨rzungen X =
√
4m2 + p2 und Y = arctan
(
p
X
)
ver-
wendet. Die numerische Konstante c betra¨gt ungefa¨hr 0,871981885.
F.1. Bosonenschleife
In diesem Abschnitt sind die Resultate der asymptotischen Entwicklung fu¨r folgendes
Integral aufgefu¨hrt:
IB(a,m, p) =
∫
BZ
d2k
DB(m, k + v(p))DB(m, k)
(F.1)
F.1.1. Ohne a¨ußeren Impuls
IB(a,m, 0) =
π
m2
+
π
8
[5 log (2)− 2− 2 log (am)] a2
− π
256
[50 log (2)− 19− 20 log (am)]m2a4
+
π
2048
[105 log (2)− 41− 42 log (am)]m4a6
− π
786432
[10140 log (2)− 4057− 4056 log (am)]m6a8
+
π
12582912
[40350 log (2)− 16403− 16140 log (am)]m8a10
− π
167772160
[133575 log (2)− 54823− 53430 log (am)]m10a12
+
5π
3221225472
[127470 log (2)− 52609− 50988 log (am)]m12a14
+O(a16) (F.2)
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F.2. Fermionenschleife
F.1.2. Mit a¨ußerem Impuls
IB(a,m, p) = −4πY
pX
− a
2π
24pX3
[− 3p(log(32)− 2 log(am))X3 + 4p (3m2 + p2)X
+ (48m4 + 8p2m2 − 2p4) Y ]
+
a4π
23040pX5
[
4Y (8640m8 + 6720p2m6 + 2368p4m4
+496p6m2 + 51p8)
+pX (−1440(−13 + 50 log(2))m6)
+pX (−5760p2(−1 + log(32))m4)
+pX (−2p4(389 + 450 log(2))m2)
+pX (180 (10m2 − p2)X2 log(am))
+pX (p6(−277 + 450 log(2))) ]
+O(a6)
(F.3)
F.2. Fermionenschleife
In diesem Abschnitt sind die Resultate der asymptotischen Entwicklung fu¨r folgendes
Integral aufgefu¨hrt:
I ′F (a,m, p) = Tr

 ∫
BZ
d2k
DF (m, k + q(p))DF (m, k)

 (F.4)
Es stellt eine Summe mehrerer Integrale von der Form (4.42) dar. Das BPHZ-
renormierte Integral ist einfach IF (a,m, p) ≡ I ′F (a,m, p)− I ′B(a,m, 0).
F.2.1. Nicht-renormiert
I ′F (a,m, p) = −3c4 + 2XπYp + 2π log(m) + 154π
(
9 +
(
27 + 20
√
3
)
π − 189 log(2))
+2π log(a)
−am
36p
[
144 (5m2 + p2)π Y
X
+p
(−81c + 72π (3 log(a) + log (m
4
)
+ log (m2)
))
+p
(
+2π
(
30 +
(
27 + 4
√
3
)
π − 117 log(2))) ]
+O(a2)
(F.5)
F.2.2. BPHZ-renormiert
IF (a,m, p) = +2π
(
X
p
Y − 1
)
+5amπ − 4a (5m2 + p2) Y
pX
+O(a2)
(F.6)
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G. MATHEMATICA-Pakete
G.1. Rekursionsbeziehungen
Das Paket Recurrence kann Rekursionsbeziehungen unter Verwendung des Algo-
rithmus von Laporta lo¨sen.
G.1.1. Befehle
DefineRecurrence[F, {Gleichungen,...} ,{Indizes,...} , Optionen]:
Mit diesem Befehl werden die Rekursionsbeziehungen definiert. Die Syntax
kann man an dem weiter unten folgenden Beispiel ablesen. Es sind folgende
Optionen mo¨glich:
Symmetric: Gruppen von Indizes, die symmetrisch sind.
Priority: Gibt Rangfolge der Indizes an, die bei den Masterintegralen mo¨g-
lichst kleine Werte annehmen sollen. Es ko¨nnen mehrere Indizes zu Grup-
pen zusammengefasst werden. In diesem Fall wird versucht, Masterinte-
grale mit einer mo¨glichst geringen Summe der Indexwerte dieser Gruppe
zu erhalten.
Start: Indexwerte, von denen gestartet wird. Ko¨nnen Variablen sein.
Directory: Verzeichnis, in der die Lo¨sungen gespeichert werden.
Masters: Explizite Angabe gewu¨nschter Masterintegrale.
UndefineRecurrence[F]: Lo¨schen des Symbols F.
SolveRecurrence[F, Bereich]: Lo¨st die Rekursionsbeziehungen fu¨r einen durch
die Liste Bereich bestimmten Indexbereich. Die Liste Bereich muss so lang
sein wie die Liste Priority in DefineRecurrence. Die La¨nge von Bereich ist
i.A. nicht gleich der Zahl der Indizes.
LoadRecurrence[F, Datei]: La¨dt das Symbol F.
SaveRecurrence[F, Datei]: Speichert das Symbol F in der gewu¨nschten Datei ab.
Eine Wiederverwendung mit LoadRecurrence erfordert die Angabe von Di-
rectory in DefineRecurrence.
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G.1. Rekursionsbeziehungen
Beispiel
Dieses Beispiel reproduziert (4.11).
In [ 1 ] := <<Recurrence ‘ ; (* Paket laden *)
In [ 2 ] := Def ineRecurrence [ H, (* d e f i n i e r e n der *)
{n[−1]+a1 [1]+ a2 [1]−2 , (* Rekurs ionsbez iehungen *)
1+2*a1 *( a1 [1]−1)+2*( n+\[Delta ] ) * n [ 1 ] * a1 [ 1 ] * ( a1 [1 ] −1) ,
1+2*a2 *( a2 [1]−1)+2*( n+\[Delta ] ) * n [ 1 ] * a2 [ 1 ] * ( a2 [1 ] −1)} ,
{n , a1 , a2 } , Start−>{i −2 ,1 ,1} , Symmetric−>{a1 , a2 } ,
P r i o r i ty −>{{a1 , a2 } , n} ] ;
In [ 3 ] := SolveRecurrence [H, { 2 , 2 } ] ;
In [ 4 ] := H[{ i , 1 , 1} ] (* Ausgabe des Ergebn i s se s *)
Out[4 ]=
((−4 + 4* i − i ˆ2 + 4*\ [ Delta ] − 2* i *\ [ Delta ] − \ [ Delta ] ˆ2 )*
H[{−2 + i , 1 , 1} ] )/(2*(−1 + i + \ [ Delta ] ) ˆ 2 ) +
((7 − 9* i + 3* i ˆ2 − 9*\ [ Delta ] + 6* i *\ [ Delta ] + 3*\ [ Delta ] ˆ2 )*
H[{−1 + i , 1 , 1} ] )/(2*(−1 + i + \ [ Delta ] ) ˆ 2 )
G.1.2. Quelltext: Recurrence.m
(* *****************************************************************************
* Recurrence .m − a t o o l to so l v e recurrence r e l a t i on s *
***************************************************************************** *)
BeginPackage [ ”Recurrence ‘ ” ] ;
(* de f i n e pu b l i c f unc t i on s *)
(* de f i n e recurrence r e l a t i o n s *)
Def ineRecurrence : : usage = ”Def ineRecurrence [F , eq l , vars , opts ]
F : symbol f o r the f o l l ow i ng r e cu r r ence r e l a t i o n s
eq l : l i s t o f r e cu r r ence r e l a t i o n s
vars : l i s t o f index names
opts : options , can be Symmetric , P r i o r i t y , Start , D i r ectory and Masters ”
Undef ineRecurrence : : usage = ”Undef ineRecurrence [F ] ”
(* f i nd s o l u t i on s to recurrence r e l a t i on s *)
SolveRecurrence : : usage = ”SolveRecurrence [F , max ]
max : index range to s o l v e ”
(* load and save symbol F *)
LoadRecurrence : : usage = ”LoadRecurrence [F, f i l e ] ”
SaveRecurrence : : usage = ”SaveRecurrence [F, f i l e ] ”
(* i s t rue i f a symbol i s a recurrence r e l a t i on *)
RecurrenceQ : : usage = ”RecurrenceQ [F ] ”
(* re tuns a l i s t o f i nd i c e s occurr ing in an equat ion *)
Ind i z e s : : Usage = ”Ind i z e s [F , eq ] ”
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(* opt ions to DefineRecurrence *)
Symmetric : : usage = ””
P r i o r i t y : : usage = ””
Star t : : usage = ””
Directory : : usage = ””
Masters : : usage = ””
(* ge t l i s t o f master i n t e g r a l s , not ye t implemented *)
getMasters : : Usage = ”getMasters [F ] ”
Begin [ ” ‘ Pr ivate ‘ ” ] ;
(* error messages *)
General : : i nvarg = ” i n v a l i d argument : ‘ 1 ‘ ‘ 2 ‘ ”
General : : invarg1 = ” i n v a l i d argument : ‘ 1 ‘ ”
General : : invarg0 = ” i n v a l i d argument . ”
RecurrenceQ [ ] = False ;
(* Ind i z e s [ x ] g i v e s a l i s t o f i nd i c e s occuring in an equat ion x *)
SetAttributes [ Ind i zes , Listable ] ;
I nd i z e s [ F , x ] :=Cases [ x ,F [ ] , { 0 , \ [ Inf inity ] } ] / . F [ i ] :> i ;
(* s imp l i f y index operators *)
SetAttributes [{ IndexVal , IndexAdd } ,HoldFirst ] ;
IndexAdd / :Times [ IndexAdd [ F , i n c1 ] , IndexAdd [ F , i n c2 ] ]=
IndexAdd [F , inc1+inc2 ] ;
IndexAdd / :Power [ IndexAdd [ F , i n c ] , p In t eg e r ]=IndexAdd [F, inc *p ] ;
SetAttributes [ Def ineRecurrence ,HoldFirst ] ;
Options [ Def ineRecurrence ] :={Symmetric−>Null ,
P r i o r i t y−>Null ,
Start−>Null ,
Directory−>Null ,
Masters−>Null } ;
Def ineRecurrence [ F , eq l , vars , o p t s ] := Module [
{sym , pr io , s tar t , d i r , master , optsOK } ,
{optsOK , sym , pr io , s tar t , d i r , master}=checkOptions [F , eql , vars , opts ] ;
I f [ ! optsOK ,Return [Null ] ] ;
i n i tEqua t i on s [F , eql , vars ] ;
i n i tData [F , d i r ] ;
i n i tSymmetr i e s [F, sym ] ;
i n i t P r i o r i t y [F , pr io , s t a r t ] ;
i n i tMas t e r s [F , master ] ;
RecurrenceQ [F]ˆ=True ;
F : : usage=ToString [F]<>” [{ i , j , k , . . . } ] ” ;
Protect [F ] ;
Return [F ] ;
] ;
i n i tEqua t i on s [ F , eq l , va r s ] :=Module [
{ eqs , incOne , range , minInd , maxInd , numInd} ,
numInd=Length [ vars ] ;
numIndizes [F]ˆ=numInd ;
F/ : IndexVal [F [ i ] , n In t eg e r ] := i [ [ n ] ] ;
F/ : IndexAdd [F [ i ] , i n c ] :=F [ i+inc ] ;
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eqs=eq l ;
Do [
incOne=Table [Which [ i==j , 1 ,True , 0 ] , { j , numInd } ] ;
eqs=eqs * IndexAdd [# ,Array [0& ,numInd ] ]
/ . vars [ [ i ] ] [ n In t eg e r ]−>IndexAdd [# , incOne *n ]
/ . vars [ [ i ]]−> IndexVal [# , i ] ;
,{ i , numInd } ] ;
Equations [F]ˆ=Expand[ eqs ] ;
range=Ind i z e s [F , ApplyEqs [F , vars ] ] / .Array [ vars [[#]]−>0& ,numInd ] ;
minInd=(Min/@Transpose [#])&/@range ;
maxInd=(Max/@Transpose [#])&/@range ;
EqRange [F]ˆ=Max/@Transpose [ maxInd−minInd ] ;
Do [
eqs [ [ j ] ]= eqs [ [ j ] ]
/ . IndexVal [# , i ] :>( IndexVal [# , i ]−minInd [ [ j , i ] ] ) ;
,{ j ,Length [ range ] } ] ;
Equations [F]ˆ=Simplify [Expand [ eqs *Thread [ IndexAdd[#,−minInd ] ] ] ] ;
] ;
ApplyEqs [ F , v ] :=Evaluate [ Equations [F ] ]& [Unevaluated [F [ v ] ] ] ;
f i n dF i r s t [ l i s t , e l ement ] :=Module [{p} ,
p=Position [ l i s t , element , 1 , 1 ] ;
Return [ I f [Length [ p]==0 ,0 ,p [ [ 1 , 1 ] ] ] ] ;
] ;
i n i tData [ F , d i r ] :=Module [{} ,
i ndexL i s t [F]ˆ={} ;
dependencies [F]ˆ={} ;
reverseDepend [F]ˆ={} ;
p r o p e r t i e s [F]ˆ={} ;
loadData [F ] ;
Directory [F]ˆ= d i r ;
I f [MatchQ[ d i r ,Null ] ,
initDataRAM [F ] ;
,
initDataHD [F ] ;
] ;
F [ i ndexNr Integer ] := getEquation [F, indexNr ] / ; isKnown [F , indexNr ] ;
F [ i ndex ?VectorQ ] := (F [ indexNumber [F , SortIndex [F , index ] ] ]
/ .F [ i I n t e g e r ] :>F[ getIndex [F , i ] ] )
/ ; isKnown [F , index ] ;
F/ : IndexAdd [F [ i ] , i n c ] :=F[ indexNumber [F , SortIndex [F , i+inc ] ] ] ;
] ;
loadData [ F ] :=Module [{ i L i s t , deps , revDeps , props } ,
i L i s t=indexL i s t [F ] ;
deps=dependencies [F ] ;
revDeps=reverseDepend [F ] ;
props=p r op e r t i e s [F ] ;
F/ : indexNumber [F , index ] :=Module [{ nr } ,
I f [ ! OrderedIndexQ [F , index ] ,Print [ ”Fehler : ” , index ] ] ;
nr=f i n dF i r s t [ i L i s t , index ] ;
I f [ nr==0,
i L i s t=Append [ i L i s t , index ] ;
deps=Append [ deps , { } ] ;
revDeps=Append [ revDeps , { } ] ;
props=Append [ props ,{False } ] ;
Return [Length [ i L i s t ] ] ;
,
Return [ nr ] ;
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] ;
] ;
F/ : getIndex [F , i ] := i L i s t [ [ i ] ] ;
F/ : probeIndexNumber [F , index ] := f i n dF i r s t [ i L i s t , index ] ;
F/ : setKnown [F , indexNr ] := ( props [ [ indexNr , 1 ] ]=True ; ) ;
F/ : isKnown [F , indexNr Integer ] := props [ [ indexNr , 1 ] ] ;
F/ : isKnown [F , index ?VectorQ ] :=Module [{ indexNr } ,
I f [Length [ index ] != numIndizes [F ] ,Return [ False ] ; ] ;
indexNr=probeIndexNumber [F , SortIndex [F , index ] ] ;
Return [ ( indexNr !=0)&&isKnown [F , indexNr ] ] ;
] ;
F/ : setRevDep [F , indexNr , revDep ] := ( revDeps [ [ indexNr ] ]= revDep ; ) ;
F/ : getRevDep [F , indexNr ] := revDeps [ [ indexNr ] ] ;
F/ : setDependenc ie s [F , indexNr , depend ] := ( deps [ [ indexNr ] ]= depend ; ) ;
F/ : getDependencies [F , indexNr ] := deps [ [ indexNr ] ] ;
saveData [F] := (
i ndexL i s t [F]ˆ= i L i s t ;
dependencies [F]ˆ=deps ;
reverseDepend [F]ˆ=revDeps ;
p r op e r t i e s [F]ˆ=props ;
) ;
] ;
SaveRecurrence [ F , f i l e ] :=Module [{} ,
Unprotect [F ] ;
saveData [F ] ;
Save [ f i l e ,F ] ;
] ;
LoadRecurrence [ F , f i l e ] :=Module [{} ,
Get [ f i l e ] ;
loadData [F ] ;
Protect [F ] ;
] ;
initDataRAM [ F ] :=Module [{} ,
F/ : s tor eEquat i on [F , indexNr , eq ] :=
( equation [F , indexNr ]=eq ;
setKnown [F , indexNr ] ;
Update [ F ] ; ) ;
F/ : getEquation [F, indexNr ] := equation [F , indexNr ] ;
] ;
initDataHD [ F ] :=Module [{maxFilesPerDir } ,
maxFilesPerDir =500;
f i l eName [F , indexNr ] :=ToFileName [{Directory [F ] ,
StringJoin [ToString [F ] ,ToString [
Floor [ indexNr /maxFilesPerDir ] *maxFilesPerDir ] ] } ,
StringJoin [ToString [F ] ,ToString [ indexNr ] , ” .m” ] ] ;
F/ : s tor eEquat i on [F , indexNr , equat i on ] :=Module [{dname , fname } ,
fname=f i l eName [F , indexNr ] ;
dname=DirectoryName [ fname ] ;
I f [ !MatchQ[FileType [ dname ] ,Directory ] ,
CreateDirectory [ dname ] ;
] ;
Export [ fname , equation ] ;
setKnown [F , indexNr ] ;
Update [ F ] ;
] ;
F/ : getEquation [F, indexNr ] := Import [ f i l eName [F , indexNr ] ] ;
] ;
removeDoubles [ l i s t ] :=Module [{ i , j , l } ,
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l=l i s t ;
For [ i =1, i<Length [ l ] , i ++,
For [ j=i +1, j<=Length [ l ] ,
I f [MatchQ[ l [ [ i ] ] , l [ [ j ] ] ] ,
l=Delete [ l , j ] ;
,
j++;
] ;
] ;
] ;
Return [ l ] ;
] ;
i n i tMas t e r s [ F , master ] :=Module [{ i , masters } ,
masters=removeDoubles [ indexNumber [F , SortIndex [F,#]]&/@master ] ;
F/ : getMasters [F]=masters ;
F/ : i sMaster [F , indexNr ] :=MemberQ[ getMasters [F ] , indexNr ] ;
] ;
i n i tSymmetr ie s [ F , sym ] :=Module [{ i , j , sortF , orderF , tk , st , or } ,
I f [Length [ sym ] !=0 ,
sortF={};
orderF=True ;
j =1;
For [ i =1, i<=Length [ sym ] , i++,
I f [ sym [ [ i , 1 ] ] ! = j ,
sor tF=Append [ sortF , tk [# ,{ j , sym [ [ i , 1 ] ] − 1 } ] ]
] ;
sor tF=Append [ sortF , s t [ tk [# ,{sym [ [ i , 1 ] ] ,
sym [ [ i , 2 ] ] } ] ] ] ;
orderF=orderF&&or [ tk [# ,{sym [ [ i , 1 ] ] , sym [ [ i , 2 ] ] } ] ] ;
j=sym [ [ i , 2 ] ]+ 1 ;
] ;
I f [ j<=numIndizes [F ] ,
sor tF=Append [ sortF , tk [# ,{ j , numIndizes [F ] } ] ]
] ;
s o r t [F]ˆ= sortF ;
order [F]ˆ=orderF ;
F/ : SortIndex [F , i ] :=Flatten [Evaluate [ s o r t [F ] ]& [ i ]
/ . tk−>Take/ . st−>Sort ] ;
F/ : OrderedIndexQ [F , i ] :=Evaluate [ order [F ] ]& [ i ]
/ . tk−>Take/ . or−>OrderedQ ;
,
F/ : SortIndex [F , i ]= i ;
OrderedIndexQ [F , ]ˆ=True ;
] ;
] ;
i n i t P r i o r i t y [ F , pr i o , s t ] :=Module [{ i , j , k , loopInd , loopIndF , sum , s t a r t } ,
s t a r t=SortIndex [F , s t ] ;
loopIndF=Array [0& , numIndizes [F ] ] ;
j =1;
For [ i =1, i<=Length [ p r i o ] , i++,
sum=0;
For [ k=1,k<Length [ p r i o [ [ i ] ] ] , k++,
j++;
loopIndF [ [ p r i o [ [ i , k ] ] ] ] = loopInd [ j ] ;
sum+=loopInd [ j ] ;
] ;
j++;
loopIndF [ [ p r i o [ [ i ,Length [ p r i o [ [ i ] ] ] ] ] ] ] =
loopInd [ j−Length [ p r i o [ [ i ] ] ] ] − sum ;
] ;
F/ : LoopToIndex [F , mul t i ] := ( loopIndF / . loopInd−>multi )+ s t a r t ;
F/ : LoopRange [F , i , min , max ] :=
Sequence@@LoopPriority [ pr io , i , min ,max ] ;
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F/ : ChooseIndex [F, l ] :=Module [{ ind } ,
ind=DeleteCases [ l , ?( i sMaster [F,# ]&) ] ;
I f [Length [ ind ]==0, ind=l ] ;
Return [ ind [ [ MinPr ior i ty [ pr io ,
( getIndex [F,#]− s t a r t )&/@ind ] ] ] ] ;
] ;
F/ : checkMax [F , max ] :=VectorQ [max , ( IntegerQ [#]&&NonNegative [#])&]
&&(Length [max]==Length [ p r i o ] ) ;
F/ : checkMin [F , min ] :=VectorQ [ min , ( IntegerQ [#]&&NonPos i t ive [#])&]
&&(Length [ min]==Length [ p r i o ] ) ;
] ;
(* determine p r i o r i t y to loop over i nd i c e s *)
LoopPr ior i ty [ pr i o , l i , min , max ] :=Module [{ ret , i , j , k , sum} ,
r e t ={};
k=1;
For [ i =1, i<=Length [ p r i o ] , i ++,
I f [Length [ p r i o [ [ i ] ] ]==1 ,
r e t=Append [ r et ,{ l i [ k ] , min [ [ i ] ] , max [ [ i ] ] } ] ;
,
r e t=Append [ r et ,{ l i [ k ] , 0 ,max [ [ i ] ] } ] ;
] ;
sum=l i [ k ] ;
k++;
For [ j =1, j<Length [ p r i o [ [ i ] ] ] , j++,
r e t=Append [ r et ,{ l i [ k ] , 0 , sum } ] ;
sum−=l i [ k ] ;
k++;
] ;
] ;
Return [ r e t ] ;
] ;
(* determine which index in an equat ion has the l e a s t p r i o r i t y , c a l l e d by
ChooseIndex *)
MinPr ior i ty [ pr i o , l i s t ] :=Module [{ i , j , k , l , v , lsum , nsum} ,
l= l i s t ;
For [ i =1, i<=Length [ p r i o ] , i ++,
lsum=Sum[ l [ [ 1 , p r i o [ [ i , j ] ] ] ] , { j ,Length [ p r i o [ [ i ] ] ] } ] ;
For [ k=2,k<=Length [ l ] ,
nsum=Sum[ l [ [ k , p r i o [ [ i , j ] ] ] ] ,
{ j ,Length [ p r i o [ [ i ] ] ] } ] ;
Which [ lsum>nsum ,
l=Delete [ l , k ] ;
, lsum==nsum ,
k++;
, lsum<nsum ,
l=Drop [ l , k−1] ;
lsum=nsum ;
] ;
] ;
I f [Length [ l ]==1,Return [ f i n dF i r s t [ l i s t , l [ [ 1 ] ] ] ] ; ] ;
] ;
For [ i =1, i<=Length [ p r i o ] , i ++,
I f [Length [ p r i o [ [ i ] ] ]==1 ,Continue [ ] ; ] ;
For [ j =1, j<=Length [ p r i o [ [ i ] ] ] , j++,
v=pr i o [ [ i , j ] ] ;
For [ k=2,k<=Length [ l ] ,
Which [ l [ [ k−1,v ] ]> l [ [ k , v ] ] ,
l=Delete [ l , k ] ;
, l [ [ k−1,v]]== l [ [ k , v ] ] ,
k++;
, l [ [ k−1,v ] ]< l [ [ k , v ] ] ,
l=Drop [ l , k−1] ;
] ;
] ;
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] ;
I f [Length [ l ]==1,Return [ f i n dF i r s t [ l i s t , l [ [ 1 ] ] ] ] ; ] ;
] ;
Return [ f i n dF i r s t [ l i s t , l [ [ 1 ] ] ] ] ;
] ;
SetAttributes [{ checkOptions , SymbolQ} ,HoldFirst ] ;
l i s tAnd [{ i } ] :=And[ i ] ;
SymbolQ [ s ] :=MatchQ[Head [Unevaluated [ s ] ] ,Symbol ] ;
checkOptions [ F , eq l , vars , o p t s ] := Module [
{sym , pr io , s tar t , d i r , master , e r r or , nsym , npr io } ,
e r r o r={False , 0 , 0 , 0 , 0 , 0 } ;
{sym , pr io , s tar t , d i r , master}=
({ Symmetric , P r i o r i t y , Start ,Directory , Masters}
/ .{ opts }/ .Options [ Def ineRecurrence ] ) ;
I f [ ! SymbolQ [F ] ,
Message [ Def ineRecurrence : : invarg ,F , ” i s not a symbol . ” ] ;
Return [ e r r o r ] ;
] ;
I f [MemberQ[Attributes [F ] ,Protected ]&&!RecurrenceQ [F ] ,
Message [ Def ineRecurrence : : invarg ,F , ” i s protected . ” ] ;
Return [ e r r o r ] ;
] ;
I f [ !VectorQ [ e q l ] ,
Message [ Def ineRecurrence : : invarg1 ,
”Equations have wrong format . ” ] ;
Return [ e r r o r ] ;
] ;
I f [ !VectorQ [ vars , SymbolQ ] ,
Message [ Def ineRecurrence : : invarg1 , vars ] ;
Return [ e r r o r ] ;
] ;
I f [ !MatchQ[ d i r ,Null ] ,
I f [ !MatchQ[FileType [ d i r ] ,Directory ] ,
Message [ Def ineRecurrence : : invarg , di r ,
”does not e x i s t . ” ] ;
Return [ e r r o r ] ;
] ;
d i r=ToFileName [ di r ,ToString [F ] ] ;
I f [ !MatchQ[FileType [ d i r ] ,Directory ] ,CreateDirectory [ d i r ] ; ] ;
] ;
I f [ s t a r t==Null , s t a r t=Array [0& ,Length [ vars ] ] ] ;
I f [ ( !VectorQ [ s t a r t ] ) | | ( Length [ s t a r t ] !=Length [ vars ] ) ,
Message [ Def ineRecurrence : : invarg , ”Star t −>” , s t a r t ] ;
Return [ e r r o r ] ;
] ;
I f [ master==Null , master ={} ; ] ;
I f [ ! checkMaster [ master , vars ] ,
Message [ Def ineRecurrence : : invarg , ”Masters −>” , master ] ;
Return [ e r r o r ] ;
] ;
nsym=checkSym [ sym , vars ] ;
I f [ nsym==Null ,
Message [ Def ineRecurrence : : invarg , ”Symmetric −>” , sym ] ;
Return [ e r r o r ] ;
] ;
npr io=checkPr io [ pr io , vars ] ;
I f [ npr io==Null ,
Message [ Def ineRecurrence : : invarg , ”P r i o r i t y −>” , p r i o ] ;
Return [ e r r o r ] ;
] ;
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Unprotect [F ] ;
ClearAll [F ] ;
Return [{True , nsym , nprio , s tar t , d i r , master } ] ;
] ;
checkMaster [ master , va r s ] :=Module [{ i } ,
I f [ !MatchQ[Head [ master ] , List ] ,Return [ False ] ] ;
For [ i =1, i<=Length [ master ] , i++,
I f [ ( !VectorQ [ master [ [ i ] ] ] ) | |
(Length [ master [ [ i ] ] ] ! =Length [ vars ] ) ,
Return [ False ] ;
] ;
] ;
Return [True ] ;
] ;
checkSym [ sym , va r s ] :=Module [{nsym , i , l a s t } ,
I f [ sym==Null ,Return [ { } ] ; ] ;
I f [ !MatchQ[Head [ sym ] , List ] ,Return [Null ] ; ] ;
I f [Length [ sym]==0,Return [ { } ] ; ] ;
nsym=sym/ .Array [ ( vars [[#]]−>#)&,Length [ vars ] ] ;
I f [ (Length [ nsym]==2)&&(VectorQ [ nsym , IntegerQ ] ) , nsym={nsym } ; ] ;
I f [ (Length [ nsym [ [ 1 ] ] ] ! = 2 ) | | ( !MatrixQ [ nsym , IntegerQ ] ) ,
Return [Null ] ;
] ;
nsym=Sort [ Sort/@nsym ] ;
l a s t =0;
For [ i =1, i<=Length [ nsym ] , i++,
I f [ nsym [ [ i ,1]]<= la s t ,Return [Null ] ; ] ;
l a s t=nsym [ [ i , 2 ] ] ;
] ;
I f [ l a s t>Length [ vars ] ,Return [Null ] ; ] ;
Return [ nsym ] ;
] ;
checkPr io [ pr i o , va r s ] :=Module [{ nprio , c l i s t , i , j } ,
I f [ p r i o==Null ,Return [Array[{#}&,Length [ vars ] ] ] ; ] ;
I f [ !MatchQ[Head [ p r i o ] , List ] ,Return [Null ] ; ] ;
npr io=pr i o / .Array [ ( vars [[#]]−>#)&,Length [ vars ] ] ;
c l i s t=Array [ False&,Length [ vars ] ] ;
For [ i =1, i<=Length [ npr io ] , i ++,
I f [ IntegerQ [ npr io [ [ i ] ] ] , npr io [ [ i ] ]={ npr io [ [ i ] ] } ; ] ;
I f [ ( !VectorQ [ npr io [ [ i ] ] , ( IntegerQ [#]
&&(0<#<=Length [ vars ] ) )& ] )
| | ( Length [ npr io [ [ i ] ] ]==0) ,
Return [Null ] ;
] ;
For [ j =1, j<=Length [ npr io [ [ i ] ] ] , j++,
I f [ c l i s t [ [ npr io [ [ i , j ] ] ] ] , Return [Null ] ; ] ;
c l i s t [ [ npr io [ [ i , j ] ] ] ] =True ;
] ;
] ;
I f [ ! l i s tAnd [ c l i s t ] ,Return [Null ] ; ] ;
Return [ npr io ] ;
] ;
Undef ineRecurrence [F] :=Module [{} ,
I f [ ! RecurrenceQ [F ] ,
Message [ Undef ineRecurrence : : invarg0 ] ;
Return [Null ] ;
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] ;
Unprotect [F ] ;
ClearAll [ F ] ;
Return [Null ] ;
] ;
Masters [ F ] := getIndex [F,#]&/@getMasters [F ] ;
SolveRecurrence [ F , min , max ] :=Module [
{multi , range , index } ,
I f [ ! RecurrenceQ [F ] ,
Message [ SolveRecurrence : : invarg1 ,F ] ;
Return [Null ] ;
] ;
I f [ ! checkMax [F ,max ] ,
Message [ SolveRecurrence : : invarg1 ,max ] ;
Return [Null ] ;
] ;
I f [ ! checkMin [F , min ] ,
Message [ SolveRecurrence : : invarg1 , min ] ;
Return [Null ] ;
] ;
Unprotect [F ] ;
range=LoopRange [F , multi , min ,max ] ;
Do [
index=LoopToIndex [F , mult i ] ;
(* r e spe c t symmetries *)
I f [ ! OrderedIndexQ [F , index ] ,Continue [ ] ] ;
(* s o l v e f o r index with l e a s t p r i o r i t y and add equat ion *)
AddEquations [F , index ] ;
,Evaluate [ range ] ] ;
Protect [F ] ;
Return [F ] ;
] ;
SolveRecurrence [ F , max ] := SolveRecurrence [F ,Array [0& ,Length [max ] ] , max ] ;
changeDependencies [ F , indexNr , new ] :=Module [{ i , j , p , rd , de l } ,
de l=getDependencies [F , indexNr ] ;
For [ i =1, i<=Length [ new ] , i++,
j=new [ [ i ] ] ;
p=f i n dF i r s t [ del , j ] ;
I f [ p==0,
setRevDep [F , j ,Append [ getRevDep [F , j ] , indexNr ] ] ;
,
de l=Delete [ del , p ] ;
] ;
] ;
For [ i =1, i<=Length [ de l ] , i ++,
j=de l [ [ i ] ] ;
rd=getRevDep [F , j ] ;
p=f i n dF i r s t [ rd , indexNr ] ;
I f [ p !=0 , setRevDep [F , j ,Delete [ rd , p ] ] ; ] ;
] ;
setDependenc ies [F , indexNr , new ] ;
] ;
AddEquations [ F , index ] :=Module [{ i , k , l , ind , eqs , eq , known , revdep } ,
eqs=ApplyEqs [F , index ] ;
For [ i =1, i<=Length [ eqs ] , i ++,
eq=eqs [ [ i ] ] ;
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eq=Collect [ eq ,F/@Indizes [F , eq ] ,Together ] ;
ind=Ind i z e s [F , eq ] ;
I f [Length [ ind ]==0,Continue [ ] ; ] ;
(* choose index with l e a s t p r i o r i t y . . . *)
k=ChooseIndex [F , ind ] ;
(* and so l v e f o r i t *)
eq=−(eq / .F [ k]−>0)/Coefficient [ eq ,F [ k ] ] ;
ind=DeleteCases [ ind , k ] ;
eq=Collect [ eq ,F/@ind ,Together ] ;
s to r eEquat i on [F , k , eq ] ;
changeDependencies [F , k , ind ] ;
(* r e v e r s e dependencies and back s u b s t i t u t i on *)
revdep=getRevDep [F , k ] ;
For [ l =1, l<=Length [ revdep ] , l++,
k=revdep [ [ l ] ] ;
eq=F [ k ] ;
eq=Collect [ eq ,F/@Indizes [F , eq ] ,Together ] ;
s to r eEquat i on [F , k , eq ] ;
ind=Ind i z e s [F , eq ] ;
changeDependencies [F , k , ind ] ;
] ;
] ;
] ;
End [ (* ”‘ Private ‘ ”*) ] ;
EndPackage [ (*Recurrence ‘ *) ] ;
G.2. Entwicklung von Ein-Schleifenintegralen
Das Paket LoopExp implementiert die asymptotische Entwicklung von Ein-Schleifen-
integralen fu¨r die in dieser Arbeit verwendeten Gitterableitungen. Es ist momentan
auf d = 2 Dimensionen und einenWilson-Parameter r = 1 beschra¨nkt. Fu¨r andere
Werte von d oder r muss jedoch lediglich die Wahl der Masterintegrale angepasst
werden. Vor Benutzung dieses Paketes muss das Verzeichnis soft angelegt werden.
G.2.1. Befehle
LoopExp[o, a, c, bl, fl, el, fp]: o ist die Ordnung in der Gitterkonstanten a,
bis zu der entwickelt werden soll. c ist die numerische Konstante (4.61). fp gibt
das Symbol fu¨r die Feynman-Parameter an. bl und fl sind Listen mit einem
Eintrag fu¨r jeden der Terme DB und DG in (4.42). Die Eintra¨ge von bl und
fl haben die Form {Masse,{ImpulsX,ImpulsY},Exponent}. Die Eintra¨ge von
el sind {{px,py},{qx,qy}} und entsprechen einem Term
∑
j D
E(pj)D
E(qj).
Einzelne Terme DE(pj) sind prinzipiell mo¨glich, dazu muss im Wesentlichen
die Parameteru¨bergabe anders gestaltet werden.
Das Ergebnis in Abha¨ngigkeit von den physikalischen Impulsen erha¨lt man,
indem man in der Entwicklung alle p durch 1
a
tan(ap
2
) ersetzt. Die Feynman-
Parameter sind u¨ber das Intervall [0, 1] zu integrieren.
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HardStart[Zahl]: Initialisiere Rekursionsbeziehungen. Zahl ist der Startindex fu¨r
den Bosonenpropagator. Dieser muss angegeben werden, weil er negativ werden
kann.
SolveHard[b, f, i]: Lo¨se Rekursionsbeziehungen fu¨r einen bestimmten Indexbe-
reich.
SaveHard[]: Speichere Rekursionsbeziehungen.
LoadHard[]: Lade Rekursionsbeziehungen.
Beispiel
Dieses Beispiel reproduziert (F.3).
(* Lade Paket *)
In [ 1 ] := << LoopExp ‘ ;
(* Lo¨se Rekurs ionsbez iehungen *)
In [ 2 ] := HardStart [ −1 ] ;
In [ 3 ] := SolveHard [ 5 , 2 , 5 ] ;
(* Fu¨hre Entwick lung durch *)
In [ 4 ] := e=LoopExp [ 4 , a , c ,{{m,{0 ,0} , 1} ,{m,{p ,0} , 1}} ,{} ,{} , fp ] ;
(* Erse t z e p durch ph y s i k a l i s c h e n Impuls *)
In [ 5 ] := et=Series [ e / . p−>Tan [ a*p/2]/ a , {a , 0 , 4 } ] ;
(* I n t e g r i e r e u¨ber Feynman−Parameter *)
In [ 6 ] := e in t=Collect [Normal [ e t ] , a ,
Fu l l S imp l i f y [
Integrate [Apart [#] , { fp [ 1 ] , 0 , 1} ,
GenerateCondit ions −> False ] ] & ] ;
G.2.2. Quelltext: LoopExp.m
(* *****************************************************************************
* LoopExp .m − expands one loop l a t t i c e i n t e g r a l s around a=0 *
***************************************************************************** *)
BeginPackage [ ”LoopExp ‘ ” ] ;
(* de f i n e pu b l i c f unc t i on s *)
LoopExp : : usage = ”LoopExp [ o , a , nc , bl , f l , f e , fp ]
o : order in a ,
a : l a t t i c e spacing ,
nc : name f o r numer ical constant ,
b l : l i s t o f boson propagators ,
f l : l i s t o f f ermion propagators ,
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f e : l i s t o f extra fermion propagators in the denominator ,
fp : name f o r Feynman parameters ”
HardStart : : usage = ”HardStart [ bs ]
Spec i f y boson index bs from where to s t a r t s o l v i ng r e cu r r ence r e l a t i o n s .
Must be c a l l e d be f o r e SolveHard . ”
SolveHard : : usage = ”SolveHard [ br , f r , nr ]
sove r e cu r r ence r e l a t i o n s over index range {br , f r , nr} ”
SaveHard : : usage = ”SaveHard [ ] : save s o l u t i o n s f o r r e cu r r ence r e l a t i o n s ”
LoadHard : : usage = ”LoadHard [ ] : l oad s o l u t i o n s f o r r e cu r r ence r e l a t i o n s ”
(* recurrence r e l a t i on s and re gu l a t o r are pu b l i c *)
F ;
\ [ Delta ] ;
Begin [ ” ‘ Pr ivate ‘ ” ] ;
Needs [ ”Recurrence ‘ ” ] ;
(* some smal l f unc t i on s *)
l i s tAnd [{ i } ] :=And[ i ] ;
sq [ x ] :=x . x ;
PlusToList [ x ] := I f [MatchQ[Head [ x ] ,Plus ] , List@@x ,{ x } ] ;
(* **
* s o l v e kontinuum Feynman i n t e g r a l s using Feynman parameters
*)
(* main funct ion , i n t e g r a t e s a s i n g l e summand *)
f i n t [m , p , e , v , f p ] := Module [
{ ret , i , esum , numer , denom , param , exp , np , x , dim , c l , v2 , j , d i r } ,
np=Length [m] ;
dim=Length [ p [ [ 1 ] ] ] ;
esum=Sum[ e [ [ i ] ] , { i , np } ] ;
x=Array [ d i r [#]&,dim ] ;
param=Array [ fp [#]&,np ] ;
param [ [ np]]=1−Sum[ fp [ i ] , { i , np−1} ] ;
denom=0;
numer=1;
For [ i =1, i<=np , i++,
denom+=param [ [ i ] ] * ( sq [ x+p [ [ i ] ] ] +m[ [ i ] ] ˆ 2 ) ;
numer*=param [ [ i ] ] ˆ ( e [ [ i ] ] −1 ) ;
] ;
c l=(Coefficient [ denom ,# ,1]&/@x)/2 ;
denom=Expand [ denom−sq [ x+c l ] ] ;
I f [ denom==0,Return [ 0 ] ; ] ;
r e t=PlusToList [Expand [Product [ ( x [ [ i ] ]− c l [ [ i ] ] ) ˆ v [ [ i ] ] , { i , dim } ] ] ] ;
For [ j =1, j<=Length [ r e t ] , j++,
v2=Exponent [ r e t [ [ j ] ] , x ] ;
exp=esum−(Sum[ v2 [ [ i ] ] , { i , dim}]+dim )/2 ;
I f [ ! l i s tAnd [EvenQ/@v2 ] ,
r e t [ [ j ] ]=0 ;
Continue [ ] ;
] ;
r e t [ [ j ] ]=Together [ r e t [ [ j ] ] /Product [ x [ [ i ] ] ˆ v2 [ [ i ] ] , { i , dim } ] ]
*FunctionExpand [Gamma[ exp ]
/Product [Gamma[ e [ [ i ] ] ] , { i , np } ]
*Product [Gamma[(1+ v2 [ [ i ] ] ) / 2 ] , { i , dim } ] ]
*numer/denomˆexp ;
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] ;
Return [ Plus@@ret ] ;
] ;
(* r u l e s to s p l i t sums of i n t e g r a l s *)
f i n t / : f i n t [m , p , e1 , v ] ˆ ( e2 ):= f i n t [m, p , e1*e2 , v* e2 ] ;
f i n t / : f i n t [{m1 } ,{ p1 } ,{ e1 } , v1 ]* f i n t [{m2 } ,{ p2 } ,{ e2 } , v2 ] :=
f i n t [{m1,m2} ,{p1 , p2 } ,{ e1 , e2 } , v1+v2 ] ;
i n tv / : i ntv [ v ] ˆ e := intv [ v* e ] ;
i n tv / : i ntv [ v1 ]* f i n t [m , p , e , v2 ] := f i n t [m, p , e , v1+v2 ] ;
un i t [ i , dim ] :=Module [{ j } ,Table [Which [ i==j , 1 ,True , 0 ] , { j , dim } ] ] ;
(* i n t e g r a t e sums of Feynman i n t r e g r a l s using f i n t *)
f I n t e g r a t e [ i n t , prop , x , dim , f p ] := ( i n t
/ . prop [m , p ] :> f i n t [{m} ,{p} ,{−1} ,Array [0& ,dim ] ]
/ . ( x[[#]]−> i n tv [ un i t [# ,dim ] ]&/@Range [ dim ] )
/ . f i n t [ opt ] :> f i n t [ opt , fp ] ) ;
(* **
* Functions to so lve , save and re s t o r e recurrence r e l a t i o n s
*)
(* Wilson parameter *)
r =1;
(* dimension *)
dim=2;
(* r e gu l a t o r *)
reg=\[ Delta ] ;
HardStart [ bs ] :=Module [{ a1 , a2 , b , f , masters , recEq } ,
recEq={ b[−1]+a1 [1 ]+ a2 [1 ]−2 ,
f [−1]+a1 [1 ]+ a2 [1]−2+( a1 [1]−1)ˆ2+(a2 [1 ]−1)ˆ2
−r ˆ2*( a1 [1 ]+ a2 [1 ] −2)ˆ2 ,
( f [−1]+a1 [ 1 ] * ( a1 [1]−1)+ a2 [ 1 ] * ( a2 [1 ] −1))* b[2]− r ˆ2 ,
1+2 f *a1 [ 1 ] * ( a1 [1 ]−1)* f [ 1 ] * ( 2 * a1 [1]−1−2* r ˆ2*( a1 [1 ]+ a2 [1 ] −2))
+2*a1 *( a1 [1]−1)+2*(b+reg )* a1 [ 1 ] * ( a1 [1 ]−1)*b [ 1 ] ,
1+2 f *a2 [ 1 ] * ( a2 [1 ]−1)* f [ 1 ] * ( 2 * a2 [1]−1−2* r ˆ2*( a1 [1 ]+ a2 [1 ] −2))
+2*a2 *( a2 [1]−1)+2*(b+reg )* a2 [ 1 ] * ( a2 [1 ]−1)*b [ 1 ] } ;
masters={{ −1 ,0 ,1 ,1} ,{0 ,0 ,1 ,1} ,{ −1 ,1 ,1 ,1} ,{ −1 ,1 ,1 ,2}} ;
Def ineRecurrence [F , recEq ,{b , f , a1 , a2 } , P r i o r i t y −>{{1} ,{3 ,4} ,{2}} ,
Symmetric−>{{3 ,4}} , Masters−>masters ,
Start−>{bs , 0 , 0 , 0} ,Directory−>” . ” ] ;
] ;
SolveHard [ b , f , a ] := SolveRecurrence [F, {b , a , f } ] ;
SaveHard [ ] := SaveRecurrence [F , ” . /F/F .m” ] ;
LoadHard [ ] := LoadRecurrence [F , ” . /F/F .m” ] ;
(* **
* f unc t i on s to save s o f t par t on HD
*)
sname=” s o f t ” ;
mySave [ f , e ] :=Put [ e ,Evaluate [ f ] ] ;
myLoad [ f ] :=Get [Evaluate [ f ] ] ;
mySuff ix=” .m” ;
f i l eName [ s ] :=ToFileName [{ ” . ” , sname } ,StringJoin [ s , mySuff ix ] ] ;
s av eF i l e [ s , ex ] :=mySave [ f i l eName [ s ] , ex ] ;
l o adF i l e [ s ] :=myLoad [ f i l eName [ s ] ] ;
maxFilesPerDir =500;
f i l eName [ s , n ] :=ToFileName [{ ” . ” , sname , StringJoin [ s ,
ToString [ Floor [ n/maxFilesPerDir ] *maxFilesPerDir ] ] } ,
StringJoin [ s ,ToString [ n ] , mySuff ix ] ] ;
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s aveF i l e [ s , n , ex ] :=Module [{dname , fname } ,
fname=f i l eName [ s , n ] ;
dname=DirectoryName [ fname ] ;
I f [ !MatchQ[FileType [ dname ] ,Directory ] ,
CreateDirectory [ dname ] ;
] ;
mySave [ fname , ex ] ;
] ;
l o adF i l e [ s , n ] :=myLoad [ f i l eName [ s , n ] ] ;
(* **
* own implementation of Se r i e s [ ] , saves re sources
*)
s o f t S e r i e s [ exp , reg , a , amax ] :=Module [{ l , i } ,
l=PlusToList [Expand[ exp ] ] ;
For [ i =1, i<=Length [ l ] , i ++,
l [ [ i ] ]=Cancel [ r eg * l [ [ i ] ] / . reg−>0]/reg
+Cancel [D[ r eg * l [ [ i ] ] , r eg ] / . reg −>0];
] ;
l=CoefficientList [ Plus@@l , a ] ;
l=Together [Take [ l ,Min[ amax+1,Length [ l ] ] ] ] ;
For [ i=Length [ l ] , i>=1,i−−,
I f [ !MatchQ[ l [ [ i ] ] , 0 ] ,Break [ ] ; ] ;
l=Delete [ l , i ] ;
] ;
Return [ l ] ;
] ;
(* **
* main funct ion , expands s o f t and hard par t
*)
LoopExp [ o , a , nc , bl , f l , f e , f p ] := Module [
{ co e f f , nb , nf , x , p ,ma, s o f t , hard , h , i , j , bprop , pos , coL i s t , dexp ,
p1 , p2 , minpot ,H, s h i f t , numfp , div , masters , n i l ,DF,DB, sum ,
k , zeros , lsum , intc , hardtime , so f t t ime , simptime } ,
(* number o f boson propagators *)
nb=Sum[ b l [ [ j , 3 ] ] , { j ,Length [ b l ] } ] ;
(* number o f fermion propagators *)
nf=Sum[ f l [ [ j , 3 ] ] , { j ,Length [ f l ] } ] ;
(* number o f ’ extra ’ fermion propagators in denominator *)
ne=Length [ f e ] ;
(* l e ad ing order o f hard par t i s aˆ s h i f t *)
s h i f t =2*(nb+nf−ne)−dim ;
(* t o t a l l e ad ing order i s aˆminpot *)
minpot=Min[ 0 , s h i f t ] ;
(* prepare some v a r i a b l e s *)
x=Array [Unique [ ]& , dim ] ;
c o e f f=Array [0& ,o−minpot+1] ;
s aveF i l e [ ” c o e f f ” , c o e f f ] ;
n i l=Array [0& ,dim ] ;
p i =1;
setP [ p ] := a*p ;
I f [ o<minpot ,Return [ SeriesData [ a , 0 ,{} , minpot , minpot , 1 ] ] ; ] ;
(* determine propagator f o r the r e gu l a t o r *)
pos=Select [ Join [ bl , f l ] ,# [ [ 3 ] ] >0& , 1 ] ;
I f [Length [ pos ]==0,
p=n i l ;
ma=0;
,
p=setP [ pos [ [ 1 , 2 ] ] ] ;
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ma=a*pos [ [ 1 , 1 ] ] / 2 ;
] ;
(* **
* prepare s o f t and hard
*)
(* in t roduce r e gu l a t o r and measure *)
s o f t=Product [1/(1+h*x [ [ j ] ] ˆ 2 ) , { j , dim } ]*
(h*Sum [ ( p [ [ j ] ]+x [ [ j ] ] ) ˆ2/ ( (1+h*x [ [ j ] ] ˆ2) (1+ h*p [ [ j ] ] ˆ 2 ) )
−(p [ [ j ] ]+x [ [ j ] ] ) ˆ 2 , { j , dim } ]
+bprop [ma, p])ˆ(− reg ) ;
hard=H[ Join [{0 , 0} ,Array [1& ,dim ] ] ] *DB[ma, p , h]ˆ(− reg ) ;
(* boson propagators *)
For [ i =1, i<=Length [ b l ] , i++,
p=setP [ b l [ [ i , 2 ] ] ] ;
ma=a* bl [ [ i , 1 ] ] / 2 ;
I f [ b l [ [ i , 3 ] ] >0 ,
s o f t *=(h*Sum[ ( p [ [ j ] ]+x [ [ j ] ] ) ˆ 2
/((1+h*x [ [ j ] ] ˆ2)* (1+ h*p [ [ j ] ] ˆ 2 ) )
−(p [ [ j ] ]+x [ [ j ] ] ) ˆ 2 , { j , dim } ]
+bprop [ma, p])ˆ(− bl [ [ i , 3 ] ] ) ;
,
s o f t *=(Sum[ ( p [ [ j ] ]+x [ [ j ] ] ) ˆ 2
/((1+h*x [ [ j ] ] ˆ2)* (1+ h*p [ [ j ] ] ˆ 2 ) )
,{ j , dim}]+maˆ2)ˆ(− bl [ [ i , 3 ] ] )
] ;
hard*=DB[ma, p , h]ˆ(− bl [ [ i , 3 ] ] ) ;
] ;
(* fermion propagators *)
For [ i =1, i<=Length [ f l ] , i++,
p=setP [ f l [ [ i , 2 ] ] ] ;
ma=a* f l [ [ i , 1 ] ] / 2 ;
I f [ f l [ [ i , 3 ] ] >0 ,
s o f t *=(h*Sum [ ( ( x [ [ j ] ]+p [ [ j ] ]
−h*x [ [ j ] ] ˆ 2 * p [ [ j ] ]−x [ [ j ] ] * h*p [ [ j ] ] ˆ 2 )
/((1+h*x [ [ j ] ] ˆ2)* (1+h*p [ [ j ] ] ˆ 2 ) ) ) ˆ 2
−(p [ [ j ] ]+x [ [ j ] ] ) ˆ 2 , { j , dim } ]
+(ma+r *h*Sum [ ( p [ [ j ] ]+x [ [ j ] ] ) ˆ 2
/((1+h*x [ [ j ] ] ˆ2) (1+ h*p [ [ j ] ] ˆ 2 ) ) , { j , dim } ] ) ˆ 2
+bprop [ma, p]−maˆ2)ˆ(− f l [ [ i , 3 ] ] ) ;
,
s o f t *=(h*Sum [ ( ( x [ [ j ] ]+p [ [ j ] ]
−h*x [ [ j ] ] ˆ 2 * p [ [ j ] ]−x [ [ j ] ] * h*p [ [ j ] ] ˆ 2 )
/((1+h*x [ [ j ] ] ˆ2)* (1+h*p [ [ j ] ] ˆ 2 ) ) ) ˆ 2 ,
{ j , dim } ]
+(ma+r *h*Sum [ ( p [ [ j ] ]+x [ [ j ] ] ) ˆ 2
/((1+h*x [ [ j ] ] ˆ2) (1+ h*p [ [ j ] ] ˆ 2 ) ) , { j , dim } ] ) ˆ 2
)ˆ(− f l [ [ i , 3 ] ] ) ;
] ;
hard*=DF[ma, p , h]ˆ(− f l [ [ i , 3 ] ] ) ;
] ;
(* ’ ex tra ’ fermion propagators *)
For [ i =1, i<=ne , i++,
p1=setP [ f e [ [ i , 1 ] ] ] ;
p2=setP [ f e [ [ i , 2 ] ] ] ;
s o f t *=Sum[ ( x [ [ j ] ]+p1 [ [ j ] ]
−h*x [ [ j ] ] ˆ 2 * p1 [ [ j ] ]−x [ [ j ] ] * h*p1 [ [ j ] ] ˆ 2 )
/((1+h*x [ [ j ] ] ˆ2)* (1+h*p1 [ [ j ] ] ˆ 2 ) )
*( x [ [ j ] ]+p2 [ [ j ] ]
−h*x [ [ j ] ] ˆ 2 * p2 [ [ j ] ]−x [ [ j ] ] * h*p2 [ [ j ] ] ˆ 2 )
/((1+h*x [ [ j ] ] ˆ2)* (1+h*p2 [ [ j ] ] ˆ 2 ) ) ,
{ j , dim } ] ;
hard*=Sum[ ( x [ [ j ] ]+h*p1 [ [ j ] ]
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−x [ [ j ] ] ˆ 2 * h*p1 [ [ j ] ]−x [ [ j ] ] * hˆ2*p1 [ [ j ] ] ˆ 2 )
/((1+x [ [ j ] ] ˆ2)* (1+hˆ2*p1 [ [ j ] ] ˆ 2 ) )
*( x [ [ j ] ]+h*p2 [ [ j ] ]
−x [ [ j ] ] ˆ 2 * h*p2 [ [ j ] ]−x [ [ j ] ] * hˆ2*p2 [ [ j ] ] ˆ 2 )
/((1+x [ [ j ] ] ˆ2)* (1+hˆ2*p2 [ [ j ] ] ˆ 2 ) ) ,
{ j , dim } ] ;
] ;
(* **
* expand s o f t in h u n t i l no new terms of order o in a emerge
*)
s o f t t ime=Timing [
Print [ ”Expanding s o f t part . . . ” ] ;
i n t c =1;
For [ i =1,True , i++,
s aveF i l e [ ” s o f t ” , s o f t ] ;
sum=s o f t / . h−>0;
s o f t =. ;
sum=PlusToList [Expand [ sum ] ] ;
lsum=Length [ sum ] ;
For [ j =1, j<=lsum , j++,
s aveF i l e [ ” s o f t ” , j , sum [ [ j ] ] ] ;
] ;
sum=. ;
z e r o s =0;
For [ j =1, j<=lsum , j++,
coL i s t=l oadF i l e [ ” s o f t ” , j ] ;
c oL i s t=f I n t e g r a t e [ coL i s t , bprop , x , dim , fp ] ;
(* s av eF i l e [ ” i n t ” , intc , coL i s t ] ;
i n t c++;*)
coL i s t=s o f t S e r i e s [ c oL i s t *a ˆ( s h i f t−minpot ) ,
reg , a , o−minpot ] ;
I f [Length [ c oL i s t ]==0,
z e r o s++;
Continue [ ] ;
] ;
c o e f f=l oadF i l e [ ” c o e f f ” ] ;
For [ k=1,k<=Length [ c oL i s t ] , k++,
c o e f f [ [ k ] ]=Collect [ c oL i s t [ [ k ] ]+ c o e f f [ [ k ] ] ,
reg ,Together ] ;
] ;
s av eF i l e [ ” c o e f f ” , c o e f f ] ;
Clear [ c o e f f ] ;
] ;
(* Print [ intc −1]; *)
coL i s t =. ;
I f [ z e r o s==lsum ,Break [ ] ; ] ;
s o f t=l oadF i l e [ ” s o f t ” ] ;
s o f t=D[ s o f t , h ] / i ;
] ;
s o f t =. ;
c oL i s t =. ;
(* Laurent expansion in the r e gu l a t o r *)
c o e f f=l oadF i l e [ ” c o e f f ” ] ;
For [ i=Max[ 0 , s h i f t ]+1 , i<=Length [ c o e f f ] , i++,
dexp=Exponent [ c o e f f [ [ i ] ] , reg ,Min ] ;
I f [ dexp>=0,Continue [ ] ; ] ;
d iv=Together [ Coefficient [ c o e f f [ [ i ] ] , reg , dexp ] ] ;
numfp=Max[Cases [ div , fp [ ] , \ [ Inf inity ] ]
/ . fp−>Identity ] ;
I f [ numfp<=0,Continue [ ] ; ] ;
c o e f f [ [ i ]]−=div * reg ˆdexp ;
For [ j =1, j<=numfp , j++,
div=Integrate [ div ,{ fp [ j ] , 0 , 1 } ] ;
] ;
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c o e f f [ [ i ] ]=Collect [ c o e f f [ [ i ] ]+ div * reg ˆdexp , reg ,Together ] ;
] ;
] [ [ 1 ] ] ;
Print [ ” ” , s o f t t ime ] ;
(* **
* expand hard
*)
hardtime=Timing [
Print [ ”Expanding hard part . . . ” ] ;
I f [ o<s h i f t ,Goto [ e x i t ] ; ] ;
Derivative [ 0 , n i l , 1 ] [DB] [ m , p , h ] :=
D[Sum[ ( h*p [ [ j ] ]+x [ [ j ] ] ) ˆ2/ ( (1+x [ [ j ] ] ˆ2) (1+ hˆ2*p [ [ j ] ] ˆ 2 ) ) ,
{ j , dim}]+hˆ2*mˆ2 ,h ] ;
Derivative [ 0 , n i l , 1 ] [DF ] [ m , p , h ] :=
D[Sum [ ( ( x [ [ j ] ]+h*p [ [ j ] ]
−x [ [ j ] ] ˆ 2 * h*p [ [ j ] ]−x [ [ j ] ] * hˆ2*p [ [ j ] ] ˆ 2 )
/((1+x [ [ j ] ] ˆ2)* (1+hˆ2*p [ [ j ] ] ˆ 2 ) ) ) ˆ 2 , { j , dim } ]
+(h*m+DB[ 0 , p , h ] ) ˆ 2 , h ] ;
DB[ , ,0 ]=H[ Join [{−1 ,0} , n i l ] ] ;
DF[ , ,0 ]=H[ Join [{0 ,−1} , n i l ] ] ;
H/ :H[ i ] ˆ e :=H[ i *e ] ;
H/ :H[ i 1 ]*H[ i 2 ] :=H[ i 1+i 2 ] ;
For [ i =0, i<=o−s h i f t , i++,
I f [ i !=0 , hard=D[ hard , h ] / i ; ] ;
c oL i s t=Expand [ hard / . h−>0];
c oL i s t=coL i s t / . ( x [ [ # ] ] ˆ e :>(H[ Join [{0 ,0} ,− uni t [# ,dim ] ] ] −1 )
ˆQuotient [ e , 2 ] * x [ [# ] ] ˆMod[ e ,2 ]&
/@ Range [ dim ] )
/.(#−>0& /@ x ) ;
coL i s t=Expand [ a ˆ( s h i f t−minpot )* coL i s t ] ;
c oL i s t=Series [ coL i s t ,{ a , 0 , o−minpot } ] ;
c oL i s t=CoefficientList [ coL i s t , a ]
/ .H[{ b , f } ] :>H[{b−reg , f } ] ;
For [ j =1, j<=Length [ c oL i s t ] , j++,
c o e f f [ [ j ]]+= coL i s t [ [ j ] ] ;
] ;
] ;
hard=. ;
c oL i s t =. ;
(* i d e n t i f y i n t e g r a l s t ha t must be reduced to master i n t e g r a l s *)
masters=Masters [F ] ;
hInd=Transpose [ Join [ Flatten [ I nd i z e s [H, c o e f f ] , 1 ] , masters ] ] ;
Print [ ” Index Range : ” ,
{Min[ hInd [ [ 1 ] ] ] ,Min[ hInd [ [ 2 ] ] ] ,Min[ hInd [ [ 3 ] ]+ hInd [ [ 4 ] ] ] } ,
” to ” ,
{Max[ hInd [ [ 1 ] ] ] ,Max[ hInd [ [ 2 ] ] ] ,Max[ hInd [ [ 3 ] ]+ hInd [ [ 4 ] ] ] } ] ;
c o e f f=c o e f f / .H−>F; (* use recurrece r e l a t i on s *)
(* expand master i n t e g r a l s in r e gu l a t o r *)
dexp=Min[Exponent [ c o e f f , reg ,Min ] ] ;
c o e f f=c o e f f / .Array [
(F [ masters [ [#]] ]−>Sum[M[# , j ]* reg ˆ j ,{ j ,0 ,−dexp } ] )& ,
Length [ masters ] ] ;
(* s u b s t i t u t e known master i n t e g r a l s und r e l a t i o n s between them *)
M[1 , 0 ]=\ [Pi ] ˆ 2 ;
M[ 2 , 0 ]=\ [Pi ] ˆ 2 ;
M[1 , 1 ]=2*\ [Pi ]−\ [Pi ]ˆ2+M[ 2 , 1 ] ;
M[ 2 , 2 ]=\ [Pi ] ˆ2+6*\ [Pi ] * (Log[2]−1)+M[1 ,2 ]+M[ 1 , 1 ] ;
M[3 , 0 ]=4*\ [Pi ] ˆ2/(3* Sqrt [ 3 ] ) ;
M[4 ,0]=(−18+(−27+32*Sqrt [ 3 ] ) * \ [Pi ] ) * \ [Pi ] / 5 4 ;
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M[2 ,1 ]= nc+8/3*M[3 ,1]−2*M[ 4 , 1 ] ;
(* t r y to e l im ina t e r e gu l a t o r ( the r e gu l a t o r MUST cance l everywhere ) *)
c o e f f=Normal [ Series [ c o e f f ,{ reg , 0 , 0 } ] ] ;
Label [ e x i t ] ;
] [ [ 1 ] ] ;
Print [ ” ” , hardtime ] ;
(* **
* f i n a l l y : s imp l i f y
*)
simptime=Timing [
Print [ ”S impl i f y . . . ” ] ;
(* TODO: p −> Tan [ p*a/2]/ a and expand *)
c o e f f=SeriesData [ a , 0 ,
Simplify [ c o e f f /2ˆ s h i f t , Assumptions−>{a>0} ] ,
minpot , o+1 ,1 ] ;
] [ [ 1 ] ] ;
Print [ ” ” , simptime ] ;
Return [ c o e f f ] ;
] ;
End [ (* ”‘ Private ‘ ”*) ] ;
EndPackage [ (*LatRec ‘ *) ] ;
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