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Resilience of networks to environmental stress: From regular to random networks
Young-Ho Eom∗
Department of Mathematics and Statistics, University of Strathclyde,
26 Richmond Street, Glasgow G1 1XH, United Kingdom and
Departamento de Matemáticas, Universidad Carlos III de Madrid, 28911 Leganés, Spain
Despite the huge interest in network resilience to stress, most of the studies have concentrated
on internal stress damaging network structure (e.g., node removals). Here we study how networks
respond to environmental stress deteriorating their external conditions. We show that, when regular
networks gradually disintegrate as environmental stress increases, disordered networks can suddenly
collapse at critical stress with hysteresis and vulnerability to perturbations. We demonstrate that
this diﬀerence results from a trade-oﬀ between node resilience and network resilience to environmen-
tal stress. The nodes in the disordered networks can suppress their collapses due to the small-world
topology of the networks but eventually collapse all together in return. Our ﬁndings indicate that
some real networks can be highly resilient against environmental stress to a threshold yet extremely
vulnerable to the stress above the threshold because of their small-world topology.
PACS numbers: 05.45.-a, 87.23.Cc, 89.75.Hc
I. INTRODUCTION
Networks usually maintain their essential functions
owing to their resilience although they are under con-
stant stress such as damages, failures, and environmental
changes [1–3]. But networks can lose their resilience and
collapse when stress exceeds a critical level (i.e., thresh-
old). How networks lose their resilience relies on their
topology. Homogeneous networks are fragmented when
the fraction of randomly removed nodes or links reaches
breakdown thresholds whereas scale-free networks are ro-
bust to such removals [3–5]. The disintegrating pattern
of networks at thresholds also depends on their topology.
When nodes fail, abrupt transitions to disintegrated state
can arise in interdependent networks but smooth transi-
tions occur in isolated networks [6–10]. Identifying the
relation between the response of networks to stress and
their topology is a vital task for their stable function.
Stress can cause normally two types of eﬀects on net-
works. Accordingly one can deﬁne two types of stress.
Internal stress damages network structure and causes
changes in the weighted adjacency matrix of networks
(e.g., loss of nodes, links, or coupling strength), whereas
environmental stress deteriorates external conditions of
networks (e.g., changes in external parameters determin-
ing the state of nodes). Both types of stress can have
profound impact on networks. In a network of patchy
ecosystems, for instance, not only loss of patches but
also climate changes and diminishing resources can be
serious threats. In the Internet or power grids, growing
demand in the systems can cause the systemic collapse
as the local failures can. However, the role of network
topology in network resilience to environmental stress
has been neglected, in contrast to the great attention
to internal stress [2–14], despite existing works on net-
∗Electronic address: youngho.eom@strath.ac.uk
works under environmental changes [15–18]. For exam-
ple, recent studies on mutualistic networks of interacting
species showed how such networks behave when interac-
tion strength [16, 17] or growth rate [18] are reduced by
environmental changes. The role of their nested network
topology was also highlighted [18]. But these works have
focused on mutualistic networks, a speciﬁc type of eco-
logical networks. How other, possibly more general, net-
worked systems respond to environmental stress remains
an open question.
To address this, we consider a simple network model
where all nodes are subject to a common external con-
dition. Each node, when isolated, can change abruptly
its state (e.g., from active to collapsed) via saddle-node
bifurcation if the condition crosses its own threshold.
But the coupling among the nodes can aﬀect their col-
lective response to the condition. This model is mo-
tivated by the models for ecosystems exposed to envi-
ronmental stress. Ecosystems can undergo sudden state
changes when environmental stress exceeds catastrophic
thresholds, often called tipping points [19–21]. Recent
studies show that tipping points arise in various sys-
tems ranging from ecosystems and populations [22–29]
to climate systems [30] and ﬁnancial markets [31]. To
anticipate whether these large-scale systems respond to
environmental stress abruptly or gradually, many stud-
ies have considered theoretical models composed of con-
nected components which shift their states via bifurca-
tion in response to changing external conditions [32–39].
In particular, some of these studies reported that abrupt
responses to environmental changes can be smoothened
if there exist strong heterogeneity in the response of the
components, limited coupling among the components, or
suﬃcient noise [38, 39] (But note that a recent study [40]
claimed that there is a bias in the numeric simulations
of the Ref. [39].) These models have assumed that their
connection topology among the components is perfectly
regular, whereas most real networks have disorder in their
topology.
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2In this work we study the eﬀects of topological disor-
der on the response of networks to environmental stress.
Speciﬁcally, we investigate whether topological disorder
can alter the nature of response as the heterogeneity or
the coupling can. We show that as the external con-
dition deteriorates, regular networks gradually crumble,
whereas disordered networks suddenly collapse into dis-
tinct states with strong hysteresis and vulnerability to
perturbations. This means that tipping points arise in
the disordered networks. We demonstrate that the nodes
in the disordered networks can keep their functions owing
to the networkwide support caused by the small-world
topology of the networks but ultimately they collapse all
together in return. This indicates that there is a trade-
oﬀ, determined by network topology, between node re-
silience and network resilience to environmental stress
and real networks may suddenly collapse under environ-
mental stress owing to their small-world topology.
II. THE NETWORK MODEL
A. Nodes: Minimal systems
We take a cusp catastrophe system for the dynamics
of the nodes in our model. It is a minimal mathemati-
cal model for systems changing abruptly their states via
saddle-node bifurcation [41, 42]. The state of this mini-
mal system is evolved by the following diﬀerential equa-
tion
dx
dt
= −a+ bx− x3, (1)
where x is the state of the system (e.g., activity). We con-
sider the system as active (collapsed) for x > 0 (x < 0).
The parameter a and b denote the environmental stress
on the system and the growth rate of the system, respec-
tively. The cubic term −x3 is to prevent the state from
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FIG. 1: (color online). Bifurcation diagrams of the mini-
mal system whose dynamics is described by Eq. (1) with (a)
b = −2.0 and (b) b = 2.0. The red lines represent the stable
states and the dotted gray line represents the unstable states.
The blue ﬁlled circles (i.e., T1 and T2) in (b) denote the tip-
ping points where saddle-node bifurcation occurs. Two ways
of catastrophic shifts between distinct stable states are illus-
trated in (b): (i) the parameter a is passed the thresholds T1
(the horizontal arrow) and (ii) the system’s state is crossed the
unstable states by perturbations (the black vertical arrow).
diverging. This minimal system can be considered as a
mean-ﬁeld model for systems with tipping points because
saddle-node bifurcation can correspond to the simplest
form of catastrophic shifts [43–45]. Figure 1 represents
the bifurcation diagrams of the system. When b < 0,
the equilibrium state curve is gradual (Fig. 1(a)). When
b > 0, the equilibrium state curve is folded at the tipping
points (i.e., T1 and T2) where one of the stable states
disappears via saddle-node bifurcation (Fig. 1(b)). If the
system is close to a tipping point, then small changes in
the stress (the horizontal arrow in Fig. 1(b)) or in the
state (the black vertical arrow in Fig. 1(b)) can radically
move the system to another stable state (e.g., from ac-
tive to collapsed). Once the system collapsed at T1, we
should restore the stress to T2 < T1 for the recovery (i.e.,
hysteresis).
B. Networks of the minimal systems
The state of node i in a network of N minimal systems
is evolved by
dxi
dt
= −a+ bixi − xi
3 +
D
ki
N∑
j=1
Aij(xj − xi), (2)
where xi is the state of node i (i = 1, . . . , N). The param-
eter a is the environmental stress and bi is the growth rate
of node i randomly drawn from a uniform distribution B.
D is the coupling strength, ki is the number of connec-
tions (i.e., the degree) of node i, and Aij is the element of
the adjacency matrix of the network which is unity when
nodes i and j are connected and zero otherwise. The
coupling term denotes the dispersion of activity among
the connected nodes [35, 38]. The network’s state X is
deﬁned as X = 1N
∑
i xi. The network is active (col-
lapsed) if X > 0 (X < 0) as the nodes. We consider net-
works with the same average degree 〈k〉 = (1/N)
∑
i ki
and the same size N = 104 generated by three network
models: the Watts-Strogatz (WS) model [46], the Erdős-
Réyni (ER) model [47], and the Barabási-Albert (BA)
model [48]. The WS model allows us to construct net-
works ranging from regular lattice (P = 0) to disordered
lattice (P = 1) by tuning a link rewiring probability P
(i.e., the topological disorder in the networks). We con-
sider two-dimensional lattices with periodic boundaries
for the WS model. The ER model and the BA model gen-
erate random networks with Poisson degree distributions
and with power-law degree distributions, respectively.
III. RESULTS
Here we aim at checking whether the gradual response
of regular networks resulting from their strong hetero-
geneity or limited coupling can change to an abrupt re-
sponse when the disorder in network topology increases.
Accordingly we choose the parameter values D = 1.0,
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FIG. 2: (color online). State diagrams X(a) of the networks
of the minimal systems. (a) The Watts-Strogatz (WS) net-
works with P ≤ 0.1 respond gradually to the increasing stress
a. (b) The WS networks with P ≥ 0.25, the Erdős-Réyni
(ER), and the Barabási-Albert (BA) respond abruptly to the
increasing stress. Increasing and then decreasing the stress,
we observed hysteresis in (c) the WS network with P = 0,
(d) the WS network with P = 0.25, (e) the ER network, and
(f) the BA network. Each line with symbols is averaged over
50 realizations. The dotted lines in (c)-(f) show that the hys-
teresis can be mitigated in the WS network with P = 0 but
not in the WS network with P = 0.25, the ER network, and
the BA network. Each dotted line shows a single realization
obtained by increasing the stress a from a = −0.8 and then
decreasing the stress a when it reaches a = 0.41, 0.43, 0.45,
0.47, 0.49, 0.51, 0.53, or 0.55.
B = [0, 3], and 〈k〉 = 4 in our numeric simulations. Such
parameter values generate networks with suﬃcient het-
erogeneity (i.e., broad B) and limited coupling (i.e., low
D and 〈k〉), so that one can observe gradual response
to environmental stress in regular networks (i.e., the WS
network with P ≪ 1). But note that, although networks
are perfectly regular, they can respond abruptly to envi-
ronmental stress if we consider the higher value of D, the
narrower B, or the higher 〈k〉 as predicted in the previous
studies [38, 39] (see Appendix A for the observed abrupt
responses of the regular networks in such cases). Here
we did not consider noise to focus on the role of network
topology in the response to environmental stress. Thus
the applicability of our results is limited to weakly noisy
situations because noise can aﬀect the nature of the re-
sponse [39]. We focus on synthetic networks because we
can tune the topological disorder. All results are obtained
by a fourth-order Runge-Kutta method with a time step
of 0.02.
To identify how these networks respond to the environ-
mental stress, we report the state diagram X(a) of the
networks. We consider a deteriorating scenario where
the stationary value of X(a) is obtained by increasing
the stress a with an increment δa = 0.01 from a = −0.8
to a = 0.8. At a = −0.8, initially all nodes have the
same active state X0 = 2.0 to obtain the steady state.
Subsequently the steady state of the previous step is as-
signed as the initial condition of the next step. As de-
picted in Figs. 2(a) and 2(b), all the networks under the
deteriorating scenario disintegrate with certain threshold
eﬀects. The shape of their state curves, however, varies
depending on their topology. The regular networks (i.e.,
the WS networks with P ≪ 1) respond gradually to the
increasing stress a as expected in the previous works for
regular lattices [38, 39]. The state curves, however, be-
come abrupt as P increases (Fig. 2(a)). The state curves
of the disordered networks (i.e., the WS network with
P ≥ 0.25, the ER network, and the BA network) are or-
der of a magnitude more abrupt than the curve of the
WS network with P = 0 (Fig. 2(b)). We also consider
an ameliorating scenario where the stationary value of
X(a) is obtained by decreasing the stress a with a decre-
ment δa = 0.01 from a = 0.8 to a = −0.8 after the
deteriorating scenario. Hysteresis is observed in all the
networks (Figs. 2(c)-2(f)). But we can mitigate the hys-
teresis in the regular networks if we start to decrease
the stress before it reaches a = 0.8 (The dotted lines in
Fig. 2(c)). No such mitigation is observed in the disor-
dered networks (The dotted lines in Figs. 2(d)-2(f)). This
observation suggests that although the stress exceeds the
thresholds, many nodes are still active in the regular net-
works whereas most nodes immediately collapse in the
disordered networks.
The above results imply that the thresholds in the dis-
ordered networks are tipping points whereas the ones in
the regular networks are not. To clarify the nature of the
thresholds, we estimate the stationary state distribution
of each network which manifests the network’s attrac-
tor. We generate a large number of stationary states
of the networks with the stress a and the initial state
X0 randomly drawn from uniform distributions [0.4, 0.6]
and [−1.6, 1.6], respectively. The state X0 is assigned
to all the nodes initially. The probability distribution of
the generated stationary states in each network indicates
that the attractors of the regular networks (Figs. 3(a)-
3(c)) are fundamentally diﬀerent from those of the disor-
dered networks (Figs. 3(d)-3(f)). In the regular networks,
the upper branch attractors continue to exist after the
thresholds. But the density of stationary states having
the values from −1.0 to 0.2 becomes lower as P increases
in the WS networks (Figs. 3(b) and 3(c)). In the disor-
dered networks, the upper attractors suddenly disappear
at the thresholds (Figs. 3(d)-(f)). This shows that the
abrupt state changes in the disordered networks are also
transitions between distinct attractors.
Another characteristic of tipping points is vulnerabil-
ity to perturbations as depicted in Fig. 1(b). Small state
changes can trigger to move systems to a contrasting
state near catastrophic thresholds. Can we expect the
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FIG. 3: (color online). Stationary state distributions of the
networks of the minimal systems. The Watts-Strogatz net-
works with (a) P = 0, (b) P = 0.05, (c) P = 0.1, and (d)
P = 0.25. (e) The Erdős-Réyni network. (f) The Barabási-
Albert network. For each panel, we generate 5 × 104 sta-
tionary states with the stress a and the initial condition X0
randomly selected from uniform distributions [0.4, 0.6] and
[−1.6, 1.6], respectively. (a)-(c) The upper attractors exist
after the thresholds but the density of the stationary states
having −1.0 < X < 0.2 decreases as P increases in the reg-
ular networks. (d)-(f) The upper attractors disappear at the
thresholds in the disordered networks.
same vulnerability in the disordered networks? To an-
swer this, we perform perturbation experiments numer-
ically. We obtain stationary states XB of a network for
given stress a and the initial condition X0 randomly cho-
sen from a uniform distribution [1.0, 1.6] and assigned
equally to all the nodes. If XB > 0 (i.e., the network is
active), then we give a small shock S to the network and
obtain the stationary state XA after the perturbation.
We consider two types of perturbations. For the global
perturbation, we give the same shock SG to all the nodes
whereas we give the shock SL to randomly chosen 10% of
the nodes for the local perturbation. Figure 4 represents
the distributions of state changes ∆X = XA − XB in
the networks after the perturbations for the given stress
a and the perturbations. Regardless of the perturbation
types, we found a consistent pattern. The regular net-
works are resilient against the perturbations in all the
considered cases. The disordered networks become more
likely to shift to diﬀerent states after the perturbations
as the stress approaches their thresholds.
Our ﬁndings showed that the regular and the disor-
dered networks show qualitatively diﬀerent responses to
environmental stress. Where does the diﬀerence come
from? The coupling term of Eq. (2) can bring a node the
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FIG. 4: (color online). Distributions of state changes ∆X in
the networks of the minimal systems after perturbations. (a)-
(c) Global perturbations (SG = −0.1) were given to all the
nodes in the Watts-Strogatz (WS) networks with P = 0 and
P = 0.25. (d)-(f) Local perturbations (SL = −1.0) were given
to randomly selected 10% of the nodes in the WS networks
with P = 0 and P = 0.25. (g)-(i) Global perturbations (SG =
−0.1) were given to all the nodes in the Erdős-Réyni (ER)
network and the Barabási-Albert (BA) network. (j)-(l) Local
perturbations (SL = −1.0) were given to randomly selected
10% of the nodes in the ER and the BA networks.
subsidy of activity from its neighboring nodes. This sub-
sidy can suppress the collapse of individual nodes [45].
In the regular networks, the nodes can get only limited
subsidy since the number of their neighboring nodes is
few. However, the disordered networks have small-world
topology [46] where the nodes can get network-wide sub-
sidy because the average distance between the nodes is
substantially short. Hence most nodes can suppress their
collapses but eventually all the nodes collapse together.
To validate such a trade-oﬀ between node and network
resilience, we check the ratio of active nodes r+ to the en-
tire population as a function of the stress a under the de-
teriorating scenario. As depicted in Fig. 5(a), the nodes
in the regular networks started to crumble gradually at
the lower thresholds whereas those in the disordered net-
works collapsed simultaneously at the higher thresholds.
To check the eﬀect of reduced distance, we divide a WS
network into four equivalent sublattices before random
link rewiring and rewire only the links between the nodes
in one of the sublattices. This locally rewired (LR) net-
work has the same number of rewired links as the orig-
inal WS network with P = 0.25 has, yet the average
distance of the former is longer than that of the latter
since the locally rewired links cannot provide long-range
short-cuts. The nodes in the LR network gradually col-
lapse (Fig. 5(a)). We generate stationary states of the
LR network to obtain its attractor with the stress a and
the initial state X0 randomly drawn from uniform distri-
butions [0.4, 0.6] and [−1.6, 1.6], respectively. The upper
attractors of the LR network has a small gap indicating
the collapse of the rewired sub-lattice (Fig. 5(b)). Note
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FIG. 5: (color online). Suppressed collapse of individual
nodes in the networks of the minimal systems. (a) The ra-
tio of active nodes r+ as a function of the stress a shows
the synchronized collapses of the nodes in the Watts-Strogatz
(WS) network with P = 0.25, the Erdős-Réyni network, and
the Barabási-Albert network but the gradual collapses of the
nodes in the WS network with P = 0 and the locally rewired
(LR) networks. To generate the LR network, we divide a WS
network into four equivalent sub-lattice before link rewiring
and rewire only the links between the nodes in one of the
sub-lattice. Thus the same number of links is rewired in the
LR network as in the WS network with P = 0.25. Each line
is averaged over 50 realizations. (b) The stationary state dis-
tribution of the LR network shows a small gap indicating the
collapse of the rewired sub-lattice in the upper attractor.
that suppressing the onset of transitions also leads to
other abrupt transitions in networks such as explosive
percolation [49] and explosive synchronization [50].
Although we provide results only for the case of D =
1.0 and B = [0, 3], and we consider the cusp catastro-
phe system as the dynamical model of the nodes here,
our results are more general. To support the general-
ity, we consider three additional cases. First we consider
the same populations on the model networks but with
the higher coupling strength D = 1.2 (See Appendix B).
Second we consider the mixed minimal systems whose
growth rate b is randomly drawn from a uniform dis-
tribution B = [−1.5, 1.5] (see Appendix C) rather than
B = [0, 3] of the above analysis. As shown in Fig. 1, the
minimal system responds abruptly when b > 0 but grad-
ually when b < 0. Hence the half of the nodes responds
gradually in these mixed populations when they are iso-
lated. Third we consider the grazing system [51, 52],
a paradigmatic model for logistically growing vegetation
under grazing stress (see Appendix D). The state of node
i in a network of N grazing systems is evolved by
dxi
dt
= xi(1−
xi
bi
)−
ax2i
x2i + 1
+
D
ki
N∑
j=1
Aij(xj − xi), (3)
where xi(≥ 0) is the biomass density of node i, a is the
grazing stress, bi is the carrying capacity of node i ran-
domly drawn from a uniform distribution B = [5.0, 10.0],
D is the coupling strength (D = 0.3). Hence the grazing
systems with ecological implications are more realistic
than the minimal systems. We consider these three ad-
ditional cases on networks with N = 104 and 〈k〉 = 4.
As depicted in Appendices B, C, and D, we obtain qual-
itatively the same results demonstrating that, regardless
of the some changes in the coupling strength, the hetero-
geneity, or the dynamical model of the nodes, the topo-
logical disorder of the networks can make their response
to environmental stress more abrupt and lead to tipping
points by inducing small-world topology in the networks.
Last one may wonder the impact of the lattice dimen-
sion on the response of regular networks as we considered
only the case of two-dimensional lattice. We can infer the
impact of lattice dimension from our ﬁndings. The av-
erage distance, 〈d〉r, among the nodes in regular lattices
is given by 〈d〉r ∼ N
1/α, where N is the number of the
nodes in the lattice and α is the lattice dimension [1].
Hence, as α increases, the average distance decreases.
Therefore, it is expected that high-dimensional regular
networks can respond more abruptly to environmental
stress than low-dimensional regular networks.
IV. DISCUSSION AND CONCLUSIONS
In conclusion, using a simple model, we have inves-
tigated the role of network topology in the response of
networks to environmental stress, which has profound
impacts on network resilience. We showed that network
topology can determine how networks under environmen-
tal stress collapse at thresholds by regulating the trade-
oﬀ between node resilience and network resilience to such
stress. In the disordered networks, when the environ-
ments deteriorate, the nodes can persist in functioning
owing to the networkwide subsidy caused by the small-
world topology of the networks but eventually the whole
networks abruptly collapse at tipping points in return. In
the regular networks, some nodes fail in response to small
environmental stress without the networkwide support
because the networks are not small-world. Hence the reg-
ular networks gradually crumble as the stress increases.
These results reveal the important role of small-world
topology in network resilience to environmental stress.
Note that network resilience to internal stress is mainly
inﬂuenced by degree distributions or interdependency be-
tween networks [3–14]. Such a diﬀerence between the
response to environmental stress and the response to in-
ternal stress indicate that a network may respond grad-
ually to one type of stress but it can respond abruptly
to the other stress. For example, a BA network is known
to be robust to the random failures of its nodes owing
to its broad degree distribution whereas it can collapse
abruptly as a result of small changes in environmental
stress because of its small-world topology. Therefore it is
necessary to take into account the impact of both inter-
nal and environmental stress for deeper understanding of
network resilience.
Our ﬁndings indicate that some real networks can be
highly resilient against environmental stress to a thresh-
old yet extremely vulnerable to the stress above the
threshold because they have small-world topology. In
such cases, the resilience to a certain level of the stress
cannot guarantee the resilience to the slightly larger
stress. Instead, network can collapse abruptly at the
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FIG. 6: (color online). State diagrams X(a) of the regular
networks of the minimal systems. All networks are generated
from the two-dimensional Watts-Strogatz model with P =
0.0. As the coupling strength D increases, the response of
network states to environmental stress a becomes abrupt. The
parameter values are N = 104, B = [0, 3], and 〈k〉 = 4. (a)
D = 0.8. (b) D = 1.0. (c) D = 1.2. (d) D = 1.4. (e)
D = 1.6. (f) D = 1.8. Each curve shows a single realization.
Ten realizations are represented for each panel.
slightly larger stress. Early-warning indicators for such
vulnerability need to be developed because it is diﬃ-
cult to reverse once the networks collapsed. Critical
slowing down (i.e., slower recovery from perturbations
in vicinity of bifurcation points) and its related indica-
tors have been suggested as early-warning indicators for
catastrophic shifts in some ecosystems, microorganism
populations, and mutualistic networks [17, 20, 21, 26–
28]. This prompts us to check whether a similar phe-
nomenon can arise in our model to foresee the sudden
collapse of networks as a future work. Last our results
suggest that whether growing environmental stress is a
crucial threat or not can depend on other topological
properties of networks. In fact, real networks have not
only small-world topology but also other common prop-
erties such as degree-correlations, community structure,
and broad degree distributions, to name a few [1]. We
wish to study how such characteristics determine the re-
sponse of real networks to environmental stress to design
or reshape network topology for more resilient networks
as future works.
Appendix A: The response of regular networks with
different parameters
We consider networks of the same minimal systems
deﬁned in the main text. Hence the state of node i in a
network of N minimal systems is evolved by
dxi
dt
= −a+ bixi − xi
3 +
D
ki
N∑
j=1
Aij(xj − xi), (A1)
where xi is the state of node i, a is the environmental
stress, bi is the growth rate of node i drawn from a uni-
form distribution B, D is the overall coupling strength
among the nodes, ki is the degree of node i, and Aij is the
element of the adjacency matrix of the network. The net-
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FIG. 7: (color online). State diagrams X(a) of the regular
networks of the minimal systems. All networks are generated
from the two-dimensional Watts-Strogatz model with P =
0.0. As the width of the interval B decreases, the response
of network states to environmental stress a becomes abrupt.
The parameter values are N = 104, D = 1.0, and 〈k〉 = 4.
(a) B = [0, 1]. (b) B = [0, 2]. (c) B = [0, 3]. (d) B = [0, 4].
(e) B = [0, 5]. Each curve shows a single realization. Ten
realizations are represented for each panel.
work’s state X is deﬁned as X = 1N
∑
i xi. In this section
we focus on the response of regular networks to environ-
mental stress. Regular networks can respond abruptly to
environmental stress when the heterogeneity in the re-
sponse of the individual components is weak (i.e., the B
is narrow) or the connectivity between the components
are high (i.e., the coupling strength D or the average de-
gree 〈k〉 are high) [38, 39]. We consider a deteriorating
scenario where the stationary value of X(a) is obtained
by increasing the stress a with an increment δa = 0.01
from a = −0.8 to a = 0.8. We observed that the response
of the networks generated by the Watts-Strogatz model
with probability P = 0 gets more abrupt when the cou-
pling strength D increases (Fig. 6), the heterogeneity of
the growth rates decreases (Fig. 7), or the average degree
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FIG. 8: (color online). State diagrams X(a) of the regu-
lar networks of the minimal systems. All networks are gen-
erated from the one-dimensional Watts-Strogatz model with
P = 0.0. Note that, unlike the other cases, we consider one-
dimensional Watts-Strogatz model to change the average de-
gree in the networks. As the average degree increases, the
response of network states to environmental stress a becomes
abrupt. The parameter values are N = 104, B = [0, 3], and
D = 1.0. (a) 〈k〉 = 4. (b) 〈k〉 = 10. (c) 〈k〉 = 20. (d)
〈k〉 = 40. (e) 〈k〉 = 60. (f) 〈k〉 = 80. Each curve shows a
single realization. Ten realizations are represented for each
panel.
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FIG. 9: (color online). State diagrams X(a) of the networks
of the minimal systems with D = 1.2. (a) The Watts-Strogatz
(WS) network with P = 0.0 responds gradually to the increas-
ing stress a. But, as P increases, the response becomes more
abrupt. (b) The WS networks with P ≥ 0.25, the Erdős-
Réyni (ER), and the Barabási-Albert (BA) respond abruptly
to the increasing stress. Increasing and then decreasing the
stress, we observed hysteresis patterns in (c) the WS network
with P = 0, (d) the WS network with P = 0.25, (e) the ER
network, and (f) the BA network. Each line with symbols
is averaged over 50 realizations. The dotted lines in (c)-(f)
show that the hysteresis can be mitigated in the WS network
with P = 0 but not in the WS network with P = 0.25, the
ER network, and the BA network. Each dotted line shows a
single realization obtained by increasing and then decreasing
the stress a when it reaches a = 0.41, 0.43, 0.45, 0.47, 0.49,
0.51, 0.53, or 0.55.
increases (Fig. 8). Note that we consider one-dimensional
Watts-Strogatz model in Fig. 8 unlike in Figs. 6 and 7
since one-dimensional case is easy to control the average
degree than two-dimensional case in the main text.
Appendix B: Networks of the minimal systems with
different coupling strength
We consider networks of the same minimal systems
deﬁned in the main text. Hence the state of node i in a
network of N minimal systems is evolved by
dxi
dt
= −a+ bixi − xi
3 +
D
ki
N∑
j=1
Aij(xj − xi), (B1)
where xi is the state of node i, a is the environmental
stress, bi is the growth rate of node i drawn from a uni-
form distribution B, D is the overall coupling strength
among the nodes, ki is the degree of node i, and Aij is
the element of the adjacency matrix of the network. The
network’s state X is deﬁned as X = 1N
∑
i xi. We con-
sider the networks with N = 104, B = [0, 3], and 〈k〉 = 4
same as the ones in the main text. The only diﬀerence is
that the coupling strength is changed to D = 1.2 whereas
we took D = 1.0 in the main text. In Fig. 9 we consider a
deteriorating (ameliorating) scenario where the station-
ary value of X(a) is obtained by increasing the stress a
with an increment (decrement) δa = 0.01 from a = −0.8
(a = 0.8) to a = 0.8 (a = −0.8). The information on
the other numeric experiments is given in the caption of
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FIG. 10: (color online). Stationary state distributions of the
networks of the minimal systems with D = 1.2. The Watts-
Strogatz networks with (a) P = 0, (b) P = 0.05, (c) P = 0.1,
and (d) P = 0.25. (e) The Erdős-Réyni network. (f) The
Barabási-Albert network. For each panel, we generate 5×104
stationary states with the stress a and the initial condition X0
randomly selected from uniform distributions [0.4, 0.6] and
[−1.6, 1.6], respectively. (a)-(b) The upper attractors exist
after the thresholds but the density of the stationary states
having −1.0 < X < 0.2 decreases as P increases in the reg-
ular networks. (c)-(f) The upper attractors disappear at the
thresholds in the disordered networks.
each ﬁgure. Figure 10 represents the stationary state dis-
tributions of the networks of the minimal systems with
D = 1.2. Figure 11 depicts the distributions of state
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FIG. 11: (color online). Distributions of state changes ∆X =
XA−XB in the networks of the minimal systems withD = 1.2
after perturbations. We obtain stationary states XB of a
network for given stress a and the initial condition X0 ran-
domly chosen from a uniform distribution [1.0, 1.6] and as-
signed equally to all the nodes. If XB > 0 (i.e., the network
is active), we give a small shock S to the network and obtain
the stationary state XA after the perturbation. (a)-(c) Global
perturbations (SG = −0.1) were given to all the nodes in the
Watts-Strogatz (WS) networks with P = 0 and P = 0.25. (d)-
(f) Local perturbations (SL = −1.0) were given to randomly
selected 10% of the nodes in the WS networks with P = 0
and P = 0.25. (g)-(i) Global perturbations (SG = −0.1) were
given to all the nodes in the Erdős-Réyni (ER) network and
the Barabási-Albert (BA) network. (j)-(l) Local perturba-
tions (SL = −1.0) were given to randomly selected 10% of
the nodes in the ER and the BA networks.
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FIG. 12: (color online). Suppressed collapse of individual
nodes in the networks of the minimal systems with D = 1.2.
(a) The ratio of active nodes r+ as a function of the stress a
shows the synchronized collapses of the nodes in the Watts-
Strogatz (WS) network with P = 0.25, the Erdős-Réyni net-
work, and the Barabási-Albert network but the gradual col-
lapses of the nodes in the WS network with P = 0 and the
locally rewired (LR) networks. To generate the LR network,
we divide a WS network into four equivalent sub-lattice be-
fore link rewiring and rewire only the links between the nodes
in one of the sub-lattice. Thus the same number of links
is rewired in the LR network as in the WS network with
P = 0.25. Each line is averaged over 50 realizations. (b) The
stationary state distribution of the LR network shows a small
gap indicating the collapse of the rewired region in the up-
per attractor. We generate 5× 104 stationary states with the
stress a and the initial condition X0 randomly selected from
uniform distributions [0.4, 0.6] and [−1.6, 1.6], respectively.
changes ∆X = XA − XB in the networks of the mini-
mal systems with D = 1.2 after perturbations. Figure 12
shows the suppressed collapse of individual nodes in the
networks of the minimal systems with D = 1.2.
Appendix C: Networks of the mixed minimal
systems
We consider networks of the same minimal systems
deﬁned in the main text. Hence the state of node i in a
network of N minimal systems is evolved by
dxi
dt
= −a+ bixi − xi
3 +
D
ki
N∑
j=1
Aij(xj − xi), (C1)
where xi is the state of node i, a is the environmental
stress, bi is the growth rate of node i drawn from a uni-
form distribution B, D is the overall coupling strength
among the nodes, ki is the degree of node i, and Aij is the
element of the adjacency matrix of the network. The net-
work’s state X is deﬁned as X = 1N
∑
i xi. We consider
the networks with N = 104, D = 1.0, and 〈k〉 = 4 same
as the ones in the main text. The only diﬀerence is the
uniform distribution B for the growth rate of the nodes is
changed to B = [−1.5, 1.5] whereas B = [0, 3] in the main
text. This means that all nodes respond abruptly when
isolated in the main text. On the other hand, here, the
half of the nodes responds gradually and the other half
responds abruptly when the nodes are isolated. In Fig. 13
we consider a deteriorating (ameliorating) scenario where
the stationary value of X(a) is obtained by increasing the
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FIG. 13: (color online). State diagrams X(a) of the networks
of the mixed minimal systems with B = [−1.5, 1.5]. (a) The
Watts-Strogatz (WS) networks with P ≤ 0.1 respond grad-
ually to the increasing stress a. (b) The WS networks with
P ≥ 0.25, the Erdős-Réyni (ER), and the Barabási-Albert
(BA) respond abruptly to the increasing stress. Increasing
and then decreasing the stress, we observed hysteresis pat-
terns in (c) the WS network with P = 0, (d) the WS network
with P = 0.25, (e) the ER network, and (f) the BA network.
Each line with symbols is averaged over 50 realizations. The
dotted lines in (c)-(f) show that the hysteresis can be mit-
igated in the WS network with P = 0 but not in the WS
network with P = 0.25, the ER network, and the BA net-
work. Each dotted line shows a single realization obtained by
increasing and then decreasing the stress a when it reaches
a = 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1, or 0.11.
stress a with an increment (decrement) δa = 0.005 from
a = −0.2 (a = 0.2) to a = 0.2 (a = −0.2). The infor-
mation on the other numeric experiments is given in the
caption of each ﬁgure. Figure 14 represents the station-
ary state distributions of the networks of the mixed min-
imal systems with B = [−1.5, 1.5]. Figure 15 depicts the
distributions of state changes ∆X = XA−XB in the net-
works of the mixed minimal systems with B = [−1.5, 1.5]
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FIG. 14: (color online). Stationary state distributions of the
networks of the mixed minimal systems with B = [−1.5, 1.5].
The Watts-Strogatz networks with (a) P = 0, (b) P = 0.05,
(c) P = 0.1, and (d) P = 0.25. (e) The Erdős-Réyni net-
work. (f) The Barabási-Albert network. For each panel, we
generate 5 × 104 stationary states with the stress a and the
initial condition X0 randomly selected from uniform distri-
butions [−0.2, 0.2] and [−1.6, 1.6], respectively. (a)-(c) The
upper attractors exist after the thresholds but the density of
the stationary states having −0.3 < X < 0.3 decreases as P
increases in the regular networks. (d)-(f) The upper attrac-
tors disappear at the thresholds in the disordered networks.
910
-3
10
-2
10
-1
10
0
P
(∆
X
)
(a) a=0.065, Global
P=0.0
P=0.25
(b) a=0.070, Global (c) a=0.075, Global
10
-3
10
-2
10
-1
10
0
-1.0 -0.75 -0.5 -0.25 0
P
(∆
X
)
∆X
(d) a=0.065, Local
-0.75 -0.5 -0.25 0
∆X
(e) a=0.070, Local
-0.75 -0.5 -0.25 0
∆X
(f) a=0.075, Local
10
-3
10
-2
10
-1
10
0
P
(∆
X
)
(g) a=0.065, Global
ER
BA
(h) a=0.070, Global (i) a=0.075, Global
10
-3
10
-2
10
-1
10
0
-1.0 -0.75 -0.5 -0.25 0
P
(∆
X
)
∆X
(j) a=0.065, Local
-0.75 -0.5 -0.25 0
∆X
(k) a=0.070, Local
-0.75 -0.5 -0.25 0
∆X
(l) a=0.075, Local
FIG. 15: (color online). Distributions of state changes ∆X =
XA−XB in the networks of the mixed minimal systems with
B = [−1.5, 1.5] after perturbations. We obtain stationary
states XB of a network for given stress a and the initial condi-
tionX0 randomly chosen from a uniform distribution [1.0, 1.6]
and assigned equally to all the nodes. If XB > 0 (i.e., the net-
work is active), then we give a small shock S to the network
and obtain the stationary state XA after the perturbation.
(a)-(c) Global perturbations (SG = −0.1) were given to all
the nodes in the Watts-Strogatz (WS) networks with P = 0
and P = 0.25. (d)-(f) Local perturbations (SL = −1.0) were
given to randomly selected 10% of the nodes in the WS net-
works with P = 0 and P = 0.25. (g)-(i) Global perturbations
(SG = −0.1) were given to all the nodes in the Erdős-Réyni
(ER) network and the Barabási-Albert (BA) network. (j)-
(l) Local perturbations (SL = −1.0) were given to randomly
selected 10% of the nodes in the ER and the BA networks.
after perturbations. Figure 16 shows the suppressed col-
lapse of individual nodes in the networks of the mixed
minimal systems with B = [−1.5, 1.5].
Appendix D: Networks of the grazing systems
We consider the grazing system [51, 52], a paradig-
matic model for logistically growing vegetation under
grazing stress, for the behavior of the nodes. The state
of node i in a network of N grazing systems is evolved
by
dxi
dt
= xi(1−
xi
bi
)−
ax2i
x2i + 1
+
D
ki
N∑
j=1
Aij(xj − xi), (D1)
where xi(≥ 0) is the biomass density of node i, a is the
maximum consumption rate (i.e., grazing stress), bi is
the carrying capacity of node i randomly drawn from a
uniform distribution B = [5.0, 10.0], and D is the overall
coupling strength (D = 0.3). The ﬁrst term represents
the logistic growth of the vegetation, the second term
represents the grazing stress, and the third term repre-
sents the dispersion of the biomass. The network’s state
X is deﬁned as X = 1N
∑
i xi. We consider the networks
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FIG. 16: (color online). Suppressed collapse of individual
nodes in the networks of the mixed minimal systems with
B = [−1.5, 1.5]. (a) The ratio of active nodes r+ as a func-
tion of the stress a shows the synchronized collapses of the
nodes in the Watts-Strogatz (WS) network with P = 0.25,
the Erdős-Réyni network, and the Barabási-Albert network
but the gradual collapses of the nodes in the WS network with
P = 0 and the locally rewired (LR) networks. To generate the
LR network, we divide a WS network into four equivalent sub-
lattice before link rewiring and rewire only the links between
the nodes in one of the sublattice. Thus the same number of
links is rewired in the LR network as in the WS network with
P = 0.25. Each line is averaged over 50 realizations. (b) The
stationary state distribution of the LR network shows a small
gap indicating the collapse of the rewired region in the up-
per attractor. We generate 5× 104 stationary states with the
stress a and the initial condition X0 randomly selected from
uniform distributions [0.05, 0.15] and [−1.6, 1.6], respectively.
with N = 104 and 〈k〉 = 4. The bifurcation diagram of
the grazing systems when they are isolated is depicted
in Fig. 17. We consider the grazing system i as active
(collapsed) for xi > 1.5 (xi < 1.5). In Fig. 18 we con-
sider a deteriorating (ameliorating) scenario where the
stationary value of X(a) is obtained by increasing the
stress a with an increment (decrement) δa = 0.01 from
a = 1.6 (a = 2.3) to a = 2.3 (a = 1.6). The informa-
tion on the other numeric experiments is given in the
caption of each ﬁgure. Figure 19 represents the station-
ary state distributions of the networks of the grazing sys-
tems. Figure 20 depicts the distributions of state changes
∆X = XA −XB in the networks of the grazing systems
after perturbations. Figure 21 shows the suppressed col-
lapse of individual nodes in the networks of the grazing
systems.
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FIG. 17: (color online). Bifurcation diagram of a grazing
system whose dynamics is described by dx/dt = x(1− x/b)−
ax2/(x2 + 1). The red lines represent the stable states and
the dotted gray line represents the unstable states.
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FIG. 18: (color online). State diagrams X(a) of the net-
works of the grazing systems. (a) The Watts-Strogatz (WS)
networks with P ≤ 0.1 respond gradually to the increasing
stress a. (b) The WS networks with P ≥ 0.25, the Erdős-
Réyni (ER), and the Barabási-Albert (BA) respond abruptly
to the increasing stress. Increasing and then decreasing the
stress, we observed hysteresis patterns in (c) the WS network
with P = 0, (d) the WS network with P = 0.25, (e) the ER
network, and (f) the BA network. Each line with symbols is
averaged over 50 realizations. The dotted lines in (c)-(f) show
that the hysteresis can be substantially mitigated in the WS
network with P = 0. But only weak mitigation is observed
in the WS network with P = 0.25, the ER network, and the
BA network because some nodes with high growth rates (e.g.,
nodes with b > 9) are still active after the thresholds and
they can provide strong subsidy to other nodes as shown in
Fig. 17. Each dotted line shows a single realization obtained
by increasing and then decreasing the stress a when it reaches
a = 1.96, 1.97, 1.98, 1.99, 2.00, 2.01, or 2.02.
(a) P=0.0
1.9 1.94 1.98 2.02 2.06 2.1
a
0.5
1.3
2.1
2.9
3.7
4.5
X
0
0.005
0.01
0.015
0.02
0.025
(b) P=0.05
1.9 1.94 1.98 2.02 2.06 2.1
a
0.5
1.3
2.1
2.9
3.7
4.5
X
0
0.005
0.01
0.015
0.02
0.025
(c) P=0.10
1.9 1.94 1.98 2.02 2.06 2.1
a
0.5
1.3
2.1
2.9
3.7
4.5
X
0
0.005
0.01
0.015
0.02
0.025
(d) P=0.25
1.9 1.94 1.98 2.02 2.06 2.1
a
0.5
1.3
2.1
2.9
3.7
4.5
X
0
0.005
0.01
0.015
0.02
0.025
(e) ER
1.9 1.94 1.98 2.02 2.06 2.1
a
0.5
1.3
2.1
2.9
3.7
4.5
X
0
0.005
0.01
0.015
0.02
0.025
(f) BA
1.9 1.94 1.98 2.02 2.06 2.1
a
0.5
1.3
2.1
2.9
3.7
4.5
X
0
0.005
0.01
0.015
0.02
0.025
FIG. 19: (color online). Stationary state distributions of the
networks of the grazing systems. The Watts-Strogatz net-
works with (a) P = 0, (b) P = 0.05, (c) P = 0.1, and (d)
P = 0.25. (e) The Erdős-Réyni network. (f) The Barabási-
Albert network. For each panel, we generate 5 × 104 sta-
tionary states with the stress a and the initial condition X0
randomly selected from uniform distributions [1.9, 2.1] and
[0.1, 5.1], respectively. (a)-(c) The upper attractors exist af-
ter the thresholds but the density of the stationary states
having 1.3 < X < 2.9 decreases as P increases in the regu-
lar networks. (d)-(f) The upper attractors disappear at the
thresholds in the disordered networks.
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FIG. 20: (color online). Distributions of state changes ∆X =
XA − XB in the networks of the grazing systems after per-
turbations. We obtain stationary states XB of a network for
given stress a and the initial condition X0 randomly chosen
from a uniform distribution [4.0, 6.0] and assigned equally to
all the nodes. If XB > 0 (i.e., the network is active), then we
give a small shock S to the network and obtain the stationary
state XA after the perturbation. (a)-(c) Global perturbations
(SG = −0.2) were given to all the nodes in the Watts-Strogatz
(WS) networks with P = 0 and P = 0.25. (d)-(f) Local per-
turbations were given to randomly selected 10% of the nodes
in the WS networks with P = 0 and P = 0.25. (g)-(i) Global
perturbations (SG = −0.2) were given to all the nodes in
the Erdős-Réyni (ER) network and the Barabási-Albert (BA)
network. (j)-(l) Local perturbations were given to randomly
selected 10% of the nodes in the ER and the BA networks.
For the local perturbations, we randomly selected 10% of the
nodes and set their state to 0.
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FIG. 21: (color online). Suppressed collapse of individual
nodes in the networks of the grazing systems. Note that we
consider the grazing system i as active when xi > 1.5. (a) The
ratio of active nodes r+ as a function of the stress a shows
the synchronized collapses of the nodes in the Watts-Strogatz
(WS) network with P = 0.25, the Erdős-Réyni network, and
the Barabási-Albert network but the gradual collapses of the
nodes in the WS network with P = 0 and the locally rewired
(LR) networks. To generate the LR network, we divide a WS
network into four equivalent sublattice before link rewiring
and rewire only the links between the nodes in one of the
sublattice. Thus the same number of links is rewired in the
LR network as in the WS network with P = 0.25. Each
line is averaged over 50 realizations. (b) The stationary state
distribution of the LR network shows a small gap indicating
the collapse of the rewired region in the upper attractor. We
generate 5 × 104 stationary states with the stress a and the
initial condition X0 randomly selected from uniform distribu-
tions [1.9, 2.1] and [0.1, 5.1], respectively.
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