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Abstract
Th   e GERD is one of Europe 2020 headline indicators being tracked within the Europe 2020 strategy. Th  e   head-
line indicator is the 3% target for the GERD to be reached within the EU by 2020. Eurostat defi  nes “GERD” as 
total gross domestic expenditure on research and experimental development in a percentage of GDP. GERD 
depends on numerous factors of a general economic background, namely of employment, innovation and 
research, science and technology. Th   e values of these indicators vary among the European countries, and 
consequently the occurrence of outliers can be anticipated in corresponding analyses. In such a case, a clas-
sical statistical approach – the least squares method – can be highly unreliable, the robust regression methods 
representing an acceptable and useful tool. Th   e aim of the present paper is to demonstrate the advantages 
of robust regression and applicability of the bootstrap approach in regression based on both classical and 
robust methods.
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INTRODUCTION
GERD represents total gross domestic expenditure on research and experimental development (R&D) 
as a percentage of GDP (Eurostat), R&D expenditure capacity being regarded as an important factor of 
the economic growth. GERD is one of Europe 2020 indicator sets used by the European Commission to 
monitor headline strategy targets for the next decade –A Strategy for Smart, Sustainable and Inclusive 
Growth (every country should invest 3% of GDP in R&D by 2020). GERD comprises expenditure of 
four institutional sectors of production – business enterprise, government, higher education and private 
non-profi  t establishments. Expenditure data involve the research funds allocated in the national terri-
tory, regardless of their source.
Generally GERD depends on various elements of a general economic background, such as the em-
ployment, innovation, research, science and technology. Both GERD and the above indicators’ values 2014
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vary among the European countries and, consequently, the occurrence of outliers can be envisaged in 
the EU countries’ GERD analysis.
A classical statistical approach to regression analysis – the least squares method (LS) – can be highly 
unsatisfactory due to the presence of outliers that are likely to occur in an analysis of any real data. In 
such a case, robust regression becomes an acceptable and useful tool, since it provides a good fi  t to the 
bulk of the data, the outliers being exposed clearly enough. Th   e aim of this paper is to verify the appli-
cability of the robust regression and bootstrapping (resampling) technique based on both LS and robust 
regression, the economic GERD analysis not being its main objective.
1  LITERATURE
Robust regression techniques are rarely used in economic analysis; only a few applications can be found 
in the available literature. Zaman, Rousseeuw, Orhan (2001), for instance, applied a high breakdown 
robust regression method to three linear models, having compared regression statistics for both the LS 
technique used in the original paper and the robust method. Th   e authors eventually recommended that 
robust techniques should be used to avoid the confusion eff  ect of “bad” leverage points leading to a sig-
nifi  cant bias of the regression results. Finger, Hediger (2007) promoted the application of robust instead 
of LS regression for the estimation of agricultural and environmental production function and Colom-
bier (2009) also estimated the growth eff  ects of OECD fi  scal policies having employed robust methods.
Numerous analyses of R&D expenditure have been made on the basis of diff  erent criteria such as the 
source of funds, fi  eld of science, type of costs, economic activity, enterprise size class, socioeconomic 
objectives, regions, etc. Guellec (1997, 2001) dealt with the cause of fl  uctuations in investments in R&D 
and the connection between GERD and productivity growth. Kroll, Zenker (2009) looked into the de-
velopment of R&D expenditure at a regional level and Zhang (2006) published the results of an empirical 
analysis of national energy R&D expenditures. Since the launch of Europe 2020 strategy, a lot of studies, 
papers and reports have been released. Commenting on the strategy, some of them make relevant re-
marks regarding the 3% target for the GERD indicator to be reached within the EU by 2020. Albu (2011), 
for example, investigated to what extent the EU members complied with the R&D investment targets 
set by Europe 2020 strategy, their actual spending being below 2% of GDP on average and only three 
member states reporting the R&D expenditure ratio to be higher than 3% of GDP. Dachs (2012) ana-
lyzed an economic impact of the internationalization of business investments in R&D, Spišáková (2013) 
examinined the infl  uence of the economic crisis on the achievement of Europe 2020 target in the R&D area.
2  METHODOLOGY
2.1  The principle of robust regression
Robust regression techniques are an important complement to the classical least squares (LS) regres-
sion method. Robust techniques produce results similar to LS regression when the data are linear with 
normally distributed errors. Th   e results, however, can diff  er signifi  cantly when the errors do not satisfy 
normality conditions or when the data contain outliers. Robust regression is an alternative to LS regres-
sion when the data are contaminated with outliers or infl  uential observations. It can be used for detect-
ing infl  uential observations as well.
It is a common practice to distinguish between two types of outlying observations in the regression, 
those in the response variable representing a model failure. Such observations are called outliers in the 
y-direction or vertical outliers, those with respect to the predictors being labelled as leverage points. 
Th   e leverage point is defi  ned as (xk1 ,..., xkp  , yk) for which (xk1 ,..., xkp) is outlying with respect to (xi1 ,..., xip) 
in the data set. Regression outliers (infl  uential points) are the cases for which (xk1 ,..., xkp  , yk) deviates from 
the linear relation followed by the majority of the data, both the explanatory and response variable being 
taken into account simultaneously.METHODOLOGY
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First, let us briefl  y mention the principles of selected robust methods used in our analysis. In robust 
regression, an important role is played by the breakdown point which is the fraction of “bad” data that 
the estimator can tolerate without being aff  ected to an arbitrarily large extent. Having a zero breakdown 
value, even a small proportion of deviant observations can cause systematic distortions in LS regression 
estimates. Two regression methods with a high breakdown point were employed. Th   e least trimmed
squares (LTS) estimator (proposed by Rousseeuw 1984)) is obtained by minimizing               , where 
the i-th order statistic among the squared residuals written in the ascending order, h is the largest integer   
between [n / 2] + 1 and ([n / 2] + [(p + 1 / 2)]), p is the number of predictors (including an intercept) and 
n is the number of observations. Th   e usual choice h ≈ 0.75n yields the breakdown point of 25 % - see 
Hubert, Rousseeuw, Van Aelst  (2008).
LTS regression with a high breakdown point is a reliable data analytic tool that can be used to detect 
vertical outliers, leverage and infl  uential points (observations whose inclusion or exclusion result in sub-
stantial changes in the fi  tted model) in both simple and multivariate settings. A more detailed descrip-
tion is available in, e.g., Ruppert, Carroll (1980), Rousseeuw (2003), Chen (2002), Fox (2002) or Hubert, 
Rousseeuw, Van Aelst (2008).
MM-estimates  (proposed by Yohai (1987) combine a high breakdown point with good effi   ciency (ap-
proximately 95% to LS under the Gauss-Markov assumption). MM regression is defi  ned by a three-stage 
procedure (for details, see Yohai (1987), Chen (2002) or Rousseeuw (2003)). At the fi  rst stage, an initial 
regression estimate is computed; it is consistent, robust, with a high breakdown point but not necessarily 
effi   cient. At the second stage, an M-estimate of the error scale is computed, using residuals based on the 
initial estimate. Finally, at the third stage, an M-estimate of the regression parameters based on a proper 
redescending ψ-function is computed by  means of the formula:
                               ,                                                                   (1)   
where σ ̂  stands for a robust estimation of the residual standard deviation (calculated in the 2nd step) and 
ψ = ρ' is the derivation of the proper loss function ρ. A more detailed description of robust regression 
methods is available in Chen (2002), Rousseeuw (2003), Fox (2002), Yohai (1987), SAS and SPLUS manu-
als. Due to SAS and S-PLUS soft  ware used in the analysis, Tukey’s bisquare loss function was employed:
                                                                       ,      (2)
where e means residuum, the tuning constant k = 4.685 for the bisquare loss function.
2.1.1  Identifi  cation of outliers, leverage and infl  uential points
Extensive numerical and graphical diagnostic methods for detecting outliers and infl  uential observations 
can be used. For more details, see, e.g. Rousseeuw, Van Zomeren (1990), Rousseeuw (2003), Fox (2002), 
Olive (2002), Chen (2002). In this paper, the following methods have been employed:
–   Residuals associated with LTS regression;
–   Standardized residuals (the residuals divided by the estimates of their standard errors, the mean 
and standard deviation equalling 0 and 1 respectively);
–   Studentized residuals (a type of standardized residuals follows at t distribution with n-p-2 Df),
attention being paid to studentized residuals that exceed ± 2.5 (or ± 2.0);
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- Th   e robust distance defi  ned as:
                                                                ,              (3)               
where T(X) is the robust location estimates vector and C(X) is the scatter matrix for the matrix of covariates;
–  Diagnostic plots provided as fundamental data mining graphical tools for quick identifi  cation of 
an outlier, determine whether outliers have infl  uence on classical estimates. In order to visualize 
vertical outliers and leverage points, the following plots were used:
 –  regression diagnostic plot (a plot of standardized residuals of robust regression versus robust
   distances RD(xi ,)),
 –  plot of standardized residuals versus their index,
 –  normal Q-Q plot of standardized residuals and
 –  plot of kernel estimate of residuals´ density.
2.2  The principle of bootstrap in regression
Th   e bootstrap was introduced by Efron (1979). Bootstrapping is a general approach to statistical inference 
based on replacement of the true sampling distribution for a statistic by resampling from the original 
observed data (the original sample of size n). Bootstrap technique assumes only fi  nite values of some mo-
ments, but hardly any restricting assumptions about the underlying probability distribution. It replaced 
classical methods’ assumptions with complex calculations for the correctness assessment of a relationship 
found within a particular sample. Th   e fundamental element of bootstrap is a bootstrap sample. Th  e re-
sampling procedure in regression brings R artifi  cial samples of n pairs of observations from the data in 
the original observed sample. For bootstrapping pairs in regression models, the bootstrap sample is se-
lected by simple random sampling observations (i.e. the response value and the corresponding vector of 
independent regressor variables) without replacement. Th   en standard errors, confi  dence intervals and 
the bias of bootstrap parameter estimates are calculated. Th   e bias is estimated by the diff  erence between 
an average bootstrapped value of the regression coeffi   cient and its original-sample value. Th  e  bootstrap 
percentile interval (EP) is based on empirical quantiles of the bootstrap regression coeffi   cients b*
b , while 
the bias-corrected, accelerated percentile interval (BCa) with correction factors for lower and upper 
percentiles is grounded on the jackknife values of the statistic β (see, e.g. Cole (1999), DiCiccio, Efron 
(1996), Freedman (1981), Efron (1993, 2000), Stine (1990). Th   e resampling distribution of the regression 
coeffi   cients is then constructed empirically by resampling from the sample.
In the bootstrap regression procedure, the least squares (LS) method is oft  en used to estimate the 
parameters of regression models. It is, however, extremely sensitive to outliers and non-normality of 
errors. Th   e robust bootstrapping method replaces the classical bootstrap mean and standard deviation 
with robust estimates, using robust regression estimates with a high breakdown point. In our analysis, 
MM-regression with initial LTS estimates has been used. Th   e bootstrap is not used for regression parameters 
estimation, being a tool for the acquisition of confi  dential intervals and bias regression parameters 
estimation.
3 RESULTS AND DISCUSSION
Th   e following regression methods have been employed in an analysis of the GERD in EU27 countries:
–   least squares regression (LS),
–   least trimmed squares regression  (LTS),  
–   MM-regression (MM),
–   bootstrap regression based on the LS method (B),
–   bootstrap regresion based on robust MM-regression (RB).
1 ( ) [] []
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2     <http://epp.eurostat.ec.europa.eu/portal/page/portal/statistics/search_database> and / or 
<http://apl.czso.cz/pll/eutab/html>.
Th   e analysis is based on 2010 data, calculations being performed by means of SAS 9.2 and S-Plus 6.2 
statistical soft  ware. All the data as well as indicator defi  nitions have been adopted from the Eurostat 
database.2 Th   e economic indicators employed in the analysis are given in the appendix to this paper.
Th   e GERD (total gross domestic expenditure on research and experimental development as a percent-
age of GDP) is one of Europe 2020 headline indicators being tracked within the Europe 2020 strategy. 
Th   e headline indicator is the 3 % target for the GERD to be reached within the EU by 2020. “Th  is  target 
has succeeded in focusing attention on the need for the both the public and private sectors to invest in 
R&D but it focuses on input rather than impact” (see European Commision, 2010, p. 8). From this point 
of view, GERD is consider as a dependent variable in the analysis.
For the GERD as the dependent variable, numerous linear regression models have been tested us-
ing the least squares linear regression (LS) and robust MM-regression. Identifi  cation of vertical outliers, 
leverage points and infl  uential points was performed using LTS regression. SAS uses the default value 
h = [(3n + p + 1) / 4]. For n = 27 and p = 3 or p = 4, we get h = 21, and the corresponding breakdown 
point of about 21–25%. Th   e existence of vertical outliers or leverage points in the model can be quickly 
identifi  ed from the robust diagnostic plot, LS diagnostics being on the left   and robust diagnostics on 
the right side. Horizontal broken lines are located at +2.5 and –2.5 and the vertical line is located at the 
cutoff  s of ±                  , where p is the number of predictors. Th   e points lying to the right of the vertical 
line are leverage points, those lying above or below horizontal lines are regarded as vertical outliers. In 
the case of classical LS regression, the classical index of determination (R-squared) and the results of 
signifi  cance t-tests and F-tests (at a signifi  cance level of 5%) were used. In the case of robust regression, 
the decision which of the alternative models should be preferred was based on robust diagnostic selec-
tion criteria: the robust index of determination (R-squared), signifi  cance robust Wald and F-test and 
robust selection information criteria –Robust Akaike’s Information Criterion (AICR), Robust Bayes-
ian Information Criterion (BICR) and Robust Final Prediction Error (RFPE), (see e.g. Hampel (1983),   
Hampel, Ronchetti, Rousseeuw, Stahel (1996), Ronchetti (1985), Sommer, Huggins (1996), SAS and 
SPLUS manuals).  In both LS and robust regressions, the normality of residuals was also taken into con-
sideration to determine which model ought to be preferred. Numerous regression models, using the set 
of indicators (predictors) available from the Eurostat database, have been computed. For regression mod-
els that fulfi  ll the aforementioned criteria, both classical and robust bootstrapping regression were ap-
plied as well. In the analysis, only models with two or three regressors were fully acceptable. Th  e  selected 
models– mutually diff  erent from the statistical point of view – are presented, the occurrence and vari-
ety of outliers being crucial for their choice. In all tables, t denotes the test statistic related to individual 
t-tests, p-value expresses the minimal signifi  cance level, where the null hypothesis can be rejected, 
R-sq. denoting the index of determination.
In the presented models the following predictors have been included:
CPL    Comparative Price Level (EU27 = 100%); 
ER       Employment rate total (the ratio of employed persons aged 20–64 and the total population
   of the same age group;
HICP  Harmonised indices of consumer prices (2005 = 100);
IRUI   Individuals regularly using the Internet (in percent; frequency of Internet access: once a week);
LPH    Labour productivity per hour worked; 
In the fi  rst model that includes explanatory variables CPL and IRUI, both LS and robust diagnostics 
identifi  ed six leverage points, none of them, however, being also an vertical  outlier (see Figure l).
2
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Figure1  Diagnostic Plot (GERD~CPL+IRUI model)
Source: Author‘s own elaborations
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Figure 2  Kernel estimate of residuals’ density (GERD~CPL+IRUI model)
Source: Author‘s own elaborationsMETHODOLOGY
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Observed Bias Mean SE 95% EP 95% BCa
B
R = 1000
Interc. –1.8247 –0.0003 –1.8250 0.5101 –2.909; –0.906 –3.0039; –0.979
CPL 0.0209 0.0004 0.0213 0.0053 0.0112; 0.032 0.0112; 0.032
IRUI 0.0231 –0.0005 0.0226 0.0096 0.003; 0.042 0.0035; 0.0423
RB
R = 1000
Interc. –1.8247 –0.0003 –1.8250 0.5101 –2.909; –0.906 –3.0040; –0.979
CPL 0.0209 0.0004 0.0213 0.0053 0.0112; 0.032 0.0112; 0.0321
IRUI 0.0231 –0.0005 0.0226 0.0096 0.003; 0.042 0.0035; 0.0422
Parameter SE t p-value 95% conf. interval
LS
R-sq. 
0.6629
Interc. –1.8247 0.5175 –3.526 0.0017 –2.8928; –0.7566
CPL 0.0209 0.0065 3.2344 0.0035 0.0076; 0.0343
IRUI 0.0231 0.0099 2.3347 0.0283 0.0027; 0.0435
MM
R-sq.
0.5724
Interc. –1.8247 0.6539 –2.790 0.0102 –2.8391; –0.7566
CPL 0.0209 0.0081 2.5927 0.0160 0.0082; 0.0336
IRUI 0.0231 0.0123 1.8834 0.0718 0.0037; 0.0425
Table 1  Classical and robust bootstrap regression, LS and MM regression for GERD ~ CPL + IRUI model
Source: Data EUROSTAT, author‘s own calculations
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Figure 3  Histograms for classical replications of regression coeffi   cients for GERD ~ CPL + IRUI model (R = 1 000)
Source: Author‘s own elaborations2014
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Since no vertical outliers are identifi  ed, the LS and MM-regression models are identical (see Table 1), 
classical and robust bootstraps provide the results very close to the values of the estimated regression 
coeffi   cients of LS and MM-regression fi  ts. Kernel estimates of residuals’ density are almost normal but 
are not centred around zero both for LS and MM regression models (see Figure 2). Classical bootstrap 
provides the lowest standard errors and the narrowest confi  dence intervals of the estimated regression 
coeffi   cients; they are even narrower than LS ones (for any regression coeffi   cients). Th   e bias is a diff  er-
ence between an average bootstrapped value of the regression coeffi   cient and its original sample value. 
Histograms of regression coeffi   cients’ estimates are adequately symmetric in both bootstrap methods, 
robust bootstrap, however, providing broader confi  dence intervals. Histograms of regression coeffi   cients’ 
estimates for classical bootstrap see in Figure 3.
Due to the absence of vertical outliers, both classical regression and classical bootstrap are fully appropri-
ate in the model with explanatory CPL and IRUI variables. Th   e dependence can be expressed in the form:
GERD = –1.8247 + 0.0209 CPL + 0.0231 IRUI.                     (4)
Th   e index of determination R-sq. equals 0.6629. Both the explanatory variables have a positive infl  u-
ence on GERD, the partial coeffi   cients being statistically signifi  cant at a 3% level at least. Comparative 
price levels (CPL) indicie the ratio between purchasing power parities (PPPs) and the  market exchange 
rate in a particular country. Th   e ratio is calculated in relation to the EU average (EU27 = 100). If the CPL 
index for a country is higher/lower than 100, the country concerned is relative expensive/cheap com-
pared to the EU average. CPL is a measure of a nominal convergence. IRUI expresses the percentage of 
individuals regularly using the internet; it is one of indicators of information society expressing computer 
literacy of a country. In the EU countries, both a higher CPL value and a higher computer literacy, are 
connected with a higher expenditure on R&D. Th   is conclusion is in general conformity with the Euro-
pean Commission recommendations in the area of “smart growth” promotion in the EU.
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Source: Author‘s own elaborations
Observed Bias Mean SE 95% EP 95% BCa
B
R = 1000
Interc. –5.4990 –0.0645 –5.5638 1.8579 –9.355; –1.974 –9.0248; –1.5642
ER 0.0915 0.0001 0.0917 0.0309 0.0318; 0.153 0.0282; 0.1514
LPH 0.0090 0.0007 0.0097 0.0045 0.0020; 0.019 –0.0000; 0.018
RB
R = 1000
Interc. –7.0419 0.0366 –7.005 2.0862 –10.98; –1.422 –8.8610; 1.6918
ER 0.1108 0.0001 0.1109 0.0322 0.0215; 0.172 –0.0229; 0.1383
LPH 0.0126 –0.0008 0.0118 0.0044 0.0007; 0.016 –0.0011; 0.0159
Parameter SE t p-value 95% conf. interval
LS
R-sq.
0.5639
Interc. –5.4990 1.6750 –3.2830 0.0031 –8.9560; –2.0421
ER 0.0916 0.0265 3.4565 0.0021 0.0367; 0.1463
LPH 0.0090 0.0041 2.2213 0.0360 0.0006; 0.0173
MM
R-sq
0.5380
Interc. –7.0419 1.6958 –4.1525 0.0004 –8.5971; –3.7757
ER 0.1108 0.0271 4.0953 0.0004 0.0664; 0.1435
LPH 0.0127 0.0045 2.8188 0.0095 0.0009; 0.0122
Goodness-of-fi  t tests for robust MM model
AICR BICR RFPE
22.53 29.958 24.258
Source: Data EUROSTAT, author‘s own calculations
Table 2  Classical and robust bootstrap regression, LS and MM regression for GERD ~ ER + LPH model2014
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Th   e last model includes exploratory variables ER and LPH. Th   is model is quite distinct from the previ-
ous ones. Robust diagnostics reveal four vertical outliers (12 Cyprus, 15 Luxembourg, 18 Netherlands, 25 
Finland) and seven leverage points. Two observations (12 Cyprus, 15 Luxembourg) are vertical outliers 
and leverage points simultaneously. Th   ese observations are thus identifi  ed as infl  uential points. Classi-
cal diagnostics reveal only two vertical outliers and seven leverage points, none of them being identifi  ed 
as an infl  uential point (see Figure 4). In such a case, the diff  erences between classical and robust models 
are anticipated. For fi  tted values, see Table 2.
Multimodality of the kernel estimate of residuals’ density plot (see Figure 5) confi  rms the presence of 
outlier points. Th   e same is apparent from histograms of the regression coeffi   cient estimates obtained by 
robust bootstrapping (Figure 6). Robust bootstrap provides tightly concentrated and markedly heavy-tailed 
distributions as a consequence of the existence of outliers. Robust bootstrap can be used as well, despite 
providing slightly biased estimates. It has to be taken into account, however, that the regression coeffi   cients 
have higher standard errors and wider confi  dence intervals than those in the MM model (see Table 2).
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Due to the existence of infl  uential points, the model estimated by robust regression has to be preferred. 
It is obvious that improper use of the classic LS regression model with signifi  cant variables without ad-
equate identifi  cations of outliers and testing of the normality of residuals, can lead to the acceptance of 
an incorrect LS model.
Th   e exploratory variable ER (employment rate) is an indicator of labour market conditions. An in-
creasing employment rate can lead to a decline in the percentage of GDP destined for unemployment METHODOLOGY
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and social security benefi  ts, thus creating prerequisites for an increase in the proportion of GDP spent 
on research and development. LPH (labour productivity per hour worked) is intended to give a picture 
of the produktivity of national economies expressed in relation to the European Union average. If the 
index of a country is higher than 100, this country’s level of GDP per hour worked is higher than the 
EU average. LPH is then a measure for the economic activity. Th   e high level of economic activity and 
better working conditions are prerequisites for increasing the ratio of R&D expenditure. Th   is could be 
expressed by the robust model:
GERD = –7.0419 + 0.1108 ER + 0.0127 LPH.                                              (5)
In the economic literature, the GERD indicator is more frequently perceived as a factor of labour pro-
ductivity growth. In the analysed period (2010), the value of the Pearson correlation coeffi   cient between 
GERD and LPH was 0.5888, the value of the robust correlation coeffi   cient being 0.4744. We presented 
one of suitable regression model with regressors GERD and HICP (harmonised indices of consumer 
prices). In this model, both LS and robust diagnostics reveal the same vertical outlier (15 Luxembourg) 
and seven leverage points (see Figure7). Robust diagnostics identify another vertical outlier (21 Portugal). 
None of them is an infl  uential point. Multimodality of the robust regression kernel estimate of residuals’ 
density (see Figure 8) validates the presence of outlier points.
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Figure 7  Diagnostic Plot LPH ~ GERD + HICP model
Source: Author‘s own elaborations
For the results of fi  ts see Table 3. As far as GERD and HICP regressions with LPH as a dependent vari-
able, the regression coeffi   cients of both regressors are statistically signifi  cant (at a 5% level). Th  e  statisti-
cally signifi  cant regression coeffi   cients indicate a positive infl  uence of the ratio of R&D expenditure and 
a negative infl  uence of infl  ation on labour productivity per hour worked. Th   e resulting model estimated 
by robust regression has a form of:
LPH = 305.3371 + 11.4531 GERD – 2.0088 HICP.                                                 (6)2014
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Figure 8  Kernel estimate of residuals’ density LPH ~ GERD + HICP model
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Observed Bias Mean SE 95% EP 95% BCa
B
R = 1000
Interc. 315.3248 3.7909 319.116 54.4330 224.47; 448.696 224.442; 448.661
GERD 11.2297 0.4133 11.643 4.3786 3.0265; 20.3203 0.4397; 19.0223
HICP –2.0699 –0.0349 –2.105 0.4004 –3.0265; –1.4023 –2.9392; –1.3644
RB
R = 1000
Interc. 305.3371 26.3859 331.723 190.089 71.232; 808.863 50.293; 707660
GERD 11.4531 0.7014 12.154 9.411 –5.5374; 35.064 –3.7961; 37.1874
HICP –2.0088 –0.2294 –2.238 1.643 –6.5055; –0.2633 –5.6710; –0.1185
Parameter SE t p-value 95% conf. interval
LS
R-sq.
0.5605
Interc. 315.3248 76.1644 4.1401 0.0004 158.1292; 472.5204
GERD 11.2297 6.0305 1.8622 0.0749 –1.2166; 23.676
HICP –2.0699 –0.6059 –3.4164 0.0023 –3.3204; –0.8195
MM
R-sq
0.6117
Interc. 305.3371 69.4729 4.3951 0.0002 197.0488; 406.8435
GERD 11.4531 5,4362 2.1068 0.0458 2.8750; 19.3544
HICP –2.0088 0.5514 –3.6429 0.0023 –2.8062; –1.1466
Goodness-of-fi  t tests for robust MM model
AICR BICR RFPE
22.2319 29.1046 18.3399
Source: Data EUROSTAT, author‘s own calculations
Table 3  Classical and robust bootstrap regression, LS and MM regression for LPH ~ GERD + HICP model
Source: Author‘s own elaborationsMETHODOLOGY
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CONCLUSIONS
Th   e GERD (total gross domestic expenditure on research and experimental development as a percent-
age of GDP) is one of Europe 2020 headline indicators being tracked within the Europe 2020 strategy. 
Th   e headline indicator is the 3% target for the GERD to be reached within the EU by 2020.
GERD is composed of expenditure of four institutional sectors of production (business enterprise, 
government, higher education and private non-profi  t organizations). Th   e EU countries are distinct in 
their structure of GERD and the ways of increasing the ratio of R&D expenditure, depending on their 
economic policies. In general, the value of GERD is closely linked with the country’s economic develop-
ment, labour market conditions and computer literacy of the population. Th   e economic GERD analysis, 
however, was not the main focus of the present paper.
Th   e statistical conclusions are not based exclusively on the results produced in this paper, but also on 
economic theories and research fi  ndings of the GERD variable analysis that are not explicitly referred to.
When the vertical outliers are not identifi  ed in the data, errors being normally distributed, classical 
LS regression is a fully appropriate method and should be preferred. In such a case, classical bootstrap 
regression provides even more accurate estimates of the regression parameters (with smaller standard er-
rors and narrower confi  dence intervals) than LS regression. Classical bootstrap outstrips robust methods 
in all cases when the vertical outliers are not identifi  ed and errors are normally distributed regardless of 
the existence of leverage points. Th   is conclusion was demonstrated in the GERD ~ CPL+ IRUI model.
In models with detected vertical outliers, robust regression ought to be preferred since it produces the 
best results. Problems with the outliers in bootstrap regression can be resolved using robust bootstrap 
methods. Robust bootstrap in such cases gives results similar to robust regression, but the confi  dence 
intervals are wider than the robust regression ones. Th   is conclusion is relevant when the outliers in both 
x-direction (leverage points) and in y-direction (vertical outliers) are detected. With an increasing out-
lier’s proportion, the accuracy of bootstrap estimates of the regression parameters declines. Th  is  conclu-
sion is observed  in LPH ~ GERD + HICP model.
In cases where more vertical outliers and leverage points are detected, robust regression should be 
preferred. Th   e bootstrap distribution may be a rather poor estimator of the regression estimates’ distri-
bution. Th   ese results are relevant for both classical and robust bootstrap because of the proportion of the 
outliers in bootstrap samples which can be higher than that in the original dataset. Outlying and non-
outlying observations have the same chance of belonging to any bootstrap sample and, consequently the 
proportion of outliers in a bootstrap sample can be even larger than the fraction of outliers that can be 
tolerated by robust estimates. Th   us the distributions of the regression parameters have heavy tails, the 
confi  dence intervals of the regression parameters being wide. Th   is conclusion is manifested by the re-
sults of the GERD ~ ER + LPH model.
To sum up, the fi  ndings of this study indicate that in situations when the vertical outliers are identifi  ed, 
robust regression with a high breakdown point ought to be given preference. It is evident that improper 
use of the classical LS regression model with signifi  cant variables without corresponding identifi  cations 
of outliers and assessment of residual normality can lead to the acceptance of an incorrect LS model.
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ANNEX: LIST OF INDICATORSMETHODOLOGY
76
GERD  Gross domestic expenditure on R&D (total gross domestic expenditure on research and experimental 
development as a percentage of GDP; (t2020_20), (tsdec320),
GGD  General government debt (percentage of GDP); (tsdde410),
HBA  Households with broadband access to the Internet (percentage of all households); (tin00073),
HICP  Harmonised indices of consumer prices (2005 = 100); (tec0027),
HRST  Human Resources in Science and Technology (percentage of active population aged 25–64 years; 
(tsc00025),
HTE  High-tech exports; (tin00140),
ILCS  Individuals’ level of computer skills (in percent) (tsdsc470),
IR Infl  ation rate (HICP); (tec00118),
IRUI  Individuals regularly using the Internet (in percent; frequency of Internet access: once a week); (tin00091),
LLL  Life-long learning (participation in education and training; percentage of people aged 25–64); (tsd-
sc440),
LPH  Labour productivity per hour worked; (tec00117),
LPP  Labour productivity per person employed; (tec00116),
LTU  Long-term unemployment, total (annual average; percentage of active population); (tsdsc330),
PUSE  Persons with upper secondary or tertiary education attainment (in percent), 25–64 years; (tps00065),
REER Real  eff  ective exchange rate (index, 2005 = 100); (tsdec330),
SRE  Share of renewables in gross fi  nal energy consumption (tsdcc110);
UR  Unemployment rate, total (percentage of the labour force); (tsdec450),
TEA  Tertiary educational attainment, age group 30–34 (t2020_41),
TEAT  Tertiary educational attainment, age group 25–64 (tps00065).