Abstract. Fix a hyperelliptic curve C/Q of genus g, and consider the number fields K/Q generated by the algebraic points of C. In this paper, we study the number of such extensions with fixed degree n and discriminant bounded by X. We show that when g ≥ 1 and n is at least the degree of C, with n even if deg C is even, there are ≫ X cn such extensions, where cn is a positive constant depending on g which tends to 1/4 as n → ∞. This builds on work of Lemke Oliver and Thorne, who in the case where C is an elliptic curve put lower bounds on the number of extensions with fixed degree and bounded discriminant over which the rank of C grows with specified root number.
Introduction
Let C be a smooth projective curve over Q and fix an algebraic closure Q. We say a field K/Q is generated by a point of C if K = Q(P ) for some P ∈ C(Q). For n ≥ 1 an integer and X a positive real number, we define the quantity N n,C (X) to be the number of such extensions with degree [K : Q] = n and |Disc(K)| ≤ X. We also take N n,C (X, G) to be the number of those extensions with Gal( K/Q) ≃ G, where K denotes the Galois closure of K.
In their paper on Diophantine Stability, Mazur and Rubin [MR18] ask to what extent the set of fields generated by algebraic points determines the identity of the curve C. Motivated by this question, we want to understand how N n,C (X) grows as X → ∞, and how this asymptotic depends on the geometry of C and the degree n. When C is an elliptic curve, Lemke Oliver and Thorne [LT18] show there are ≫ X cn−ǫ number fields of degree n ≥ 2 and discriminant at most X for which the rank of C increases, with specified root number. Here c n is a positive constant and tends to 1/4 from below as n → ∞.
In this paper, we consider the case where C is a hyperelliptic curve. Recall a hyperelliptic curve C/Q has an affine model C :
where f (x) ∈ Q[x]. If f (x) is separable then C is nonsingular, and its genus g is related to its degree d = deg f by
Our main result is an asymptotic lower bound for N n,C (X) when n ≥ d, which generalizes that of Lemke Oliver and Thorne and recovers their bound when g = 1. We treat the cases of d odd and even separately in Theorems 1.1 and 1.2. In both cases, the implied constants depend on the degree n of the extension and the model f , and we are able to improve our results slightly when n is allowed to be sufficiently large. Moreover, if n is sufficiently large, we have the improvement c n = 1 4 − 2g n + 2g 2 − 2g n(n − 1) .
In the case where d is even, we restrict our attention to even n. This is in general necessary because a positive proportion of hyperelliptic curves over Q have no points over any odd degree extensions, a result due to Bhargava, Gross, and Wang [BGW17] . In fact, they prove that this proportion approaches 100% as g → ∞. After making this restriction, we obtain a similar asymptotic bound to Theorem 1.1, but without the Galois group condition. Theorem 1.2. Let C be a hyperelliptic curve with genus g ≥ 1 and degree d = 2g + 2. If n ≥ d is even, then N n,C (X) ≫ X cn where c n = 1 4 − (g + 1)n 2 − (g 2 − gn − 4)n − (2g 2 + 2g) 2n 2 (n − 1) .
Moreover, when n is sufficiently large, we have the improvement
. Remark 1.3. In both cases, the exponent c n tends to 1/4 from below as n → ∞. If d is odd and g > 3 or d is even and g > 4, then c n is positive for all n ≥ d. We discuss how to find the threshold where the improved exponent applies and give examples in Section 5.4.
We contrast Theorems 1.1 and 1.2 with a result of Granville [Gra07] for quadratic twists of hyperelliptic curves, which tells a very different story for quadratic extensions. Granville proved, assuming the abcconjecture, that when g ≥ 2, the number of squarefree d such that |d| ≤ D and the quadratic twist
has a nontrivial rational point is ≪ D 1/(g−1)+o(1) . Here, nontrivial refers to points which don't arise from roots of f (x) or points at infinity. Such points on twists give rise to points in C(Q( √ d)), suggesting an upper bound on N 2,C (X) with vanishing exponent as g → ∞.
The proofs of Theorems 1.1 and 1.2 employ a similar strategy as that used by Lemke Oliver and Thorne for elliptic curves and large degree fields. The approach is to produce a family of polynomials whose roots give rise to points on C. We will contrive this family to contain irreducible polynomials of the desired degree n, with Galois group S n if appropriate. Then we count the family, adjusting for multiplicity of the fields generated, giving a lower bound for N n,C (X).
In Section 2, we recall the necessary Galois theory to justify using specializations to study irreducibility and Galois groups in polynomial families. We then introduce Newton polygons as a tool to determine Galois groups of polynomials. We apply these results in Section 3 to specific families to show that they are populated by irreducible polynomials with, if applicable, Galois group S n . In Section 4, we state and prove a useful lemma relating the the size of a polynomial's roots to its coefficients.
These ingredients are assembled in Section 5 into the proofs of Theorems 1.1 and 1.2. Here, we count specializations of our polynomial families while controlling multiplicity. We show that the contribution by fields with small discriminant is negligible, which improves our final lower bounds slightly. We make further improvements when n is sufficiently large by applying the best known upper bounds on the number of fixed degree number fields with bounded discriminant due to Ellenberg and Venkatesh [EV06] .
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Galois theory and Newton polygons
2.1. Some Galois theory. First we recall Hilbert's irreducibility theorem, which we state over the base field Q. Let f (t, x) ∈ Q(t) [x] be an irreducible polynomial, where t = (t 1 , ..., t k ). We obtain a finite extension K = Q(t)[x]/f (t, x) and take its Galois closure K over Q(t), which is generated by a polynomial g(t, x), i.e. K = Q(t)[x]/g(t, x). Let G = Gal( K/Q(t)) denote the Galois group. A subscript t 0 will denote the appropriate object produced by specialization of t.
Theorem 2.1 (Hilbert irreducibility). Let the notation be as above. Suppose t 0 ∈ Q k is a specialization such that g t 0 is irreducible over Q. Then the permutation representations of G and G t 0 acting on the roots of f and f t 0 are isomorphic.
Moreover, the proportion of specializations g t 0 which are irreducible is 1 − o H (1) for t 0 in any rectangular region in Z k having shortest side length H.
The fact that almost all specializations of an irreducible polynomial are irreducible is classical. For a proof of the isomorphism of permutation representations, we refer the reader to [LT18, Theorem 4.1].
We obtain from Theorem 2.1 the following corollary, which also appears in [LT18, Corollary 4.2] and give a brief proof. This indicates how we will use Hilbert irreducibility in practice to obtain elements of G and show that G ≃ S n .
Corollary 2.2. Suppose f (t, x) is irreducible over Q(t). If the permutation representation of G t0 contains an element of a given cycle type for a positive proportion of t 0 ∈ Z k , then the permutation representation of G must also contain an element of that type.
Proof. By Theorem 2.1, choose a large enough rectangular region in Z k such that the proportion of t 0 for which G and G t0 do not have isomorphic permutation representations is smaller than the proportion of t 0 for which G t 0 contains an element of the given cycle type. Then there is some t 0 in the region such that both G ≃ G t 0 and G t 0 contains the given cycle type, thus G must contain that cycle type.
We will later desire to show that G ≃ S n , where n is the degree of f (t, x) in Q(t) [x] . Equipped with Corollary 2.2, we have a way to produce cycle types in G by finding cycle types in G t 0 for specializations. The following proposition shows that the presence of certain cycle types in G is sufficient to guarantee G ≃ S n . Proposition 2.3. Suppose G ⊆ S n is a transitive subgroup containing a transposition, τ , and a cycle, σ, of length n − 1 or p > n/2 for p a prime. Then G ≃ S n .
Proof. Suppose first that σ has length n − 1 and renumber so that σ is given by (1 ... n − 1) in cycle notation. Write τ = (a b). Since G is transitive, we can conjugate τ by some element of G to produce a transposition (n c) where 1 ≤ c ≤ n − 1. Conjugation of (n c) by powers of σ produces
which is a generating set for S n . Hence G = S n . Now suppose that σ has length p for some prime p > n/2, and again renumber so
then since σ has prime length, some power of σ puts 1 adjacent to b. Thus after renumbering, we have the p-cycle (1 ... p) and the transposition (1 2) in G. Conjugating by powers of the p-cycle, we obtain { (c c + 1) | 1 ≤ c ≤ p − 1 } ⊆ G, which generates a subgroup isomorphic to S p .
In either case, we appeal to an inductive argument. Suppose that there exists a subgroup H m ⊆ G for m > n/2 such that H m consists of permutations acting on an m-element subset of { 1, ..., n } and H m ≃ S m . Number the subset acted on by H m as { 1, ..., m }. Then all transpositions (1 d) for 2 ≤ d ≤ m are contained in H m , and hence G. Let ρ ∈ G satisfy ρ(1) = m + 1, which exists by transitivity. Then
Since m > n/2, by the pigeonhole principle there is some d ′ for which 1 ≤ ρ(d ′ ) ≤ m, and hence we have
Then the set of transpositions
the subgroup consisting of permutations acting only on { 1, ..., m + 1 }, and satisfying H m+1 ≃ S m+1 .
As argued earlier, we already know such a subgroup H m ⊆ G exists for m = p or m = p + 1. Repeated application of this process produces a subgroup H n ⊆ G isomorphic to S n . This proves G = S n .
2.2. Newton polygons. By Proposition 2.3 and Corollary 2.2, the problem of showing Gal(f (t, x)/Q(t)) ≃ S n is reduced to showing Gal(f (t 0 , x)/Q) is transitive and contains certain cycles for a positive proportion of specializations t 0 . Newton polygons provide a tool to obtain the necessary cycles.
Definition 2.4. Let p be a prime and
. The Newton polygon for f (x) over Q p is defined to be the lower convex hull of the set
where v p denotes the p-adic valuation.
The number and slopes of segments in the Newton polygon determine the valuations of the roots of f (x) in Q p . More precisely, if a segment of the Newton polygon with length l has slope s then f (x) has l roots each with valuation −s in Q p . See [Neu99, II.6] for justification and more general theory of Newton polygons. We will use the following lemma, which relates this information about the valuations of the roots to Gal(f (x)/Q p ), and then to Gal(f (x)/Q) by inclusion. A proof may be found in [LT18, Lemma 4.5].
Lemma 2.5. Suppose the Newton polygon of f (x) contains a segment of length n and slope m/n with gcd(m, n) = 1. Assume further that the denominators of other slopes in the Newton polygon are coprime to n. Then Gal(f (x)/Q) contains an n-cycle.
3. Irreducibility and Galois groups in families of polynomials
i where d is odd, and
and note that the polynomial
. As usual, we denote by g a0 , h b0 , and F f,a0,b0 the polynomials under specialization of a and b.
Proof. First assume n is even. We consider a specialization
where the values will be determined later. Let p = p 1 be a prime that does not divide the coefficients of f (x). We will require that v p (a n/2 ) = 1, v p (a 0 ) = −1, and v p (b (n−d−1)/2 ) = 0. For a 2 , a 1 , and b 0 , we let the valuation be large enough to ensure that no points containing these terms are found on the Newton polygon. A value of 2 is sufficient for this purpose. The resulting Newton polygon for F f,a0,b0 (x) is shown in Figure  3 .1. 
By Lemma 2.5, the segment of slope 2/(n − 1) shows existence of an (n − 1)-cycle in Gal(F f,a0,b0 (x)/Q). Choose a different prime p = p 2 also satisfying p ∤ c i . This time, we require v p (a n/2 ) = 0 and v p (a 0 ) = −1. We fix a 2 , a 1 , b (n−d−1)/2 , and b 0 to have valuation at least 2. The resulting polygon of F f,a0,b0 (x) has one segment and is shown in (n/2, −1)
The presence of only one segment shows that each root of F f,a0,b0 (x) has valuation 2/n in Q p2 . Thus over Q p2 , F f,a0,b0 (x) is either irreducible or it factors as the product of two degree n/2 irreducible polynomials. If it had an irreducible factor with degree d ′ < n/2 then the roots of this factor would have valuation with denominator at most d ′ , a clear contradiction. Taken with our previous observations over Q p1 , this is sufficient to guarantee F f,a0,b0 (x) is irreducible over Q. If F f,a0,b0 (x) were reducible, it would be the product of two degree n/2 factors, or else it would not have the proper factorization over Q p2 . However, such a polynomial will not produce the Newton polygon over Q p1 shown in Figure 3 .1. Hence F f,a0,b0 (x) is irreducible over Q and Gal(F f,a0,b0 (x)/Q) is isomorphic to a transitive subgroup of S n .
Let p = p 3 be another distinct prime not dividing the c i , satisfying the additional requirement that c 0 is a quadratic residue mod p. If n − d − 1 = 0 then we will set v p (b (n−d−1)/2 ) = 2, which will effectively let us ignore terms containing this constant in the Newton polygon. We now examine the lowest three terms of Write c 0 ≡ m 2 (mod p), or c 0 − m 2 = qp for some q ∈ Z. Let k be an integer and let a 0 = b 0 (m + kp). Then the constant term becomes
We also have
If k is chosen such that q − 2km is not divisible by p, and v p (b 0 ) = 0, then this constant term is nonzero mod p 2 , and hence its valuation is exactly 1. Next, we force the linear term to be divisible by p. We accomplish this by specifying Choosing a 0 , a 1 , a 2 , and b 0 in this way, and letting v p (a n/2 ) = 0, we produce the Newton polygon in Figure 3 .3. Note that our choices of parameters have ensured that any terms of degree higher than 2 have valuation of at least 0, so they are not noted on the polygon. The segment of slope −1/2 shows the presence of a transposition in Gal(F f,a0,b0 (x)/Q by Lemma 2.5. We may choose a rational specialization (a 0 , b 0 ) of (3.2) so that the valuations and relations in Q p1 , Q p2 , and Q p3 are simultaneously satisfied. Hence Gal(F f,a0,b0 (x)/Q) satisfies the hypotheses of Lemma 2.3 and is isomorphic to S n .
Moreover, if the coefficients a i and b j for 2 < i < n/2 and 0 < j < n − d − 1 are required to have valuation at least 2, instead of being 0, then the conclusions above still hold. A positive proportion of specializations (a 0 , b 0 ) so Corollary 2.2 gives that Gal(
We use a modified procedure for n odd. Using Bertrand's postulate, we find a prime q such that n−1 2 < q < n − 1. We will use a specialization
Note that since we are only interested in n ≥ 5, q will be odd, so (n − q)/2 is an integer. If n − q = 2, 1 or 0, then we only include it once. Let p = p 1 be an odd prime that does not divide the coefficients of f (x). We set
so that these terms will not be relevant in the Newton polygon. For the remaining parameters, let v p (a 0 ) = −1 and v p (b (n−d)/2 ) = 0. The Newton polygon, shown in Figure 3 .4, has one segment with slope 2/n, so by Lemma 2.5 Gal(F f,a0,b0 (x)/Q) contains an n-cycle and as such is transitive. Choose a different prime p = p 2 not dividing the c i and let v p (a (n−q)/2 ) = −1, v p (a 0 ) = 0, v p (b (n−d)/2 ) = 0. We also let v p (b 0 ) = v p (a 1 ) = v p (a 2 ) = 2, unless a 1 or a 2 is equal to a (n−q)/2 . The resulting Newton polygon, shown in Figure 3 .5, has two segments, one of which has length p and slope 2/p, so by Lemma 2.5 Gal(F f,a0,b0 (x)/Q) contains a p-cycle. Let p = p 3 be a different prime not dividing the c i for which c 0 is a quadratic residue. The same argument as for p 3 in the n even case shows that Gal(F f,a0,b0 (x)/Q) contains a transposition, though we note that we should take v p (b (n−d)/2 ) = v p (a (n−q)/2 ) = 2 to ensure that terms containing b (n−d)/2 and a (n−q)/2 aren't relevant for the Newton polygon. Now we choose a rational specialization (a 0 , b 0 ) for which the conditions are satisfied for p 1 , p 2 , p 3 simultaneously. Then by Proposition 2.3, we have that Gal(F f,a0,b0 (x)/Q) ≃ S n . As in the even case, we recognize that this approach applies to a positive proportion of specializations, so Gal(F f (x)/Q(a, b)) ≃ S n by Corollary 2.2 in the case that n is odd.
Even degree curves.
We now present the analogous proposition for the case of d even, though here we are unable to conclude that the Galois group is isomorphic to S n . As before, let
be given by (3.1) once more, which will have degree n. Proof. By Theorem 2.1, it is sufficient to prove that some specialization F f,a0,b0 (x) is irreducible over Q. Note that we may replace f (x) by a translation f (x + k) or the scaled f (λx) for k, λ ∈ Z. This is because if
2 is as well, and similarly for scaling. By a variant of Euclid's infinitude of primes, we have f (x) takes on values divisible by arbitrarily large primes. By this observation, there exists a prime p dividing f (k) for k ∈ Z such that p ∤ Disc f . Then p divides the constant term of the translation f (x − k), which has the same discriminant as f (x).
Thus after a possible translation, we have a prime p|c 0 such that f (x) does not have repeated roots mod p. In particular, this means c 1 ≡ 0 (mod p). Using a Hensel's lemma lifting argument, we can find a solution to f (x) ≡ 0 (mod p) such that f (x) ≡ 0 (mod p 2 ). After another possible translation, we may assume that v p (c 0 ) = 1.
Take the specialization g a0 = x n/2 , h b0 = 1. Then the polynomial
is Eisenstein with respect to p, and hence irreducible. As discussed above, this implies the existence of a specialization for which F f,a0,b0 (x) is irreducible over Q. , b) ) for the even degree case. Extending the Newton polygon method used to produce transpositions in Proposition 3.1, we may show G contains k-cycles for 2 ≤ k ≤ n/2. Using that G ⊆ S n is a transitive subgroup by Proposition 3.2, we can show that it is isomorphic to either S n or the wreath product S n/2 ≀ C 2 , where C 2 denotes the cyclic group of order 2.
The obstruction to arguments of the type in Proposition 3.1 producing the full symmetric group in this case is that it is difficult to find long, odd length segments in the Newton polygons when f (x), g(x)
2 , h(x) 2 are all of even degree. While a result showing G ≃ S n would be an ideal companion to Proposition 3.1, we are content with the irreducibility of F f , since our primary aim is to count the number fields generated by these polynomials, with or without the additional Galois group restrictions.
Relating coefficients to roots
In this section we present a standard result which relates the absolute value of a polynomial's coefficients to that of its roots, which will be useful later when counting multiplicities of fields generated by a family of polynomials. We did not find a proof in the literature, so we offer one here, though we do not claim it as original.
be monic and have degree n. There exist positive constants k i such that for any
Proof. Label the roots α 1 , ..., α n , such that |α 1 | ≥ ... ≥ |α n |. Suppose |c i | ≤ k i Y n−i for all i, where the k i are constants whose values are to be determined later. Suppose also that |α 1 | > Y .
Writing f (x) as a product of its roots, we see that
We claim that we can bound one of the summands in (4.1) as
In the case of m = 0, we have
and thus (4.2) holds. Let m ≥ 1 and assume (4.2) holds for m − 1. By (4.1) and this assumption,
Dividing by |α 1 | > Y produces (4.2). In particular when m = n − 2, (4.2) shows (4.3)
Then using (4.1) for m = n − 1 and (4.3), we have
Any choice of k 0 , ..., k 1 > 0 such that k 0 + ... + k n−1 ≤ 1 contradicts |α 1 | > Y , which concludes the proof of the lemma. Moreover, they can be chosen depending only on n, say by k i = 1/n for 0 ≤ i ≤ n − 1.
Proofs of main theorems
We begin with the proof of the first bound in Theorem 1.1, which covers Sections 5.1 -5.3. In Section 5.4 we describe the modifications necessary to obtain the improved bound in Theorem 1.1 for sufficiently large n. The proof of Theorem 1.2 is nearly identical, and we highlight the differences in Section 5.5. 5.1. Parameterization. Let C be a nonsingular hyperelliptic curve over Q of odd degree d = 2g + 1. Then C has a model
where c i ∈ Z for all i. We may further assume that c 0 = 0 by considering the curve C ′ : y 2 = f (x + k) for some integer k, which is birationally equivalent to C. If necessary, we may also take f to be monic, by multiplying by c d−1 d and changing variables. Let Y be a positive real number and n ≥ d an integer. We now construct a family of polynomials P f,n (Y ) arising from certain specializations of (3.1). When n is even, take g(x) = x n/2 + a n/2−1 x n/2−1 + ...
In the case of n odd we take
, h(x) of the form above. Note that any such F (x) is degree n, and by Lemma 4.1 any root α of F satisfies |α| ≪ n,f Y . Hence Disc(F ) ≤ kY
for a constant k depending on f and n.
Bounding multiplicities.
We can count the number fields arising from specializations of (3.1) by counting elements of P f,n (Y ), provided that we can control the multiplicity. This multiplicity arises from two sources. We may have different choices of g(x) and h(x) that produce the same element F (x) ∈ P f,n (Y ), or we may find multiple elements of P f,n (Y ) that produce isomorphic number fields. We deal with the former case in the following lemma.
Lemma 5.1. Let F (x) ∈ Z[x] be a polynomial of degree n. The number of ways to choose g(x), h(x) ∈ Z[x] with at least one monic so that
Proof. Note that f has no repeated roots, so the coordinate ring C[x, y]/(y 2 − f (x)) is a Dedekind domain. With this, the justification is identical to [LT18, Lemma 7.4 ]. Now we can give a count for #P f,n (Y ), since Lemma 5.1 gives that each choice of a i and b j above coincides with at most a constant number of other choices. In the case of n even, we have #P f,n (Y ) ≍ Y c where
The same approach yields the same count for n odd. Since the elements of P f,n (Y ) arise as specializations of the family (3.1), Proposition 3.1 implies that #P f,n (Y, S n ) ≍ Y c where c is given in (5.1) and P f,n (Y, S n ) is the subset consisting of irreducible F ∈ P f,n (Y ) with Gal(F/Q) ≃ S n .
We now address the second source of multiplicity, namely that there may be many F ∈ P f,n (Y ) for which K ≃ Q[x]/F (x). To deal with this, we employ machinery developed by Ellenberg and Venkatesh [EV06] for counting number fields, and the multiplicity counts of Lemke Oliver and Thorne [LT18] .
Following their lead we define
with the condition that F (x) is irreducible. Note that by this construction P f,n (Y, S n ) ⊆ S(Y, S n ), provided we choose the implied constant appropriately. We now define for a number field K its multiplicity within
Lemma 5.2 (Lemke Oliver -Thorne [LT18, Proposition 7.5]). We have
The proof uses the geometry of numbers, building on the strategy suggested in [EV06] . We now state an upper bound for the asymptotics of general number field counts, without respect to any curve. We use N n (X) to denote the number of degree n number fields K with |Disc(K)| ≤ X.
Theorem 5.3 (Schmidt, [Sch95] ). For n ≥ 3, we have
We can leverage Theorem 5.3 to show that the contribution to N n,C (X, S n ) by fields of low discriminant is negligible. This allows for some improvement to the eventual exponent.
where the sum runs over all degree n number fields K such that |Disc(K)| ≤ T .
Proof. We begin by rewriting the sum as a Riemann-Stieljes integral,
where (5.4) follows from (5.3) by the multiplicity bound from Lemma 5.2. Integrating by parts in (5.4) produces
Recalling Schmidt's bound in (5.2), we estimate (5.5) by
Final steps.
We are now ready to assemble the proof of Theorem 1.1. By our construction, for any
is a field of degree n with Gal(K/Q) ≃ S n . We then have that |Disc(K)| ≤ kY n(n−1) for a constant k depending on f, n. Choose T = κY n−(3+2g)+2g 2 /n for a positive constant κ to be determined shortly. By Lemma 5.4, we have (5.6)
and we recall from our earlier discussion that
We then choose κ sufficiently small so that the quantity in (5.6) is at most #P f,n (Y, S n )/2. Then, fields K with T < |Disc(K)| ≤ kY n(n−1) arise from a positive proportion of the polynomials in P f,n (Y, S n ). Counting just these fields and recognizing the bound for M K (Y ) in Lemma 5.2 is decreasing with respect to |Disc(K)|,
Upon replacing Y in (5.8) by (X/k) 1/n(n−1) and simplifying, we obtain as the exponent
and thus N n,C (X, S n ) ≫ X cn , which is the first statement of Theorem 1.1.
5.4. Improvements. To improve the exponent in the previous section, we seek to find when fields of discriminant less than Y n contribute negligibly, allowing us to use the best possible multiplicity bound in Lemma 5.2, M K (Y ) ≪ Y n/2 . If we assume this is true for some n, then we immediately have N n,C (kY n(n−1) , S n ) ≫ Y c−n/2 , and after simplifying and making the same substitutions as earlier, we obtain the improvement in Theorem 1.1. It now remains to argue that this is possible. Suppose that N n (X) ≪ X α(n,g) is valid for large enough n. With this assumption, we use the same procedure as the proof of Lemma 5.4 to show that (5.9)
To make the right hand side of (5.9) be O(Y c ), it suffices to take α(n, g) = n 4 − 1 + 2g 4 + g 2 2n .
Theorem 5.3 is insufficient for this purpose. We turn to the improved upper bounds for counting fields by Ellenberg and Venkatesh [EV06] . In particular [EV06, (2.6)] states that given positive integers r, m satisfying Making a naive choice of r = 2 and m = ⌈ √ n − 1⌉, we see (5.10) is satisfied, and we can check when (5.11) is stronger than N n (X) ≪ X α(n,g) . Namely, the inequality (5.12) 4m n − 2 r + 4m r ≤ 32n 3/2 + 24n + 4n
1/2 n − 2 < α(n, g) must be satisfied. However, it is easily seen that for any fixed g, α(n, g) grows faster than the left hand side, so for large enough n, (5.12) holds. Thus (5.11) will be stronger for sufficiently large n, concluding our justification of the improved exponent in Theorem 1.1.
For any fixed g, one could compute precisely the n at which (5.12) takes effect, and then perform a computer search to find other pairs (r, m) for smaller n. In the case of g = 1, Lemke Oliver and Thorne [LT18, Proposition 7.6] showed that for all n ≥ 16052, such r and m exist, and hence the improved exponent is valid. When g = 10, this approach shows the improved exponent is valid for n ≥ 16061. For g = 100, this increases to n ≥ 16342. 5.5. Even degree curves. The proof of Theorem 1.2 follows the approach of the previous subsection. We begin with a curve C : y 2 = f (x) and take f (x) = 
