Abstract. Projection methods (including collocation methods) are always considered in numerical analysis for differential and integral equations Ax = b. It is regular to restrict the consideration to b ∈ R(A) which make the equation solvable. In this paper, we project more insight to the numerical behavior of projection methods when b / ∈ R(A) and propose an non-conditional divergence result of projection method with arbitrary basis into compact operator equation (Theorem 1.1). Several applications show its power and further discussion on divergence rate is given.
Introduction of divergence analysis and main result
Let X, Y be Hilbert spaces over the complex scalar field, B(X, Y ) and C(X, Y ) denotes the set of all bounded, compact linear operators mapping from X to Y respectively, {X n } and {Y n } be sequences of closed subspaces of X and Y respectively, P n := P Xn and Q n := Q Yn be orthogonal projection operators which project X and Y onto X n and Y n respectively.
Let the original operator equation of the first kind be Ax = b, A ∈ B(X, Y ), x ∈ X, b ∈ Y (1.1)
Its unified projection approximation setting is
A n x n = b n , A n ∈ B(X n , Y n ), x n ∈ X n , b n ∈ Y n , (
where A n := Q n AP n : X n → Y n , R(A n ) closed.
The approximation solution to specific projection setting: A † n Q n b. The regular consideration into projection methods (including collocation methods) is to analyze the convergence and error estimate (including a-priori and a-posteriori) under setting restrict to b ∈ R(A). There is a large amount of literature inside this topic, see [2] [3] [4] [5] [6] [7] and references therein. However, for more insight on projection methods into operator equation, one will naturally ask what is the numerical behavior of approximation schemes A † n Q n b when b / ∈ R(A). we see really few literature in this aspect. In our investigation, the most general divergence criteria for projection setting is proposed in [4] which read as follow. Lemma 1.1 For projection setting (3.1), (3.2), if ({X n } n∈N , {Y n } n∈N ) satisfies the completeness condition, that is,
where † denotes the Moore-Penrose inverse of linear operator (See [1, 3, 4] ), then, for
Remark 1.1 Any criteria for convergence in projection method also suit for divergence analysis, since convergence in projection method means
⊥ which restrict to y ∈ R(A) and insert y = Ax, x ∈ X into above formula gives that
x ∈ X, Thus, by Banach-Steinhaus theorem, (1.3) follows.
Remark 1.2 Notice that Y \ (R(A) ⊕ R(A)
⊥ ) can be far bigger than the undetermined part R(A) ⊕ R(A) ⊥ for compact linear operator with infinite-dimensional range. See Applications.
With general setting ({X n } n∈N , {Y n } n∈N ), the completeness condition is always satisfied. The key point to verify the divergence criteria locates in the estimate of (1.3).
In dual least square method with setting:
is dense in R(A) with X 
where
is arbitrary basis of Y . We see (1.4) as a nonconditional uniform divergence result in dual least square method.
In Bubnov-Galerkin method with setting:
Instead of direct verification of (1.3), one can utilize the following two techniques to replace, that is, find a Gelfand triple (V, X, V * ) such that
• A : V * → V is one-to-one and satisfies Gärding inequality with respect to some compact C :
These techniques are all proven efficient in divergence analysis (See [8] ). However, the indirect ways will generally require technical handling on decomposition of original operator and the direct way will require technical handling under specific basis.
In least square method with setting:
the divergence research originate from [7] which provide a couterexample in l 2 illustrating that the least square methods does not naturally converge in infinite-dimensional setting. Proceedingly, [4, Example 2.10] provide another l 2 divergence example for least square method. In general cases, we still need go back to the examination of (1.3). Also there exist a condition to replace it, that is,
• let there exist c > 0, independent of n, such that
(1.5) where σ n = σ n (A) := max{ z n : z n ∈ X n , Az n = 1}, However, generally one can not guarantee the decay of A(I − P n ) by n exceed the growth of σ n such that (1.4) holds (see [7] ). And even in the case (1.5) holds, there usually demand specific estimate in verification of (1.5), for example, higher order Sobolev estimate (See [8, section 4])
as we see, it generally depends on the choice of basis.
Thus, we see the non-conditional divergence result in dual least squares method, and the complexity of divergence analysis in the other two projection methods. It is our goal to establish a non-conditional uniform criteria on the whole scale of projection methods with arbitrary basis. To complete it, we restrict our attention to compact linear operators, and obtain the result as follows:
where A n := Q n AP n : X n → Y n is the general projection approximation operator. In particular, when b ∈ R(A) \ R(A), we have
Especially, when A ∈ C(X, Y ) possess a dense range in Y , then (1.6) is transformed into
Proof
Before the proof, we first prepare some technical lemmas.
Lemma 2.1 Let A ∈ B(X, Y ) and A n := AP n : X n → Y , {X n } n∈N satisfies the completeness condition, that is,
then there holds
Proof 2 See [6, Lemma 2.2 (a)].
Based on above result, we give the following result:
satisfies the completeness condition, that is,
Proof 3 It is sufficient to prove that
By (2.1) and the definition of orthogonal projection, we know there exist a sequence {x n } such that x n ∈ X n and
and thus, for any y ∈ R(A),
Proof 4 We utilize the main idea in [4, Theorem 2.2 (c)] to complete the proof of our main result: Let b ∈ Y \ R(A) ⊕ R(A)
⊥ , we assume that there exist a bounded subsequence {A † n k
Since Hilbert space X is reflexive, by Eberlein-Shymulan theorem, we can abstract a weakly convergent sequence from {A † n k P R(A) b}, again denote by {A † n k P R(A) b}, that is,
Since A is compact, and thus, also completely continuous, then
Notice that
This together with (2.2) gives
. This is a contradiction.
In this way, we conclude that, any subsequence of {A † n k P R(A) b} has a subsubsequence which diverge to infinity. (1.6) follows.
Applications Example 3.1 (p order numerical differentiation):
For p ∈ N, set
where H k denotes the classical Sobolev space of integer order. Since
Composing with compact embedding τ : 0, 2π) ). Besides, using inductive methods, we can obtain that
, thus it is a common way to discrete the integral equation for efficient approximation of p order derivative.
• With no a-priori information on regularity of exact p order derivative, the model is generally established on k = 0. In this case,
Thus, application of Theorem 1.1 gives that, projection methods with arbitrary L 2 (0, 2π) basis, for instance, trigonometric polynomial, Legendre polynomial, Haar functions, piecewise constant, all diverge to infinity for y ∈ L 2 (0, 2π) \ H p,p 0 .
• With a-priori information on k = 0 order regularity of exact p order derivative, the model can be formulated in H k (0, 2π) setting. In this case,
, with further assumption k ≥ p, it is not difficult to determine that the closure of R(
Thus, application of Theorem 1.1 gives that, projection methods with arbitrary H k (0, 2π) basis (always interpolation basis), such as finite element, Lagrange interpolation basis, all diverge to infinity for y ∈ H k,p
Example 3.2 Symm's integral equation with logarithmic single layer potential is generally formulated as to determine the density ψ ∈ C(∂Ω) such that
where Ω ⊂ R 2 is some bounded, simply connected region and ∂Ω be a closed curve of C 3 (C k ) class (that is, the boundary ∂Ω has a 2π periodic, three (k -th) times continuously differentiable parametrization of the form x = γ(s) = (a(s), b(s)), s ∈ [0, 2π]), f ∈ C(∂Ω) is some given function. With further two assumptions that
• there exists z 0 ∈ Ω with |x − z 0 | = 1 for all x ∈ ∂Ω, one can insert the representation of curve boundary into (3.1), then Symm's equation takes the form 2π) ) with dense range. Now application of Theorem 1.1 yields that projection method ({P n } n∈N , {Q n } n∈N ) with arbitrary L 2 (0, 2π) basis will uniformly diverge to infinity for g ∈ L 2 (0, 2π) \ H 1 per (0, 2π). In [8] we verify (1.4) under trigonometric basis and prove that least squares, dual least squares, Bubnov-Galerkin methods with trigonometric basis all diverge to infinity for g ∈ L 2 (0, 2π) \ H 1 per (0, 2π). Above uniform divergence result is a far stronger one. The uniform divergence criteria can also be applied to general weakly singular integral equation in L 2 setting, such as, Abel integral equation (See [3] ).
Further discussion with singular value decomposition
For compact linear operator A with singular value system (σ n ; v n , u n ), we can obtain characterizations (see [3, Chapter 2.2]) as follows
y n u n : {y k } ∈ l 2 }.
•
Thus, in term of singular value decomposition, Theorem 1.1 can be rewritten in a more precise way. 
