An analysis method to nd the natural response of double-layer planar lattice networks is found and stability discussed. Following the proposed approach a new circuit able to perform features extraction at sensory level by means of a convolution with a Gabor-like kernel is synthesized. The circuit, based on MOS transistors working in subthreshold region, has been simulated and successfully compared with the theoretical expectations. Main features are compactness, low-power and full programmability of the convolutional kernel.
Indexing Terms: neural networks, collective elaboration, pseudoconductances Introduction The rst steps performed in a smart sensory system are noise reduction and features extraction. In a vision system, considering a regular array of sensors, such operations can be implemented introducing linear interactions (e.g. resistive connections) between sensorial sites. In particular, noise reduction and edge detection have been done in the past through the convolution of the image with gaussian-like and mexican-hat functionalities 1] 2]. However, in some important applications, like stereo depth estimation and motion detection we need oscillatory kernels (Gabor-like functions) to extract precise phase and local frequency information 3].
In 4] it has been demonstrated that the response to a constant stimulus of a network in which only rst and second neighbors interact with the site (i.e. order two network) is a function in the form: h(n) = Ce ? jnj ((1 + e ?2 ) sin(! 0 ) cos(! 0 n) + (1 ? e ?2 ) cos(! 0 ) sin(! 0 jnj)) (1) where C, ! 0 and are determined by the strenght of connections. Such functionality is useful for image processing/understanding, since a linear combination of functions of this kind with proper spatial shifts generates a Gabor function 5].
Even if, in principle, with this approach very small vision systems can be realized, the non-planar topology of the network introduces some problems in the VLSI CMOS implementation: second neighbors interaction generates problems of connectivity and matching of device characteristics. In the following we will show that the same functionality is also the natural response of a double-layer network with rst-neighbor connections. A MOSFET circuit able to implement this network is synthesized. Double-layer recurrent networks Let us consider, now, the network of Fig. 1 .
There are two layers (input layer A and output layer B) each one with a di erent kind of elementary cell and rst order connections ( rst neighbor only). The interaction is not a mere cascade between two layers but rather a recurrent interaction.
The proposed scheme is the graphic representation of the following two equations:
In these equations x i is the input and v i the output in each cell of input layer A, w i is the output of output layer B, i and i represent the strength of connections in each layer, f the forward stimulus from the input layer and r the recurrent stimulus. Z-transforming these equations we obtain a linear system which solution is a rational transfer function with a second order denominator: p .
There is a bi-univocal relationship between parameters (A 1 , A 2 ) and (! 0 , ) while it is not possible to obtain a closed-form expression using , , , therefore A 1 and A 2 fully determine the network. Stable and oscillatory functions are obtained for A 
Synthesis of the circuit
The proposed circuit is shown in Fig. 2. I (7) The use of pseudoconductances allows us to electrically control the value of parameters, making the circuit fully programmable: we have no restriction on the value of parameters A 1 and A 2 except A 1 4A 2 . This limit is not a problem in this kind of applications because the region of the stability domain for A 1 > 4A 2 corresponds to kernels with very limited oscillations (almost gaussian) 4].
In Fig.3 we have the simulation results for the proposed circuit. Di erent kernels are implemented simply acting on the controlling voltages V 1 and V 2 . Each kernel has di erent spatial frequency ! 0 and decay constant from the other. The simulation data (dots) t very well the expected curves. All simulations have been done with Spectre using level 47 (Bsim3v2).
Conclusions A new circuit able to implement the convolution of an input image with a fully programmable Gabor-like kernel has been synthesized starting from the analysis of double-layer networks. From an implementation point of view this nal circuit has several advantages. Physical realization is very compact, thanks to the reduced number of transistors for each cell. We have a total number of 15 MOS. Dimension for the single cell is 46 m 100 m, for the array of 41 cells 1886 m 120 m in a 0:8 m CMOS process. Power consumption is limited thanks to the low value of currents and subthreshold operations. So, assuming a voltage supply of 2.5V and an average current of 150nA in each branch from V dd to ground we have a dissipation of around 80 W. Another important characteristic is that the parameters depend on ratios and not on absolute values. All that is needed is that M a and M 3 , M b and M 10 (all nMOS) are well matched. Locality of elaboration allows us to keep these 4 transistors very close on the chip so we can realistically trust on a good matching. Under this condition the controlling voltages V 1 and V 2 determine completely the response of the circuit. This makes this circuit very attractive for the implementation of di erent algorithms on the same chip.
Captions Figure 1 Double layer recurrent network. Each layer is an order one layer. 
