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Abstract— As different text input devices lead to different
typing error patterns, considering the device characteristics when
designing an error correction mechanism can lead to significantly
improved results. In this paper, we propose and evaluate a
spelling correction algorithm based on Hidden Markov Models.
It is designed for a five-key chording keyboard and uses the
probabilities that one character is typed for another, named
confusion probabilities. For the used evaluation text, the proposed
algorithm reduces the error rate from 10.11% to 1.27%. In
comparison, MsWord and iSpell reduce the error rate to 4.75%
and 6.69%, respectively.
I. INTRODUCTION
For most people, interacting with a mobile device requires
visual commitment to the input mechanism. As a consequence,
there are many situations in our daily life when we have to
refrain from using these devices, as our vision is already com-
mitted: for instance, while texting and walking in a crowded
place, one should focus on the environment and not on the
phone.
A way to type fast, accurately, and with limited visual
feedback is provided by chording keyboards. These devices
generate a character by simultaneously pressing a combina-
tion of keys, and with five keys there are 31 combinations,
enough for the letters of the English alphabet. If the keys are
adequately placed, we can type with one hand and without
looking at them, so we could use a mobile device even during
activities for which vision is partially or entirely committed,
such as walking in crowded spaces, jogging, or riding a bike.
The main drawback of such keyboards is that the users
should learn the correspondence between keys and characters
before being able to type. In previous studies [1], we showed
that an adequately chosen mapping between key combinations
and characters can be learned in less than 45 minutes and the
average text entry rates after approximately 350 minutes of
practice are 20 words per minute, with the maximum above
30 words per minute. Moreover, the character error rates are
lower in the absence of feedback than when one can see what
has been typed. Therefore, not seeing the typed text actually
represents an advantage.
Considering the above-mentioned results, the proposed text
input method is a viable option for situations when vision is
already committed to other tasks. Automatic error correction
will increase the keyboard’s ease-of-use and typing speed as
users will not have to stop typing in order to correct eventual
mistakes.
In this paper, we continue our work from [2], [3] on
error correction mechanisms for chording keyboards. If before
we focused on individual words and used the maximum a
posteriori rule to find the most likely candidates, now we will
also consider the context. To achieve this, we will model the
typing process as a Hidden Markov Model (HMM) [4].
The paper is organized as follows. Section II presents a
brief overview of existing text error correction mechanisms.
In Section III, we describe the proposed error correction
algorithm. Section IV presents the evaluation dataset and the
error correction results. Section V concludes the paper.
II. RELATED WORK
A detailed overview of the commonly used correction tech-
niques is presented by Kukich in [5]. Research in spelling error
detection and correction is grouped in three main categories:
1) Non-word error detection: Groups of n letters (n-grams)
are examined and looked up in a table of statistics. The
strings that contain non-existing or highly infrequent n-
grams are considered errors.
2) Isolated word error correction: Each word is treated
individually and considered either correct or incorrect. In
the latter case, a list of possible candidates is proposed.
These candidates can be provided using techniques such
as minimum edit distance, similarity key techniques,
rule-based techniques, probabilistic techniques, etc.
3) Context dependent error correction: Errors can be de-
tected by parsing the text and identifying incorrect
part-of-speech, part-of-sentence, or word n-grams. Other
approaches consider grammatical and inflectional rules,
semantical context, and can also identify stylistic errors.
Most of the methods presented above can be applied to
any typed text, regardless of the input device. As various
input techniques become more popular, the classic correction
techniques have been improved to also consider the device
particularities. Goodman et al. [6] present an algorithm for
soft keyboards that combines a language model and the
probabilities that the user hits a key next to the desired key.
Kristensson and Zhai [7] propose an error correction technique
for stylus typing using geometric pattern matching. A strategy
that can be applied to chording text input is presented by
Sandnes and Huang in [8].
Though widely used in speech processing, HMMs are not
(yet) popular for text error correction. Conditional random
fields (CRF), which can be seen as generalized HMMs [9],
have been used for query correction and refinement [10], [11],
but, to the best of our knowledge, these are the closest existing
applications to spelling error correction. One drawback of
CRFs is that they require training to estimate the model
parameters. HMMs have a simpler structure, and the model
parameters can be obtained from existing word tables.
III. ALGORITHM
To keep things relatively simple, we will consider that a
typed word only depends on the previous one, being in the
framework of Markov chains. If we know the probability of
a word given its predecessor, the frequency of each word,
and the probability to type word x when word y is intended,
we have all the necessary ingredients to use Hidden Markov
Models.
A. Hidden Markov Models
Firstly, we will provide a short description of HMMs,
inspired from the paper written by Rabiner in 1989 [4].
A Markov chain can be described as a system that, at any
time, is in one state Si of a set of states S1, S2, . . . , SN . At
every time instant, the system can switch to another state. If
we denote the state at time t as qt, then qt+1 will only depend
on qt and not on qt−1, qt−2, etc.
P (qt+1 = Sj |qt = Si, qt−1 = Sk, . . .) = P (qt+1 = Sj |qt = Si)
= aij (1)
The probability to go from state Si to state Sj does not
depend on the time t and is denoted aij . To obey standard
stochastic constraints, aij ≥ 0 and
∑N
j=1 aij = 1. The other
parameters needed to completely describe the model are the
initial state probabilities, pii = P (q1 = Si), for 1 ≤ i ≤ N . A
three-state Markov process is presented in Figure 1.
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Fig. 1. Three state Markov model
Usually, for real-world processes, we do not have direct
access to the states, but to some observations (considered
independent of each-other) related to the state. For example,
in the case of typing, we do not know what was the intended
word, but we can see what has been typed. This scenario,
when the states are hidden from the observer, is called a
hidden Markov model. In addition to the state transition
and initial state probabilities (aij and pii), we also need the
observation probabilities. If the set of possible observations is
O1, O2, . . . , OM , we will denote by bj(Ok) the probability
to observe Ok when the state is Sj :
bj(Ok) = P (observe Ok at t|qt = Sj). (2)
These probabilities are named emission probabilities.
B. Typing seen as a Hidden Markov Process
To correct errors using HMMs, we are interested in solving
the following problem: given an observation sequence and the
model parameters, estimate the optimal state sequence.
In the framework of typing, the hidden states represent the
intended words and the observations are the typed words. The
initial state probabilities pii are given by the word frequencies
and the state transitions aij , representing the probability of one
word given its predecessor, are obtained from word tables (we
used the British National Corpus [12] and the Google books
corpus [13]).
The emission probabilities, bij , represent the probability of
a typed word given the intended one, and depend on the
confusion probabilities. These are the probabilities to type
character i when character j was intended (p(i|j)), and were
determined experimentally. For example, if bat is the intended
word and oat is the typed word,
p(oat|bat) = p(o|b)p(a|a)p(t|t). (3)
The above example holds for substitution errors (when one
letter is switched to another letter), but other error types such
as extra or deleted characters, merged or split words, etc. are
treated similarly. We provide one more example for such a
scenario:
p(t he|the) = p(t|t)pSpAddp(h|h)p(e|e), (4)
where pSpAdd is the probability to add a space inside a word.
The generic model is given in the top part of Figure 2 and
the bottom part of the figure shows a concrete example. The
number of states is the same as the number of observations. By
observation, we mean any typed string of characters between
two spaces, even if it is obtained by concatenating two words
or by splitting one word.
Generally, each state represents a possible word, but there
are two exceptions. To accommodate for concatenated words,
the states can also be represented by bigrams, as for is too
and istoo from the given example. Also, we introduce the
NULL state to facilitate the splitting scenario, as in the case of
exercise and e xercise. Now, there are two observations for the
state exercise, and no observation related to the NULL state.
The general form of a hidden Markov model, as presented
so far, cannot be used to represent the typing process because
State 1 State 2 State 3 State 4
Obs. 1 Obs. 2 Obs. 3 Obs. 4
States:
Observations:
the exercise NULL is too difficult
thr e xercise istoo difficurt
thr e xercise istoo difficurt
States:
Obs:
Typed:
Fig. 2. Illustration of a HMM model used for typing. Top: general model;
bottom: concrete example.
of practical reasons. For every observed word, any dictionary
word can represent a possible state and the huge size of
the state space would make any implementation unfeasible.
However, there is a high probability to mistakenly type shale
instead of shape and a very low probability to type hippopota-
mus instead of shape. In other words, if the observation is
shale, the most probable states would be shale, shape, etc.,
but hippopotamus will have negligible probability. Considering
this, we will limit the number of possible states per observation
to a fixed value, Ns, and the considered states will be the
words (or bigrams) with the highest posterior probabilities
given the typed text. So, if y is the typed text, we will
consider the candidates x that lead to the Ns highest values of
p(x|y), or, equivalently, to the highest values of p(y|x)p(x).
If the number of observations is No, then the total number of
considered states will be Ns ×No.
It should also be considered that typing is a sequential
process and from the states corresponding to observation Oi,
we can only go to the states corresponding to the following
observation, Oi+1. This leads to a left-right HMM, with the
shape of a trellis.
In Figure 3, we present an example for the typed text “thr e
xercise istoo difficurt” and all the possible paths of the trellis
for Ns = 3. For each typed word, we will order the Ns
candidate states from the most likely (top) to the least likely
(bottom). Note that not all paths are allowed: from a state
corresponding to a split word we can only go to a NULL state;
NULL states, corresponding to the second part of a split word,
can only be reached from the state containing that word, and
not from other states. In the given example, this is the case for
three being split to thr e and exercise being split to e xercise.
IV. CORRECTION RESULTS
After establishing the typing model and knowing the model
parameters, we are ready to “correct” the typed text by
determining the optimal state sequence. But before doing this,
we should define what “optimal” means.
We will consider two optimality criteria. The first one
chooses the states that are individually most likely and max-
imizes the expected number of correct individual states. The
second criterion estimates the most likely state sequence, or
trellis path. The algorithms used to implement these criteria are
the Forward-Backward and the Viterbi algorithm, respectively,
and are described in [4].
A. Evaluation Text
In order to gather enough data to evaluate the proposed
algorithm, we asked 10 students from our university to type
using a chording keyboard prototype.
The total amount of data gathered during the experiment
consists of 40 640 words, out of which 4109 (10.11%) contain
errors. Of these, 3120 (75.93%) are substitution errors. The
remaining 989 errors occurred when people did not type a
letter, typed an extra letter, the space between words was
missing, when whole words were missing or added, etc.
The total number of typed characters is 220 910, from which
6428 are errors (2.91%). We used these characters to determine
the confusion matrix, containing the probabilities of one letter
being typed instead of another.
B. Results
The correction mechanisms were implemented in MATLAB
and Python. The number of possible states for each observa-
tion, Ns, was set to 5. Experimentally, we noticed that increas-
ing it above this value would only increase the number of
required computations, without providing any improvements
in the error correction.
thr a excise into diffi curt
the exercise NULL i too difficulty
three NULL exercise is too difficult
thr e xercise istoo difficurt
States:
Typed text:
Fig. 3. Trellis example
To have a reference, we compared the results to the method
that we previously proposed in [3], which only focuses on
substitution errors for individual words and does not consider
context information, to MsWord, and to iSpell. The results are
presented in Figure 4.
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Fig. 4. Overall error rates for the HMM based algorihms (Viterbi and
Forward-Backward implementations), previous work, MsWord, and iSpell
The Viterbi method decreases the error rate from 10.11%
to 1.27% and the Forward-Backward method to 1.30%. Our
previously proposed method provides a final error rate of
3.69%, while MsWord and iSpell lead to 4.75% and 6.69%,
respectively.
The performances of the proposed algorithm are clearly
better than when using MsWord or iSpell. It is not surprising
that the context dependent error correction method is more
efficient than analyzing only individual words, and the price
for the lower error rate is increased complexity.
The Viterbi based algorithm is slightly better than the
Forward-Backward algorithm, but the difference is not too
big. The explanation is that the Forward-Backward algorithm
estimates the most likely state for each observation, but the
resulting state sequence may not be a valid succession of
words in natural language (or a very unlikely word sequence).
V. CONCLUSION
In this paper, we presented a context-dependent error cor-
rection mechanism. The typing process was modeled using
HMMs, where the typed words represent the observations
and the possible candidate words represent the hidden states.
We decided to use this approach because we know all the
parameters of such a HMM: the initial state probabilities are
actually the word frequencies, the state transition probabilities
are given by the probability of a word given its predecessor,
and the emission probabilities are the probabilities to type
word x when word y was intended.
For a given typed text (observation sequence), we deter-
mined the optimal candidates (hidden states) using the Viterbi
and the Forward-Backward algorithms. These methods reduce
the overall error rate from 10.11% to 1.27% and 1.30%,
respectively. This is significantly better than what is achieved
by MsWord and iSpell (4.75% and 6.69%, respectively).
This advantage is due to the HMM algorithm, which takes
into account word statistics for the English language and to the
use of the device-dependent confusion probabilities (in [3], we
showed that using more accurate probabilities leads to lower
error rates). Even if the presented method was designed for
a specific keyboard, it can be easily applied to other input
devices by updating the confusion probabilities.
Naturally, we would like to further reduce the error rate,
but doing this is rather difficult. Using a grammatical model
might avoid errors such as “a duck quack” instead of “a duck
quacks”, but, because the error rate is quite low, we feel that
the benefits will not compensate the increased complexity.
Moreover, there will always be some residual errors that
cannot be corrected: - We cannot do anything about errors
such as missing or extra words, or when most letters of a
word were modified. - It is unavoidable that some correctly
spelled words are changed by the algorithm. - The algorithm
cannot do anything for discourse errors, as when the typed
text is “he likes the movie” and the intended text is “he liked
the movie”.
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