ABSTRACT As an important tool of data mining, classification is also one of the major components of the research of Internet of Things (IoT), which has been widely used in many cases, such as smart cities, information abstraction, wireless sensor networks, and so on. IoT could have broader characterization, where diverse data or information could come from ubiquitous and persistent sources. Influenced by various factors, there are a lot of scenes that the data collected from the IoT devices are in the distribution-based form. Therefore, the study of classification for the distribution-based data is very valuable in the field of IoT. To speed up the training process, this paper proposes a new general approach when the types and parameters of distributions are known. It transforms the original problem into a traditional point-valued classification problem with a sampling-based method. Then for the applications that the distribution parameters are not given in advance, this paper also gives an improved approach, which uses a new Bayesian-based method to estimate the distribution parameters. Empirical comparisons conducted on a series of standard benchmark datasets and a real-world dataset from a major Chinese online travel agent site demonstrate that both of our proposed approaches perform better than the existing methods.
I. INTRODUCTION
Internet of Things (IoT) is a huge network that links objects and enables the generation and communication of data by combining with the Internet [1] . Along with the rise of IoT, it breaks the traditional thinking of separating physical devices from information transmission, and has emerged as new platforms in the information and communication technologies revolution [2] . From sensors to terminal devices, from online travel agents to information processing centers, the communication links in the IoT almost expand the market space of the whole industry chain. It is predicted that the IoT will be another wave of information industry after the computer, the Internet and mobile communication networks. More and more attentions are being paid to the research of IoT in recent years [3] - [9] . As an important tool of data mining, classification is also one of the major components of the research of IoT, which has been widely used in smart cities [10] , information abstraction [11] , wireless sensor network [12] , and other scenes.
IoT could have broader characterization where diverse data or information could come from ubiquitous and persistent sources. Influenced by surrounding environment, digitization process, measurement errors, network transmission, and other factors, the data collected from IoT devices are often in the distribution-based form instead of the point-valued form, such as in the applications [13] - [15] of wireless sensor network, RFID, online travel agents and so on. All these forms of information are important for IoT to accomplish a mission. Therefore, the study of classification for distribution-based data is very valuable in the field of IoT.
Due to the potential usefulness of classification for distribution-based data, some related approaches have already been proposed in literature [16] - [25] . At the beginning, algorithms [16] , [17] were proposed to solve some specific classification tasks. After that, a number of general classification approaches for distribution-based data were put forward gradually [18] - [22] . Qin et al. [18] and Tsang et al. [19] independently modified the decision tree to make it applicable to distribution-based data, and both took use of fractional tuple for splitting tuples into subsets when the domain of its probability distribution function (pdf) spans across the cut point. Concretely, Tsang et al. [19] converted data in form of a pdf into a set of sample points with the specific feature value, which could approximate this pdf by a discrete distribution effectively. But due to the introduction of a large number of sample points, the search of appropriate cut points cost a very long time. Qin et al. [20] presented a new measure method based on pdf of distribution-based data for constructing, pruning and optimizing the decision tree. And then, Liang et al. [21] put forward a new framework for distribution-based data stream based on DTU.
Besides, Bayesian theory has also been used in this field [23] - [25] . Ren et al. [23] proposed a novel naïve Bayes classification for distribution-based data with a pdf by extending the class conditional probability estimation in the Bayesian model. Qin et al. [24] applied probability and statistics theory on distribution-based data model and provided solutions to model parameter estimation for both distribution-based numerical data and distribution-based categorical data. And after that, Qin et al. [25] developed a distribution-based data theory based method to calculate conditional probabilities of Bayesian theorem, and then proposed a novel Bayesian classification algorithm for distribution-based data. All of these Bayes related methods are based on the naïve Bayes classifier theory, and the conditional probability is obtained from the distributions of all data.
Most of existing algorithms are derived from the traditional point-valued algorithms, such as naïve Bayes classifier, SVM and C4.5. Furthermore, since the processing of distribution-based data is more difficult than the point-valued data, these modified classifications would spend more time in training, which seriously influences the running speed of these existing methods. Therefore, we put forward a general approach to speed up the training process from the view of data type conversion. From discussion above, we know that all of these research is based on the premise that the distribution types and parameters of data are given in advance. However, there are also cases that we only know about the distribution types of data, but not its distribution parameters. So, we improve the above proposed approach, and give another fast approach. Our main contributions in this paper can be summarized as:
1) We propose a general approach from the view of data type conversion for the distribution-based data with known distribution types and parameters. It transforms the original problem into a traditional point-valued classification using a sampling-based method. The process of model constructing is implemented with the gradient boosting framework, which makes the new approach reach a high accuracy with a fast speed. 2) We put forward a Bayesian-based method to estimate the distribution parameters, and then give an improved approach to deal with the problem when the distribution parameters of data are not given in advance.
3) We conduct series of experiments on two sets of data, and the results fully demonstrate the effectiveness of our proposed two approaches. The rest of this paper is organized as follows. The definition of the problems we studied is presented in section II. Then in section III, we describe the proposed approach in details. Descriptions of the datasets and the experiment results are shown in section IV. Section V concludes the paper.
II. PROBLEM DEFINITION
Suppose that the dataset contains T training tuples, denoted When we know the distribution types and parameters of data in advance, the problem is actually how to train a model that maps each such distribution-based feature vector
. . , f R t } to a class label y t according to the probability distribution on Y .
However, the problem changes under the case of data with known distribution type and unknown parameters. Instead of getting specific parameters, we can collect and store the available sample points of each feature for each tuple, x r t = {s 1 r , s 2 r , . . . , s N r }, and then each training tuple can be denoted as d t = {x 1 t , x 2 t , . . . , x R t , y t }. How to estimate the distribution parameters from these sample points and then build a classification model based on the obtained data with known distribution types and parameters is the problem here.
III. THE PROPOSED APPROACHES
In this section, we first propose a general approach to speed up the training process from the view of data type conversion for the case of data with known distribution types and parameters. Considering that there exist cases that only the distribution types are given, we then put forward an improved approach that also works without the distribution parameters.
A. THE GENERAL APPROACH
Here, we will present the general approach. The general approach consists of two parts: data sampling and model constructing. In the part of data sampling, the proposed approach transforms the original distribution-based data into a point-valued data with a sampling-based method. After obtaining the new training tuples, the general approach will build the classification model in a fast speed by taking use of the latest methods. The overall framework of the general approach is shown in Algorithm 1. 
1) SAMPLING-BASED METHOD
In the sampling-based method, each distribution-based data object is replaced by a set of sampling points according to its own distribution, and these sampling points would form a new dataset in a ''parallel'' manner. Taking one distribution-based feature with probability distribution f r t as an example, we can get a set of points through the random sampling method, which can be denoted as f r t = {s 1 r , s 2 r , . . . , s N r }, and we think these points are able to represent the original distribution when the number of points is suitable enough, which is discussed in detail in section IV. Further, the ''parallel'' manner means that each distribution-based feature is replaced by a set of sampling points, and the number of training tuples keeps unchanged. The specific operation is shown in Fig.1 .
2) CLASSIFICATION FITTING
For the part of model constructing, it demands the classification has good performance both on accuracy and speed. The most recent gradient boosting algorithms, XGBoost [26] , lightGBM, and PV-Tree [27] , have the advantages of high accuracy, fast training and prediction time. So, we adopt XGBoost, which are also frequently used by researchers, to implement the model constructing of the proposed approach.
B. THE IMPROVED APPROACH
To deal with the distribution-based data with unknown parameters, the improved approach first estimate the distribution parameters by taking use of a Bayesian-based estimation method. And after getting the parameters, it is then converted to a problem we have studied in section III-A. As shown in Algorithm 2, the first three steps correspond to the Bayesian-based estimation method, and the rest correspond to the general approach in Algorithm 1.
Then we describe the Bayesian-based estimation method in detail. We first judge the distribution types of features from the collected observations. Then the parameter estimations are presetting for each tuple separately, and the available sample points are used to update the estimated parameters. In addition, we take use of conjugate priors to simplify the computation of Bayesian analysis, which also introduces some hyper-parameters. Inspired by a common theme that good estimates of a parameter are usually weighted averages of the group's sample mean and the global mean of all group means, we propose a modified parameter setting method to set these hyper-parameters from the view of whole information. As shown in Fig.2 , the prior distributions of all tuples are set to an average level at the beginning; along with the increase of sample points, the distributions are updated constantly and the differences between tuples are getting bigger and bigger. Therefore, for the tuples with large sample points, the posterior distributions are closer to their actual distributions; and for these with few sample points, the posterior distributions are closer to the average levels. It can also be said that the new estimation method fully considers the differences between tuples and uses the average to make up the incredibility. Taking three commonly used distributions, Gaussian, Binomial, and Multinomial, which are also used later in this paper, as examples, we will introduce the whole process of the Bayesian-based estimation method in detail.
The conjugate prior of Gaussian distribution is [29] :
where µ and σ 2 is the estimated parameters; m 0 , k 0 , σ 2 0 , and v 0 are the hyper-parameters. We calculate the global means of all tuple expectations and variances as prior mean m 0 and prior variance σ 2 0 separately, and take a common choice [28] , [30] to set v 0 and k 0 . The details are as follows:
The conjugate prior of Binomial distribution is [29] :
where θ is the estimated parameter, and α 1 , α 0 are two hyper-parameters. We take the global mean value of expectation and variance as those of Beta distribution. According to the characteristics of Beta distribution, the settings of hyper-parameters are:
The conjugate prior of Multinomial distribution is [29] :
where the parameters are the extensions of Binomial distribution. Calculating these parameters as (7) and (8) takes a long time, so we ignore the constraints of some aspects, and only retain the correctness of expectation. Specifically, we also first compute global mean expectation E(x r t ), and then calculate the proportions of K values according to the order quantity. Then we set the parameters as follows:
IV. EXPERIMENT
In order to verify the effectiveness of our proposed approaches, we conduct a series of experiments on two sets of data, several standard benchmark datasets and a realworld OTA dataset. The experiments on standard benchmark datasets are mainly to test the performance of the general approach when the distribution types and parameters are known in advance, and the experiment on the real-world OTA dataset is to demonstrate that our improved approach is suitable for the data with known distribution type and unknown distribution parameters.
A. DATASETS 1) STANDARD BENCHMARK DATASETS
The standard benchmark datasets are from the UCI machine learning repository [31] , including Ionosphere, Satellite, Wavefore-21 and Wavefore-40, and all of these datasets contain only numerical attributes. The details are shown in Table 3 . Because the original data tuples are point-valued, we insert uncertainty information following [19] , where the data uncertainty is modeled with a Gaussian distribution and a controllable parameter. Assume that a feature value is x r t , and |X r | is the corresponding threshold. Then we define that the original point value x r t as the mean value, namely µ = x r t , and the standard deviation is expressed as σ = 0.25·|X r |· w%. Then, it is obvious that parameter w plays the role of determining the degree of inserted uncertainty.
2) OTA DATASET
The real-world dataset is from a major Chinese OTA agency, and it contains information of users who have reserved hotels on this OTA site from 2017-08-31 to 2017-09-01. In this application, we can only get the distribution types, but cannot know the distribution parameters in advance. In addition, considering there always are some variations in the orders status, such as modifying orders, cancelling orders, we choose some orders of the last year as experiment data, which is relatively more stable than that of recent days. Specifically, we take data tuples of 2017-08-31 as train set and tuples of 2017-09-01 as test set. Full details of the dataset are shown in Table 4 . 
B. EVALUATION METRICS AND COMPARISON BASELINES
To measure the performance of various approaches, we use accuracy and running time to analyze the results. For the real-world dataset, considering that it is actually a problem of recommendation, so besides the accuracy, we also take use of Top-K hit rate to evaluate the results, which is often used in the field of recommendation. Top-K means that the system recommends K products to a user once, and if user's final choice is in the K recommended products, we say it is a accurate hit. Then Top-K hit rate is calculated as follows:
where Z is the recommended times and W is the hit times.
To verify the effectiveness of our proposed approach, we compare it with existing approaches: UDT [19] and XGBoost [26] . As discussed in related work, UDT is a modified decision tree classification algorithm for distribution-based data, and it has achieved the state-of-theart performance, which is often used to compare in this area. XGBoost is a powerful tool in recommendation domain and also used in the new approach. Considering that XGBoost is an algorithm for point-valued data, we use the same method AVG as in [19] . Concretely, we replace each pdf with its expected value, thus effectively converting the data tuples in distribution-based form back to point-valued tuples, and we call this method AVG-XGB in this paper.
C. RESULTS ON UCI BENCHMARK DATA
As mentioned above, we insert the uncertainty with a Gaussian distribution, and set the controllable parameter w to 0.01, 0.05, 0.1, 0.2. Considering that the uncertainty principle of benchmark datasets, the training data of AVG-XGB are actually the original benchmark datasets, which are unchanged under all four different w settings. The results on accuracy of standard test data are shown in Fig.3 , and from it we can draw the observations as follows. First, as mentioned above, AVG-XGB is a special case, and its precision curve is always a straight line. Then it is obvious that the new approach performs much better than UDT. Especially in the case of Waveform-40, the promotion is more than 10 percent when w = 0.01. Besides, the results of our new method have little difference compared with AVG-XGB when the uncertainty is small, and the difference increases slowly with the increasing of data uncertainty, which means the injected uncertainty has only a little influence on the performance of our proposed approach within certain range. Such good results of all four datasets fully prove that our proposed general approach has a great effect on accuracy, which also indicate that our sampling-based strategy can describe the distribution of raw data well.
In addition, we also explore the relationship between accuracy and the number of sampling points. As shown in Fig.4 , we adopt four different number of sampling points (5, 10, 15, 20) , and the accuracy changes with the change of number of sampling points. Overall, the accuracy rises first as the rising of number of sampling points, and then it begins to fall after reaching the peak. Although in some cases, such as in Ionosphere W = 0.05, in Satellite W = 0.05, in Wavaform-21 W = 0.1, the accuracy always rises with the rising the number of sampling points, which does not means that the accuracy will rise indefinitely, but does mean that it has not yet arrived its peak. With too few sampling points, the data cannot represent the distribution-based data fully, and with too many sampling points, it may introduce redundant information. Therefore, we can say that a suitable number of sampling points can help to improve the algorithm accuracy.
Then we study from the view of running time, and the results are presented in Fig.5. From Fig.5 , it is easy to see that the running time of UDT is much longer than the rest on all four benchmark datasets. Compared with AVG-XGB, the running time of our general approach are a little longer. Considering that our proposed approach adds a lot of sampling points as features, it is reasonable that the general approach takes more time when training the model. Besides, the running time of the proposed method increases gradually with the increasing of uncertainty, which also means that it is more difficult to construct a proper model when the data is more uncertain. On the whole, our proposed method has a good performance on the execution time.
On the whole, compared with existing method UDT, the general approach is much better on both accuracy and running time; and compared with the results of AVG-XGB, the performance of the proposed approach is not far from that of AVG-XGB. Such good results fully prove that the general approach is an effective way of handling classification problem for distribution-based data under the premise of knowing the distribution types and parameters in advance.
D. EXPERIMENTS ON REAL-WORLD DATA
We apply our improved approach to solve the room recommendation problem based on the real-world data discussed above. Since that the real-world data is large scale and heterogeneous, UDT is not applicable due to the unknown distribution parameters, then we only compare our approach with AVG-XGB classification. For the real-world dataset, the implement of AVG-XBG is exactly the same as the case JapaneseVowel in [19] , and the expected value is the mean of corresponding sample points, which is also a common used method in area of personalized recommendation. Besides, we know that the OTA dataset is a high dimensional data, and the proposed Bayesian-based estimation method is not applicable to all features. Therefore, we just apply our estimation method to some suitable features, and here, a suitable feature refers to that it is derived from users' historical orders, corresponding to a series of sample points. For example, we take the hotel price and the coupon as suitable features in Gaussian distribution, the payment type and whether confirmed immediately as suitable features in binomial distribution, the bed type and the room rank as suitable features in multinomial distribution. In addition, we take 15 as the number of sampling points in this experiment.
The results of accuracy are shown in Table 5 . The performance of the improved approach with the Bayesian-based estimation method is always better than AVG-XGB classification on all five cases. As for all of these cases, the hit rate is increased more than 1.2%, and especially when K = 3, the hit rate is improved by 1.47%, which is relatively good in the field of personalized recommendation.
Compared with the general approach, there adds a process of estimation in the improved approach. As shown in Algorithm 2, the Bayesian-based estimation has computational complexity of O(2TR) = O(TR), which is equal to the computational complexity of data processing part of AVG-XGB. This also means that the running time of improved approach is close to the general approach, and the results are consistent with the benchmark standard datasets, which are omitted here. These results fully demonstrate that our improved approach is effective in dealing with the classification problem of distribution-based data when the distribution parameters are not given in advance.
Furthermore, according to whether they have reserved hotels before, we divide users into two parts, new users and old users. And the results for two kinds of users are presented in Table 6 and Table 7 separately. From Table 6 , it is obvious that the improved approach is little effect on new users, and the hit rates of the two approaches are even the same when K = 1. By contrast, the hit rates of old users are increased a lot under all cases, and the trend of promotion is consistent with the results shown in Table 5 .
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From above two tables, we can see that the recommendation accuracy of two methods is almost the same on the new users, and the overall promotion is contributed by the old users. On the one hand, the estimation part of the improved approach is based on the data of historical orders, which means that the estimation and sampling processes are all for old users; besides, we do not deal with the missing values of new users caused by the sampling process. So, it is a reasonable phenomenon that our approach is more effective for old users than the new.
V. CONCLUSION
Internet of Things (IoT) could have broader characterization where diverse data or information could come from ubiquitous and persistent sources such as wireless sensor network, RFID, online travel agents. In this paper, we studied the classification problem of distribution-based data. When the distribution types and parameters are given in advance, we proposed a general approach to transform the original problem into a traditional point-valued classification problem using a sampling-based method. With the gradient boosting algorithm, it can reach high classification accuracy and speed. In addition, we also give an improved approach with a Bayesian-based estimation method to process the raw data to obtain the features probability distributions for the applications that we do not know the distribution parameters in advance. The results shown in section IV fully demonstrate the effectiveness of our proposed approaches. 
