Standard statistical practice ignores model uncertainty. Data analysts typically select a model from some class of models and then proceed as if the selected model had generated the data. This approach ignores the uncertainty in model selection, leading to over-con dent inferences and decisions that are more risky than one thinks they are. Bayesian model averaging (BMA) provides a coherent mechanism for accounting for this model uncertainty. Several methods for implementing BMA have recently emerged. We discuss these methods and present a number of examples. In these examples, BMA provides improved out-of-sample predictive performance. We also provide a catalogue of currently available BMA software.
Introduction
Consider the following scenario: a researcher has gathered data concerning cancer of the esophagus. For each of a large number of patients, she has recorded a variety of demographic and medical covariates, along with each patient's last known survival status. She would like to assess the size of each covariate's e ect on survival time with a view to designing future interventions, and additionally, would like to be able to predict the survival time for future patients. She decides to use proportional hazards regression models to analyze the data. Next she conducts a data-driven search to select covariates for the speci c proportional hazards regression model, M , that will provide the framework for subsequent inference. She checks that M ts the data reasonably well and notes that the parameter estimates are sensible. Finally, she proceeds to use M to estimate e ect sizes and associated standard errors, and make predictions.
This may approximate standard statistical practice, but is it entirely satisfactory? Suppose there exists an alternative proportional hazards model, M , that also provides a good t to the data but leads to substantively di erent estimated e ect sizes, di erent standard errors, or di erent predictions. In this situation, how should the researcher proceed? Models like M are commonplace { for striking examples see Regal and Hook (1991) , Draper (1995) , Madigan and York (1995) , Kass and Raftery (1995) , and Raftery (1996) . Basing inferences on M alone is risky; presumably, ambiguity about model selection should dilute information about e ect sizes and predictions, since \part of the evidence is spent to specify the model" (Leamer, 1978, p. 91) . Draper et al. (1987) and Hodges (1987) make essentially the same observation.
Bayesian model averaging provides a way around this problem. If is the quantity of interest, such as an e ect size, a future observable, or the utility of a course of action, then its posterior distribution given data D is: pr( j D) = (Raftery, 1993; Draper, 1995) . note that averaging over all the models in this fashion provides better average predictive ability, as measured by a logarithmic scoring rule, than using any single model M j , conditional on M. Considerable empirical evidence now exists to support this theoretical claim; in Section 7 we will present some of this evidence.
While BMA is an intuitively attractive solution to the problem of accounting for model uncertainty, it is not yet part of the data analysis standard tool kit. This is, in part, due to the fact that implementation of BMA presents several di culties:
The number of terms in (1) can be enormous, rendering exhaustive summation infeasible (Section 3.1).
The integrals implicit in (1) can in general be hard to compute. Markov chain Monte Carlo methods have ameliorated the problem, but challenging technical issues remain (Section 3.2).
Speci cation of pr(M k ), the prior distribution over competing models, is challenging and has received little attention (Section 5).
After these di culties are overcome, choosing the class of models to average over becomes the fundamental modeling task. At least three competing schools of thought have emerged (Section 9). This paper will provide a tutorial introduction to BMA and discuss several solutions to these implementation di culties. We will also brie y review related work on \multiple models" from the machine learning, neural network, computational learning theory, and arti cial intelligence communities, as well as some alternative approaches to accounting for model uncertainty.
Combining Models: A Historical Perspective
The idea of combining models appeared in the literature as early as 1818 (Laplace, 1818) . Stigler (1973) writes that Laplace suggests combining the results from what we now call least squares estimates with estimates obtained by minimizing the sum of absolute deviations. Early work on combining models also appeared in the forecasting literature. Barnard (1963) and Bates and Granger (1969) developed methods for combining forecasts. Many other papers about combining forecasts have appeared in the economics and forecasting literature. See Clemen (1989) for a detailed review.
In the statistical literature, early work related to model averaging includes Roberts (1965) who suggests a distribution which combines the opinions of two experts (or models). This distribution, essentially a weighted averaged of posterior distributions of two models, is similar to BMA. Leamer (1978) expands on this idea and presents the basic paradigm for BMA. He also points out the fundamental idea that BMA accounts for the uncertainty involved in selecting the model. After Leamer's book was published little attention was given to BMA for some time. The drawbacks of ignoring model uncertainty were recognized by many authors (e.g., the collection of papers edited by Dijkstra, 1988) , but little progress was made until new theoretical developments and computational power enabled researchers to overcome the di culties related to implementing BMA (Section 1). George (1999) reviews Bayesian model selection and discusses BMA in the context of decision theory. Draper (1995 ), Chat eld (1995 , and Kass and Raftery (1995) all review BMA and the costs of ignoring model uncertainty. These papers focus more on the Bayesian interpretation while in this paper we will emphasize implementation and other practical matters.
Implementing Bayesian Model Averaging
This section discusses general implementation issues for BMA. Section 4 will discuss speci c model classes.
Managing the Summation
The size of most interesting model classes renders the exhaustive summation of Equation (1) impractical. We describe two distinct approaches to this problem.
The rst approach is to average over a subset of models that are supported by the data. The Occam's Window method of averages over a set of parsimonious, data-supported models, selected by applying standard norms of scienti c investigation.
Two basic principles underly the Occam's Window method. First, argue that if a model predicts the data far less well than the model which provides the best predictions, then it has e ectively been discredited and should no longer be considered. Thus models not belonging to:
should be excluded from Equation (1) where C is chosen by that data analyst. Second, appealing to Occam's razor, they exclude complex models which receive less support from the data than their simpler counterparts. More formally they also exclude from (1) models belonging to:
and Equation (1) is replaced by
where A = A 0 nB:
(7) This greatly reduces the number of models in the sum in Equation (1) and now all that is required is a search strategy to identify the models in A. proposed one possible search strategy, based on two main ideas. First, when the algorithm compares two nested models and decisively rejects the simpler model, then all submodels of the simpler model are rejected. for O L and 1 for O R . Raftery et al. (1996) show that adopting 20 for O R may provide improved predictive performance; this speci es O L = O ?1 R which amounts to using only the rst Occam's Window principle and not the second one.
These principles fully de ne the strategy. In most model classes the number of terms in (1) is typically reduced to fewer than 20 models and often to as few as two. provide a detailed description of the algorithm. Another way of search for the models in A is suggested by Volinsky et al. (1997, VMRK hereafter) . VMRK use the \leaps and bounds" algorithm (Furnival and Wilson, 1974) to rapidly identify models to be used in the summation of Equation (1).
The second approach, Markov chain Monte Carlo model composition (MC 3 ), uses a Markov chain Monte Carlo method to directly approximate (1) . This generates a stochastic process which moves through model space. Speci cally, let M denote the space of models under consideration. One can construct a Markov chain fM(t)g;t = 1; 2; : : : with state space M and equilibrium distribution pr(M i j D). Then for a function g(M i ) de ned on M, by simulating this Markov chain for t = 1; : : : ; N, the average:
is an estimate of E(g(M)). Applying standard Markov chain Monte Carlo results, G ! E(g(M)) a:s: as N ! 1 (e.g., Smith and Roberts, 1993) . To compute (1) in this fashion set g(M) = pr( j M; D). To construct the Markov chain, de ne a neighborhood nbd(M) for each M 2 M. For example, with graphical models the neighborhood might be the set of models with either one link more or one link fewer than M and the model M itself . De ne a transition matrix q by setting q(M ! M 0 ) = 0 for all M 0 6 2 nbd(M) and q(M ! M 0 ) non{zero for all M 0 2 nbd(M). If the chain is currently in state M, proceed by drawing M 0 from q(M ! M 0 ). M 0 is accepted with some positive probability chosen so that the process has the correct stationary distribution. MC speed-up (see Section 4.4). York et al. (1995) incorporated missing data and a latent variable into their MC 3 scheme. For linear models, Raftery, et al. (1997) applied MC 3 to average across models with many predictors. However, as with other Markov chain Monte Carlo methods, convergence issues can be problematic.
The stochastic search variable selection (SSVS) method of George and McCulloch (1993) is similar in spirit to MC 3 . In SSVS, a predictor is not actually removed from the full model; instead these predictors are set close to zero with high probability. A Markov chain Monte Carlo procedure is then used to move through model space and parameter space at the same time. Clyde et al. (1996) introduced an importance sampling strategy based on orthogonalizing the predictor space. Their goal is to implement model mixing for problems with many correlated predictors. One advantage to this approach is that orthogonalizing can reduce the number of competing plausible models. When orthgonalized model mixing is appropriate, it can be more e cient than MC 3 . Earlier related work includes Stewart (1987) who used importance sampling to average across logistic regression models, and Carlin and Polson (1991) who used Gibbs sampling to mix models with di erent error distributions. Besag et al. (1995, Section 5.6 ) use a Markov chain Monte Carlo approach to average across families of t-distributions. Buntine (1992) applied BMA to classi cation trees (CART). Rather than average over all possible trees, his algorithm seeks out trees with high posterior probability and averages over those. Earlier related work includes Kwok and Carter (1990) .
Stochastic methods that move simultaneously in model space and parameter space open up a limitless range of applications for BMA. Since the dimensionality of the parameter space generally changes with the model, standard methods do not apply. However, recent work by Carlin and Chib (1993) , Philips and Smith (1994) , and Green (1995) provides potential solutions.
Computing Integrals for BMA
Another di culty in implementing BMA is that the integrals of the form (3) implicit in (1) can be hard to compute. For certain interesting classes of models such as discrete graphical models (e.g., Madigan and York, 1995) and linear regression (e.g., Raftery et al., 1997) , closed form integrals for the marginal likelihood, Equation (3), are available. The Laplace method (Tierney and Kadane, 1986) can provide an excellent approximation to pr(DjM k ); in certain circumstances this yields the very simple BIC approximation (Schwarz, 1978; Kass and Wasserman, 1995; Raftery, 1995) . Taplin (1993) suggested approximating pr( j M k ; D) by pr( j M k ;^ ; D) where^ is the maximum likelihood estimate of the parameter vector ; we refer to this as the \MLE approximation". Draper (1995) , Raftery et al. (1996) , and Volinsky et al. (1997) show its usefulness in the BMA context. Section 4 discusses these approximations in more detail in the context of speci c model classes.
Implementation Details for Speci c Model Classes
In this section we describe the implementation of the general strategy of the last section for speci c model classes.
Linear Regression: Predictors, Outliers and Transformations
The selection of subsets of predictor variables is a basic part of building a linear regression model. The objective of variable selection is typically stated as follows: given a dependent variable Y and a set of a candidate predictors X 1 ; : : :; X k , nd the \best" model of the form
where X i 1 ; : : :; X ip is a subset of X 1 ; : : : ; X k . Here \best" may have any of several meanings, e.g., the model providing the most accurate predictions for new cases exchangeable with those used to t the model. BMA, on the other hand, seeks to average over all possible sets of predictors. Raftery et al. (1997) provide a closed form expression for the likelihood, an extensive discussion of hyperparameter choice in the situation where little prior information is available, and BMA implementation details for both Occam's Window and MC 3 . Fern andez et al. (1997; 1998) o er an alternative prior structure aiming at a more automatic choice of hyperparameters. Hoeting et al. (1995 Hoeting et al. ( , 1996 hereafter HRM95 and HRM96) While the class of power transformations is mathematically appealing, power transformations are typically not interpretable unless they are limited to a few possible values of . HRM95 averaged over the values (?1, 0, .5, 1), so that the transformed predictors can be interpreted as the reciprocal, the logarithm, the square root, and the untransformed response.
For transformation of the predictors, HRM95 proposed a novel approach consisting of an initial exploratory use of the Alternating Conditional Expectation algorithm (ACE), followed by change point transformations if needed. The ACE algorithm (Breiman and Friedman, 1985) provides nonlinear transformations of the variables in a regression model. ACE chooses the transformations to maximize the correlation between the transformed response and the sum of the transformed predictors. HRM95 used ACE to suggest non-parametric transformations of the predictors. The transformations suggested by ACE often have roughly the form of a change point, a threshold or a saturation e ect, with no change in the expected value of the response above (or below) a certain value. This type of transformation is often more interpretable than the commonly used power transformations discussed above. To choose the change point and to determine the evidence for the change point, HRM95 provided an approximate Bayes factor. HRM95's BMA averages over all predictor transformations for which the evidence exceeds a user-speci ed level. This is accomplished simply by including the transformed predictors as extra covariates for consideration in potential models.
HRM96 averaged over sets of predictors and possible outliers. They adopted a variance{ in ation model for outliers as follows: Let Y = X + where the observed data on the predictors are contained in the n (p+1) matrix X and the observed data on the dependent variable are contained in the n-vector Y . They assumed that the 's in distinct cases are independent where 
Here is the probability of an outlier and K 2 is the variance{in ation parameter. Their simultaneous variable and outlier selection (SVO) method involves two steps. In a rst exploratory step they used a highly robust technique to identify a set of potential outliers. The robust approach typically identi es a large number of potential outliers. In the second step, HRM96 computed all possible posterior model probabilities or used MC (SVOT) which combines SVO and SVT has also been proposed (Hoeting, 1994) . A faster but less exact implementation of BMA for variable selection in linear regression via the leaps-and-bound algorithm is available in the BICREG software (Section 4.5).
Generalized Linear Models
Model-building for generalized linear models involves choosing the independent variables, the link function, and the variance function (McCullagh and Nelder, 1989) . Each possible combination of choices de nes a di erent model. Raftery (1996) T ; here g is called the link function. The n p matrix with elements x ij is denoted by X, and it is assumed that x i1 = 1 (i = 1; :::; n). Here we assume that 2 is known; Raftery (1996) deals with the unknown 2 case.
Consider the Bayes factor for the null model M 0 , de ned by setting j = 0 (j = 2; :::; p), against M 1 . The likelihoods for M 0 and M 1 can be written down explicitly, and so, once the prior has been fully speci ed, the following (Laplace) approximation can be computed: (11) where p k is the dimension of k ,~ k is the posterior mode of k , and k is minus the inverse Hessian of h( k ) = logfpr(Dj k ; M k )pr( k jM k )g, evaluated at k =~ k . Arguments similar to those in the Appendix of Tierney and Kadane (1986) show that in regular statistical models the relative error in Equation (11), and hence in the resulting approximation to B 10 , is O(n ?1 ).
However, this approximation is not easy to compute for generalized linear models using readily available software and Raftery (1996) presents three convenient but less accurate approximations. We reproduce here the most accurate of these approximations.
Suppose that the prior distribution of k is such that E k jM k ] = ! k and Var k jM k ] = W k . Then approximating the posterior mode,~ k , by a single Newton step starting from the MLE,^ k , and substituting the result into Equation (11) In Equation (12),
is the standard likelihood-ratio test statistic when M 0 is nested within M 1 .
Also,
where F k is the expected Fisher information matrix, G k = W ?1
is the log-prior density, and 0 k (^ k ) is the p k -vector of derivatives of k ( k ) with respect to the elements of k (k = 0; 1). In general the relative error in this approximation is O(n ? 1 2 ). However, in the case where the canonical link function is used, the observed Fisher information is equal to the expected Fisher information, and the relative error improves to O (n ?1 ). Raftery (1996) describes a useful parametric from for the prior parameters ! k and W k that involves only one user-speci ed input, and derives a way of choosing this when little prior information is available. The prior distribution for has three user speci ed parameters and Raftery (1996) discusses possible choices in the situation where little prior information is available.
Survival Analysis and LEAPS
Methods for analyzing survival data often focus on modeling the hazard rate. The most popular way of doing this is to use the Cox proportional hazards model (Cox, 1972) , which allows di erent hazard rates for cases with di erent covariate vectors and leaves the underlying common baseline hazard rate unspeci ed. The Cox model speci es the hazard rate for subject i with covariate vector X i to be
where 0 (t) is the baseline hazard function at time t, and is a vector of unknown parameters.
The estimation of is commonly based on the partial likelihood, namely
where R i is the risk set at time t i (i.e., the set of subjects who have not yet experienced an event) and w i is an indicator for whether or not patient i is censored.
Since the integrals required for BMA do not have a closed form solution for Cox models, Raftery et al. (1996) and VMRK adopted a number of approximations. In particular, VMRK used the MLE approximation:
and the Laplace approximation:
where d k is the dimension of k . This is the Bayesian Information Criterion (BIC) approximation. In Equation (14), n is usually taken to be the total number of cases. Volinsky (1997) provides evidence that n should be the total number of uncensored cases (i.e., deaths or events).
To implement BMA for Cox models, VMRK used an approach similar to the Occam's Window method described in Section 3.1. To e ciently identify good models, VMRK adapted the \Leaps and Bounds" algorithm of Furnival and Wilson (1974) which was originally created for linear regression model selection. The leaps and bounds algorithm provides the top q models of each model size, where q is designated by the user, plus the MLE^ k , var(^ k ), and R 2 k for each model M k returned. Lawless and Singhal (1978) and Kuk (1984) provided a modi ed algorithm for non-normal regression models that gives an approximate likelihood ratio test statistic, and hence an approximate BIC value.
As long as q is large enough, this procedure returns the models in Occam's window (A) plus many models not in A. VMRK used the approximate likelihood ratio test to reduce the remaining subset of models to those most likely to be in A. This reduction step keeps only the models whose approximate posterior model probabilities fall within a factor C 0 of the model with the highest posterior model probability, where C 0 is greater than C, the cut-o in Equation (4). VMRK set C 0 = C 2 and almost no models in A were lost in the examples they considered. A standard survival analysis program can then analyze the remaining models, calculate the exact BIC value for each one, and eliminate those models not in A.
For the models in A, VMRK calculated posterior model probabilities by normalizing over the model set, as in Equation (10). Model-averaged parameter estimates and standard errors of those estimates derive from weighted averages of the estimates and standard errors from the individual models, using the posterior model probabilities as weights. The posterior probability that a regression coe cient for a variable is non-zero (\posterior effect probability") is simply the sum of posterior probabilities of the models which contain that variable. In the context of a real example based on the Cardiovascular Health Study (Fried et al., 1991) , VMRK showed that these posterior e ect probabilities often lead to substantive interpretations that are at odds with the usual p-values, but admit more direct interpretation.
Graphical Models: Missing Data and Auxiliary Variables
A graphical model is a statistical model embodying a set of conditional independence relationships that can be summarized by means of a graph. To date, most graphical models research has focused on acyclic digraphs, chordal undirected graphs, and chain graphs that allow both directed and undirected edges, but have no partially directed cycles (Lauritzen, 1996) . Here we focus on acyclic directed graphs (ADGs) and discrete random variables. In an ADG, all the edges are directed and appear as arrows in the gures. A directed graph is acyclic if it contains no directed cycles. Each vertex in the graph will correspond to a random variable X v ; v 2 V taking values in a sample space X v . To simplify notation, we use v in place of X v in what follows. In an ADG, the parents of a vertex v, pa(v), are those vertices from which edges point into v. The descendants of a vertex v are the vertices which are reachable from v along a directed path. The parents are taken to be the only direct in uences on v, and thus, v is independent of its non-descendants given its parents. This property implies a factorization of the joint distribution of X v ; v 2 V , which we denote by pr(V ), given by: Spiegelhalter and Lauritzen (1990) show how independent Dirichlet prior distributions placed on these probabilities can be updated locally to form posterior distributions as data become available. Heckerman et al. (1994) provide corresponding closed-form expressions for complete-data likelihoods and posterior model probabilities.
The application of BMA and Bayesian graphical models to problems involving missing data and/or latent variables generally requires the use of either analytical or numerical approximations. Madigan and York (1995) and York et al. (1995) provide extensive implementation details. An especially useful approach derives from the following re-expression of the usual Bayes factor comparing two models, M 0 and M 1 :
Here Z denotes the missing data and/or latent variables. This expectation can be numerically approximated by simulating the missing data from its predictive distribution under only one of the two models being compared. A similar formula appears in Thompson and Wijsman (1990) and its use in the present context was suggested by Augustine Kong.
Software for BMA
Software to implement several of the approaches described above is available on the internet. These programs, all written in S-Plus c , can be obtained free of charge via the Web address 
Specifying Prior Model Probabilities
Before implementing any of the BMA strategies described above, prior model probabilities must be assigned for Equation (2). When there is little prior information about the relative plausibility of the models considered, the assumption that all models are equally likely a priori is a reasonable \neutral" choice. However, Spiegelhalter et al. (1993) and Lauritzen at al. (1994) provide a detailed analysis of the bene ts of incorporating informative prior distributions in Bayesian knowledge-based systems and demonstrate improved predictive performance with informative priors. When prior information about the importance of a variable is available for model structures with a coe cient associated with each predictor (e.g., linear regression models and Cox proportional hazards models), a prior probability on model M i can be speci ed as:
where j 2 0; 1] is the prior probability that j 6 = 0 in a linear regression model, ij is an indicator of whether or not variable j is included in model M i . Assigning j = 0:5 for all j corresponds to a uniform prior across model space, while j < 0:5 for all j imposes a penalty for large models. Using j = 1 ensures that variable j is included in all models. Using this framework, elicitation of prior probabilities for models is straightforward and avoids the need to elicit priors for a large number of models. This approach is used to specify model priors for variable selection in linear regression in George and McCulloch (1993) and suggested for model priors for BMA in Cox models in VMRK.
In the context of graphical models, Madigan and Raftery (1991) and others have suggested eliciting a prior probability for the presence of each potential link and then multiplying these probabilities to provide the required prior distribution. This approach is similar to Equation (17). However, this approach makes the possibly unreasonable assumption that the presence or absence of each link is independent a priori of the presence or absence of other links. provide a simple method for informative prior elicitation in discrete data applications and show that their approach provides improved predictive performance for their application. The method elicits an informative prior distribution on model space via \imaginary data" (Good, 1950) . The basic idea is to start with a uniform prior distribution on model space, update it using imaginary data provided by the domain expert (the number of imaginary cases will depend on the application and the available resources), and then use the updated prior distribution as the actual prior distribution for the Bayesian analysis. Ibrahim and Laud (1994) adopt a somewhat similar approach in the context of linear models.
Predictive Performance
Before presenting two examples, we brie y discuss methods for assessing the success of various modeling strategies. A primary purpose of statistical analysis is to make forecasts (Dawid, 1984) . Similarly, Bernardo and Smith (1994, p. 238) argue that when comparing rival modeling strategies, all other things being equal, we are more impressed with a modeling strategy that consistently assigns higher probabilities to the events that actually occur. Thus, measuring how well a model predicts future observations is one way to judge the e cacy of a BMA strategy.
In the examples below we assess predictive performance as follows. First, we randomly split the data into two halves, and then we apply each model selection method to the rst half of the data, called the build data (D   B   ) . Performance is then measured on the second half of the data (test data, or D T ). One measure of predictive ability is the logarithmic scoring rule of Good (1952) which is based on the conditional predictive ordinate (Geisser, 1980) . Speci cally, the predictive log score measures the predictive ability of an individual model, M, using the sum of the logarithm of the observed ordinate of the predictive density for each observation in the test set:
and measures the predictive performance of BMA with:
The smaller the predictive log score for a given model or model average, the better the predictive performance. We note that the logarithmic scoring rule is a proper scoring rule as de ned by Matheson and Winkler (1976) and others. Several other measures of predictive performance are described in the examples below. For probabilistic predictions, there exist two types of discrepancies between observed and predicted values (Draper et al., 1993) : predictive bias (a systematic tendency to predict on the low or high side) and lack of calibration (a systematic tendency to over-or understate predictive accuracy). The predictive log score is a combined measure of bias and calibration. Considering predictive bias and calibration separately can also be useful{see for example and , Hoeting (1994) , and Spiegelhalter (1986) . In particular, a predictive model which merely assigns the prior probability to each future observable may be well calibrated but of no practical use.
Examples
In this section we provide two examples where BMA provides additional insight into the problem of interest and improves predictive performance.
Example 1: Primary Biliary Cirrhosis

Overview
From 1974 to 1984 the Mayo Clinic conducted a double-blind randomized clinical trial involving 312 patients to compare the drug DPCA with a placebo in the treatment of primary biliary cirrhosis (PBC) of the liver (Dickinson, 1973; Grambsch et al., 1989; Markus et al., 1989; Fleming and Harrington, 1991) The goals of this study were twofold: (a) to assess DPCA as a possible treatment through randomization, and (b) to use other variables to develop a natural history model of the disease. Such a model is useful for prediction (counseling patients and predicting the course of PBC in untreated patients) and inference (historical control information to assess new therapies). Fleming and Harrington (1991) the current best practice in survival analysis. However, we argue here that the model uncertainty is substantial and that procedures such as theirs can underestimate uncertainty about quantities of interest, leading to decisions that are riskier than one thinks they are. Raftery et al. (1996) analyzed a subset of these data by averaging over all possible models in a much smaller model space. Here, we apply the LEAPS approach described in Section 4.3 to quickly approximate averaging over a much larger model space. Of the 312 patients, we omit eight due to incomplete data. Of the remaining 304 patients, 123 were followed until death and the other 181 observations were censored. There are 14 prognostic variables of interest in the natural history model, plus the treatment variable DPCA. Table 1 shows the independent and dependent variables. Subjects were observed for up to 12.5 years with a mean observation time of 5.5 years.
Following FH, we used logarithmic transformations of bilirubin, albumen, prothrombin time and urine copper. FH used a multistage variable selection method and concluded that the best model was the one with the ve independent variables age, edema, bilirubin, albumin and prothrombin time. 
Results
The PBC data set provides an opportunity to compare BMA with model selection methods in the presence of moderate censoring. The model chosen by a stepwise (backward elimination) procedure, starting with the variables in Table 1 , included the following variables: age, edema, bilirubin, albumin, urine copper, and prothrombin time (which is the FH model with the inclusion of urine copper). BMA was performed using the LEAPS approach described in Section 4.3. The model with the highest approximate posterior probability was the same as the stepwise model. Nonetheless, this model represents only 17% of the total posterior probability, indicating that there is a fair amount of model uncertainty. In fact, the FH model places sixth in the table with only 5% posterior probability. Table 2 lists the models with the highest posterior probability. Inference about independent variables is expressed in terms of the posterior e ect probabilities. Table 1 contains the posterior means, standard deviations and posterior e ect probabilities, P( 6 = 0jD), for the coe cient associated with each variable. These parameter estimates and standard deviations are more reliable than those from a stepwise procedure since they incorporate the models uncertainty directly into the estimates. For instance, the averaged estimates associated with the independent variable SGOT take account of the 78% of the posterior mass at zero. This shrinks the estimate towards zero, not unlike other shrinkage estimates like ridge regression. In addition, this tends to increase the standard deviation of the estimate, to take account of model uncertainty. value from the stepwise variable selection model. Overall, the posterior e ect probabilities imply weaker evidence for e ects than do the p-values. This is partly due to the fact that p-values overstate con dence because they ignore model uncertainty. Though note that even when there is no model uncertainty, p-values arguably overstate the evidence for an e ect (Edwards et al., 1963; Berger and Delampady, 1987; Berger and Sellke, 1987) . For the three variables, albumin, age and bilirubin (which is highly signi cant and not shown in Figure 3 ), the posterior e ect probabilities and the p-values agree that there is very strong evidence for an e ect (p < 0:001 and P( 6 = 0jD) > 99%). For the ve variables in Table 3 , however, the two approaches lead to qualitatively di erent conclusions. Each p-value overstates the evidence for an e ect. For the rst three of the variables, the p-value suggests that the e ect is \highly signi cant" (p < 0:01), while the posterior e ect probability indicates that the evidence is positive but not strong. For the other two variables (histology and SGOT), the p-values are \marginally signi cant" (p < 0:10), but the posterior e ect probabilities actually indicate (weak) evidence against an e ect. p-values and posterior e ect probabilities agree in saying that there is little or no evidence
for an e ect. However, posterior e ect probabilities enable one to make one distinction that p-values cannot. One may fail to reject the null hypothesis of \no e ect" because either (a) there are not enough data to detect an e ect, or (b) the data provide evidence for the null hypothesis. P-values cannot distinguish between these two situations, but posterior e ect probabilities can. Thus, for example, for SGOT, P( 6 = 0jD) = 22%, so that the data are indecisive, while for the treatment e ect of DPCA, P( 6 = 0jD) = 2%, indicating strong evidence for the null hypothesis of no e ect. The posterior probability of \no e ect" can be viewed as an approximation to the posterior probability of the e ect being \small", namely P(j j < "), provided that " is at most about one-half of a standard error (Berger and Delampady, 1987) .
Predictive Performance
For assessing predictive performance, we randomly split the data into two parts such that an equal number of events (61 deaths) occurred in each part. We compare the results for BMA with those for stepwise model selection and for the single model with the highest posterior model probability. Table 4 shows the partial predictive scores (PPS) for the competing methods. The PPS is an approximation to the predictive log score in Equations (18) and (19) . A smaller PPS indicates better predictive performance. The top model and stepwise model may be di erent than those in the analysis for the full data since they are built using only half the data. The di erence in PPS of 3.6 can be viewed as an increase in predictive performance per event by a factor of exp(3:6=61) = 1:06 or by about 6%. This means that BMA predicts who is at risk 6% more e ectively than a method which picks the model with the highest posterior model probability (as well as 10% better than the Fleming and Harrington model and 2% more e ectively than a stepwise method). We also performed this analysis on 20 di erent splits of the data, and over the 20 splits BMA was an average of 2.7 points better (5% per event) than both the top PMP model and the stepwise model. Predictive discrimination, a measure of how well the modeling strategies sort the subjects in the test set into discrete risk categories (high, medium, low risk), shows the bene t of using BMA in an alternate way. We assess predictive discrimination of a single model as follows:
1. Fit the model to the build data to get estimated coe cients^ .
Calculate risk scores (x i T^
) for each subject in the build data.
3. De ne low, medium and high risk groups for the model by the empirical (1/3) and (2/3) quantiles of the risk scores.
4. Calculate risk scores for the test data and assign each subject to a risk group.
5. Observe the actual survival status of those assigned to the three groups.
To assess predictive discrimination for BMA, we must take account of the multiple models that we average over. We replace the rst steps above with A method is better if it consistently assigns higher risks to the people who actually died. Table 5 shows the classi cation of the 152 people in the test data, and whether or not those people died in the study period. The people assigned to the high risk group by BMA had a higher death rate than did those assigned high risk by other methods; similarly those assigned to the low and medium risk groups by BMA had a lower total death rate. In summary, we found that BMA improves predictive performance for the PBC study as measured both by PPS and predictive discrimination. The BMA results also provide additional evidence that the p-values for the model selected using stepwise variable selection overstate con dence because they ignore model uncertainty.
Example 2: Predicting Percent Body Fat 7.2.1 Overview
Percent body fat is now commonly used as an indicator of tness or potential health problems (Lohman, 1992, p. 1) . Percent body fat can be measured in a variety of ways including underwater weighing, skinfold calipers, and bioelectric impedance (Katch and McArdle, 1993) . One drawback with these methods is that they require specialized equipment or expertise on the part of the person taking the measurements. As a result, simpler methods for measuring body fat have been developed. One such approach is to predict percent body fat using basic body measurements such as height and weight. This approach is non-invasive and requires little training or instrumentation. The drawback of this approach is a potential loss in accuracy in estimating body fat.
The goal of the analysis described here is to predict body fat using 13 simple body measurements in a multiple regression model. We consider body fat measurements for 252 men. The data were originally referenced in an abstract by Penrose et al. (1985) and are listed in Johnson (1996) . For each subject, percentage of body fat, age, weight, height, and ten body circumference measurements were recorded (Table 6 ). We omitted one subject (observation 42) whose height was apparently erroneously listed as 29.5 inches.
The response in the regression model is percent body fat. Percent body fat was determined using body density, the ratio of body mass to body volume. Body volume was measured using an underwater weighing technique (Katch and McArdle, 1993, p. 242-244) . Body density was then used to estimate percent body fat using Brozek's equation (Brozek et al., 1963) , % body fat = 457=Density ? 414:2:
(20) For more details on the derivation of Equation (20) see Johnson (1996) and Brozek et al. (1963) . Percent body fat for the subjects in this study ranged from 0 to 45% with a mean of 18.9% and standard deviation of 7.8%. One subject was quite lean and thus the percentage body fat (as computed using Brozek's equation) was negative. The body fat for this individual was truncated to 0%.
Regression results for the full model are given in Table 7 . For this model, standard diagnostic checking did not reveal any gross violations of the assumptions underlying normal (Weisberg, 1985) . The standard approach to this analysis is to choose a single best subset of predictors using one of the many variable selection methods available. Since a model with fewer predictors than the full model may be selected, one advantage to this approach is that number of measurements that are required to estimate body fat may be reduced. An alternative to this approach is to do Bayesian model averaging. BMA will require that all 13 measurements are taken. However, if BMA produces better predictions than the single model approach, then it may be worthwhile to take these additional measurements. Also, BMA may point to variables that could be left out without much loss, because the posterior e ect probability is small.
We will compare Bayesian model averaging to single models selected using several standard variable selection techniques to determine whether there are advantages to accounting for model uncertainty for these data. In what follows, we rst analyze the full data set and then we split the data set into two parts, using one portion of the data to do BMA and select models using standard techniques and the other portion to assess performance. We compare the predictive performance of BMA to that of individual models selected using standard techniques. There are 13 candidate predictors of body fat and so potentially 2 13 = 8192 di erent sets of predictors, or linear regression models. For the Bayesian approach, all possible combinations of predictors were assumed to be equally likely a priori. To implement the Bayesian approach, we computed the posterior model probability for all possible models using the di use (but proper) prior distributions derived by Raftery et al. (1997) . For larger problems where it is more di cult to compute the posterior model probability for all possible models, one can use MC 3 or the leaps and bounds algorithm to approximate BMA (see Section 3.1). Table 8 shows the posterior e ect probabilities, Pr( i 6 = 0jD), obtained by summing the posterior model probabilities across models for each predictor. Two predictors, abdomen circumference and weight, appear in the models that account for a very high percentage of the total model probability. Five predictors have posterior e ect probabilities smaller than 10% including age, height, and chest, ankle and knee circumference. The top three predictors by Pr( i 6 = 0jD), weight, and abdomen and wrist circumference, appear in the model with the highest posterior model probability (Table 9 ). The BMA results indicate considerable model uncertainty, with the model with the highest posterior model probability (PMP) accounting for only 14% of the total posterior probability (Table 9 ). The top 10 models by PMP account for 57% of the total posterior probability.
We compare the Bayesian results with models that might be selected using standard techniques. We chose three popular variable selection techniques, Efroymson's stepwise method (Miller, 1990) , minimum Mallow's C p , and maximum adjusted R 2 (Weisberg, 1985) . Efroymson's stepwise method is like forward selection except that when a new variable is added to the subset, partial correlations are considered to see if any of the variables currently in the subset should be dropped. Similar hybrid methods are found in most standard statistical computer packages. For the stepwise procedure we used a 5% signi cance level which means that the signi cance levels for the F-to-enter and F-to-delete values were equal to 5%. Shortcomings of stepwise regression, Mallow's C p , and adjusted R 2 are well known (see, for example, Weisberg, 1985) .
All three standard model selection methods selected the same eight predictor model (Table 8). There is clear agreement among the frequentist and BMA methods that the predictors abdomen circumference, weight, and wrist circumference are important predictors of percent body fat. If a cut-o of = 0:05 is chosen for interpretation of signi cant predictors, the p-values for the predictors for the single model selected using standard techniques are quite small for age, and forearm, neck and thigh circumference as compared to the posterior e ect probabilities for those predictors computed from the BMA results. Based on these results, one could argue that, as in Example 1, the p-values overstate the evidence for an e ect. Circumference. The spike corresponds to P( 13 = 0jD)=0.38. The vertical axis on the left corresponds to the posterior distribution for 13 and the vertical axis on the right corresponds to the posterior distribution for 13 equal to 0. The density is scaled so that the maximum of the density is equal to P( 13 6 = 0jD) on the right axis.
The posterior distribution for the coe cient of predictor 13 (wrist circumference), based on the BMA results, is shown in Figure 4 . The BMA posterior distribution for 13 is a mixture of non-central Student's t distributions. The spike in the plot of the posterior distribution corresponds to P( 13 = 0jD)=.38. This is an artifact of our approach as we consider models with a predictor fully removed from the model. This is in contrast to the practice of setting the predictor close to 0 with high probability as in George and McCulloch (1993) .
Predictive Performance
As in Example 1, we use the predictive ability of the selected models for future observations to measure the e ectiveness of a model selection strategy. Our objective is to compare the quality of the predictions based on BMA to the quality of predictions based on any single model that an analyst might reasonably have selected.
To measure performance we split the complete data set into two subsets. We used the split of the data that was used by the original researchers for model building (Penrose et al., 1985) . The rst 142 observations were used to do BMA and apply the model selection Stepwise & C p X 1 X 2 X 6 X 10 X 12 X 13 84.4
Adjusted R 2 X 1 X 2 X 4 X 6 X 7 X 8 X 10 X 12 X 13 83.5
procedures and the remaining 109 observations were used to evaluate performance. Predictive coverage was measured using the proportion of observations in the performance set that fall in the corresponding 90% prediction interval. The prediction interval is based on the posterior predictive distribution for individual models and a mixture of these posterior predictive distributions for BMA. The predictive coverage for BMA is 90.8% while the predictive coverage for each of the individual models selected using standard techniques is less than 85%. For di erent random splits of this data set, the algorithms often selected di erent models, but BMA typically had superior predictive coverage as compared to the predictive coverage of the individual models.
Conditioning on a single selected model ignores model uncertainty which, in turn, can lead to the underestimation of uncertainty when making inferences about quantities of interest. For these data, the underestimation of model uncertainty for single selected models can lead to predictive coverage that is less than the stated coverage level.
Multiple Models and Alternative Approaches to Model Uncertainty
Computational Learning Theory (COLT) provides a large body of theoretical work on predictive performance of non-Bayesian model mixing (see, for example, Kearns et al., 1994 , Chan et al., 1996 , and the references therein). The approach uses multiple predictors or classi ers and takes a weighted average (or possibly a majority vote) of their outputs. These weights are not necessarily probabilities but rather are chosen empirically to optimize per-formance. Some of this work is in the context of \on-line learning" whereby the weights are sequentially updated as each labeled case arrives (see, for example, Kivinen and Warmuth, 1995) . The Machine Learning community uses terms such as meta-learning, stacking, bagging, combining, and boosting for similar techniques that seek to integrate multiple models for improved predictive performance. For example, Wolpert's stacked generalization classi cation method proceeds as follows: rst, several classi ers are learned from the training data. The predictions made by these classi ers on the training data and the correct classi cations form the training data for the next level classi er which provides the nal classi cation (Wolpert, 1992) . Chan and Stolfo (1996) execute a number of processes on a number of data subsets in parallel to learn \base" classi ers, and then combine the collective results in a variety of di erent ways. They propose arbiter strategies in which a separate learning algorithm arbitrates among predictions generated by the base classi ers, and combiner strategies which coalesce the predictions from the base classi ers. BMA is an example of a combiner strategy and was competitive with other approaches in Chan and Stolfo's experiments. Breiman (1996) proposes \stacked predictors" which aggregates predictors derived from bootstrap replicates of the training data. The aggregation averages over the predictors when predicting a numerical outcome and takes a plurality vote when predicting a class. Breiman notes that the extent to which di erent bootstrap replicates lead to di erent predictors plays an important role in predictive performance. As with the neural network ensembles, the greater the diversity in the predictors, the larger the gain in predictive performance.
\Boosting" is like stacking in that a given learning algorithm is rerun many times with di erent training sets (Freund, 1995) . However, boosting uses a more sophisticated method for computing each training set in which it tries to focus the learning algorithm on the \hardest" parts of the distribution. Boosting has the nice theoretical property that if the classi er can consistently come up with a classi er that is just a little bit better than random guessing (on the distribution of examples on which it was trained), then it can be proven that the error of the nal combined classi er drops to zero. Rao and Tibshirani (1997) suggest the \out-of-bootstrap" method for model averaging and selection. The out-of-bootstrap method can be thought of as an approximation to the Bayesian model average with non-informative prior distributions for the parameters. This method shares some similarities with stacking and boosting. Ali (1995) argues that \most multiple model methods will yield a reduction in error on most domains" and empirically examines four competing multiple model methods: uniform voting (i.e., BMA with uniform posterior model probabilities), BMA, distribution summation, and likelihood combination. Bayesian model averaging did poorly in domains in which the posterior probability of one model dominated those of others. Kononenko and Kovacic (1992) , on the other hand, reported that BMA outperformed voting and distribution summation in their experiments. Coifman and Donoho (1996) describe an improved method for wavelet transformation called \cycle spinning." Instead of using one shift to minimize visual artifacts which can be exhibited when traditional wavelet transformations are used for de-noising, cycle spinning averages over several shifts. This weighted average is similar in spirit to BMA. Compared to traditional de-noising, cycle spinning gives improved mean squared errors and suppresses artifacts.
Note that while Bayesian model averaging researchers focus primarily on properties of predictive distributions such as predictive calibration and coverage of predictive intervals, Neural Network, Machine Learning, and COLT researchers focus exclusively on point prediction, often in the context of supervised learning.
Discussion
In the examples we have discussed, the model structure was chosen (e.g., linear regression) and then BMA either averaged over a parsimonious set of models supported by the data (e.g., various subsets of predictors selected using Occam's Window) or averaging over the entire class of models (e.g., BMA for all possible subsets of predictors). Several authors have suggested alternative approaches to choosing the class of models for BMA. Draper (1995) suggested nding a good model and then averaging over an expanded class of models \near" the good model (see also, Besag et al., 1995, Section 5.6) . Within a single model structure, this approach is similar to the suggestion to average over a parsimonious set of models supported by the data. Draper also discusses the possibility of averaging over models with di erent error structures, e.g., averaging over models with di erent link functions in a generalized linear framework.
We have focused here on Bayesian solutions to the model uncertainty problem. There has been little written about frequentist solutions to the problem. Perhaps the most obvious frequentist solution is to bootstrap the entire data analysis, including model selection. However, Freedman et al. (1988) have shown that this does not necessarily give a satisfactory solution to the problem. Buckland et al. (1997) suggested several ad-hoc approaches to accounting for model uncertainty which are non-Bayesian. They suggest approximating model weights based on Akaike's information criterion (AIC) (Akaike, 1973) . This approach is similar to the BIC approximating strategies described above. Kass and Raftery (1995) discuss the relative merits of AIC and BIC in this context. To estimate model uncertainty, Buckland et al. suggest several bootstrapping methods. For a simulated example, they found coverage to be well below the nominal level if model uncertainty is ignored and very good coverage when model uncertainty is incorporated into inferences. Leamer (1978, p.119) suggests that \a researcher who uses more than one model can report the overall e ectiveness of his research in terms of the average marginal likelihood:
(21) Bernardo and Smith (1994, p 384) call this \the overall model which speci es beliefs" for the data, D. Bernardo and Smith (1994, p 383-385) drew the distinction between model selection when one knows the entire class of models to be entertained in advance, and the situation where the model class is not fully known in advance, but rather is determined and de ned iteratively as the analysis and scienti c investigation proceed. They referred to the former situation as the \M-closed perspective", and to the latter as the \M-open perspective". They argued that, while the M-closed situation does arise in practice, usually in rather formally constrained situations, the M-open perspective often provides a better approximation to the scienti c inference problem.
At rst sight, it appears as if the Bayesian model averaging approach on which we have concentrated is relevant solely within the M-closed perspective, because it consists of averaging over a class of models that are de ned in advance, at least in principle. However, we believe that the basic principles of Bayesian model averaging also apply, perhaps with This is because, as new variables and models are discovered that provide better predictions, they are included in the Bayesian model averaging. Similarly, when new and superior models are discovered, older models that do not predict as well relative to the new ones are excluded from the Bayesian model averaging in the Occam's window approach, whereas in the original (\M-closed") Bayesian model averaging, all models ever considered continue to be included in the model averaging, even if they have been e ectively discredited.
In this paper we have described several approaches to implementing BMA strategies. We have demonstrated that it is now possible to account for model uncertainty and that BMA improves predictive performance. As more examples of the drawbacks of ignoring model uncertainty are publicized and as computing power continues to increase, we predict that accounting for model uncertainty in inferences will become an integral part of modeling data.
