For a graph Γ, subgroups M < G Aut(Γ), and an edge partition E of Γ, the pair (Γ, E) is a (G, M )-homogeneous factorisation if M is vertex-transitive on Γ and fixes setwise each part of E, while G permutes the parts of E transitively. A classification is given of all homogeneous factorisations of finite Johnson graphs. There are three infinite families and nine sporadic examples.
Introduction
Let E = {E 1 , E 2 , . . . , E k } be a partition of the edge set of a graph Γ with k ≥ 2. Given M G Aut(Γ), we say that (Γ, E) is a (G, M )-homogeneous factorisation of index k if M acts transitively on the vertex set V Γ and fixes each E i setwise while G permutes the E i transitively. Note that (Γ, E) is also a (G, M )-homogeneous factorisation, where M is the kernel of the action of G on E. In this paper we determine all homogeneous factorisations of the Johnson graphs J(n, r). The Johnson graph J(n, r) for 2 ≤ r ≤ n/2 is the graph Γ whose vertex set V Γ consists of all the r-subsets of a set X of size n where two vertices are joined by an edge if they intersect in r − 1 points. The graph J(n, r) has n r vertices and is regular with valency r(n − r). If (Γ, E) is a (G, M )-homogeneous factorisation of J(n, r), then M and G must be r-homogeneous groups on X, that is, they act transitively on the r-subsets of X. All finite r-transitive (and hence, also r-homogeneous) groups are known (see for example [6, p243-253] ) while Kantor has shown that there are four types of r-homogeneous but not r-transitive groups (see [12] ). We consider each of these cases and obtain the following results:
(1). Construction 3.2: Let q = p f be a prime power, q ≡ 1 (mod 4) and let Γ = J(q + 1, 2) where V Γ is the set of all 2-subsets of X = GF(q) ∪ {∞}. There exists a (G, M )-homogeneous factorisation (Γ, E) of index 2 with PSL(2, q) M PΣL(2, q) and G a 3-transitive subgroup of PΓL(2, q). Here PΣL(2, q) is the group generated by PSL(2, q) and an element corresponding to the Frobenius automorphism of the field GF(q) (see the first paragraph of Section 3.1).
(2). Construction 3.4: Let q = 2 r f for r an odd prime and let Γ = J(q, 2) where V Γ is the set of all 2-subsets of X = GF(q). There exists a (G, M )-homogeneous factorisation (Γ, E) of index r with G = AΓL(1, q) and M = AGL(1, q).
(3). Construction 3.7: There are 9 pairwise non-isomorphic (G, M )-homogeneous factorisations (Γ, E) of index 3 for J(8, 3) with M = AGL (1, 8) and G = AΓL (1, 8) .
(4). Construction 3.10: Let q = 2 r f for r an odd prime and let Γ = J(q + 1, 3) where V Γ is the set of all 3-subsets of X = GF(q) ∪ {∞}. There exists a (G, M )-homogeneous factorisation (Γ, E) of index r with G = PΓL(2, q) and M = PGL(2, q).
Two homogeneous factorisations (Γ 1 , E 1 ) and (Γ 2 , E 2 ) are said to be isomorphic if there exists a graph isomorphism φ : Γ 1 → Γ 2 which maps E 1 to E 2 . Note that if Γ 1 = Γ 2 = Γ then φ ∈ Aut(Γ), and if (Γ, E 1 ) is a (G, M )-homogeneous factorisation then (Γ, E 2 ) is a (G φ , M φ )-homogeneous factorisation. For Constructions 3.4 and 3.10, the number of homogeneous factorisations up to isomorphism are determined in Lemmas 3.6 and 3.11 respectively.
Finally, we prove that these are the only examples. This classification depends on the classification of finite r-homogeneous permutation groups, for r ≥ 2, and hence on the Finite Simple Group Classification.
One of our main methods relies on the fact (Theorem 2.1) that if (Γ, E) is a (G, M )-homogeneous factorisation for any graph Γ and α ∈ V Γ, then the actions of the groups M and G on the partition E of EΓ are replicated locally by the actions of the stabiliser subgroups M α and G α on a partition E(α) of the set of neighbours of α, denoted Γ(α). As a result, the existence or nonexistence of a (G, M )-homogeneous factorisation is then determined by the actions of the smaller groups M α and G α on the set Γ(α).
Theorem 2.1. Let (Γ, E) be a (G, M )-homogeneous factorisation with M G, E = {E 1 , . . . , E k }, k ≥ 2, and let α ∈ V Γ. Then (1) . E(α) = {E 1 (α), . . . , E k (α)} is a partition of Γ(α); (2) . For each i ≤ k, E i (α) is M α -invariant and self-paired.
(3). G α acts transitively on E(α). In particular, there is an integer c ≥ 0 such that each E i (α)
contains exactly c self-paired M α -orbits.
Proof. Part (1) was proved in [5, Theorem 3.2] . Alternatively, the fact that E(α) is a G α -invariant partition of Γ(α) with each part fixed setwise by M α and G E(α) α a transitive group follows from [9, Proposition 3.3] . It remains to prove the statements concerning pairing. Now E * i (α) = {α
To show E * i (α) = E i (α), we note that α
. This completes the proof of Part (2) . In order to show that each E i (α) contains the same number of self-paired M α -orbits, we first show that if O is a self-paired M α -orbit in Γ(α) and f ∈ G α then O f is also a self-paired M α -orbit.
Theorem 2.1 shows that for a (G, M )-homogeneous factorisation (Γ, E), the actions of M and G on EΓ are replicated locally by M α and G α on Γ(α). Thus, when G α fixes an M α -orbit, then no (G, M )-homogeneous factorisation exists. This observation is useful in proving the nonexistence of homogeneous factorisations in several cases.
On the other hand we have the following construction.
Construction 2.2. Consider a graph Γ and let α ∈ V Γ such that E(α) = {E 1 (α), . . . , E k (α)} is a partition of Γ(α). Suppose M is a group of automorphisms transitive on V Γ such that M α fixes each E i (α) setwise. We assume that each
Further, let G be a group of automorphisms containing M such that G α is transitive on E(α). Theorem 2.3. Let Γ, G, M, E(α) be as yielded by Construction 2.2. Then (Γ, E) is a (G, M )-homogeneous factorisation of Γ where E is as in the construction. Conversely, if (Γ, E) is a (G, M )-homogeneous factorisation and E(α) is the edge partition of Γ(α) as in Theorem 2.1, then (Γ, E) arises from Construction 2.2 applied to Γ, G, M, E(α).
Proof. The forward statement is proved in [5, Theorem 3.3] , while the whole theorem follows from [9, Proposition 3.3] on noting that since the E i (α) are selfpaired we obtain a partition of EΓ as opposed to just a partition of the arc set AΓ.
The above theorem is invoked in the constructions of homogeneous factorisations for J(n, r). In order to obtain a (G, M )-homogeneous factorisation (Γ, E), we need a partition E(α) of Γ(α) whose elements are all self-paired and are M α -invariant. Further, we need G α to act transitively on E(α). This strategy is used in constructing the homogeneous factorisations of J(n, r) in Section 3.
Arc-Transitivity
A graph is said to be arc-transitive if it admits an automorphism group that is transitive on its arcset. The following lemma characterises arc-transitivity on any graph. Its proof is straightforward and omitted.
Lemma 2.4. Consider a graph Γ, a subgroup G Aut(Γ), and let α ∈ V Γ. Then G is transitive on V Γ and G α is transitive on Γ(α) if and only if G is arc-transitive on Γ.
Consider a set X with n elements and let Γ = J(n, r) with V Γ = X {r} for r ≥ 2. By [2, Theorem 9.1.2], for n > 2r, Aut(Γ) = S n with the action induced from the action of S n on X. However, when n = 2r ≥ 4 we have Aut(Γ) = S n × S 2 = S n , τ where τ acts on V Γ by complementation. The following lemma allows us to restrict to subgroups of S n .
Lemma 2.5. Let M be a vertex-transitive group of automorphisms of J(n, r). Then M ∩ S n is vertex-transitive.
Proof. We only need to consider the case where n = 2r and M S n . In this case M ∩ S n is an index 2 subgroup of M . If M ∩ S n were intransitive on vertices, then it would have two orbits and J(n, r) would be bipartite with the two orbits forming the two parts of the bipartition. However, this contradicts the fact that J(n, r) contains 3-cycles and so M ∩ S n is vertex-transitive.
We also have the following result about arc-transitivity of subgroups of S n . Proposition 2.6. A group G S n is arc-transitive on J(n, r) if and only if G is r-homogeneous on X, and for A ∈ V Γ, G A is transitive on the set
Proof. Let Γ = J(n, r) and suppose G is arc-transitive on Γ. By Lemma 2.4, G is transitive on V Γ and is therefore r-homogeneous on X. Moreover, G A is transitive on Γ(A).
Consider any two elements (a 1 , b 1 ), (a 2 , b 2 ) ∈ A × A. Then there exist two elements B 1 , B 2 ∈ Γ(A) such that the symmetric difference AΘB 1 = {a 1 , b 1 } while AΘB 2 = {a 2 , b 2 }. Since G is arc-transitive then by Lemma 2.4, there is an h ∈ G A such that B h 1 = B 2 . This implies that (AΘB 1 ) h = (AΘB 2 ) and hence that (a 1 , b 1 ) h = (a 2 , b 2 ). So G A is transitive on A × A. Conversely, suppose G is r-homogeneous and G A is transitive on A × A. Then G is transitive on V Γ. Let B 1 , B 2 ∈ Γ(A) and set AΘB 1 = {a 1 , b 1 } and AΘB 2 = {a 2 , b 2 } with a 1 , a 2 ∈ A.
and G A is transitive on Γ(A). By Lemma 2.4, G is arc-transitive on Γ.
We now link the concept of arc-transitivity on Johnson graphs J(n, r) to r-transitivity on the underlying set X. Lemma 2.7. If a group G S n is (r + 1)-transitive on X then G is arc-transitive on Γ = J(n, r).
Proof. Let G be (r + 1)-transitive on X. Then G is r-transitive and hence r-homogeneous on X. Further, for any A = {a 1 , . . . , a r } ∈ V Γ, x, y / ∈ A and any ordering (a j1 , . . . , a jr ) of the subset A, there exists g ∈ G such that (a 1 , . . . , a r , x) g = (a j1 , . . . , a jr , y). Hence for any a i , a j ∈ A and x, y / ∈ A, there exists g ∈ G A such that (a i , x) g = (a j , y). So G A is transitive on A × A and by Proposition 2.6, G is arc-transitive on Γ.
Based on the above lemma, we obtain the following theorem, which is used to show the nonexistence of homogeneous factorisations for J(n, r) in several cases.
Lemma 2.8. If M S n and M is (r + 1)-transitive on X then there is no (G, M )-homogeneous factorisation of J(n, r) for any G such that M < G Aut(J(n, r)).
Proof. Let M S n be (r + 1)-transitive on X. By Lemma 2.7, M is arc-transitive on Γ and so cannot fix the parts of a partition of EΓ. Thus no (G, M )-homogeneous factorisation of J(n, r) exists for any G.
We are now able to show that there are no homogeneous factorisations with G S n and so we can concentrate on the case where G S n . Proposition 2.9. There are no (G, M )-homogeneous factorisations of J(2r, r) with G S 2r .
Proof. Suppose that (J(2r, r), E) is (G, M )-homogeneous and G S 2r . Replacing M by the kernel of the action of G on E if necessary, we may assume that M is normal in G. By Lemma 2.5, M ∩ S 2r is vertex-transitive and hence r-homogeneous on X. Thus by the Classification of 2-transitive and 2-homogeneous groups (see [6, §7.7 and Theorem 9.4B]), either r = 3 and M ∩ S 2r = PGL (2, 5) or A 2r M ∩ S 2r . Suppose first that r = 3 and M ∩ S 2r = PGL (2, 5) . Since G normalises M and PGL (2, 5) is selfnormalising in S 6 it follows that M = PGL(2, 5) and G = PGL(2, 5) × τ . Let A = {1, 2, 3} and M = (3, 5, 4, 6) , (1, 6, 2)(3, 4, 5) ∼ = PGL (2, 5) . Then a computation using Magma [1] shows that M A ∼ = S 3 and G A = M A , (1, 4, 2, 6, 3, 5)τ . Moreover, given B = {1, 2, 4}, a neighbour of A, we have
, which is fixed setwise by G A . Hence we do not obtain a homogeneous factorisation. Thus A 2r M ∩ S 2r . However, if r ≥ 3 then A 2r is (r + 1)-transitive on X and so by Lemma 2.8 there are no homogeneous factorisations. Thus r = 2. But an easy calculation shows that A 4 is edge-transitive contradicting the fact that M preserves each part of E. Hence no such homogeneous factorisation exists. Lemma 2.7 has this stronger version when r = 2 and n ≥ 5. Note in this case that Aut(Γ) = S n . Proposition 2.10. If n ≥ 5, then G is arc-transitive on J(n, 2) if and only if G is 3-transitive on X.
Proof. By Lemma 2.7, if G is 3-transitive on X then it is arc-transitive on J(n, 2). So suppose G is arc-transitive on Γ = J(n, 2). By Proposition 2.6, G is 2-homogeneous on X, and therefore G is transitive on X. Also, if A = {a, b} ∈ V Γ then G {a,b} is transitive on the set A × A = {(x, y)|x ∈ {a, b}, y / ∈ {a, b}}. This implies G a,b is transitive on {(a, y) | y / ∈ {a, b}} and hence G a,b is transitive on X \ {a, b}. Thus also G a,c is transitive on X \ {a, c} where c / ∈ {a, b}, and this implies that G a is transitive on X\{a}. Since G a,b is transitive on X \ {a, b} it follows that G a is 2-transitive on X \ {a} and hence G is 3-transitive on X.
The following is another useful tool in proving the nonexistence of a homogeneous factorisation.
Proof. Since M is contained in the kernel of the transitive G-action on E, it follows that
Constructions of Homogeneous Factorisations
We now present the (G, M )-homogeneous factorisations of J(n, r) obtained in this study. For the case r = 2, we give two constructions.
On
Let X = GF(q) ∪ {∞}. An element x ∈ GF(q) is a square if x = y 2 for some y ∈ GF(q). Let x = mean x is a nonzero square, and let x = mean x is a non-square. We now consider the group PSL(2, q) ∼ = {t abcd : z → az+b cz+d |a, b, c, d ∈ GF(q), ad − bc = } which acts 2-transitively on the set X. If σ is a the Frobenius automorphism of GF(q), that is, σ : z → z p for z ∈ GF(q), then it also acts on X by fixing ∞. We can then define the group PΣL(2, q) = PSL(2, q), σ . Lemma 3.1. Let q ≡ 1 (mod 4), PSL(2, q) M PΣL(2, q) and Γ = J(q + 1, 2) where V Γ is the set of all 2-subsets of X = GF(q) ∪ {∞}. For α = {0, ∞} ∈ V Γ there are two self-paired M α -orbits in Γ(α). Further, M has two orbits in EΓ.
Proof. Let α = {0, ∞} ∈ V Γ. Then Γ(α) consists of sets of the form {0, x} and {∞, x} where x ∈ X \{α}. First, we consider L = PSL(2, q). Then L α is generated by the subsets {t a,0,0,a −1 |a = 0} and {t 0,b,−b −1 ,0 |b = 0}. The first set fixes 0 and ∞ pointwise while the second interchanges 0 and ∞. In general, these sets take z to a 2 z and −
Thus, the L α -orbits in Γ(α) are the following sets:
, and
We show that E *
and E 2 are the two orbits of M in EΓ.
Lemma 3.1 provides us with the following construction.
Construction 3.2. Let Γ = J(q + 1, 2) with q ≡ 1 (mod 4), and choose M such that PSL(2, q) M PΣL(2, q). Let E be the set of two M -orbits on EΓ and G be any 3-transitive subgroup of PΓL(2, q) containing M . By Lemma 2.7, G is arc-transitive and since the two parts of E are fixed setwise by the normal subgroup PSL(2, q) of G, it follows that G interchanges the two parts of E. Since M is 2-transitive it is vertex-transitive and hence (Γ, E) is a (G, M )-homogeneous factorisation of index 2.
The partition E is equivalent to splitting the edges of the Johnson graph J(q + 1, 2) into two classes R and R when q ≡ 1 (mod 4), where R is the set of all pairs {r, s}, {r, t} , for r, s, t ∈ X = GF(q) ∪ {∞}, such that any one of the following conditions is satisfied:
(1). r = ∞ and s − t = (2). s = ∞ and t − r = (3). t = ∞ and r − s = (4). r, s, t ∈ GF(q) and (r − s)(s − t)(t − r) = .
Otherwise, the pair is in R .
3.2 On J(q, 2) with q = 2 n , n an odd prime power
In this section, we construct (G, M )-homogeneous factorisations (Γ, E) of J(q, 2) with M = AGL(1, q) when q = 2 n and n is an odd prime power. First, we look at the orbits of a vertex-stabiliser of this group. Lemma 3.3. Let X = GF(q) where q is even, q > 2 and let Γ = J(q, 2) with V Γ = X {2} . Let M = AGL(1, q) and α = {0, 1} ∈ V Γ. Then M α has q − 2 orbits of length two in Γ(α), all of which are not self-paired.
Proof. Take α = {0, 1} ∈ V Γ. Then Γ(α) consists of 2(q − 2) sets of the form {0, x} and {1, x} where x ∈ X \ {0, 1}.
Let
This lemma enables us to make the following construction. 
2 } has length a power of r greater than 1. Denote by Q the set of all such G α -orbits. For Q Gα ∈ Q where say,
} for some m, that is, the σ r -orbit containing Q. Then define
as in the discussion preceding Theorem 2.3 and set E = {E 1 , . . . , E r }. Then by Theorem 2.3, (Γ, E) is a (G, M )-homogeneous factorisation of index r for Γ. Note that for any 2-transitive subgroup M of G which acts trivially on E, (Γ, E) is also a (G, M )-homogeneous factorisation.
To illustrate, consider the graph Γ = J(512, 2) with M = AGL(1, 512) and G = AΓL (1, 512) . In this example, we have q = 2 r f = 512 = 2 9 so r = 3. Let X = F 512 = {0, 1, ω, . . . , ω 510 } and let
Then there are 510 M α -orbits in Γ(α), each of length two and these are of the form
. Thus, we have the following paired M α -orbits:
. . .
Since G = M · σ where σ : z → z 2 , the following are examples of G α -orbits: and
From these, we include in E 1 (α) the vertices in Γ(α) that are in every third element of T 1 and T 2 starting from the first element, that is, we include in E 1 (α) the elements of the following:
Then E 2 (α) will include elements of
, and Q 144 (α), and E 3 (α) will include elements of
} is a partition of Γ(α) such that G α acts transitively on this partition and we thus have a homogeneous factorisation.
Before showing that the homogeneous factorisations given by Construction 3.4 are pairwise nonisomorphic we need the following lemma.
where a ≥ 2 and p d = q a , and let α = {0, v} ∈ V Γ. Then Γ(α) consists of sets of the form {0, u} and {v, u} where u ∈ X \ {0, v}.
Let be the line in the affine geometry AG(a, q) containing 0 and v. Then M 0,v fixes the line and is transitive on the points not on . Thus, the set
But G α also fixes and is transitive on the points not on , so G α leaves O(α) invariant. By Theorem 2.1, no (G, M )-homogeneous factorisation exists. Lemma 3.6. Let G = AΓL(1, q) with q = 2 r f for r an odd prime, M = AGL(1, q) and let Γ = J(q, 2). Then there exist r t−1 pairwise non-isomorphic (G, M )-homogeneous factorisations (Γ, E) arising from Construction 3.4, with
Proof. Looking at Construction 3.4 we see that given Q Gα there are r choices for Q and so there are r t choices for E 1 (α), where t is the number of G α -orbits in Q, and this is equal to the number of σ -orbits on pairs {x,
in cycles of length r i+1 , t is as given in the lemma. The partition E is uniquely determined by E 1 (α), however, given E there are r choices for E 1 . Hence the number of (G, M )-homogeneous factorisations (Γ, E) obtained in this manner is r t−1 . Suppose now that (Γ, E 1 ) and (Γ, E 2 ) are isomorphic (G, M )-homogeneous factorisations obtained from Construction 3.4. Then there exists g ∈ Aut(Γ) = S q such that E
g . Since both M and M g act trivially on E 2 and G preserves E 2 it follows that M acts trivially on E 2 . Thus (Γ, E 2 ) is a (G, M )-homogeneous factorisation. Now AGL(1, q) M G S q . By Proposition 2.10, A q is arc-transitive on Γ and so A q M . Also since AGL(1, q) is 2-transitive, by Burnside's Theorem, the groups M , G are either of affine or almost simple type, and it follows from [19, Proposition 5.1] , that both M and G are of affine type. [14] implies that SL(r e , 2 r f −e ) is normal in both M 0 and G 0 for some integer e ≥ 0 and M 0 G 0 ΓL(r e , 2 r f −e ). It follows from Lemma 3.5 that e = 0 and so M 0 AΓL(1, q).
Hence M = M and so g ∈ AΓL(1, q) = G. Thus E 1 = E 2 . Hence the r t−1 (G, M )-homogeneous factorisations yielded by Construction 3.4 are pairwise non-isomorphic.
On J(8, 3)
Consider the group AGL (1, 8) , which (see [12] ) is 3-homogeneous but not 3-transitive. Let X = F 8 and let ω be a primitive element of X such that ω 3 = ω +1. We construct the following homogeneous factorisations for J(8, 3).
Construction 3.7. Let X and ω be as given above. Let Γ = J(8, 3) with V Γ = X {3} and let α = {ω, ω 2 , ω 4 } ∈ V Γ. Then |Γ(α)| = 15 and Γ(α) consists of sets of the form {ω, ω 2 , x}, {ω, ω 4 , x}, {ω 2 , ω 4 , x} where x ∈ X \ α. Let M = AGL (1, 8) . Then M α = 1. Hence, there are 15 M α -orbits in Γ(α). We show that 3 of these are self-paired. These are the elements of Γ(α) containing 0, proved as follows.
The following computation shows that the remaining 12 orbits come in pairs:
Define the following sets:
Let σ ∈ Aut(X) such that σ : z → z 2 and take G = M · σ = AΓL (1, 8) . Then σ ∈ G α and G α is transitive on E(α) with σ permuting the E i (α) cyclically. By Theorem 2.3, (Γ, E) is a (G, M )-homogeneous factorisation of index 3.
We may vary this construction as follows to give nine (G, M )-homogeneous factorisations. In forming E 1 (α), after choosing the 3-set {ω, ω 2 , 0}, the second 3-set β may be any one of the three 3-sets in {ω,
We must then add the pair {β} * (as given above) to E 1 (α). Then the fourth 3-set γ may be any one of the 3-sets in
and the fifth 3-set in E 1 (α) must then be {γ} * .
Note 1, 8) and G = AΓL (1, 8) .
Suppose now that (Γ, E 1 ) and (Γ, E 2 ) produced by Construction 3.7 are isomorphic homogeneous factorisations. Then there exists g ∈ Aut(Γ) = S 8 such that 3.4 On J(q + 1, 3) with q = 2 n , n an odd prime power
We now consider the group M = PGL(2, q) when q is even and construct a family of (G, M )-homogeneous factorisations where q = 2 r f and r is an odd prime. First we consider the orbits of
Lemma 3.9. Let X = GF(q) ∪ {∞} where q is even, q > 2. Let Γ = J(q + 1, 3) with V Γ = X {3} . Let M = PGL(2, q), and α = {0, 1, ∞} ∈ V Γ. Then M α has q−2 2 orbits in Γ(α). Furthermore, each of these M α -orbits has length 6, is self-paired and contains two elements of the form {0, 1, x} with x / ∈ α, namely {0, 1, x} and {0, 1, x + 1} for some x ∈ GF(q).
Proof. Now
and M α = {t 1,0,0,1 , t 1,1,1,0 , t 0,1,1,1 , t 0,1,1,0 , t 1,0,1,1 , t 1,1,0,1 }. Then set Γ(α) consists of sets of the form {0, 1, x}, {0, ∞, x}, {1, ∞, x} where x ∈ X \ α and |Γ(α)| = 3(q − 2). First we show that every M α -orbit in Γ(α) contains an element of the form {0, 1, x}:
Mα . Then there exists g ∈ M α such that {0, 1, x} g = {0, 1, y}. This implies that either g fixes 0 and 1 pointwise or g interchanges 0 and 1. In the first case, g = t 1,0,0,1 which is the identity permutation so x = y. In the second case, g = t 1,1,0,1 which implies that y = x + 1. Hence, whenever any two elements of the form {0, 1, x}, {0, 1, y} are in the same M α -orbit then y = x + 1. Conversely, {0, 1, x} and {0, 1, x + 1} lie in the same M α -orbit.
Since Γ(α) has q − 2 elements of the form {0, 1, x} and every M α -orbit contains 2 such elements then M α has q−2 2 orbits in Γ(α). Also, since |Γ(α)| = 3(q − 2), each of the M α -orbits is of length 6. Further, for each β = {0, 1, x} with x ∈ X \ α, the element m = t x,x,1,x ∈ M interchanges 0 and 1 and also x and ∞. Thus m interchanges β and α. Hence every M α -orbit in Γ(α) is self-paired.
We now construct the homogeneous factorisations. The construction is similar to that in Construction 3.4. For x ∈ GF(q) \ {0, 1}, let O x (α) denote the M α -orbit on X {3} containing {0, 1, x}. By Lemma 3.9, O x (α) = O y (α) if and only if x + y = 1. Construction 3.10. Let q = 2 r f for some odd prime r and let Γ = J(q + 1, 3) where V Γ is the set of all 3-subsets of X = GF(q) ∪ {∞}. Let M = PGL(2, q), G = PΓL(2, q) and α = {0, 1, ∞}. Note that G = M, σ , where σ : z → z 2 for each z ∈ X. We claim that σ does not fix setwise any of the O x (α). Suppose to the contrary that σ fixes setwise the M α -orbit containing the vertices {0, 1, x} and {0, 1, x + 1}, where x ∈ X \ α. Then σ fixes the set {x, x + 1}. Now {x, x + 1} σ = {x 2 , x 2 + 1}, so x 2 = x + 1 (since x = x 2 for x = 0, 1). Now σ maps x 2 to x 4 = (x 2 ) 2 = (x + 1) 2 = x 2 + 1 = (x + 1) + 1 = x. This implies that σ has even order, which contradicts the fact that |σ| = n = r f is odd. This proves our claim. Denote by Q the set of G α -orbits on the set {O x (α) | x ∈ GF(q)\{0, 1}}. For each Q Gα ∈ Q,
is transitive on E(α). Hence by Theorem 2.3 we can use Construction 2.2 to construct a (G, M )-homogeneous factorisation (Γ, E). Note that (Γ, E) is also a (G, M )-homogeneous factorisation with M = PGL(2, q), σ
s for any divisor s > 1 of r f .
Lemma 3.11. Let G = PΓL(2, q) with q = 2 r f for r an odd prime and let Γ = J(q + 1, 3). Then there exist r t−1 pairwise non-isomorphic (G, M )-homogeneous factorisations (Γ, E) where
Proof. Looking at Construction 3.10 we see that given Q Gα there are r choices for Q and so there are r t choices for E 1 (α), where t is the number of orbits of σ on pairs {x, x + 1} of elements of
in cycles of length r i+1 , t is as given in the lemma. The partition E is uniquely determined by E 1 (α). However, given E there are r choices for E 1 . Hence the number of (G, M )-homogeneous factorisations obtained is r t−1 . Suppose now that (Γ, E 1 ) and (Γ, E 2 ) produced by Construction 3.10 are isomorphic homogeneous factorisations. Then there exists g ∈ Aut(Γ) = S q+1 such that E g 1 = E 2 . Let G = G, G g and let M be the normal closure of M, M g in G. Since M and M g act trivially on E 2 and G preserves E 2 it follows that M acts trivially on E 2 . Thus (Γ, E 2 ) is a (G, M )-homogeneous factorisation. Now PGL(2, q) < M G S q+1 . By Proposition 2.10, A q+1 is arc-transitive and so A q+1 M . Thus by [18] , M PΓL(2, q) (recall that q is even). Thus G = PΓL(2, q) = G and hence g ∈ G. Hence E 1 = E 2 and so the homogeneous factorisations obtained from Construction 3.10 are pairwise non-isomorphic.
Almost Simple Groups and J(n, 2)
In this section, we consider all 2-transitive groups which are almost simple and prove the following result:
Theorem 4.1. There is no (G, M )-homogeneous factorisation (Γ, E) for Γ = J(n, 2), where M, G are almost simple groups, except for that given in Construction 3.2.
We may, and shall assume that M G, so M contains the simple socle of G. If G is a 2-transitive group of degree n which is almost simple then the simple normal subgroup L of G is one of the following: A n , A 7 (with n = 15), PSL(d, q) (with n = q d −1 q−1 ), PSL(2, 11) (with n = 11), PSU(3, q) (with n = q 3 + 1), Sp(2m, 2) (with n = 2 2m−1 ± 2 m−1 ) , Sz(q) (with n = q 2 + 1), Ree(q) (with n = q 3 + 1), M 11 (with n = 11 or 12), M n (with n = 12, 22, 23 or 24), HS (with n = 176) or Co 3 (with n = 276). We consider each of these cases and use the techniques/strategies discussed in Section 2. We obtain the following results:
4.1 Alternating, sporadic, symplectic and linear socle Lemma 4.2. There is no (G, M )-homogeneous factorisation of J(n, 2) with n ≥ 5, M G, and soc(M ) = A n , A 7 (with n = 15), PSL(2, 11) (with n = 11), Sp(2m, 2) with m ≥ 3, any of the Mathieu groups, HS or Co 3 .
Proof. Since A n and the Mathieu groups are at least 3-transitive when n ≥ 5 then by Proposition 2.10 no homogeneous factorisation exists for J(n, 2) when soc(M ) is one of these groups. On the other hand, when M is any of the other groups in the statement then M is self-normalising in S n ; hence by Proposition 2.11, there is no possible group G that would give a (G, M )-homogeneous factorisation (J(n, 2), E). Now we consider the projective groups. We saw a homogeneous factorisation of J(q + 1, 2) when q ≡ 1 (mod 4) and PSL(2, q) M PΣL(2, q) in Construction 3.2. Recall that x = and y = are used to denote that x is a nonzero squared element and y is a non-squared element, respectively of the field GF(q). We now obtain the following lemma. If q ≡ 3 (mod 4) then −1 is not a square in GF(q). Hence, the M α -orbits in Γ(α) are as follows:
, x} x = {∞, y} y = , and
Taking β = {0, 1} ∈ E 1 (α) and choosing m β = t 1,0,−1,1 gives β m β = α and α m β = {0, ∞} t1,0,−1,1 = {0, −1} ∈ E 2 (α). So β ∈ E * 2 (α) ∩ E 1 (α) and hence E 1 (α) = E * 2 (α). Thus the G-orbits E 1 = {α, β} Finally, suppose q ≡ 1 (mod 4). By Lemma 3.1, PSL(2, q) has two orbits in EΓ and so the only (G, M )-homogeneous factorisation with PSL(2, q) M is that given by Construction 3.2.
Note that in the succeeding lemmas of the section, we conclude that no (G, M )-homogeneous factorisations exist for the remaining possibilities for M by showing that G α fixes a particular M α -orbit and invoking Theorem 2.1.
We next consider the subgroups of PΓL(d, q) for d ≥ 3.
Lemma 4.4. There is no (G, M )-homogeneous factorisation of J(n, 2) with n =
Proof. Let F = GF(q) and U = F d with d ≥ 3. Let {e 1 , e 2 , . . . , e d } be a basis for U and let X be the set of 1-dimensional subspaces of U . Then for Γ = J(n, 2) with n =
q−1 , we may take V Γ = X {2} . Let M PSL(d, q) and α = { e 1 , e 2 } ∈ V Γ. Then Γ(α) consists of sets of the form { e 1 , x } and { e 2 , x } where x ∈ X \ α.
We may consider X as the set of points in the projective geometry PG(d − 1, q). Let be the line containing e 1 , e 2 . Then M α fixes and is transitive both on the points not on and the points on \ α. Hence, the orbits of M α on Γ(α) are the sets O 1 (α) and O 2 (α), where
However, G α also fixes the line , thus leaves the M α -orbit O 1 (α) invariant. By Theorem 2.1, no (G, M )-homogeneous factorisation exists.
Rank 1 unitary case
We now consider the unitary groups. Let K = F q 2 and U = K 3 . Let α = α q for α ∈ K, and for u = (α, β, γ) ∈ U , let u = (α, β, γ). A vector u is isotropic if u.u = αγ+ββ+γα = 0. Let X be the set of 1-dimensional subspaces of U generated by isotropic vectors. Then X = { (1, 0, 0) }∪{ (λ, β, 1) | λ + λ + ββ = 0, λ, β ∈ K}, |X| = q 3 + 1 and PSU(3, q) acts 2-transitively on X (see [6, p 248] ). Consider the following matrix in GU(3, q):
Let H = {h γ,δ |γ, δ ∈ K, γ = 0, δδ = 1}. The group H contains the scalar subgroup Z ∩ GU(3, q) = {h δ,δ |δ ∈ K, δδ = 1}. Define the subgroup H = H Z∩GU(3,q) of PGU(3, q). Then |H| = q 2 − 1 and H is isomorphic to the multiplicative group K * . Also, PGU(3, q) e1 , e3 = H, where e 1 = (1, 0, 0) and e 3 = (0, 0, 1) (see [6, p 248-249] ). Now, consider the set of matrices Q in SU(3, q) given by
Again, denote by Q the corresponding subgroup in PSU(3, q).
From [11] , the group PSU(3, q) has a maximal subgroup Q, n where the corresponding matrix n in SU(3, q) is represented by:
where ρ is a generator of the multiplicative group K * . Further, PSU(3, q) is generated by Q, n and one extra element r whose corresponding matrix in SU(3, q) may be taken as
We use the above discussion in the proof of the following lemma:
Proof. Let Γ = J(q 3 + 1, 2) with V Γ = X {2} , where X is as defined above. Let α = { e 1 , e 3 } ∈ V Γ where e 1 = (1, 0, 0) and e 3 = (0, 0, 1). Also, let L = PSU(3, q). Then L e1 , e3 = n and L α = n · r , where n and r are as given above.
Consider the element (λ, 0, 1) ∈ X \ α. Then (λ, 0, 1) n = (λρ, 0, (ρ)
consists of all the pairs { e i , (λ, 0, 1) } for i = 1, 3 and λ ∈ K, λ = 0, λ + λ = 0.
Since H fixes e 1 and e 3 and fixes the set of all one-dimensional subspaces { (λ, 0, 1) } then H fixes the orbit { e 1 , (λ, 0, 1) } Lα . The Frobenius automorphism also fixes e 1 , e 3 and the set { (λ, 0, 1) |λ ∈ K, λ = 0, λ + λ = 0}. Hence, PΓU(3, q) α also fixes the orbit { e 1 , (λ, 0, 1) } Lα . Therefore, from Theorem 2.1, there can be no (G, M )-homogeneous factorisation with M containing PSU(3, q).
Suzuki groups
We now consider the Suzuki groups. Let F = GF(q), where q = 2 2m+1 > 2, and σ ∈ Aut(F )
. Using the notation from [6, p 250], take X = {(x, y, z) ∈ F 3 |z = xy+x σ+2 +y σ }∪{∞}. Then |X| = q 2 +1 and Sz(q) acts 2-transitively on X where Sz(q) = T, N, w , with T = {t ab |a, b ∈ F } and N = {n c |c ∈ F, c = 0} such that t ab and n c fix ∞, and
(Note that if (x, y, 0) ∈ X then x = y = 0 and so w is well defined.) Moreover, |Sz(q)| = (q 2 + 1)q 2 (q − 1). We now have the following lemma:
Since N is a group of order q − 1 fixing (0, 0, 0) and ∞, we have L α = N, w .
Consider the L α -orbit O(α) containing β := {(0, 0, 0), (1, 0, 1)}. We claim that O(α) = β Lα is self-paired. Choose m = wt 0,1 so that
Then α m ∈ (O(α)) * and is equal to 
Ree groups
The following discussion of the Ree groups is analogous to the discussion of the Suzuki groups. Again, we use the notation from [6, p 251] (see also Errata which can be accessed via the website http://math.carleton.ca/ jdixon/).
Let F = GF(q) and σ ∈ Aut(F ) such that σ : z → z 3 m+1 . Let X consist of ∞ and the set of sixtuples (x, y, z, λ 1 , λ 2 , λ 3 ) such that x, y, z ∈ F and
Then |X| = q 3 + 1 and Ree(q) acts 2-transitively on X, where Ree(q) = T, N, w , with T = {t abc |a, b, c ∈ F }, N = {n k |k ∈ F, k = 0} and t abc , n k , w permutations on X given by (x, y, z, λ 1 , λ 2 , λ 3 )
and such that t abc , n k fix ∞ while w switches ∞ and (0, 0, 0, 0, 0, 0). Moreover, |Ree(q)| = (q 3 + 1)q 3 (q − 1). Note that since the last 3 components of any element of X are determined by the values of the first 3, then the missing values in the action of t abc may be calculated from the formulae given above for the elements in X.
Using the above discussion, we have the following lemma: 
) and ∞ φ = ∞. It follows from the definition of X that φ ∈ Sym(X). Also φ normalises L and we may identify Aut(L) with L · φ .
Then φ fixes α and β, so φ ∈ (Aut(L)) α and (Aut(L)) α fixes the L α -orbit O(α). Hence, by Theorem 2.1, no (G, M )-homogeneous factorisation exists when M contains Ree(q).
We have now considered all 2-transitive groups which are almost simple. Theorem 4.1 follows from Lemmas 4.2 to 4.7.
Affine Groups and J(n, 2)
The main result of this section is summarised in the following theorem: 2) and M, G are groups of affine type, then (Γ, E) arises from Construction 3.4.
Since G, M are transitive on V Γ, where Γ = J(n, 2) based on X, both groups are 2-homogeneous on X. If a group H is 2-homogeneous but not 2-transitive then X may be identified with GF(q) for some odd prime power q ≡ 3 (mod 4), and H AΓL(1, q), with |H| odd (see [12, Theorem 1] (1). a = 1 and H 0 ΓL(1, q);
(2). a = 6, q is even and G 2 (q) As usual we will assume that M G. Then G = N G 0 and M = N M 0 , where N is the translation group and M 0 G 0 ΓL(a, q). In order to prove Theorem 5.1, we first make the following observation that uses the fact that M 0 G 0 . Moreover, as M 0 is transitive on the nonzero elements of GF(q), [16, Lemma 4.7] 
Mα is paired with {0, x 2 } Mα . Thus O ⊆ E i (α) for some i and so E i (α) is G α -invariant, which is a contradiction. Hence r is odd. Since |E| = r, and Construction 3.4 yields all G-invariant partitions of EΓ or size r, it follows that E is a partition yielded by Construction 3.4.
In view of [12, Theorem 1], Remark 5.3 and Proposition 5.4, we may assume from now on that G, M are affine 2-transitive groups on X satisfying the same part of Hering's Theorem, namely one of the parts (2)- (9) . We have already seen in Lemma 3.5 that item (3) does not give rise to any homogeneous factorisations. Proof. Let V be a 6-dimensional vector space over GF(q) for q even equipped with a nondegenerate alternating form. 
Since G 2 (q) acts flag-transitively on the classical generalised hexagon it follows that G 2 (q) v,w acts transitively on the set of 1-spaces of v, w . Now G 2 (q) v,w is a 2-group extended by GL(2, q) and G 2 (q) v,w induces GL(2, q) on v, w . Hence G 2 (q) v,w ,v acts transitively on the set of 1-spaces contained in v, w \ v . Thus G 2 (q) v acts transitively on {{v, w} | v, w ∈ L}. When q > 2 we have G 2 (q) = G 2 (q) while G 2 (2) is an index 2 subgroup of G 2 (2). Moreover, G 2 (2) v also acts transitively on {{v, w} | v, w ∈ L}. Thus for all q, O(α) is an M α -orbit. However, (Aut(G 2 (q)) × Z) α also preserves L and so O(α) is also a G α -orbit. By Theorem 2.1, no (G, M )-homogeneous factorisation exists. Sp(a, q) with (a, q) = (4, 2). Let U = GF(q) a , with a even, {e 1 , e 2 , . . . , e a/2 , f 1 , f 2 , . . . , f a/2 } be the standard basis for U and e 1 ⊥ = e 1 , . . . , e a/2 , f 2 , . . . , f a/2 . Let Sp(a, q) M 0 G 0 ΓL(a, q). Take g ∈ M 0 such that:
where λ is arbitrary. Then g ∈ M 0,e1 and (e 1 + e 2 ) g = (1 + λ)e 1 + e 2 . Let u, u ∈ e 2 , . . . , e a/2 , f 2 , . . . , f a/2 \ {0} and let h ∈ Sp(a − 2, q) such that h : u → u . Extend h by defining e h 1 = e 1 , f
M0,e 1 = e 1 ⊥ \ e 1 . Since M 0 G 0 then G 0,e1 fixes e 1 ⊥ \ e 1 setwise. If α = {0, e 1 } then G α and M α also fix e 1 ⊥ \ e 1 setwise and by Theorem 2.1 no (G, M )-homogeneous factorisation may exist.
For the next lemma, we consider the affine groups M, G such that M 0 , G 0 belong to item (5) of Hering's Theorem. Let W = AΓL(d, p) and T = (Z p )
d . In proving the lemma, we obtained using
) and found its normaliser N . In addition, we constructed all the subgroups X 0 of N that are transitive on T \ {0} and contain SL (2, 3) . Then the subgroups X = Z 2 p X 0 < AGL(2, p) are the possibilities for M and G belonging to item (5) . For each X, we constructed the stabiliser of α = {x, y} ∈ V Γ and found its orbits in Γ(α). The results are given in Table 1 and are used in our analysis of this case. We now consider the groups belonging to item (7) . For the proof of this lemma, we calculate using Magma and proceed as in Lemma 5.7. Proof. When q = 19 or 59 there is only one 2-transitive group in item (7) and so they do not give rise to homogeneous factorisations. For q = 9, 11 and 29 there are two or three 2-transitive groups in item (7) . Moreover, for each value of p the possibilities can be labelled H i such that H i < H i+1 . Table 2 collates information about the orbits of each of the groups. Note that for all values of q, (H 1 ) α has an orbit on Γ(α) which is fixed setwise by (H i ) α for each i ≥ 2. If (Γ, E) were a (G, M )-homogeneous factorisation with M 0 and G 0 from item (7) then we would have M α = (H 1 ) α or (H 2 ) α and G α = (H 2 ) α or (H 3 ) α . Hence there exists an M α -orbit on Γ(α) preserved by G α , contradicting Theorem 2.1.
In items (8) and (9), M 0 is self-normalising in GL(d, p), contradicting Proposition 2.11.
Based on Proposition 5.4 and Lemmas 5.5 to 5.9 along with Lemma 3.5, we have now proved Theorem 5.1.
6 On J(n, r) for r > 2
This section classifies all homogeneous factorisations of J(n, r) for r > 2. We conclude in Lemmas 6.7 and 6.8 that no homogeneous factorisation exists for J(n, r) when r ≥ 4, and in Theorem 6.5, we find that the only homogeneous factorisations for J(n, 3) are those given in Constructions 3.7 and 3.10.
Factorisations of J(n, 3)
If (Γ, E) is a (G, M )-homogeneous factorisation of Γ = J(n, 3) then M is 3-homogeneous. From Kantor's Theorem (see [12] ), M is either 3-transitive, or PSL(2, q) M PΓL(2, q) where n − 1 = q ≡ 3 (mod 4), or M = AGL (1, 8) , AΓL (1, 8) or AΓL(1, 32) . 3.10 yields all G-invariant partitions of EΓ of size r, it follows that E is a partition yielded by Construction 3.10.
By [7, Theorem 2 .1], a 3-transitive subgroup of PΓL(2, q) either contains PGL(2, q) or is equal to a group M (s, q). Let X = GF(q) ∪ {∞} and let σ ∈ Aut(GF(q)) such that σ : z → z p and σ maps ∞ to itself. Then M (s, q) = PSL(2, q), σ s t ω,0,0,1 where s is some divisor of r 2 and ω is a primitive element of GF(q). We then have the following lemma:
Lemma 6.4. There is no (G, M )-homogeneous factorisation of Γ = J(q + 1, 3) with M equal to the 3-transitive subgroup M (s, q) = PSL(2, q), σ s t ω,0,0,1 of PΓL(2, q).
Proof. Let q = p r with q > 3, p odd and r even. Let Γ = J(q + 1, 3) with V Γ = X {3} where X = GF(q) ∪ {∞}. Let α = {0, 1, ∞} ∈ V Γ. Then PSL(2, q) α = {t 1,0,0,1 , t 1,−1,1,0 , t 0,1,−1,1 }. Let M = M (s, q) where s is a divisor of We have now considered all 3-homogeneous groups. Lemmas 3.8 and 6.1-6.4 yield the following result:
Theorem 6.5. The only homogeneous factorisations (M, G, Γ, E) for J(n, 3) are those given in Construction 3.7 and Construction 3.10.
