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A la me´moire de N.V. Pedersen
Abstract : The purpose of the present work is to describe a dequantization procedure for topolog-
ical modules over a deformed algebra. We define the characteristic variety of a topological module
as the common zeroes of the annihilator of the representation obtained by setting the deformation
parameter to zero. On the other hand, the Poisson characteristic variety is defined as the common
zeroes of the ideal obtained by considering the annihilator of the deformed representation, and
only then setting the deformation parameter to zero.
Using Gabber’s theorem, we show the involutivity of the characteristic variety. The Poisson
characteristic variety is indeed a Poisson subvariety of the underlying Poisson manifold. We com-
pute explicitly the characteristic variety in several examples in the Poisson-linear case, including
the dual of any exponential solvable Lie algebra. In the nilpotent case, we show that any coadjoint
orbit appears as the Poisson characteristic variety of a well chosen topological module.
Re´sume´ : Nous pre´sentons dans ce travail un proce´de´ de de´quantification pour des modules
topologiques sur une alge`bre de´forme´e. Nous de´finissons la varie´te´ caracte´ristique d’un module
topologique comme l’ensemble des ze´ros communs de l’annulateur de la repre´sentation obtenue
en annulant le parame`tre de de´formation. Nous de´finissons par ailleurs la varie´te´ de Poisson
caracte´ristique comme l’ensemble des ze´ros communs de l’ide´al obtenu par quotient en annulant
le parame`tre de de´formation dans l’annulateur de la repre´sentation de´forme´e.
Nous montrons a` l’aide du the´ore`me de Gabber l’involutivite´ de la varie´te´ caracte´ristique. La
varie´te´ de Poisson caracte´ristique est une sous-varie´te´ de Poisson de la varie´te´ de Poisson sous-
jacente. Nous explicitons la varie´te´ caracte´ristique dans plusieurs exemples, incluant le dual des
alge`bres de Lie re´solubles exponentielles. Dans le cas nilpotent nous montrons que toute orbite
coadjointe est la varie´te´ de Poisson caracte´ristique d’un module topologique bien choisi.
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Introduction
Une sous-varie´te´ involutive (ou co-isotrope) d’une varie´te´ de Poisson V est une sous-
varie´te´ plonge´e W telle que l’ide´al des fonctions qui s’annulent sur W est une sous-alge`bre
de Poisson de C∞(V ). Dans le contexte de la quantification par de´formation, plusieurs
auteurs ([BGHHW], [CF2]) ont re´cemment propose´ des me´thodes pour associer a` une
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sous-varie´te´ involutive un ide´al a` gauche de l’alge`bre de´forme´e (C∞(V )[[ν]], ∗), ou` l’e´toile-
produit sur V provient des constructions de M. Kontsevich [K] ou de D. Tamarkin [T].
Nous proposons dans cet article une de´marche inverse : de´crire un proce´de´ pour
de´quantifier certains modules sur une alge`bre de´forme´e, c’est-a`-dire associer a` un tel mod-
ule une sous-varie´te´ involutive et une sous-varie´te´ de Poisson de la varie´te´ de Poisson sous-
jacente. Le cadre C∞ est mal adapte´, mais le cadre analytique ou alge´brique convient :
nous travaillons d’abord sur le corps des complexes, puis, conside´rant une involution na-
turelle sur l’alge`bre de´forme´e nous mettons en e´vidence une classe de modules pour lesquels
les objets ainsi mis en e´vidence vivent sur le corps des re´els. Ce sont les modules forte-
ment pseudo-unitaires, c’est-a`-dire les modules munis d’une forme biline´aire hermitienne
non de´ge´ne´re´e compatible avec l’involution, a` valeurs dans C[[ν]] (ou` ν est le parame`tre de
de´formation), et telle que la forme biline´aire quotient a` valeurs dans C obtenue en ν = 0
est encore non-de´ge´ne´re´e.
Soit (V, {, }) une varie´te´ de Poisson analytique re´elle (resp. alge´brique) c’est-a`-dire
une varie´te´ analytique re´elle (resp. alge´brique) munie d’un 2-tenseur P a` coefficients analy-
tiques (resp. re´guliers) tel que le crochet de Schouten [P, P ] s’annule. Le crochet de Poisson
munit le faisceau structural O des germes de fonctions analytiques (resp. re´gulie`res) d’une
structure de faisceau d’alge`bres de Poisson.
Nous nous limiterons au cas plat V = Rd. En complexifiant nous obtenons donc une
structure de varie´te´ de Poisson analytique complexe (resp. alge´brique) sur V C = Cd. Nous
noterons A l’alge`bre de Poisson OV des fonctions analytiques (resp. polynomiales) sur Cd
(c’est l’espace des sections globales du faisceau structural). M. Kontsevich [K] a construit
un e´toile-produit # sur V :
f#g =
∑
k≥0
νkCk(f, g),
ou` les coefficients Ck sont des ope´rateurs bidiffe´rentiels de´crits a` l’aide de formules comple`-
tement explicites ne faisant intervenir que les de´rive´es partielles des constantes de structure
du 2-tenseur de Poisson (voir aussi [AMM] et [MT]). En particulier si le 2-tenseur de
Poisson est a` coefficients analytiques (resp. polynomiaux) alors l’e´toile-produit est aussi a`
coefficients analytiques (resp. polynomiaux). Autrement dit l’e´toile-produit # munit A =
A[[ν]] d’une structure d’alge`bre associative topologiquement libre sur C[[ν]]. Cette alge`bre
est naturellement filtre´e par An = νnA, et son gradue´ associe´ GrA est naturellement
isomorphe a` l’alge`bre de polynoˆmes A[ν] munie du produit commutatif de A e´tendu par
C[ν]-line´arite´. Enfin cet e´toile-produit est a` coefficients re´els : si f et g sont des fonctions
sur V a` valeurs re´elles, alors f#g est aussi a` valeurs re´elles.
L’e´toile-produit # de M. Kontsevich est e´quivalent a` un autre e´toile-produit ∗ [K § 8],
[MT], [CFT] ayant les meˆmes proprie´te´s, et ve´rifiant de plus la proprie´te´ suivante : pour
tout f, g dans le centre de (A, ∗) on a :
f ∗ g = fg.
Les deux alge`bres (A,#) et (A, ∗) sont bien entendu isomorphes. Nous appellerons le
produit ∗ e´toile-produit de Duflo-Kontsevich [ABM].
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Nous nous placerons exclusivement dans le cadre alge´brique. Nous de´finissons dans
le premier paragraphe la varie´te´ caracte´ristique V (M) ⊂ V C d’un A-module topologique-
ment libre M ainsi que sa varie´te´ de Poisson caracte´ristique VA(M) en adaptant les
de´finitions de [J] de la fac¸on suivante : conside´rant l’annulateur AnnM du A-module M
nous de´finissons V (M) comme l’ensemble des ze´ros communs de l’annulateur du A-module
M =M/νM, et VA(M) comme l’ensemble des ze´ros communs de AnnM/(AnnM∩νA).
Ces deux objets sont des sous-varie´te´s affines de Cn (i.e. de´finies par l’annulation d’un
nombre fini de polynoˆmes).
Nous montrons (a` l’aide de [G]) que V (M) est une sous-varie´te´ involutive de V C, que
VA(M) est une sous-varie´te´ de Poisson de V C (ce qui justifie l’appellation), et que l’on a
toujours l’inclusion :
V (M) ⊂ VA(M).
Apre`s avoir montre´ (a` l’aide de [CF1]) que l’involution f 7−→ f∗ de´finie par :
f∗(ξ) = f(ξ)
est un anti-automorphisme de l’alge`bre (A, ∗), nous introduisons la notion de A-module
fortement pseudo-unitaire, et nous montrons que la varie´te´ caracte´ristique d’un A-module
fortement pseudo-unitaire est de´finie sur le corps des re´els, ainsi que sa varie´te´ de Poisson
caracte´ristique.
Plus pre´cise´ment, on prolonge d’abord la conjugaison complexe en un automorphisme
de C[[ν]] en de´cre´tant que ν = ih¯ est imaginaire pur, c’est-a`-dire ν = −ν. Nous dirons que
le moduleM est pseudo-unitaire (ou, de fac¸on e´quivalente, que la repre´sentation qui lui est
associe´e est une ∗-repre´sentation [Bu-W]), s’il existe une forme sesquiline´aire non-de´ge´ne´re´e
< −,− >ν a` valeurs dans C[[ν]] sur M qui soit hermitienne, i.e.
< m, n >ν= < n,m >ν , m, n ∈M
et compatible avec l’involution, i.e. ve´rifiant pour tout a ∈ A :
< am, n >ν=< m, a
∗n >ν .
La forme < −,− >ν induit par passage au quotient une forme hermitienne < −,− >0
sur M a` valeurs dans C. Si cette forme est non-de´ge´ne´re´e nous dirons que le module M
est fortement pseudo-unitaire (ou, de fac¸on e´quivalente, que la repre´sentation associe´e est
une ∗-repre´sentation fortement non-de´ge´ne´re´e). Contrairement [Bu-W], nous ne faisons
pas force´ment d’hypothe`se de positivite´ sur la forme sesquiline´aire. Un module fortement
pseudo-unitaire muni d’une forme de´finie positive sera dit fortement unitaire.
Dans le deuxie`me paragraphe nous adaptons ce cadre aux varie´te´s de Poisson line´aires.
Soit donc g une alge`bre de Lie re´elle de dimension finie, et soit V = g∗. L’alge`bre de´forme´e
A = S(g)[[ν]] s’identifie, via la version formelle de l’isomorphisme de Duflo, a` l’alge`bre
enveloppante formelle complexifie´e :
Uν(gC) = T (gC)[[ν]]/ < x⊗ y − y ⊗ x− ν[x, y] > .
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Il est possible de spe´cialiser l’inde´termine´e ν en une valeur non nulle dans l’e´criture de
l’e´toile-produit [K§ 8] : introduisons la famille a` un parame`tre complexe d’alge`bres de Lie
gCν0 , de meˆme espace sous-jacent g
C avec le crochet de Lie :
[X, Y ]ν0 = ν0[X, Y ].
L’e´valuation en ν = ν0 fournit une loi non-commutative ∗ν0 sur S(gC), qui est la multi-
plication de l’alge`bre enveloppante de gCν0 transporte´e par l’isomorphisme de Duflo. Nous
introduisons au paragraphe I.7 la notion de module topologiquement libre faiblement con-
vergent, qui nous permet de spe´cialiser l’inde´termine´e ν en une valeur non nulle e´galement
au niveau des repre´sentations : de fac¸on pre´cise un module topologiquement libre faible-
ment convergent sur A est un A-module topologiquement libre M = M [[ν]] sur A, ou` M
est un espace topologique localement convexe se´pare´, tel qu’il existe R > 0 tel que pour
tout a ∈ A0 et pour tout m ∈ M la se´rie entie`re πν(a)m est faiblement convergente de
rayon R. Ici A0 de´signe la sous-C[ν]-alge`bre de A engendre´e par A et πν la repre´sentation
associe´e.
Soit maintenant (gh¯)h¯∈R la famille a` un parame`tre re´el d’alge`bres de Lie re´elles de
meˆme espace sous-jacent g, avec le crochet :
[X, Y ]h¯ = h¯[X, Y ].
Nous montrons (Proposition II.2.1 et The´ore`me II.3.1) l’e´quivalence entre la notion de
A-module fortement unitaire faiblement convergent de rayon R et la notion de famille
a` un parame`tre (ρh¯)h¯∈]−R,R[ de repre´sentations unitaires de gh¯ telle que la famille de
repre´sentations de U(gh¯) ≃
(
S(g), ∗h¯
)
associe´e de´pende faiblement analytiquement du
parame`tre h¯. Le passage d’une notion a` l’autre est donne´ par la formule :
ρh¯(X) = −iπν(X)|ν=ih¯
pour tout X ∈ g. Le facteur i s’explique par le fait que h¯ est re´el alors que l’inde´termine´e
ν est formellement imaginaire pure.
Le troisie`me paragraphe est consacre´ a` quelques exemples dans le cadre Poisson-
line´aire, plus pre´cise´ment dans les cadres nilpotent et re´soluble, mis a` part les modules
de Verma traite´s en conclusion.
Dans la dernie`re partie, a` l’aide de la me´thode des orbites de Kirillov [Ki] et des
re´sultats de N.V. Pedersen [Pe1], [Pe2] nous de´terminons, dans le cas des alge`bres de Lie
re´solubles exponentielles la varie´te´ caracte´ristique d’un module fortement unitaire obtenu
par induction unitaire d’une polarisation re´elle quelconque. Nous montrons enfin que
lorsque V est le dual d’une alge`bre de Lie nilpotente toute feuille symplectique (c’est-a`-
dire toute orbite coadjointe) peut se voir comme la varie´te´ de Poisson caracte´ristique d’un
A-module fortement unitaire M bien choisi.
Cette e´tude montre que le cadre trace´ au § I pour une vaste classe de varie´te´s de
Poisson s’accorde bien avec la me´thode des orbites de Kirillov dans le cas des varie´te´s de
Poisson line´aires.
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Remarque : contrairement a` l’anneau des polynoˆmes, l’anneau des fonctions holomorphes
sur Cn n’est pas noethe´rien. En revanche l’anneau des germes de fonctions holomorphes
en un point donne´ est noethe´rien. Dans l’optique d’une adaptation de nos me´thodes
au cadre analytique il serait donc inte´ressant de “faisceautiser” la construction pre´sente´e
ici, c’est-a`-dire de de´quantifier des faisceaux de modules topologiquement libres sur le
faisceau (O[[ν]], ∗) d’alge`bres de´forme´es (qui a un sens puisque l’toile-produit est bid-
iffe´rentiel). Cette meˆme approche devrait permettre d’adapter le pre´sent travail a` des
varie´te´s alge´briques lisses plus ge´ne´rales [Y].
Remerciements : Nous remercions Georges Pinczon d’avoir attire´ notre attention sur le
point ci-dessus, et Charles Torossian pour ses remarques pertinentes.
I. Objets ge´ome´triques associe´s aux alge`bres de´forme´es
Nous gardons les notations de l’introduction en nous limitant exclusivement au cadre
alge´brique. Nous introduisons la notion d’ide´al divisible de l’alge`bre de´forme´e A, puis nous
introduisons, en nous inspirant de [J], la notion de varie´te´ caracte´ristique pour unA-module
topologiquement libre. C’est un ferme´ de Zariski de V . Nos varie´te´s caracte´ristiques ne
sont pas force´ment coniques (contrairement a` ce qui se passe dans [J] ou [GM]), ceci graˆce
a` l’introduction du parame`tre de de´formation dans la construction. La notion de pseudo-
unitarite´ forte permet de faire vivre ces varie´te´s caracte´ristiques sur le corps des re´els.
I.1. Modules topologiques sur l’anneau des se´ries formelles
Nous reprenons les de´finitions de [Ka § XVI], [CFT § A.1] et [EK § 2.1]. Soit k[[ν]]
l’anneau des sries formelles sur un corps quelconque k. On munit cet anneau de la topologie
ν-adique, de´finie par la distance ultrame´trique :
d(a, b) = 2− val(a−b),
avec val a = sup{j, a ∈ νjk[[ν]]}. Cette distance fait de k[[ν]] un anneau topologique
complet. Sur tout k[[ν]]-module M on met une topologie invariante par translation en
de´cidant que les νjM, j ∈ N forment une base de voisinages de ze´ro. Cette topologie est
se´pare´e si et seulement si l’intersection des νjM est re´duite a` {0}. Dans ce cas on peut
de´finir la valuation :
valm = sup{j,m ∈ νjM}
et de´finir la topologie par la distance ultrame´trique associe´e d(m,m′) = 2− val(m−m
′).
On dira qu’un k[[ν]]-module M est sans torsion si l’action de ν est une injection de
M dans M. On rappelle e´galement [EK§ 2.1] qu’un k[[ν]]-module topologiquement libre
est un module M isomorphe a` M [[ν]] pour un certain espace vectoriel M .
Proposition I.1.1 ([Ka] proposition XVI.2.4 et [CFT] lemma A1).
Un k[[ν]]-module M est topologiquement libre si et seulement s’il est se´pare´, complet et
sans torsion.
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Voir e´galement [B § III.5.4]. Remarquons que pour un module topologiquement libre
M =M [[ν]], l’espace vectoriel M peut se voir e´galement comme le quotient M/νM.
Soit M un k[[ν]]-module, et soit N un sous-k[[ν]]-module de M. Conside´rons les
k-espaces vectoriels M = M/νM et N = N /νN . L’inclusion i : N −֒→M induit une
application k-line´aire :
i0 : N −→M.
On dira [E § 4.5] que le sous-k[[ν]]-module N est divisible si l’application i0 est injective.
Autrement dit N est divisible si et seulement si νN = N ∩ νM. Un exemple simple
de sous-k[[ν]]-module non divisible est νM [[ν]] ⊂ M [[ν]]. Pour tout k[[ν]]-module M, on
e´crira aussi “m = O(νj) dans M” pour m ∈ νjM. Un sous-k[[ν]]-module N de M est
donc divisible si et seulement si pour tout m ∈ N , m = O(ν) dans M implique m = O(ν)
dans N .
L’alge`bre associative A de´finie dans l’introduction est par construction un C[[ν]]-
module topologiquement libre. Nous appellerons A-module topologique un C[[ν]]-module
M muni d’une application C[[ν]]-biline´aire :
Φ : A×M −→M
(ϕ,m) 7−→ πν(ϕ)m
faisant de M un A-module.
Proposition I.1.2.
Soit M un A-module topologique. Alors l’application C[[ν]]-biline´aire Φ : A ×M → M
de´finissant le module est continue pour les topologies ν-adiques de A et de M.
De´monstration. Soient m ∈ M et a ∈ A. la famille Wj = Φ(a,m) + νjM forme une
base de voisinages de Φ(a,m) = πν(a)m. Conside´rant les voisinages Uj = a + νjA et
Vj = m+νjM de a et de m respectivement, il est alors clair que l’image par Φ du produit
Ui × Vj est incluse dans Wj , ce qui montre la continuite´. En particulier la multiplication
de A×A dans A est C[[ν]]-biline´aire continue pour la topologie ν-adique, et fait donc de
A une alge`bre topologique.
•
SoientM1 etM2 deux A-modules topologiques. Un morphisme de A-modules topolo-
giques (ou ope´rateur d’entrelacement) de M1 vers M2 est une application C[[ν]]-line´aire
continue commutant aux actions des e´le´ments de A. On dit queM1 etM2 sont e´quivalents
s’il existe un ope´rateur d’entrelacement bijectif bicontinu de M1 sur M2.
I.2. Ide´aux divisibles
Comme A = A[[ν]] est topologiquement libre on identifiera A avec A/νA. Soit J un
ide´al a` gauche de A. Il est imme´diat de voir que J = J /(J ∩ νA) est un ide´al de l’alge`bre
commutative A. La situation est bien suˆr la meˆme avec les ide´aux a` droite.
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Proposition I.2.1.
Soit J un ide´al bilate`re divisible de A. Alors J = J /(J ∩ νA) est un ide´al de Poisson de
A.
De´monstration. Soient a0 ∈ J et b0 ∈ A. Soit a = a0 + νa1 + · · · ∈ J repre´sentant a0 et
soit b = b0 + νb1 + · · · ∈ A repre´sentant b0. Par divisibilite´ de J on a :
1
ν
(a ∗ b− b ∗ a) ∈ J ,
d’ou` on de´duit, en conside´rant le terme constant, que {a0, b0} appartient a` J .
•
Remarquons que, comme J est divisible, on peut aussi identifier J a` J /νJ .
I.3. Annulateurs
Soit M un A-module topologique. On de´finit l’annulateur AnnM du module M comme
l’ensemble des ϕ ∈ A tels que πν(ϕ)m = 0 pour tout m ∈M. On voit imme´diatement que
alors AnnM est un ide´al bilate`re de A, et que AnnM est divisible si M est sans torsion.
Proposition I.3.1.
Soit M un A-module. Alors M = M/νM est un module sur l’alge`bre commutative
A = A/νA.
De´monstration. C’est imme´diat. On notera π0 la repre´sentation de A dans le module M
associe´e.
•
Proposition I.3.2.
Soit M un A-module topologique. Alors l’annulateur du A-module M = M/νM est
stable par le crochet de Poisson de A.
De´monstration. On note πν la repre´sentation de A dans le module M. L’annulateur de
M peut se voir comme l’ensemble des f ∈ A tels que πν(f)u = O(ν) pour tout u ∈ M.
Pour tout f, g ∈ Ann M on a dans M :
πν(f ∗ g)u = πν(f)πν(g)u = O(ν2),
ce qui nous donne :
πν({f, g})m = 1
ν
πν(f ∗ g − g ∗ f).m+O(ν)
= O(ν),
d’ou` le re´sultat.
•
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Remarque : L’anneau A e´tant noethe´rien [B], l’annulateur de M est finiment engendre´.
I.4. Involutivite´
Soit V = Rd une varie´te´ de Poisson plate alge´brique re´elle (comme dans l’introduction),
et soit W ⊂ V C une sous-varie´te´ affine. Soit I(W ) l’ide´al de A constitue´ par les fonctions
qui s’annulent sur W . On dira que W est involutive ou co-isotrope si l’ide´al I(W ) est
stable par le crochet de Poisson. C’est e´quivalent a` l’annulation du 2-tenseur de Poisson
sur la deuxie`me puissance exte´rieure du fibre´ conormal de W [BGHHW], [CF2].
Proposition I.4.1.
Soit W une sous-varie´te´ affine de V C. Soit W r la partie non-singulie`re de W . Si W est
involutive, alors pour toute feuille symplectique S de V C coupant W r transversalement
l’intersection W r ∩ S est une sous-varie´te´ co-isotrope de S, c’est-a`-dire que pour tout
x ∈W r ∩ S on a :
(Tx(W
r ∩ S))ω ⊂ Tx(W r ∩ S), (I.4.1)
ou` l’exposant ω de´signe l’orthogonal dans TxS pour la forme symplectique.
De´monstration. Nous adaptons la de´monstration de la proposition 19 de [GM § II I.4].
Soit x ∈ W r ∩ S. Soit Px le 2-tenseur de Poisson en x, et soit P˜x : T ∗xV C → TxV C
l’application line´aire antisyme´trique associe´e, de´finie par :
< η, P˜x(ξ) >= Px(ξ, η). (I.4.2)
L’image de P˜x est pre´cise´ment TxS.
Lemme I.4.2.
On a l’e´galite´ :
Tx(W
r ∩ S)ω = P˜x
(
Tx(W
r ∩ S)⊥), (I.4.3)
ou` l’exposant ⊥ de´signe l’orthogonal d’un sous-espace dans le dual.
De´monstration. Soit ξ ∈ Tx(W r ∩ S)⊥. Alors pour tout Y ∈ Tx(W r ∩ S) on a :
ω(P˜x(ξ), Y ) =< ξ, Y >= 0, (I.4.4)
ce qui montre l’inclusion :
P˜x
(
Tx(W
r ∩ S)⊥) ⊂ Tx(W r ∩ S)ω.
Pour montrer l’inclusion inverse on conside`re un X dans Tx(W
r∩S)ω. C’est l’image par P˜x
d’un e´le´ment ξ de T ∗xV , et il est imme´diat d’apre`s (I.4.4) que ξ appartient a` Tx(W
r ∩S)⊥.
•
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Fin de la de´monstration de la proposition I.4.1 : Soit X ∈ TxS. Par de´finition d’une feuille
symplectique il existe ϕ ∈ A telle que X co¨ıncide avec le champ hamiltonien Hϕ(x). Alors
X appartient a` (Tx(W
r ∩ S))ω si et seulement si pour tout Y ∈ Tx(W r ∩ S) on a :
ω(X, Y ) = Y.ϕ(x) = dϕ(x)(Y ) = 0.
Maintenant, l’espace Bx des dϕ(x) ou` ϕ ∈ I(W ) est l’orthogonal de TxW r. Graˆce a`
la condition de transversalite´ nous pouvons donc e´crire :
Tx(W
r ∩ S)⊥ = (TxW r ∩ TxS)⊥ = Bx + (TxS)⊥, (I.4.5)
Soient donc X, Y ∈ Tx(W r ∩ S)ω. D’apre`s (I.4.5) et le lemme I.4.2 il existe ϕ, ψ ∈ I(W )
telles que X = P˜x(dϕ(x)) = Hϕ(x) et Y = Hψ(x). On a alors graˆce a` l’involutivite´ :
ω(X, Y ) = {ϕ, ψ}(x) = 0,
Ce qui termine la de´monstration.
•
Remarque : on a l’e´galite´ :
Tx(W
r ∩ S)ω = P˜x
(
(TxW
r)⊥
)
. (I.4.7)
On a une re´ciproque partielle a` la proposition I.4.1 :
Proposition I.4.3.
Soit W une sous-varie´te´ affine de V C. Soit W r la partie non-singulie`re de W . Supposons
qu’il existe un ensemble Zariski-dense U de W r tel que :
1) pour tout x ∈ U , l’intersection de W r avec la feuille symplectique Sx passant par x est
transverse.
2) W r ∩ Sx est co-isotrope dans Sx.
Alors W est involutive.
De´monstration. On voit facilement que sous les hypothe`ses de la proposition, si f et g
appartiennent a` I(W ) alors {f, g} s’annule sur l’ensemble Zariski-dense U de W r, et donc
sur W tout entier. Rappelons [V] que meˆme dans le cas alge´brique que nous conside´rons,
les feuilles symplectiques ne sont pas en ge´ne´ral des sous-varie´te´s alge´briques de V C. Un
exemple de cette situation est donne´ au paragraphe III.4.
•
I.5. Varie´te´s caracte´ristiques
Soit M un A-module topologique. La varie´te´ caracte´ristique V (M) de M est de´finie
comme l’ensemble des ze´ros communs de l’annulateur du A-module M = M/νM. Si M
est sans torsion, on appellera varie´te´ de Poisson caracte´ristique de M et, comme dans [J],
on notera VA(M) l’ensemble des ze´ros communs de l’ide´al AnnM/(AnnM∩ νA) de A.
Cette terminologie est justifie´e au corollaire I.5.3 ci-dessous.
Comme A est un anneau commutatif noethe´rien, le gradue´ associe´ A[ν] de A est aussi
noethe´rien [B § III.2 corollaire 1]. On peut donc appliquer le the´ore`me d’inte´grabilite´ des
varie´te´s caracte´ristiques de Gabber [G, Theorem I] :
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The´ore`me I.5.1 (Inte´grabilite´ des caracte´ristiques : O. Gabber).
Supposons que M soit un A-module finiment engendre´, et soit M = M/νM. Alors le
radical J(M) de AnnM est stable par le crochet de Poisson.
Remarque : J(M) est l’ide´al des e´le´ments de A qui s’ annulent sur la varie´te´ caracte´ristique
V (M). Le the´ore`me dit donc que V (M) est involutive.
The´ore`me I.5.2.
L’ensemble des ze´ros communs d’un ide´al de Poisson est une sous-varie´te´ de Poisson de
V C.
De´monstration. Soit J un ide´al de Poisson de A, et soit f ∈ J . Soit x annulant tous les
e´le´ments de J , et soit y = φt(x), ou` (φt)|t|<ε est le flot d’un champ de vecteurs hamiltonien
Hg, g ∈ A. Par analyticite´ du flot, on a pour |t| assez petit :
(f ◦ φt)(x) =
∞∑
k=0
1
k!
(adk g.f)(x)tk, (I.5.1)
ou` le membre de droite est convergent. Or le terme :
(adk g.f)(x) = {g, {g, . . .{g, f} . . .}}(x)
s’annule, puisque J est un ide´al de Poisson. Donc (f ◦ φt)(x) s’annule pour t assez petit.
On en de´duit que la feuille symplectique passant par x est entie`rement contenue dans
l’ensemble des ze´ros communs de J .
•
Corollaire I.5.3.
La varie´te´ de Poisson caracte´ristique VA(M) d’un A- module topologique sans torsionM
est une sous-varie´te´ de Poisson de V C.
De´monstration. Comme M est sans torsion, l’ide´al AnnM de A est divisible, et donc
d’apre`s la proposition I.2.1 AnnM/(AnnM∩ νA) est un ide´al de Poisson de A.
•
Proposition I.5.4.
Pour tout A-module topologique sans torsion M on a l’inclusion :
V (M) ⊂ VA(M). (I.5.2)
De´monstration. Ce re´sultat de´coule naturellement des caracte´risations suivantes :
AnnM = Ann(M/νM) = {ϕ0 ∈ A/πν(ϕ0) = O(ν)}
AnnM/(AnnM∩ νA) = {ϕ0 ∈ A/∃ϕ = ϕ0 + νϕ1 + ... ∈ A/πν(ϕ) = 0}.
(I.5.3)
Il est clair que le deuxie`me ide´al est contenu dans le premier, d’ou` l’inclusion inverse des
varie´te´s caracte´ristiques.
•
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Remarque : les annulateurs de deux modules topologiquement libres e´quivalents sont
e´gaux. La varie´te´ de Poisson caracte´ristique VA(M) ne de´pend donc que de la classe
d’e´quivalence de M. Il n’en va pas de meˆme de la varie´te´ caracte´ristique V (M).
I.6. Involution et ∗-repre´sentations
A. Cattaneo et G. Felder ont remarque´ [CF1 § 2] que l’alge`bre (A,#) est naturellement
munie d’une involution. Nous adaptons ici leurs arguments, et nous allons montrer que
cette involution est e´galement une involution pour l’e´toile-produit ∗ de Duflo-Kontsevich.
On e´tend la conjugaison complexe en un automorphisme involutif de C[[ν]] en posant
simplement ν = −ν. On conside`re donc ν comme “imaginaire pur”, et nous poserons
e´galement ν = ih¯, ou` h¯ = h¯ peut eˆtre conside´re´ comme “re´el”.
Proposition I.6.1.
L’involution semi-line´aire f 7→ f∗ de A de´finie par :
f∗(ξ) = f(ξ) (I.6.1)
est un anti-automorphisme de l’alge`bre (A,#).
De´monstration. Dans l’expression de l’e´toile-produit on peut remplacer le parame`tre ν par
n’importe quelle se´rie formelle sans terme constant. En particulier on peut remplacer ν
par h¯ = −iν (qui ve´rifie alors h¯ = h¯). L’e´toile-produit # e´tant de´fini par des ope´rateurs
bi-diffe´rentiels a` coefficients re´els, on ve´rifie facilement que l’on a :
(f#h¯g)
∗ = f∗#h¯g
∗. (I.6.2)
d’ou` l’on de´duit :
(f#νg)
∗ = f∗#−νg
∗. (I.6.3)
Enfin, on sait (voir la remarque a` la fin du § 2 de [CF1]) que l’ e´toile-produit de Kontsevich
ve´rifie la proprie´te´ de parite´ alterne´e de ses coefficients, c’est-a`-dire :
f#−νg = g#νf. (I.6.4)
D’apre`s (I.6.3) on a donc :
(f#νg)
∗ = g∗#νf
∗, (I.6.5)
d’ou` le re´sultat.
•
Proposition I.6.2.
L’involution f 7→ f∗ est e´galement un anti-automorphisme de l’alge`bre (A, ∗) munie de
l’e´toile-produit de Duflo-Kontsevich. Elle se restreint a` A et sa restriction est un (anti-)
automorphisme de l’alge`bre commutative A.
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De´monstration. Soit D = I + νD1 + · · · l’ope´rateur diffe´rentiel formel qui re´alise l’e´quiva-
lence entre les deux e´toile-produits :
f ∗ g = D(D−1f#D−1g). (I.6.6)
Cet ope´rateur d’e´quivalence D est a` coefficients re´els, et commute donc avec l’involution
f 7→ f∗. L’involution semi-line´aire f 7→ f0 de´finie par :
f0 = D[(D−1f)∗] (I.6.7)
co¨ıncide donc avec f 7→ f∗. Dans le cadre des varie´te´s de Poisson line´aires (voir § II.1
ci-dessous) on a meˆme l’e´galite´ entre les deux e´toile-produits.
L’involution se restreint de manie`re e´vidente a` A. De plus l’involution respecte νA,
et l’involution ainsi de´finie sur A/νA correspond a` cette restriction via l’isomorphisme
canonique de A sur A/νA.
•
Soit πν une repre´sentation de (A, ∗) dans un module topologique M. A la suite de
[Bu-W] on dit que πν est une ∗-repre´sentation de A dans M si on a :
< πν(f)u, v >ν=< u, πν(f)
∗v >ν , u, v ∈M, f ∈ A (I.6.8)
pour une certaine forme sesquiline´aire < −,− >ν hermitienne non-de´ge´ne´re´e (sans hy-
pothe`se de positivite´) sur M a` valeurs dans C[[ν]]. On dira que l’∗-repre´sentation est
unitaire si de plus cette forme sesquiline´aire est de´finie positive, c’est-a`-dire < x, x >ν> 0
pour tout x ∈M non nul, l’ordre sur R[[ν]] e´tant l’ordre lexicographique.
Cette forme sesquiline´aire de´finit par passage au quotient une forme sesquiline´aire sur
M =M/νM a` valeurs dans C. Nous supposerons que la forme < −,− >ν est fortement
non-de´ge´ne´re´e, c’est-a`-dire que nous supposerons aussi non-de´ge´ne´re´e la forme quotient
sur M . Dans ce cas on dira que l’∗-repre´sentation est fortement non de´ge´ne´re´e. Une
repre´sentation fortement non de´ge´ne´re´e et unitaire sera dite fortement unitaire.
Un A-module unitaire (resp. pseudo-unitaire) sera par de´finition un module topologi-
que muni d’une repre´sentation unitaire (resp. d’une ∗-repre´sentation) de A. Un A-
module fortement unitaire (resp. fortement pseudo-unitaire) sera par de´finition un module
topologique muni d’une repre´sentation fortement unitaire (resp. d’une ∗-repre´sentation
fortement non de´ge´ne´re´e) de A.
Proposition I.6.3.
Soit πν une ∗-repre´sentation fortement non-de´ge´ne´re´e de (A, ∗) dans un module topologique
M. Alors l’annulateur de M =M/νM est engendre´ par un nombre fini d’e´le´ments auto-
adjoints de A. Il en est de meˆme de AnnM/(AnnM∩ νA).
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De´monstration. Tout e´le´ment f de A s’e´crit de manie`re unique :
f = f+ + if−, (I.6.9)
ou` f+ et f− sont auto-adjoints. On a :
f+ =
1
2
(f + f∗), f− =
1
2i
(f − f∗). (I.6.10)
Graˆce a` la non-de´ge´ne´rescence du produit scalaire sur M on voit que si f appartient a`
AnnM , f∗ appartient aussi a` AnnM . Soit {f1, . . . , fk} un syste`me de ge´ne´rateurs de
AnnM . Il est alors clair que AnnM est engendre´ par {f+1 , . . . , f+k , f−1 , . . . , f−k }. Le meˆme
raisonnement s’applique a` AnnM/(AnnM∩ νA), comme on peut le voir en utilisant la
deuxie`me e´galite´ (I.5.3) et la pseudo-unitarite´ forte de M.
•
Corollaire I.6.4.
Sous les hypothe`ses ci-dessus, la varie´te´ caracte´ristique V (M) d’un module fortement
pseudo-unitaire est re´elle, de meˆme que sa varie´te´ de Poisson caracte´ristique VA(M)
lorsque M est sans torsion.
De´monstration. La varie´te´ caracte´ristique V (M) est de´finie par les 2k e´quations :
f+j (ξ) = f
−
j (ξ) = 0, j = 1, · · · , k. (I.6.11)
Or les polynoˆmes f±j sont bien a` coefficients re´els par de´finition de l’involution. Le raison-
nement pour VA(M) est identique.
•
Remarque 1 : La proposition I.6.3 et le corollaire I.6.4 n’utilisent pas d’hypothe`se de
positivite´ sur le produit scalaire. Il faut noter que les notions de non-de´ge´ne´rescence
introduites ici sont diffe´rentes de celles introduites dans [Bu-W], qui par ailleurs se placent
d’emble´e dans le cas unitaire.
Remarque 2 : On notera indiffe´remment V (M) = V (πν) pour la varie´te´ caracte´ristique,
et VA(M) = VA(πν) pour la varie´te´ de Poisson caracte´ristique.
I.7. Modules topologiquement libres convergents
Nous aurons besoin par la suite de spe´cialiser le parame`tre de de´formation ν en une valeur
complexe non nulle, en faisant converger les se´ries formelles. Soit M = M [[ν]] un module
topologiquement libre sur l’alge`bre de´forme´e A = A[[ν]], et soit πν la repre´sentation as-
socie´e. On suppose de plus que M est un espace topologique localement convexe se´pare´.
Soit A0 la sous-C[ν]-alge`bre de A engendre´e par A. C’est l’ensemble des sommes :
N∑
j=0
νjαj ,
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ou` n ∈ N et chaque αj est une somme de termes du type a1 ∗ · · · ∗ ar, avec a1, . . . , ar ∈ A.
On dira que M = M [[ν]] est faiblement convergent s’il existe R > 0 tel que pour tout
a ∈ A0 et tout m ∈ M la se´rie entie`re πν(a)m converge faiblement pour ν = ν0 dans
le disque de rayon R vers un vecteur de M que l’on notera π˜ν0(a)m. L’unicite´ de cette
limite faible est assure´e par le the´ore`me de Hahn-Banach. Le rayon de convergence RM
du module est alors de´fini comme la borne supe´rieure des rayons R ci-dessus.
Proposition I.7.1.
Un module topologiquement libre faiblement convergent M =M [[ν]] de rayon RM induit
une famille de repre´sentations (π˜ν0)ν0∈D(0,RM) de A0 dans M .
De´monstration. Pour tout a, b ∈ A, pour tout m ∈ M et pour tout m′ dans le dual
topologique M ′ on a e´galite´ entre se´ries formelles :
< m′, πν(a ∗ b)m >=< m′, πν(a)πν(b)m > . (I.7.1)
L’e´galite´ reste valide lorsque a et b sont dans A0. On a convergence de ces deux se´ries
entie`res en ν = ν0 ∈ D(0, RM) , et le membre de droite est aussi la limite de la se´rie entie`re
< m′, πν(a)π˜ν0(b)m > en ν = ν0. On a donc pour tout ν0 ∈ D(0, RM) l’e´galite´ dans M :
π˜ν0(a ∗ b)m = π˜ν0(a)π˜ν0(b)m. (I.7.2)
•
II. Application au cas des varie´te´s de Poisson line´aires
Nous allons appliquer les re´sultats pre´ce´dents aux repre´sentations des alge`bres de Lie.
L’ingre´dient essentiel ici est la spe´cialisation du parame`tre de de´formation ν en un imagi-
naire pur quelconque, ce qui permet (The´ore`me II.3.1) d’associer a` un module topologique-
ment libre faiblement convergent fortement unitaire sur l’alge`bre de´forme´e une famille a`
un parame`tre re´el (ρh¯) de repre´sentations unitaires d’alge`bres de Lie.
Soit V = Rd une varie´te´ de Poisson line´aire. Alors le dual V ∗ des formes line´aires sur
V forme une sous-alge`bre de Lie g de l’alge`bre A des polynoˆmes sur V munie du crochet
de Poisson. On voit donc la varie´te´ de Poisson V comme le dual g∗ de l’alge`bre de Lie g.
Le crochet de Poisson de Kirillov-Kostant-Souriau s’exprime pour f, g ∈ A et ξ ∈ g par la
formule [W § 3] :
{f, g}(ξ) =< ξ, [df(ξ), dg(ξ)] > .
II.1. L’alge`bre (A, ∗)
Soit g une alge`bre de Lie sur le corps R, et soit A = S(gC). Il re´sulte des travaux
de B. Shoikhet sur l’annulation des poids associe´s aux “roues” [FS], [S], que les deux
e´toile-produits # et ∗ co¨ıncident. L’alge`bre (A, ∗) est isomorphe a` ”l’alge`bre enveloppante
formelle complexifie´e” :
Uν(gC) = T (gC)[[ν]]/ < x⊗ y − y ⊗ x− ν[x, y] >, (II.1.1)
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et on a pre´cise´ment :
f ∗ g = τ−1(τf.τg). (II.1.2)
Ici τ : A → Uν(gC) est l’isomorphisme de Duflo [D1] :
τ = σ ◦ J(D)1/2, (II.1.3)
ou` σ est la syme´trisation et J(D)1/2 est l’ope´rateur diffe´rentiel d’ordre infini a` coefficients
constants correspondant a` la se´rie formelle :
J(x)1/2 =
(
det
sh ad ν
2
x
ad ν2x
)1/2
. (II.1.4)
On notera (Sn(gC))n≥0 la filtration croissante usuelle de l’alge`bre syme´trique. On peut
spe´cialiser la valeur du parame`tre de de´formation ν : en effet, pour tout f, g dans A la
se´rie en ν de´finissant f ∗ g est polynomiale en ν [K § 8], et donc peut s’e´valuer en tout
nombre complexe ν : l’e´toile-produit engendre donc une famille de lois associatives non-
commutatives (∗ν) sur A, le parame`tre ν parcourant l’ensemble des nombres complexes.
Chacune de ces alge`bres s’identifie via l’isomorphisme de Duflo τν a` l’alge`bre enveloppante
de l’alge`bre de Lie gCν , d’espace vectoriel sous-jacent g
C mais avec le crochet de´fini par
[x, y]ν = ν[x, y]. Pour un parame`tre re´el h¯ on notera gh¯ l’alge`bre de Lie re´elle d’espace
vectoriel sous-jacent g mais avec le crochet de´fini par [x, y]h¯ = h¯[x, y].
II.2. Modules topologiquement libres convergents sur (A, ∗)
Nous reprenons les notations du § I.7. Rappelons que A0 de´signe la sous-C[ν]-alge`bre de
A engendre´e par A. Comme la se´rie entie`re a ∗ b est un polynoˆme en ν pour tout a, b ∈ A
on a :
A0 = A[ν].
Pour tout ν0 ∈ C l’e´valuation en ν0 :
evν0 : A0 −→ (A, ∗ν0)
n∑
k=0
νkak 7−→
n∑
k=0
νk0ak
est un morphisme de C-alge`bres.
Proposition II.2.1.
Soit R > 0, et soit pour tout ν0 ∈ D(0, R) une repre´sentation πν0 de l’alge`bre (A, ∗ν0) dans
un espace vectoriel topologique localement convexe se´pare´ M . On suppose que pour tout
a ∈ A, m ∈M et ν0 ∈ D(0, R), le vecteur πν0(a)m est donne´ par l’e´valuation en ν0 d’une
se´rie entie`re faiblement convergente de rayon ≥ R. Alors tout ν0 dans le disque de rayon
R induit une repre´sentation π˜ν0 = πν0 ◦ evν0 de A0 dans M , et M = M [[ν]] est alors un
module topologiquement libre faiblement convergent de rayon ≥ R.
Re´ciproquement un module topologiquement libre faiblement convergent de rayon ≥ R
induit pour tout ν0 ∈ D(0, R) une repre´sentation πν0 de (A, ∗ν0) dans M .
16
De´monstration. Soient a, b ∈ A et m ∈M . L’e´galite´ :
πν0(a ∗ν0 b)m = πν0(a)πν0(b)m
pour tout ν0 ∈ D(0, R) implique l’e´galite´ entre se´ries formelles :
πν(a ∗ b)m = πν(a)πν(b)m,
ce qui fait de M = M [[ν]] un module topologiquement libre. Il est par construction
faiblement convergent de rayon ≥ R.
Re´ciproquement si M est un espace vectoriel topologique localement convexe se´pare´ et si
M =M [[ν]] est un A-module topologiquement libre faiblement convergent de rayon ≥ R,
conside´rons pour tout ν0 ∈ D(0, R) la repre´sentation π˜ν0 de A0 dans M donne´e par la
proposition I.7.1. Si on note πν0 la restriction de π˜ν0 a` A ⊂ A0, on a imme´diatement pour
tout m ∈M :
πν0(a)πν0(b)m = π˜ν0(a)π˜ν0(b)m
= π˜ν0(a ∗ b)m
= πν0(a ∗ν0 b)m.
•
II.3. Unitarite´
On appelle repre´sentation unitaire d’une alge`bre de Lie g une repre´sentation ρ dans un
espace pre´hilbertien telle que les ope´rateurs ρ(X) sont antihermitiens pour tout X ∈ g. Le
the´ore`me suivant montre comment relier un module topologiquement libre sur A fortement
unitaire et convergent a` une famille ρh¯ de repre´sentations unitaires de l’alge`bre de Lie gh¯,
lorsque h¯ prend des valeurs re´elles.
The´ore`me II.3.1.
Soit R > 0, et soit M un espace vectoriel topologique localement convexe se´pare´ M
pre´hilbertien (i.e. muni d’un produit scalaire hermitien). On suppose que M = M [[ν]]
est un module topologiquement libre faiblement convergent de rayon ≥ R. Soit pour
tout ν0 ∈ D(0, R) la repre´sentation πν0 de l’alge`bre (A, ∗ν0) dans M associe´e a` M par la
proposition II.2.1. Alors :
1) l’e´galite´ :
ρh¯(X) = −iπih¯(X)
de´finit une repre´sentation ρh¯ de l’alge`bre de Lie gh¯ dans M pour tout h¯ ∈ D(0, R).
2) Les deux propositions suivantes sont e´quivalentes :
a) Pour tout h¯ ∈] −R,R[ la repre´sentation ρh¯ est unitaire.
b) Le module topologiquement libre M = M [[ν]], muni du produit scalaire a` valeurs
dans C[[ν]] prolongeant naturellement celui de M , est fortement unitaire.
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De´monstration. On a pour X, Y ∈ g :
[ρh¯(X), ρh¯(Y )] = −[πih¯(X), πih¯(Y )]
= −ih¯πih¯([X, Y ])
= h¯ρh¯([X, Y ]),
= ρh¯([X, Y ]h¯),
d’ou` la premie`re partie de la proposition.
L’unitarite´ du module topologiqueM =M [[ν]] se traduit pour tout a ∈ A et u, v ∈M
par l’e´galite´ entre se´ries formelles :
< πν(a)u, v >=< u, πν(a
∗)v > .
Comme nous avons suppose´ que l’inde´termine´e ν est imaginaire pure, cette e´galite´ se
spe´cialise (au vu de la proposition II.2.1) en tout parame`tre ν0 ∈ i] − R,R[ : pour tout
a ∈ A et u, v ∈M on a :
< πν0(a)u, v >=< u, πν0(a
∗)v > .
Comme X∗ = X pour tout X ∈ g on voit imme´diatement que les ope´rateurs πih¯(X) sont
bien hermitiens pour tout h¯ ∈] − R,R[. L’ope´rateur ρh¯(X) est donc bien antihermitien,
d’ou` l’implication b)⇒ a). La re´ciproque est imme´diate.
•
III. Exemples
Nous explicitons ici la varie´te´ caracte´ristique et la varie´te´ de Poisson caracte´ristique dans
quelques exemples Poisson-line´aires. Le lemme suivant nous sera utile dans plusieurs de
ces exemples ainsi qu’au chapitre IV :
Lemme III.0.1.
Soit K un compact de Rn d’inte´rieur non vide, m un entier non nul, R > 0, et soit
(Pν)ν∈D(0,R) une famille d’ope´rateurs diffe´rentiels d’ordre ≤ m dont les coefficients re-
streints a`K de´pendent analytiquement de ν. Alors pour tout ϕ ∈ C∞c (Rn) a` support inclus
dansK et pour toute distribution T de support inclus dansK la fonction ν 7→< T, Pν(ϕ) >
est analytique sur D(0, R).
De´monstration. Soit C∞K (R
n) l’espace des fonctions lisses sur Rn a` support inclus dans K.
On munit cet espace de la topologie de Fre´chet de´finie par les seminormes :
Nk(ϕ) = sup
|α|≤k
sup
x∈K
|Dαϕ(x)|.
On conside`re le laplacien ∆ sur Rn. Il existe un entier L tel que la distribution (1−∆)−LT
soit une fonction continue sur K, car T est d’ordre fini. On a alors par inte´grations par
parties :
< T, Pν(ϕ) >=
∫
K
(1−∆)−LT (x)(1−∆)LPν(ϕ)(x) dx.
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On e´crit le de´veloppement en se´rie entie`re :
(1−∆)LPν(ϕ)(x) = P ′ν(ϕ)(x) =
∑
k≥0
νkQk(ϕ)(x),
ou` les Qk sont des ope´rateurs diffe´rentiels d’ordre ≤ m+ 2L. Les coefficients de P ′ν e´tant
donne´s sur K par des se´ries entie`res convergentes sur D(0, R), il existe pour tout r < R
une constante C telle que les coefficients de Qk sont tous majore´s sur K en module par
Cr−k. On a donc :
sup
x∈K
|Qk(ϕ)(x)| ≤ C′r−kNm+2L(ϕ),
d’ou` la majoration :
|
∫
K
(1−∆)−LT (x)Qkϕ(x) dx| ≤ C′(VolK)Nm+2L(ϕ) sup
x∈K
|(1−∆)−LT (x)|r−k.
Sur le disque de rayon r l’expression < T, Pν(ϕ) > est donc donne´e par la se´rie entie`re
convergente :
< T, Pν(ϕ) >=
∑
k≥0
νk
∫
K
(1−∆)−LT (x)Qkϕ(x) dx.
Ceci e´tant vrai pour tout r < R on a bien convergence de cette se´rie entie`re sur D(0, R).
•
III.1. Le groupe de Heisenberg
Conside´rons le groupe de Heisenberg H2n+1 = R
n × Rn × R muni du produit
(x, y, z) · (x′, y′, z′) = (x+ x′, y + y′, z + z′ + 1
2
(xy′ − x′y)).
Son alge`bre de Lie h2n+1 est engendre´e par < X1, ..., Xn, Y1, ..., Yn, Z > dont les crochets
de Lie sont donne´s par :
[Xi, Xj] = δijZ, i, j = 1, ..., n.
Pour fλ = λZ
∗ +
n∑
i=1
aiX
∗
i +
n∑
i=1
biY
∗
i ∈ h∗2n+1, conside´rons la repre´sentation ρλ associe´e a`
fλ par la me´thode des orbites.
Cas 1 : Si λ 6= 0 on peut prendre fλ = λZ∗, en effet, la dimension de ρλ est infinie et
l’orbite associe´e a` fλ sous l’action coadjointe est Ωfλ = {(λ, u, v), u, v ∈ Rn}.
Si on re´alise ρλ a` l’aide de la polarisation b =< Y1, Y2, ..., Yn, Z >, alors ρ
λ agit sur l’espace
L2(Rn). On notera aussi ρλ sa diffe´rentielle, qui se re´alise dans l’espace de Fre´chet des
vecteurs C∞, qui est ici l’espace de Schwartz S(Rn) [Ki]. Elle est donne´e par :

ρλ(Z) = −iλ
ρλ(Xi) = − ∂∂ti , i = 1, ..., n
ρλ(Yj) = itj , j = 1, ..., n.
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Ainsi, la repre´sentation ρλh¯ est de´finie par les relations :

ρλh¯(Z) = −iλ
ρλh¯(Xi) = − ∂∂ti , i = 1, ..., n
ρλh¯(Yj) = ih¯tj , j = 1, ..., n.
Le caracte`re polynomial en h¯ de ces expressions nous permet d’utiliser la proposition
II.2.1 et le the´ore`me II.3.1, ce qui fait de M = S(Rn)[[ν]] un module topologiquement
libre faiblement convergent (de rayon infini) fortement unitaire. La repre´sentation de A
associe´e s’e´crit : 

πλν (Z) = λ
πλν (Xi) = −i ∂∂ti , i = 1, ..., n
πλν (Yj) = −iνtj , j = 1, ..., n.
L’annulateur de πλν est donc engendre´ par Z − λ, et donc :
VA(πλν ) = Ωfλ .
Par suite, 

πλ0 (Z) = λ
πλ0 (Xi) = −i ∂∂ti , i = 1, ..., n
πλ0 (Yj) = 0, j = 1, ..., n.
On en de´duit alors que Ann(πλ0 ) est engendre´ par < Z − λ, Yj , j = 1, ..., n >.
Il vient alors que :
V (πλν ) = {l ∈ h∗2n+1/l(Z − λ) = 0 et l(Yj) = 0, j = 1, ..., n}
= λZ∗⊕ni=1RX∗i = fλ + b⊥.
Un calcul analogue montre que si on re´alise ρλ a` l’aide de la polarisation
b
′ =< X1, ..., Xn, Z >, alors on a aussi que V (π
λ
ν ) = fλ + b
′⊥ et donc on voit clairement
que V (πλν ) de´pend de la re´alisation de π
λ.
Cas 2 : Si λ = 0, alors, l’orbite Ωf0 se re´duit au point {f0} et la polarisation associe´e a`
f0 est l’alge`bre de Lie h2n+1 toute entie`re. Ainsi,
ρ0(X) = −if0(X), pour tout X ∈ h2n+1.
Dans ce cas, on a que : π0ν(X) = π
0
0(X), pour tout X ∈ h2n+1. On en de´duit alors que
l’annulateur de π0ν est l’ide´al engendre´ par {X − f0(X), X ∈ h2n+1}. Il s’ensuit alors que
V (π0ν) = {l ∈ h∗2n+1/l(X − f0(X)) = 0, ∀X ∈ h2n+1}
= {f0},
et de meˆme, VA(π0ν) = {f0}.
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III.2. L’alge`bre de Lie filiforme de pas n
Conside´rons le groupe de Lie nilpotent filiforme de pas n, Gn d’alge`bre de Lie gn de
dimension n+ 1 muni d’une base de Jordan-Ho¨lder (X1, ..., Xn+1) avec
[Xn+1, Xj] = Xj−1, j = 2, ..., n.
Soit (X∗1 , . . . , X
∗
n+1) la base duale de g
∗. Le centre de g est engendre´ par le vecteur X1.
Soit l = l1X
∗
1 + · · · + ln+1X∗n+1 ∈ g∗ avec l1 6= 0. Alors, b(l) =Vect{X1, ..., Xn} est un
ide´al abe´lien de gn qui polarise l.
Comme l’ensemble indice de Pukanszky est {2, n + 1}, sans perte de ge´ne´ralite´, on peut
supposer que l2 = ln+1 = 0 (voir [BBR]). La repre´sentation unitaire et irre´ductible ρ = ρl
associe´e a` l se re´alise alors sur L2(R). Sa diffe´rentielle est donne´e par :


ρ(Xn+1) = − ∂
∂t
ρ(X1) = −il1
ρ(X2) = itl1
ρ(X3) = −i(l3 + 1
2
t2l1)
.
.
.
ρ(Xn) = −i(ln − ln−1t+ 1
2
ln−2t
2 + ...+ (−1)n−3 l3
(n− 3)! t
n−3 + (−1)n−1 l1
(n− 1)! t
n−1).
Il s’ensuit alors que la repre´sentation ρh¯ est de´termine´e par :


ρh¯(Xn+1) = − ∂
∂t
ρh¯(X1) = −il1
ρh¯(X2) = +ih¯tl1
ρh¯(X3) = −i(l3 + 1
2
h¯2t2l1)
.
.
.
ρh¯(Xn) = −i(ln − ln−1h¯t+ 1
2
ln−2h¯
2t2 + ...+
l3
(n− 3)! (−h¯t)
n−3 +
l1
(n− 1)! (−h¯t)
n−1).
Ces expressions e´tant polynomiales en h¯ on peut encore appliquer la proposition II.2.1 et le
the´ore`me II.3.1, ce qui fait de M = S(R)[[ν]] un module faiblement convergent fortement
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unitaire. On obtient :

πν(Xn+1) = −i ∂
∂t
πν(X1) = l1
πν(X2) = +iνtl1
πν(X3) = l3 − 1
2
ν2t2l1
.
.
.
πν(Xn) = ln + iνln−1t− 1
2
ν2ln−2t
2 + ...+ (iν)n−3
l3
(n− 3)! t
n−3 + (iν)n−1
l1
(n− 1)! t
n−1.
Faisant ν = 0 on obtient donc : 

π0(Xn+1) = −i ∂
∂t
π0(X1) = l1
π0(X2) = 0
π0(X3) = l3
.
.
.
π0(Xn) = ln.
En remarquant que Ann(π0) est engendre´ par < X1− l1, X2, X3− l3, ..., Xn− ln >, il vient
que pour f = (f1, ..., fn+1) ∈ g∗, f ∈ V (πν) si et seulement si f ∈ l + b(l)⊥. D’autre part
on voit que l’annulateur de πν est engendre´ par les vk, k = 1, . . . , n, avec :
vk = Xk − lk − lk−1
l1
X2 − lk−2
2l21
X22 − · · · −
l3
(k − 3)!lk−31
Xk−32 −
1
(k − 1)!lk−21
Xk−12 .
La varie´te´ de Poisson caracte´ristique VA(πν) est donc e´gale a` l’orbite coadjointe Ωl.
III.3. L’alge`bre de Lie du groupe affine de la droite :
Conside´rons le groupe de Lie comple´tement re´soluble ”aX + b” de´fini par
G = {
(
a b
0 1
)
, a, b ∈ R et a > 0}. Son alge`bre de Lie est g = RX ⊕ RY ,
ou` X =
(
1 0
0 0
)
et Y =
(
0 1
0 0
)
et dont le crochet de Lie est donne´ par [X, Y ] = Y .
Ce groupe posse`de deux repre´sentations unitaires et irre´ductibles ρ+ et ρ− associe´es re-
spectivement aux formes line´aires Y ∗ et −Y ∗. Les diffe´rentielles de ces repre´sentations
sont de´finies par : {
ρ+(X) = − ddx
ρ+(Y ) = −ie−x et
{
ρ−(X) = − ddx
ρ−(Y ) = ie
−x.
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Alors, les expressions de ρ+,h¯ et ρ−,h¯ sont donne´es respectivement par :{
ρ+,h¯(X) = − ddx
ρ+,h¯(Y ) = −ie−h¯x et
{
ρ−,h¯(X) = − ddx
ρ−,h¯(Y ) = ie
−h¯x.
On restreint ces diffe´rentielles a` M = C∞K (R) ou` K est un compact d’inte´rieur non vide.
Appliquant d’abord le lemme III.0.1 puis la proposition II.2.1 et le the´ore`me II.3.1, on fait
de M =M [[ν]] un module faiblement convergent fortement unitaire (de rayon infini). Les
annulateurs des repre´sentations π+ν et π−ν sont re´duits au singleton {0} et par conse´quent,
les ensembles VA(π+,ν) et VA(π−,ν) sont e´gaux a` g
∗. En prenant ν = 0, il vient que les
annulateurs de π+,0 et π−,0 sont respectivement engendre´s par 〈Y − 1〉 et 〈Y + 1〉. On
obtient alors que :
V (π+,ν) = {l = xX∗ + yY ∗ ∈ g∗ / ∀ϕ ∈ Annπ+,0, ϕ(l) = 0}
= {l = xX∗ + yY ∗ ∈ g∗ /y − 1 = 0} = Y ∗ + b⊥
ou` b = RY est la polarisation asoocie´e aux formes Y ∗ et −Y ∗. De meˆme,
V (π−,ν) = {l = xX∗ + yY ∗ ∈ g∗ /y + 1 = 0} = −Y ∗ + b⊥.
Remarque : Pour ces deux repre´sentations, la varie´te´ de Poisson caracte´ristique co¨ıncide
avec l’adhe´rence de Zariski de l’orbite coadjointe associe´e.
III.4. Un exemple re´soluble exponentiel de dimension 3:
Soit g l’alge`bre de Lie engendre´e par les trois vecteurs {A,X, Y } dont les crochets de Lie
sont donne´s par: [A,X ] = X − Y , [A, Y ] = X + Y et soit G = exp g. Alors, G est un
groupe de Lie exponentiel non comple`tement re´soluble.
Soit f = xX∗+yY ∗+aA∗ ∈ g∗. Si x2+y2 = 0, alors, l’orbite de f est re´duite au singleton
{f}. Ainsi, le calcul pre´ce´dent de l’exemple III.1. montre que dans ce cas, V (πf,ν) = {f}.
Dans le cas ou` x2+ y2 6= 0, la sous-alge`bre b engendre´e par < X, Y > est une polarisation
de f ve´rifiant la condition de Pukanszky. Soit alors χf le caracte`re de´fini sur B = exp b
par χf (expU) = e
−if(U) et ρf = Ind
G
Bχf . On sait [ABLS] qu’il existe un unique θ ∈ [0, 2π[
tel que ρ = ρθ = ρfθ ou` fθ = cos θX
∗ + sin θY ∗. L’orbite Ω associe´e a` ρ est parame´trise´e
par
Ω = {sA∗ + e−t cos(t+ θ)X∗ + e−t sin(t+ θ)Y ∗, s, t ∈ R }.
D’autre part, on a que :

ρ(A) = − ddt
ρ(X) = −ie−t cos(θ + t)
ρ(Y ) = −ie−t sin(θ + t)
et


ρh¯(A) = − ddt
ρh¯(X) = −ie−h¯t cos(θ + h¯t)
ρh¯(Y ) = −ie−h¯t sin(θ + h¯t).
On se restreint comme dans l’exemple pre´ce´dent a` M = C∞K (R) ou` K est un compact
d’inte´rieur non vide. Appliquant d’abord le lemme III.0.1 puis la proposition II.2.1 et
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le the´ore`me II.3.1, on fait de M = M [[ν]] un module faiblement convergent fortement
unitaire (de rayon infini). La repre´sentation πν de A s’e´crit :

πν(A) = −i ddt
πν(X) = e
iνt cos(θ − iνt)
πν(Y ) = e
iνt sin(θ − iνt).
et


π0(A) = −i ddt
π0(X) = cos θ
π0(Y ) = sin θ.
Il s’ensuit alors que l’annulateur de πν est re´duit a` {0}, et donc :
VA(πν) = g
∗.
La varie´te´ de Poisson caracte´ristique co¨ıncide donc ici aussi avec l’adhe´rence de Zariski de
l’orbite coadjointe associe´e. Pour le voir il suffit de se convaincre que la spirale logarith-
mique est Zariski-dense dans le plan, en remarquant que toute droite passant par l’origine
intersecte cette spirale en une infinite´ de points. Par ailleurs l’annulateur de π0 est l’ide´al
engendre´ par les deux ge´ne´rateurs {X−cos θ, Y −sin θ}. Soit B = exp b. La repre´sentation
ρ agit sur l’espace L2(G/B) qui est isomorphe a` L2(expRA). On a alors,
V (πν) = {l ∈ g∗ /l(X − cos θ) = 0 et l(Y − sin θ) = 0}
= fθ + RA
∗ = fθ + b
⊥.
III.5. L’alge`bre de Lie du groupe diamant
C’est l’alge`bre de Lie re´elle g de dimension 4 de base (H,P,Q,E) avec les crochets :
[H,P ] = −Q, [H,Q] = P, [P,Q] = E,
les autres crochets e´tant nuls. Notre re´fe´rence est M. Vergne dans [BCD Chap. VIII § 1.4].
Si X = aH + bP + cQ+ dE on calcule facilement la matrice de adX dans cette base :
adX =


0 0 0 0
−c 0 a 0
b −a 0 0
0 −c b 0

 .
On a e´galement :
(adX)2 =


0 0 0 0
ab −a2 0 0
ac 0 −a2 0
b2 + c2 −ab −ac 0

 ,
ainsi que l’e´galite´ :
(adX)3 = −a2(adX).
On en de´duit l’expression explicite :
exp(adX) = I +
sin a
a
adX +
1− cos a
a2
(adX)2.
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Apre`s transposition et passage a` l’inverse on en de´duit la matrice de exp(ad∗X) dans la
base duale :
exp(ad∗X) =


1 c sin aa + b
1−cos a
a −b sin aa + c 1−cos aa (b2 + c2) 1−cos aa2
0 cos a sin a c sin a
a
− b 1−cos a
a
0 − sin a cos a −b sin aa − c 1−cos aa
0 0 0 1

 .
L’action coadjointe de expX sur un e´le´ment ξ = µH∗ + βP ∗ + γQ∗ + λE∗ s’e´crit donc :
Ad∗(expX).ξ =
(
µ+ (c
sin a
a
+ b
1− cos a
a
)β + (−b sina
a
+ c
1− cos a
a
)γ
+ (b2 + c2)
1− cos a
a2
λ
)
H∗
+
(
(cosa)β + (sin a)γ + (c
sin a
a
− b1− cosa
a
)λ
)
P ∗
+
(
(− sina)β + (cos a)γ + (−b sin a
a
− c1− cos a
a
)λ
)
Q∗
+ λE∗.
On note ξi la i-e`me coordonne´e de Ad
∗(expX).ξ. La dernie`re coordonne´e ξ4 est ici invari-
ante sous l’action coadjointe. Deux cas sont a` conside´rer :
Premier cas: ξ4 = λ = 0. L’expression ξ
2
2 + ξ
2
3 = β
2 + γ2 est invariante sur le sous-
espace de´fini par ξ4 = 0. On voit alors que les orbites coadjointes correspondantes sont
les cylindres d’axe H∗ et chacun des points de cet axe, suivant que ξ22 + ξ
2
3 est strictement
positif ou s’annule. Ce sont exactement les orbites coadjointes du quotient de g par son
centre (l’alge`bre de Lie du groupe des de´placements du plan) : nous traitons cet exemple
au paragraphe suivant.
Deuxie`me cas : ξ4 = λ 6= 0. Faisant agir expY sur ξ avec Y = bP + cQ on obtient :
Ad∗(expY ).ξ =
(
µ+ cβ + bγ + (b2 + c2)λ
)
H∗
+ (β + cλ)P ∗
+ (γ − bλ)Q∗
+ λE∗.
En choisissant bien b et c on peut donc se ramener au cas ou` β = γ = 0, ce que nous
supposerons. La formule explicite donnant Ad∗(expX).ξ se simplifie alors :
Ad∗(expX).ξ =
(
µ+ (b2 + c2)
1− cos a
a2
λ
)
H∗
+ (c
sin a
a
− b1− cos a
a
)λP ∗
+ (−b sin a
a
− c1− cos a
a
)λQ∗
+ λE∗.
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On voit que l’on a :
ξ1 − ξ2
2 + ξ3
2
2ξ4
= µ
ξ4 = λ.
(III.5.1)
Les orbites coadjointes dans ce cas-la` sont donc les parabolo¨ıdes de re´volution Ωλ,µ d’axe
H∗ donne´s par les e´quations III.5.1.
Soit ϕ la fonction entie`re d’une variable complexe de´finie par :
ϕ(z) =
sh z/2
z/2
.
Il est clair que la matrice de ϕ1/2(adX) est de la forme :


1 0 0 0
∗ ϕ1/2(ia) 0 0
∗ ∗ ϕ1/2(ia) 0
∗ ∗ ∗ 1

 ,
d’ou` avec les notations du § II.1 :
J(X)1/2 =
sin(νa/2)
νa/2
.
L’isomorphisme de Duflo est donc donne´ par :
τ =
sin(ν∂1/2)
ν∂1/2
◦ σ,
ou` ∂1 de´signe l’ope´rateur de de´rive´e partielle
∂
∂ξ1
dans g∗, et ou` σ de´signe la syme´trisation.
Compte tenu des e´quations III.5.1 on voit facilement que l’alge`bre S(g)g des polynoˆmes
invariants sur g∗ est engendre´e par C1 et C2, avec C1(ξ) = ξ4 et C2(ξ) = ξ
2
2 + ξ
2
3 −
2ξ1ξ4. L’orbite coadjointe Ωλ,µ de´finie par III.5.1 est donne´e de fac¸on e´quivalente par les
e´quations :
C1(ξ) = λ, C2(ξ) = −2λµ. (III.5.2)
L’ope´rateur J(D)1/2 agit par l’identite´ sur ces deux ge´ne´rateurs, et donc l’isomorphisme
de Duflo τ se rame`ne a` appliquer la syme´trisation sur les deux ge´ne´rateurs. Nous noterons
encore un peu abusivement C1 et C2 les deux Casimirs τ(C1) et τ(C2). On a explicitement :
C1 = E, C2 = P
2 +Q2 − 2EH.
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Nous utilisons maintenant les notations du § II. Pour tout re´el h¯ il existe une famille de
repre´sentations unitaires irre´ductibles ρλ,µ;h¯ de Gh¯ = exp gh¯, dont les diffe´rentielles sont
de´finies sur l’espace de Schwartz S(R) (muni du produit scalaire de L2(R)) par :
ρλ,µ;h¯(H) = −i(− 1
2λ
d2
dx2
+
1
2
λh¯2x2 + µ)
ρλ,µ;h¯(P ) = − d
dx
ρλ,µ;h¯(Q) = iλh¯x
ρλ,µ;h¯(E) = −iλ.
Ces repre´sentations sont unitairement e´quivalentes a` celles que l’on obtient par induction
holomorphe a` partir du point µH∗ + λE∗ et de la polarisation complexe h engendre´e par
H,E, P + iQ ([BCD] § V.4 et VIII.1.4.4). Les expressions sont ici polynomiales en h¯.
Posant ν = ih¯ et appliquant la proposition II.2.1 et le the´ore`me II.3.1 on en de´duit une
repre´sentation unitaire πλ,µ;ν de l’alge`bre de´forme´e A dans le module topologiquement
libre S(R)[[ν]], faiblement convergent fortement unitaire :
πλ,µ;ν(H) = − 1
2λ
d2
dx2
− 1
2
λν2x2 + µ
πλ,µ;ν(P ) = −i d
dx
πλ,µ;ν(Q) = iλνx
πλ,µ;ν(E) = λ.
En annulant le parame`tre ν on voit que l’annulateur Annπλ,µ;0 est l’ide´al de S(g) engendre´
par E−λ, Q et C2+2λµ. On en de´duit que la varie´te´ caracte´ristique V (πλ,µ;ν) est de´finie
par les e´quations :
ξ22 + ξ
2
3 − 2ξ1ξ4 = −2λµ, ξ4 = λ, ξ3 = 0.
La varie´te´ caracte´ristique V (πλ,µ;ν) est donc une ge´ne´ratrice du parabolo¨ıde de re´volution
Ωλ,µ. La non-existence de polarisations re´elles se traduit ici par le fait que la varie´te´
caracte´ristique n’est pas un sous-espace affine (cf. § IV.2).
L’annulateur Annπλ,µ;ν est quant a` lui engendre´ dans A par C1 − λ et C2 + 2λµ. L’ide´al
Annπλ,µ;ν/ν Annπλ,µ;ν est donc engendre´ dans S(g) par C1 − λ et C2 + 2λµ e´galement.
On en de´duit que la varie´te´ de Poisson caracte´ristique VA(πλ,µ;ν) co¨ıncide avec l’orbite
coadjointe Ωλ,µ.
III.6. L’alge`bre de Lie du groupe des de´placements du plan
C’est l’alge`bre de Lie re´elle g de dimension 3 de base (H,P,Q) avec les crochets :
[H,P ] = −Q, [H,Q] = P,
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les autres crochets e´tant nuls. Nous nous re´fe´rons encore a` l’article de M. Vergne [BCD
Chap. VIII § 1.3], ainsi qu’a` [AM]. Si X = aH + bP + cQ on calcule facilement la matrice
de adX dans cette base :
adX =

 0 0 0−c 0 a
b −a 0

 .
On a e´galement :
(adX)2 =

 0 0 0ab −a2 0
ac 0 −a2

 ,
ainsi que l’e´galite´ :
(adX)3 = −a2(adX).
On en de´duit la meˆme expression explicite que dans l’exemple pre´ce´dent :
exp(adX) = I +
sin a
a
adX +
1− cos a
a2
(adX)2.
Apre`s transposition et passage a` l’inverse on en de´duit la matrice de exp(ad∗X) dans la
base duale :
exp(ad∗X) =

 1 c sin aa + b 1−cos aa −b sin aa + c 1−cos aa0 cos a sin a
0 − sin a cos a

 .
L’action coadjointe de expX sur un e´le´ment ξ = µH∗ + βP ∗ + γQ∗ s’e´crit donc :
Ad∗(expX).ξ =
(
µ+ (c
sin a
a
+ b
1− cos a
a
)β + (−b sina
a
+ c
1− cos a
a
)γ
)
H∗
+
(
(cosa)β + (sin a)γ
)
P ∗
+
(
(− sina)β + (cos a)γ
)
Q∗.
Les orbites coadjointes sont donc les points µH∗ et les cylindres Ωr, r > 0 d’axe H
∗ et de
rayon r, de´finis par l’e´quation ξ22 + ξ
2
3 = r
2.
L’isomorphisme de Duflo est encore donne´ par :
τ =
sin(ν∂1/2)
ν∂1/2
◦ σ,
ou` ∂1 de´signe l’ope´rateur de de´rive´e partielle
∂
∂ξ1
dans g∗, et ou` σ de´signe la syme´trisation.
L’alge`bre des invariants admet C : ξ 7→ ξ22 + ξ23 comme seul ge´ne´rateur, et l’isomorphisme
de Duflo consiste encore a` appliquer l’identite´ sur ce ge´ne´rateur. Le Casimir τ(C) que nous
notons encore C s’e´crit :
C = P 2 +Q2.
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On conside`re pour r > 0, h¯ 6= 0 et 0 ≤ λ < 1 la famille ρr,λ;h¯ de repre´sentations unitaires
irre´ductibles de Gh¯ = exp gh¯ suivantes : la repre´sentation ρr,λ;h¯ agit sur l’espace Hλ des
classes de fonctions 2π-pseudo-pe´riodiques ϕ, telles que :
ϕ(t+ 2π) = e2ipiλϕ(t),
∫ 2pi
0
|ϕ(t)|2 dt < +∞.
Sa diffe´rentielle est de´finie par :
ρr,λ;h¯(H) = −h¯ d
dθ
ρr,λ;h¯(P ) = ir sin(θ)
ρr,λ;h¯(Q) = ir cos(θ)
sur l’espace H∞λ des vecteurs C∞, qui est ici l’espace des fonctions C∞ de Hλ. Ces
expressions sont polynomiales en h¯. Posant ν = ih¯ et appliquant la proposition II.2.1 et
le the´ore`me II.3.1 on a donc une famille de repre´sentations unitaires de A dans le module
topologiquement libre faiblement convergent fortement unitaire H∞λ [[ν]] :
πr,λ;ν(H) = −ν d
dθ
πr,λ;ν(P ) = −r sin(θ)
πr,λ;ν(Q) = −r cos(θ).
En annulant ν on voit que l’annulateur Annπr,λ;0 est engendre´ par H et par P
2 + Q2 −
r2. La varie´te´ caracte´ristique V (πr,λ;ν) est donc le cercle de cote nulle dans Ωr de´fini
par les e´quations ξ22 + ξ
2
3 = r
2 et ξ1 = 0. Elle est donc inde´pendante du parame`tre
supple´mentaire λ. L’annulateur Annπr,λ;ν est quant a` lui engendre´ dans A par C − r2.
L’ide´al Annπr,λ;ν/ν Annπr,λ;ν est donc e´galement engendre´ par C − r2 dans S(g). La
varie´te´ de Poisson caracte´ristique VA(πr,λ;ν) est donc e´gale a` l’orbite coadjointe Ωr.
On conside`re maintenant l’espace Hωλ des vecteurs analytiques. Ce sont les fonctions
ϕ entie`res sur R telles que ϕ(t+ 2π) = e2ipiλϕ(t). Soit R l’ope´rateur sur Cω(R)[[ν]] de´fini
par :
Rϕ(θ) = νϕ(νθ).
Cet ope´rateur est injectif. Soit C˜λ = R(Hωλ [[ν]]), et soit π˜r,λ;ν la repre´sentation de A sur
C˜λ de´finie par :
π˜r,λ;ν(X) = R ◦ πr,λ;ν ◦R−1.
Les deux repre´sentations sont e´quivalentes par construction, et on a :
π˜r,λ;ν(H) = − d
dθ
π˜r,λ;ν(P ) = −r sin(νθ)
π˜r,λ;ν(Q) = −r cos(νθ).
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L’annulateur de π˜r,λ;0 est engendre´ par P et par Q+r. La varie´te´ caracte´ristique V (π˜r,λ;ν)
est donc cette fois-ci la ge´ne´ratrice du cylindre Ωr de´finie par les e´quations ξ3 = −r et
ξ2 = 0.
III.7. Le cas semi-simple : modules de Verma
Soit g1 une alge`bre de Lie semi-simple complexe. La forme de Killing de´finie par :
(X, Y ) = Tr(adX ◦ adY )
est non de´ge´ne´re´e et invariante par l’action adjointe. Elle induit donc un isomorphisme
line´aire κ de g1 sur son dual g
∗
1, de´fini par :
κ(X) = (X,−),
qui entrelace les repre´sentations adjointe et coadjointe. Soit H un e´le´ment semi-simple de
g1, soit h1 une sous-alge`bre de Cartan contenant H, soit ∆ le syste`me de racines associe´,
et soit ∆+ l’ensemble des racines positives provenant du choix d’un ordre sur h
∗
1. On
de´signera par W le groupe de Weyl associe´ a` ces donne´es.
La forme de Killing restreinte a` h1 est non de´ge´ne´re´e. Soit λ = κ
−1(H) ∈ g∗1. La
de´composition radicielle de g1 s’e´crit :
g1 = n1− ⊕ h1 ⊕ n1+,
ou` n1± =
⊕
α∈±∆+
gα1 . Soit δ ∈ h∗1 la demi-somme des racines positives. La sous-alge`bre de
Cartan h1 est orthogonale a` n1+ et n1− pour la forme de Killing, ce qui permet de montrer
que κ−1(H) ∈ g∗1 s’annule sur n1±. On identifiera donc h∗1 a` l’orthogonal de n1−⊕n1+ dans
g∗1 en prolongeant trivialement a` n1− ⊕ n1+ les formes line´aires sur h1. Si H est re´gulier
le stabilisateur de λ pour l’action coadjointe est e´gal a` h1, et la sous-alge`bre re´soluble
b1 = h1 ⊕ n1+ est une polarisation re´soluble en λ.
Le cadre ci-dessus s’applique aux alge`bres de Lie (gν)ν∈C−{0} (avec les notations du
§ II.2), qui ont toutes le meˆme espace vectoriel sous-jacent que nous noterons g. Nous
continuerons a` identifier g et son dual avec la forme de Killing de g = g1 (inde´pendamment
de ν) et non pas avec celle de gν . La de´composition radicielle :
gν = nν− ⊕ hν ⊕ nν+
est inde´pendante de ν en ce qui concerne les espaces vectoriels sous-jacents que nous
noterons n−, h et n+. De meˆme, on note b+ = h⊕ n+ et :
gα = {X ∈ g, ∀A ∈ h, [A,X ]ν = να(A)X}.
Le syste`me de racines associe´ a` gν est donc ν∆, et g
α co¨ıncide pour tout ν avec le sous-
espace radiciel de gν correspondant a` να. Soit M
ν
λ le module de Verma associe´ a` λ pour
gν . On a :
Mνλ = U(gν) ⊗
U(bν+)
C,
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ou` un e´le´ment A+Y de bν+ = hν⊕nν+ agit sur C via la multiplication par (λ−νδ)(A), et
ou` l’action de U(gν) est donne´e par la multiplication a` gauche. Lorsqu’on regarde ν comme
une inde´termine´e ce module est topologiquement libre sur A = Uν(g) : il s’identifie en effet
a` Uν(n−), et donc a` S(n−)[[ν]] via syme´trisation. On a la de´composition en sous-espaces
de poids sous l’action de hν :
Mνλ =
⊕
β∈Q+
(Mνλ )λ−νδ−νβ,
ou`Q+ de´signe l’ensemble des combinaisons line´aires a` coefficients entiers positifs d’e´le´ments
de ∆+. En annulant ν on voit que tout A ∈ h0 agit sur M0λ par multiplication par λ(A),
que l’action de n0+ est triviale sur M
0
λ , et que l’action de n0− est fide`le. L’annulateur de
M0λ dans S(g) est donc l’ide´al engendre´ par n+ et par les A− λ(A), A ∈ h. On en de´duit :
V (Mνλ ) = λ+ b
⊥
+.
Soit χνλ : Z(U(gν)) → C le caracte`re central de Mνλ . Soit γν : Z(U(gν))−˜→S(h)W
l’isomorphisme d’Harish-Chandra de gν [Dix § 7.4]. En conside´rant S(h)W comme l’ensem-
ble des polynoˆmes W -invariants sur h∗ on a alors [Dix § 7.4.6] :
χνλ(u) = γν(u)(λ).
L’isomorphisme de Duflo τν : S(g)
gν → Z(U(gν)) s’obtient en composant γ−1ν a` gauche
par la restriction a` h∗ (isomorphisme de Chevalley). Pour tout v ∈ S(g)gν on a donc
finalement :
χνλ(τν(v)) = v(λ).
L’annulateur du module de Verma Mνλ est l’ide´al bilate`re de U(gν) engendre´ par
Kerχνλ ([Dix], The´ore`me 8.4.3). Via l’isomorphisme de Duflo c’est donc l’ide´al bilate`re de
(S(g), ∗ν) engendre´ par {v − v(λ), v ∈ S(g)gν}.
Conside´rons maintenant ν comme une inde´termine´e etMνλ comme module topologique-
ment libre sur A. L’ide´al AnnMνλ/(AnnMνλ ∩ νA) de S(g) est donc l’ide´al engendre´ par
{v − v(λ), v ∈ S(g)gν}. On en de´duit la varie´te´ de Poisson caracte´ristique :
VA(Mνλ ) = {ξ ∈ g∗, v(ξ) = v(λ) pour tout v ∈ S(g)gν}.
Lorsque λ (c’est-a`-dire H) est re´gulier, c’est l’orbite coadjointe de λ. Lorsque λ = 0 c’est
le coˆne nilpotent.
III.8. Modules de Verma et re´alite´
Le module de VermaMνλ admet une forme biline´aire syme´trique naturelle ayant de bonnes
proprie´te´s de covariance : la forme de Shapovalov [Sha], [D2]. En la modifiant pour la
rendre sesquiline´aire hermitienne nous pourrons appliquer les re´sultats du § I.6.
On garde les notations du § III.7. Soit (X−α, Hα, Xα)α∈∆+ une base de Chevalley
de g1. Alors (−iX−α,−iHα,−iXα)α∈∆+ est une base de Chevalley de gi (ou` i =
√−1).
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Soit gi,R la forme re´elle de´ploye´e de gi associe´e. Elle est de´finie comme l’espace vectoriel
re´el engendre´ par les −iX−α,−iHα,−iXα. Ceci de´finit une forme re´elle gR de l’espace
vectoriel sous-jacent g, qui est a` son tour automatiquement une forme re´elle de´ploye´e gν,R
de l’alge`bre de Lie gν pour tout ν imaginaire pur. La conjugaison respecte les sous-espaces
radiciels, donc a fortiori les trois composantes de la de´composition :
gν = nν− ⊕ hν ⊕ nν+.
La conjugaison sur g (resp. sur h) par rapport a` cette forme re´elle induit une conjugaison
sur le dual g∗ (resp. h∗) graˆce a` la formule :
ξ(X) := ξ(X).
Nous e´tendons la conjugaison par multiplicativite´ a` l’alge`bre enveloppante U(gν). Cette
alge`bre enveloppante admet (graˆce au the´ore`me de Poincare´-Birkhoff-Witt) la de´composition :
U(gν) = U(hν)⊕
(
nν−U(gν) + U(gν)nν+
)
.
Soit Pν : U(gν) → U(hν) la projection correspondant a` cette de´composition. D’apre`s ce
qui pre´ce`de cette projection est compatible avec la conjugaison, c’est-a`-dire :
P (u) = P (u) pour tout u ∈ U(gν).
Nous de´finissons la transposition sur U(gν) de la fac¸on suivante :
tXα = X−α,
tX−α = Xα,
tHα = Hα,
et on e´tend cette transposition en un anti-automorphisme de U(gν). Il est imme´diat de
voir que la transposition commute avec la conjugaison. Nous conside´rerons sur U(gν)
l’involution (semi-line´aire) de´finie par :
a∗ =t a.
Cette involution (restreinte a` g) de´finit une nouvelle conjugaison sur g, et donc une nouvelle
forme re´elle gR, qui est une forme re´elle compacte de chacune des alge`bres de Lie gh¯ ou`
h¯ = −iν est un re´el non nul (cf. [H] § III.6). Remarquons que l’on a :
h ∩ gR = ih ∩ gR.
Nous noterons hR cette intersection et nous noterons τ la conjugaison (dans g ou dans h ou
dans leurs duaux respectifs) par rapport a` cette nouvelle forme re´elle. Supposons alors que
λ ∈ h∗ est re´el, c’est-a`-dire τ(λ) = λ. L’involution ∗ sur U(gν) co¨ıncide, via l’isomorphisme
de Duflo, avec l’involution donne´e au § I, la conjugaison e´tant τ .
Plutoˆt que de conside´rer le module de Verma Mλν comme dans le § III.7 nous con-
side´rerons le module de VermaMλ+νδν . Conside´rons maintenant ν comme une inde´termine´e :
en tant que modules sur l’alge`bre de´forme´e A ils co¨ıncident a` O(ν) pre`s donc leurs varie´te´s
caracte´ristiques et leurs varie´te´s de Poisson caracte´ristiques sont les meˆmes. Soit eνλ+νδ le
vecteur de plus haut poids de Mνλ+νδ.
Supposons que λ soit re´el. Nous de´finissons alors une forme sesquiline´aire sur le
module de Verma Mνλ+νδ par la formule :
< m, n >ν=< a.e
ν
λ+νδ, b.e
ν
λ+νδ >ν= Pν(a
∗b)(λ).
C’est une version hermitienne de la forme de Shapovalov de Mνλ+νδ.
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Proposition III.8.1.
La repre´sentation πν de A = U(gν) dans Mνλ+νδ ve´rifie pour tout m,n ∈Mνλ et pour tout
u ∈ U(gν) :
< um, n >ν=< m, u
∗n >ν .
De´monstration. Soient a, b ∈ U(gν) tels que m = a.eνλ et n = b.eνλ. La proposition de´coule
imme´diatement de l’e´galite´ :
< ua.eνλ+νδ, b.e
ν
λ+νδ >=< a.e
ν
λ+νδ, u
∗b.eνλ+νδ > .
•
La repre´sentation associe´e est donc une ∗-repre´sentation. De plus la forme quotient de´finie
par < −,− >ν en ν = 0 est hermitienne non de´ge´ne´re´e. Autrement dit le module de
Verma Mνλ+νδ est fortement pseudo-unitaire. Nous pouvons donc appliquer les re´sultats
du § I.6. Les varie´te´s caracte´ristiques V (πν) et VA(πν) sont donc de´finies sur le corps des
re´els. Elles sont donne´es par les meˆmes formules explicites que dans le § III.7.
Remarque : Soit λ ∈ h∗. Alors, en utilisant le the´ore`me 7.6.24 de [Dix], il est facile de
voir que le module de Verma Mνλ+νδ est simple (et donc que la forme de Shapovalov est
non-de´ge´ne´re´e) sauf e´ventuellement sur un ensemble discret de´nombrable de valeurs de ν.
Par ailleurs, sur la question de l’unitarisabilite´ de certains modules de plus haut poids,
voir [EHW] et [Jak].
IV. Le cas re´soluble exponentiel
Dans le cas re´soluble exponentiel, nous explicitons dans ce paragraphe, en utilisant
la construction de [Pe2], la varie´te´ caracte´ristique d’une repre´sentation πν associe´e de
manie`re naturelle a` une repre´sentation monomiale unitaire quelconque induite a` partir
d’une polarisation re´elle.
IV.1. Rappels sur la me´thode des orbites pour les groupes exponentiels
L’adaptation de la me´thode des orbites de Kirillov aux groupes re´solubles exponentiels
est due a` P. Bernat [BCD]. Soit G un groupe de Lie re´soluble exponentiel connexe et
simplement connexe d’alge`bre de Lie g, soit f ∈ g∗ et soit h une polarisation re´elle en f .
Notons H le sous-groupe exp h. Soit Of l’orbite coadjointe de f et d=dim Of . Soit χf le
caracte`re de H de´fini par :
χf (expX) = e
−i<f,X>. (IV.1.1)
Soit pr la surjection de Of sur G/H de´finie par :
pr(g.f) = gH. (IV.1.2)
Celle-ci est bien de´finie car H contient le stabilisateur Gf de f . On conside`re la restriction
du crochet de Poisson de g∗ a` la feuille symplectique Of . Suivant [Pe2] on de´signe par
E0(Of ) l’espace des fonctions ϕ = ψ ◦ pr, ou` ψ ∈ C∞(G/H), et on de´signe par E1(Of ) le
normalisateur de E0(Of ) dans C∞(Of ) pour le crochet de Poisson. Tout X ∈ g peut se
voir comme une fonction line´aire sur g∗. Elle induit par restriction une fonction C∞ sur
Of que l’on note encore X .
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Lemme IV.1.1.
Pour tout X ∈ g la fonction X appartient a` E1(Of ).
De´monstration. Le champ hamiltonien HX associe´ a` la fonction X est e´gal au champ
fondamental donne´ par l’action coadjointe :
HXϕ(η) =
d
dt |t=0ϕ(exp(−tX).η), η ∈ Of . (IV.1.3)
on a ϕ ∈ E0(Of ) si et seulement si ϕ(gh.f) = ϕ(g.f) pour tout g ∈ G et h ∈ H, ou encore
si HXϕ = 0 pour tout X ∈ h. Il est donc clair que pour tout ϕ ∈ E0(Of ) et pour tout
t ∈ R, η 7→ ϕ(exp−tX.η) appartient aussi a` E0(Of ). On en de´duit que HX .ϕ = {X,ϕ}
appartient aussi a` E0(Of ).
•
Soit τ = (τ1, . . . , τd/2) : G/H
∼−−→Ω ⊂ Rd/2 une carte globale. On supposera ici que l’ouvert
Ω est e´gal a` Rd/2 en entier. C’est toujours possible dans le cas d’un groupe re´soluble
exponentiel ([BCD], [AC]) en choisissant une base (X1, . . . , Xd/2) coexponentielle a` h dans
g et en posant :
τ−1(x1, . . . , xd/2) = expx1X1 · · · expxd/2Xd/2H.
On supposera par la suite que la carte globale τ est de´finie comme ci-dessus. Soient
(q1, . . . , qd/2) les fonctions dans E0(Of ) de´finies par :
qj = τj ◦ pr . (IV.1.4)
Nous utiliserons les deux re´sultats suivants ([Pe2] The´ore`mes 2.2.2 et 3.2.3) :
The´ore`me IV.1.2 (N. V. Pedersen).
Il existe une famille (p1, . . . , pd/2) dans E1(Of ) telle que (p1, . . . , pd/2, q1, . . . , qd/2) forme
une carte de Darboux globale :
Φ : Of
∼−−→Wf × Rd/2
ou` Wf est un ouvert de R
d/2, c’est-a`-dire :
{pi, pj} = {qi, qj} = 0, {pi, qj} = δji . (IV.1.5)
Cet ouvert est Rd/2 en entier si et seulement si la polarisation h ve´rifie la condition de
Pukanszky :
H.f = f + h⊥. (IV.1.6)
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The´ore`me IV.1.3 (N.V. Pedersen).
Soit (p, q) un syste`me de coordonne´es de Darboux globales : Of
∼−→Wf×Rd/2 ⊂ Rd comme
dans le the´ore`me pre´ce´dent. Alors :
1) dans ces coordonne´es l’espace E0(Of ) s’identifie a` l’espace des fonctions qui ne de´pendent
que de q, et l’espace E1(Of ) s’identifie a` l’espace des fonctions :
ϕ(p, q) =
d/2∑
u=1
au(q)pu + a0(q) (IV.1.7)
ou` a0, a1, . . . , ad/2 ∈ C∞(Rd/2). En particulier pour tout X ∈ g la fonction associe´e lue
dans la carte s’e´crit :
X(p, q) =
d/2∑
u=1
aX,u(q)pu + aX,0(q). (IV.1.8)
ou` les aX,u, u = 0, . . . , d/2 sont des fonctions dans C
∞(Rd/2).
2) Il existe une unique repre´sentation unitaire fortement continue ρ de G dans L2(Rd/2)
telle que l’espace H∞ρ de ses vecteurs C∞ contienne C∞c (Rd/2), et telle que pour tout
ξ ∈ C∞(Rd/2) on a :
ρ(X)ξ(t) =
d/2∑
u=1
aX,u(t)
∂ξ(t)
∂tu
− iaX,0(t)ξ(t) + 1
2
( d/2∑
u=1
∂aX,u
∂tu
(t)
)
ξ(t). (IV.1.9)
Cette repre´sentation est e´quivalente a` l’induite IndGH χf .
L’expression des fonctions X(p, q) de´coule imme´diatement du lemme IV.1.1. Les fonctions
aX,u sont de plus entie`res a` croissance au plus exponentielle [AC The´ore`me 1.6]. On peut
tirer une information supple´mentaire sur la valeur en q = 0 des fonctions aX,u :
Lemme IV.1.4.
1) Pour tout X ∈ g on a aX,0(0) =< f,X >.
2) Pour tout X ∈ h et pour tout u = 1, . . . , d/2 on a aX,u(0) = 0.
3) Pour tout j = 1, . . . , d/2 et pour tout u = 1, . . . , d/2 on a :
aXj ,u(0) = −δuj .
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De´monstration. La premie`re assertion de´coule imme´diatement du fait que le point de Of
de coordonne´es (0, 0) est f . La deuxie`me assertion vient du fait que l’ensemble des points
de coordonne´es (p, q) avec q = 0 est H.f , qui est inclus dans f + h⊥. Quant au troisie`me
point, il de´coule d’un calcul direct :
aXj ,u(0) =
∂
∂pu
Xj(p, 0)
= −{qu, Xj}(p, 0)
= {Xj , qu}(p, 0)
=
d
dt |t=0qu
(
exp−tXj .(p, 0)
)
=
d
dt |t=0qu
(
p, (0, . . . ,−t, . . .0)
)
(−t en position j)
= −δuj .
•
IV.2. Construction d’une repre´sentation πν de A
On applique la construction pre´ce´dente a` une famille (Gh¯)h¯∈R−{0} de groupes exponen-
tiels. Plus pre´cise´ment, soit (gh¯)h¯∈R la famille d’alge`bres de Lie re´solubles exponentielles
de´finie par un meˆme espace vectoriel sous-jacent g, avec le crochet :
[X, Y ]h¯ = h¯[X, Y ].
On notera exph¯ l’exponentielle de gh¯ dans Gh¯. Soit f ∈ g∗. L’orbite coadjointe Of,h¯ =
Gh¯.f ⊂ g∗ est la meˆme pour tout h¯ 6= 0, mais la structure de Poisson de´pend de h¯ : pour
tout η ∈ g et ϕ, ψ ∈ C∞(g∗) on a :
{ϕ, ψ}h¯(η) = h¯{ϕ, ψ}1(η) = h¯ < η, [dϕ(η), dψ(η)] > . (IV.2.1)
On notera toujours Of cette orbite commune, lorsque la structure de Poisson n’a pas
besoin d’eˆtre pre´cise´e. En revanche l’orbite Of,0 de´ge´ne`re et se re´duit au point f , puisque
le groupe G0 est abe´lien.
Il existe un sous-espace h de g qui est une polarisation re´elle de f dans gh¯ pour tout
h¯ 6= 0. Soit Hh¯ = exph¯ h ⊂ Gh¯. Soit χf,h¯ le caracte`re de Hh¯ de´fini par :
χf,h¯(exph¯X) = e
−i<f,X>. (IV.2.2)
On utilise les re´sultats rappele´s au § IV.1 pour construire une re´alisation simultane´e de
toutes les induites IndGh¯Hh¯ χf,h¯ dans le meˆme espace L
2(Rd/2). En effet si (p, q) est le
syste`me de coordonne´es de Darboux globales du the´ore`me IV.1 pour Of,1 (correspondant
a` h¯ = 1), alors pour tout h¯ 6= 0, un syste`me de coordonne´es de Darboux globales pour Of,h¯
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est donne´ par (p, q′) = (p, h¯−1q) = (p1, . . . , pd/2, h¯
−1q1, . . . , h¯
−1qd/2). Pour tout X ∈ g la
fonction correspondante lue dans cette carte s’e´crit :
X(p, q′) =
d/2∑
u=1
aX,u(q)pu + aX,0(q)
=
d/2∑
u=1
aX,u(h¯q
′)pu + aX,0(h¯q
′).
Il existe donc pour tout h¯ 6= 0, d’apre`s le the´ore`me IV.1.3, une unique repre´sentation
unitaire fortement continue ρh¯ de Gh¯ dans L
2(Rd/2) telle que l’espace H∞ρh¯ de ses vecteurs
C∞ contienne C∞c (R
d/2), et telle que :
ρh¯(X)ξ(t) =
d/2∑
u=1
aX,u(h¯t)
∂ξ(t)
∂tu
− iaX,0(h¯t)ξ(t) + h¯
2
( d/2∑
u=1
∂aX,u
∂tu
(h¯t)
)
ξ(t). (IV.2.3)
Cette repre´sentation est e´quivalente a` l’induite IndGh¯Hh¯ χf,h¯. Elle est irre´ductible si et seule-
ment si la polarisation h ve´rifie la condition de Pukanszky Hh¯.f = f + h
⊥ pour un quel-
conque h¯ 6= 0.
On peut par ailleurs facilement re´aliser l’induite IndG0H0 χf,0 dans L
2(Rd/2), ce qui
donne :
ρ0(exp tXj).ϕ(t1, . . . , td/2) = ϕ(t1, . . . , tj−1, tj − t, tj+1, . . . , td/2),
et pour tout X ∈ h :
ρ0(exp tX).ϕ(t1, . . . , td/2) = e
−it<f,X>ϕ(t1, . . . , td/2).
En diffe´renciant en t = 0 on obtient :
ρ0(Xj).ϕ(t1, . . . , td/2) = − ∂
∂tj
ϕ(t1, . . . , td/2), (IV.2.4)
et pour tout X ∈ h :
ρ0(X).ϕ(t1, . . . , td/2) = −i < f,X > .ϕ(t1, . . . , td/2). (IV.2.5)
Graˆce au lemme IV.1.4 les notations sont cohe´rentes : la repre´sentation ρ0 de G0 dans
C∞c (R
d/2) s’obtient en prolongeant a` h¯ = 0 la formule (IV.2.3).
Soit maintenantK un compact fixe´ de Rd/2 d’inte´rieur non vide, et soitM = C∞K (R
d/2)
l’espace des fonctions C∞ a` support dans K. Cet espace est pour tout re´el h¯ un sous-
module du module des vecteurs C∞ de ρh¯. On munit M de la topologie de Fre´chet de´finie
par les seminormes :
Nk(ϕ) = sup
|α|≤k
sup
t∈K
|Dαϕ(t)|.
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On reprend les notations du § II. Le dual topologique de M est l’espace des distributions
de support inclus dans K. Soient ϕ ∈ M et T ∈ M ′. Comme les fonctions aX,u sont
entie`res, on voit en appliquant le lemme III.0.1 que l’expression < T, ρh¯(w)ϕ > est entie`re
en h¯ pour tout w ∈ S(g), ou` l’on a identifie´ S(g) et U(gh¯) via l’isomorphisme de Duflo. En
posant :
πν0(X) = iρ−iν0(X) (IV.2.6)
on obtient une famille (πν0) de repre´sentations de (A, ∗ν0) dans M ve´rifiant les conditions
de la proposition II.2.1 (avec R = +∞). En appliquant la proposition II.2.1 et le the´ore`me
II.3.1 on a donc structure de module topologiquement libre faiblement convergent de rayon
infini fortement unitaire surM = M [[ν]]. L’expression de la repre´sentation πν de l’alge`bre
de´forme´e A dans M s’obtient comme suit : pour tout X ∈ g on a :
πν(X)ξ(t) =
d
2∑
u=1
iaX,u(−iνt) ∂ξ
∂tu
(t)+aX,0(−iνt)ξ(t)+ ν
2
d
2∑
u=1
∂
∂tu
aX,u(−iνt)ξ(t), (IV.2.7)
et l’action d’un e´le´ment de A s’obtient via l’identification A = Uν(gC) donne´e par l’isomor-
phisme de Duflo.
IV.3. Calcul de la varie´te´ caracte´ristique
The´ore`me IV.3.1.
Soient g une alge`bre de Lie re´soluble exponentielle, f un e´le´ment de g∗ et h une polarisation
re´elle en f . Soit d la dimension de l’orbite coadjointe de f , soit K un compact de Rd/2
d’inte´rieur non vide. Soit πν la repre´sentation de l’alge`bre de´forme´e A dans le module
topologiquement libre convergent M = C∞K (R
d/2)[[ν]] construite au paragraphe IV.2 a`
partir de ces donne´es. Alors,
V (πν) = f + h
⊥.
En particulier, si h ve´rifie la condition de Pukanszky on a V (πν) = H.f .
De´monstration. Faisant ν = 0 dans (IV.2.7), on obtient :
π0(X) =
d
2∑
u=1
iaX,u(0)
∂
∂tu
+ aX,0(0).
D’apre`s le lemme IV.1.4 on a donc :{
π0(Xj) = −i ∂∂tj , j = 1, . . . , d/2
π0(X) =< f,X > pour tout X ∈ h.
L’annulateur de π0 est l’ide´al de S(g) engendre´ par lesX− < f,X >, X ∈ h, d’ou` l’e´galite´ :
V (πν) = f + h
⊥.
•
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IV.4. Le cas nilpotent
Dans les exemples III.1 et III.2 la varie´te´ de Poisson caracte´ristique co¨ıncide avec l’orbite
coadjointe. Cette proprie´te´ se ge´ne´ralise a` toute repre´sentation unitaire irre´ductible d’un
groupe nilpotent : soit g une alge`bre de Lie re´elle nilpotente de dimension n. Soit f ∈ g∗,
soit h une polarisation re´elle en f et soit ρh¯ la repre´sentation unitaire du groupe simplement
connexe Gh¯ = exp gh¯ donne´e par la construction du § IV.2. Elle est irre´ductible car h ve´rifie
toujours la condition de Pukanszky dans le cas nilpotent. L’orbite coadjointe Of ⊂ g∗
est une sous-varie´te´ alge´brique, donne´e par l’annulation de polynoˆmes a` valeurs re´elles
(Qj)j=1,...,n−d ou` d de´signe la dimension de l’orbite.
Soit τ l’isomorphisme de Duflo, qui se re´duit ici a` la syme´trisation. D’apre`s le the´ore`me
2.3.2 de [Pe1] (adapte´ ici a` nos conventions de signe dans la de´finition du caracte`re χf ),
l’annulateur de ρh¯ dans U(gh¯) est l’ide´al engendre´ par les uj avec τ−1(uj)(η) = Qj(iη). On
voit alors que l’annulateur de la repre´sentation πν de l’alge`bre de´forme´e A est engendre´
par les Qj . L’ide´al Annπ
ν
Ω/(Annπ
ν
Ω ∩ νA) de S(g) est donc e´galement engendre´ par les
Qj , d’ou` l’e´galite´ entre l’orbite Ω et la varie´te´ de Poisson caracte´ristique. On a donc :
The´ore`me IV.4.1.
Avec les notations ci-dessus,
VA(πν) = Ω.
Remarque : ce the´ore`me est en ge´ne´ral faux pour un groupe re´soluble exponentiel non
nilpotent, comme le montrent les exemples III.3 et III.4. Dans ces deux exemples la
varie´te´ de Poisson caracte´ristique est e´gale a` la fermeture de Zariski de l’orbite.
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