Recent literature points towards the role of speculators in exaggerating the rally in food prices, over and above that explained by the fundamentals of demand and supply. Some studies argue that futures market speculation can only be blamed for the increasing food prices if it is accompanied by hoarding. With this background, the issues that the present chapter deals with are: (i) assessing the impact of indices such as S&P500, and MSCI on commodity prices; and (ii) tracing the volatility patterns in commodity prices, and linking volatility in commodity markets to these variables.Our results show a negative relationship between the commodity market returns and the Dollex, and a positive relationship between commodity market returns and crude oil price returns. The impact of equity markets, inflation and emerging market performance on commodity markets is weak. We also find some evidence of reverse causality or mutual endogeneity, for instance, causality from GSCI, S&P500 and WTI to MSCI, CPI to WTI, and MSCI, S&P500 to Dollex. We also study the causal relationships between the volatility of returns on macroeconomic variables and commodity markets, using the cross-correlation function, and Granger causality tests. Our results confirm unidirectional relationship from (volatilities of) GSCI to S&P500, from GSCI to MSCI, and from Dollex to GSCI. But there is also evidence of atwo-way causality between Inflation and GSCI (volatilities). Thus, the case for financialisation of commodity/food markets driving commodity/food returns and their volatility rests on weak foundations, leaving the door open for the pivotal role of supply-demand fundamentals.
INTRODUCTION 1
Food prices have been rising shaply the world over since July 2010. Although food prices have been increasing since 2000, they increased at a faster pace between 2006 and 2007-08 when prices of major cereals surged very rapidly.After the peak in prices in 2008, good harvests helped the prices to fall back. However, adverse weather conditions in several food exporting countries affected supplies, and there was another food price crisis in 2010. These spikes have been due to a combination of both short-term (such as droughts and trade restrictions) and long-term factors (such as declining productivity and inadequate investments in infrastructure). Another factor is the deep integration between agricultural commodity markets and other markets in the world. For instance, rising crude oil prices have led to an increase in agriculture prices in two ways: rising inputs costs (such as oil-based fertilizers and transportation), and increased demand for agricultural crops for alternate energy sources such as biofuels.
Many analysts claim that speculation and hoarding further fuelled the price rise. Recent studies (Nissanke, 2012; Hernandez and Torero, 2010; Mayer, 2012) point towards the role of speculators in exaggerating the rally in food prices, over and above that explained by the fundamentals of demand and supply. Commodity derivatives are seen as an important portfolio hedging instrument since the returns in commodity sector are uncorrelated with the returns on other assets. This financialisation of commodity markets may not be a source of food inflation; however, it does play an important role in the short term volatility in food prices.
As a World Bank report (2011) points out, much of the recent increase in commodity financial transactions has occurred in the futures markets, including for maize and wheat. This is largely driven by demand from index funds holding and continuously rolling over futures positions in commodity markets, without taking physical delivery. The extent to which these inflows affect spot prices, however, remains debatable.
In the context of food prices, speculation may take two forms -hoarding of commodities during shortages in anticipation of a further price rise, and investments into commodity futures or options. Investments in futures have led to prices being out of line with fundamental values. Moreover, futures prices have also been volatile. Some studies argue that futures market speculation can only be blamed for the increasing food prices if it is accompanied by hoarding. Moreover, it is expected that over the next few years, energy price volatility will translate into food price volatility.
With this background, we address the following issues in this chapter: (i) assessing the impact of macroeconomic variables on commodity prices; and (ii) tracing the volatility patterns in commodity prices, and linking volatility in commodity markets to macroeconomic factors. The scheme is as follows. In the next section, we review recent literature addressing these issues. Our study builds on to the extant literature by examining not just the impact of macroeconomic factors on commodity prices, but also highlights a bicausal relationship between them. The third section gives an overview of the time series data characterising commodity market returns. The statistical tests pertaining to the data and methodological issues are covered in section 4. To address the issue of reverse causality that may exist between macroeconomic factors and commodity prices, we use a vector autoregression framework. Empirical results are analyzedin section 5, and section 6 concludes.
LITERATURE REVIEW
Recent literature on commodity price movements yieldsmixed results.
Tang and Xiong (2009) empirically study the futures contracts of 28 commodities and segregate the analysis into indexed and non-indexed commodities. They examine the difference in co-movements of indexed and non-indexed commodities by studying the correlations between a commodity return and return on oil. Comparison of the average one year correlation of indexed and non-indexed commodities for the period from 1973 till 2009 suggests that indexed non-energy commodities faced greater volatility compared to non-indexed commodities. This study also suggests that the average correlation in commodities is found to be higher in US than in China. Gorton and Rouwenhorst (2006) construct an equally weighted performance index of commodity futures to investigate the impact of macroeconomic variables on return of commodity futures for the period from . They examine the correlation of stocks (total return index of SP500 stocks) with returns on commodity futures at various frequencies -quarterly, annual and at intervals of five years. Even though the correlation between returns on commodity futures and stocks is found to be negative for quarterly, one year and five-year intervals, it remains weak. Using the CPI Index, the authors analyse the relationship between inflation and commodity futures returns. They find a positive correlation which is larger at longer intervals (yearly or 5 yearly) compared to shorter intervals (monthly or quarterly). Greer (2000) uses returns of asset class from 1970 till 2000 and is able to conclude that there exists negative correlation between returns on commodities and stocks and bonds. He also shows that there is positive correlation between returns on asset class and inflation. Erb Buyuksahinet et. al. (2010) employ SP 500 returns and GSCI returns and find that simple correlation between the two during the period June 1992 to June 2008 is almost zero but rolling correlations fluctuate substantially in the chosen period of study. But for the overall period, on using dynamic correlation technique and recursive cointegration, the relation between stock and commodity indices does not vary.
In several important contributions, Wright (2011) and Bobenrieth (2010) , among others, have employed a competitive storage model to shed light on foodgrain price spikes. The main argument is: given the substitutability between wheat, rice, and corn in the global market for calories, when aggregate stocks decline to minimal feasible levels, prices become highly sensitive to small shocks, consistent with the economics of storage behaviour. Higher stocks when prices fall reduce the dispersion of price and prevent steeper price slumps. Disposal of stocks when supplies are scarcer reduces the severity of price spikes. Given sufficiency of speculative capital, storage can eliminate negative price spikes but can moderate positive price spikes only as long as stocks are available. When stocks are used up, aggregate use must match an almost fixed supply in the short run.
Most recent explanations of commodity price surges/spikes have relied on "bubbles". These imply that price rises at the rate of interest, or at a higher "explosive" rate, for a sustained period, followed by a sharp slump and a period of quiescence (Wright, 2011) . Bubbles are noticed only after a sequence of price run-up and crash has been completed, often viewed as incompatible with market fundamentals.
Our preceding literature review focused on cash inflow and commodity price spikes. Wright (2011) is deeply sceptical of this link primarily on the ground that there is no evidence suggesting that this cash increased grain stocks during the price spikes in 2007/08. If the excess cash caused a bubble, it must have reduced consumption and increased food stocks.
But in 2007/08, stocks in the global markets were close to minimal levels as prices spiked.
There is in fact evidence of massive storing by exporter governments denying their stocks to the global market by restricting supply to protect their domestic consumers. Following the announcement by India of banning of rice exports to protect its consumers from a wheat shortfall, other exporters followed suit while importers resorted to panic buying. The important point here is that charges against private hoarders and financiers of excessive hoarding are misplaced as huge stocks held off the market are overlooked, especially by China.
In 2007/08 the aggregate stocks of wheat, rice and corn were at minimal levels, lower than the amount than would have been observed without mandated diversions of grain and oilseeds for biofuels. Lack of stocks rendered the markets vulnerable to regional weather problems, the boost to biofuel demand from the oil price hike in 2007/08, and the long Australian drought. Moreover, the demand for biofuel was expected to increase in the future, and using stocks of wheat, rice and corn to dampen prices would have been irresponsible and would have lead to rise in their prices in the future. Supplies were adequate to meet food demands without food price hikes but for panic reactions of food exporters and importers.
The spillovers from the financial markets to the commodity markets during the global financial crisis on developing economies of the world have been investigated by Nissanke Corn also faced similar movements in price. Corn prices remained below 300 USc/bushel in the first half of 1990s. In 1996, corn prices experienced a sharp rise, reaching a peak of 548 USc/bushel in July 1996 due to low stocks, a result of low production of corn in the Price of wheat has continued to remain volatile since the beginning of the crisis. 
DATA AND METHODOLOGY (A) DATA
The data used in this study are the returns on the Goldman Sachs Commodity Index (GSCI), on these variables are GSCI, MSCI, SP500, Dollex, CPI, and WTI, respectively 2 . Table 1 gives the summary statistics of the monthly returns on these variables. The statistics include mean returns/growth, standard deviation, skewness, kurtosis, autocorrelation and Portmanteau Q test. Mean returns suggest a more or less stable regime if we look at the complete period; but these may be very volatile. A commonly used measure to estimate volatility is the standard deviation of returns/growth. The returns on CPI (inflation rate) and WTI are more volatile than the returns on commodity markets and other macroeconomic variables. The returns on GSCI, MSCI and S&P 500 are negatively skewed, suggesting that the values lower than the mean are farther from it than those higher than the mean. The coefficient of kurtosis is greater than 3, implying a fat tailed distribution.
2 Throughout this paper, we use commodity returns for GSCI, and other macroeconomic variables / returns on other markets for MSCI, S&P 500, Dollex, CPI and WTI. When there is correlation or dependence between observations that are close in time, the disturbance process exhibits autocorrelation or serial correlation. The larger the absolute value of autocorrelation, the more highly autocorrelated are the disturbances. Since we suspect the presence of autocorrelation 3 in the time series, we use estimated residuals to diagnose it using the Q-statistic 4 . Figure 2 shows the serial dependence of various series. The significant value of the Portmanteau's Q statistic provides evidence of strong dependencies in 3 Autocorrelation is calculated as
, where k is the number of lags, and is the return at time t (Greene, 2008; Campbell, Lo, & MacKinlay, 1997) 4 The Box Pierce Q-statistic, later refined by Ljung-Box is calculated as ( ) ∑ ., where p is the number of autocorrelations that are squared and summed (Campbell, Lo, & MacKinlay, 1997) . the distribution of returns and justifies the use of autoregressive filters and conditional heteroscedasticity models. Bartlett's formula for MA(q) 95% confidence bands constant overtime. If a series has a long term trend, and tends to revert to the trend line (such a series is known as trend stationary series), it may be possible to stationarize it by detrending the series. A difference stationary series is one whose statistical properties are not constant overtime even after de-trending, and it has to be transformed into a series of periodto-period changes (also known as first differences). We examine the stationarity of the various time series using unit root test -Augmented Dicky Fuller (ADF) test 5 and the Phillip Perron (PP) test 6 (Wooldridge, 2006) . The results are shown in Table 2 . The null hypothesis of presence of unit root in the series is rejected for all the series, and thus, the returns exhibit stationarity. These are difference stationary series as the first difference of the logarithmic transformation of values is used to calculate returns / growth rates.
(B) METHODOLOGY
The first objective of this chapter is to assess the impact of macroeconomic variables on commodity prices. Towards this objective, we use regression analysis to examine the effects of the various economic variables, following Tang (2012) -the performance of emerging 5 The Augmented Dicky Fuller test fits the model of the form , testing for the null hypothesis . The lag length k is determined using Akaike Information Criterion (AIC) and Schwartz/Bayesian Information Criterion (BIC). The information criterion offers the same conclusion -lag length of 1. 6 The Phillip-Perron (PP) unit root test fits the following model originally proposed by Dicky and Fuller . This specification poses the problem of serial correlation. Hence the ADF test which uses lags of first difference of was an improvisation over this. Phillip-Perron use the original DickyFuller statistics which have been made robust to serial correlation by using Newey-West Heteroscedasticity and autocorrelation consistent covariance matrix estimator. The default lag of 8 given by Newey-West (integer part of ( ⁄ ) ⁄ ) is used. market economies as captured by MSCI, equity market performance as measured by the S&P 500, inflation rate, oil price as measured by the WTI and exchange rate captured by the Dollex -on commodity markets in general, captured by the Goldman Sachs commodity index, and then on individual commodity prices. In addition to the explanatory variables, we use time dummies, to examine the impact of the financial and food crises on commodity market returns.
Since the variables in the macroeconomic framework are integrated, we use a VAR framework to capture the relation between each of the macroeconomic variables and commodity market returns in a dynamic setting. The VAR approach models every endogenous variable in the system as a function of lagged values of itself as well as of all the other endogenous variables in the system (Sims, 1980; Stock & Watson, 2001; Watson, 1994) .
A reduced form of the VAR (bivariate) model can be represented as follows:
wherex i are the endogenous variables, ω i are the intercept terms, L is the lag operator, such
where p is the number of lags included in the VAR models, and L i x t = x t-i , and ε i are the error terms (Binswanger, 2004 ).
The VAR model requires variables to be stationary. Since each variable in our study is stationary (at the level of first difference of logarithm), we use a VAR framework to assess the impact of the macroeconomic variables (returns or growth rates) on commodity returns, and the reverse causality.
The second objective of this study is to trace the volatility patterns in commodity prices, and link volatility in commodity markets to macroeconomic factors. Since the volatility of many economic time series is not constant through time,conditional heteroscedasticity models are used to estimate the volatility of commodity returns, and other macroeconomic variables, and the causal relationships between the predicted variances are assessed using cross-correlation functions and vector autoregression models.
Traditional homoscedastic models are not appropriate when using data for commodity prices, because of the presence of conditional heteroscedasticity (Baillie & Bollerslev, 1990; Lamoureux & Lastrapes, 1990a; 1990b; Mandelbrot, 1963) . The volatility of many economic time series is not constant through time. For instance, stock market volatility exhibits clustering, i.e. large deviations from the mean tend to be followed by even larger deviations, and small deviations tend to be followed by smaller deviations. The Autoregressive
Conditional Heteroscedasticity (ARCH), and its extension, Generalised Autoregressive
Conditional Heteroscedasticity (GARCH) address this time dependent volatility as a function of observed time volatility (Bollerslev, 1986; Black, 1976; Bollerslev, Chou, & Kroner, 1992; Bollerslev, Engle, & Nelson, 1994; Engle, 1982; Chiang & Doong, 2001 an Autoregressive Moving Average (ARMA) process can also be added to the mean equation (Enders, 2004; Hamilton, 1994) .
A drawback of the ARCH and GARCH models is the failure to address the problem of asymmetry. Both these models imply a symmetric impact of innovations, i.e. whether the shock is positive or negative makes no difference to the expected variance. However, many economic time series, particularly stock market returns, exhibit an asymmetric effect, i.e. a negative shock to returns generates more volatility than a positive shock. Nelson(1991) addresses the asymmetry problem in GARCH by employing an Exponential Generalised Autoregressive Conditional Heteroscedasticity model (E-GARCH). The conditional volatility equation for an E-GARCH(p, q) model is as follows:
The presence of leverage effect can be tested by the hypothesis . The impact is asymmetric if . If , the volatility tends to rise when the shock is positive, and if , the volatility tends to fall. We use an E-GARCH model to calculate the volatility of various time series, and also experiment with various conditional heteroscedastic models (with and without autoregressive coefficients), and the best fit model is selected on the basis of the log likelihood ratio test.
Having estimated the variance using the conditional heteroscedasticity models for all the variables, we study the causal relationships between these using the cross-correlation function (Cheung & Ng, 1996) . The cross-correlation function is implemented as follows. In the first stage, the time varying variance is modelled using conditional heteroscedasticity. In the second stage, the resulting squared residuals are standardized by their conditional variances, and the cross-correlation function of these squared residuals is used to test the null hypothesis of no causality in variance (Constantinou, Georgiades, Kazandjian, & Kouretas, 2005) . The cross-correlation function is used by Cheung & Ng (1996) to study the causal relationships between the NIKKEI 225 and the S&P 500 stock price indices.
Since the variables in the macroeconomic framework are integrated, the predicted volatility of any of them should affect others. Thus, we use a VAR framework to capture this relationship. After estimating the VAR model, impulse response functions (IRFs) are derived from the estimates. An impulse response function measures the effect of a shock to an endogenous variable on itself or on another endogenous variable (Hamilton, 1994; Lutkepohl, 1993) . We then employ Granger causality tests to find whether there exists any relationship between macroeconomic variables and commodity returns, and the direction of causality.
RESULTS
The following subsections analyze the empirical results based on the methodology discussed earlier.
The results pertaining to the first objective (relationship between commodity market returns and macroeconomic factors) are given in sections A1 (commodity markets) and A2 (individual commodities). As discussed previously, variables in the macroeconomic framework may be integrated. Hence, we use a VAR framework to capture the relation between each of the macroeconomic variables and commodity market returns, the findings of which are given in section A3. The results for the second objective, linking volatilities in various variables, are given in section B.
A1. Impact of Economic Factors on Commodity Market Returns
To assess the impact of economic factors on the commodity market returns, we regress the return on GSCI on S&P500, MSCI (an emerging markets index), CPI, Exchange Rates (using Dollex) and Crude Oil Price (using WTI). We experiment with two alternate specifications:
(a) in the first, we take a single time dummy; (ii) in the second, we take three time dummies.
In Table 3 Our results show a negative relationship between the commodity market returns and the Dollex, and a positive relationship between commodity market returns and crude oil price returns. The impact of equity markets and inflation on commodity markets is weak except when interacted with time. As suggested by the results in the second panel, emerging markets performance has a positive impact on commodity markets, and this relationship became stronger in the years of the financial crisis. Surprisingly, the overall impact of the two time dummies is insignificant.
In Table 4we Table 1 -a negative relationship between the commodity market returns and the Dollex, and a positive relationship between commodity market returns and crude oil price returns. The impact of equity markets, emerging markets and inflation on commodity markets is weak. An additional finding is that the oil price impacts become stronger in the periods of the two food crises. This is consistent with our introductory remarks on the foodenergy nexus. Moreover, compared to Table 1 , MSCI has a weak coefficient. 
A2. Impact of Economic Factors on Individual Commodity Returns
In the second set of exercises, we take individual commodity returns, instead of the commodity market index, i.e. the GSCI. We regress returns on various commodies (Corn, Soyabean, Kansas Wheat and Minnesota Wheat) on S&P 500 (equity markets index), MSCI (an emerging markets index), CPI (to capture inflation), Exchange Rates (using Dollex) and
Crude Oil Price (using WTI). Our specification uses three time dummies: T1 which takes the Table 5 . We use different specifications for the four commodities.
For each of the commodities, T3 has a significant positive impact. This implies that the returns were higher in the period of the recent food price spike, i.e. July 2010 to June 2011.
There is no significant relationship between equity market performance and returns on the various commodities. In case of Kansas Wheat and Corn, a significant positive relationship is found between the returns, and the indicator of emerging markets performance. The returns on Corn and Minnesota wheat are negatively related to the returns on Dollex, and this relationship weakens during the recent financial crisis, and the food price surge following it.
A positive relationship is observed between returns on both types of Wheat and Inflation rates, with the effect weakening in the wake of the second food price crisis. 
A3. Bidirectional Relationship between Commodity Market Returns and Macroeconomic Factors
We use a vector autoregression (VAR) framework to capture the relation between macroeconomic variables and commodity market returns in a dynamic setting. The Schwartz Bayesian Information Criterion(SBIC) is used to determine the appropriate lag length for the VAR framework. The variables that we use in our VAR are (i) returns on GSCI, (ii) returns on MSCI, (iii) returns on S&P 500, (iv) inflation rate based on CPI, (v) returns on the WTI (representing oil prices), and (vi) returns on the Dollex index. The lag length obtained for each of the variables, using SBIC is 1. The results of the VAR are given in Table 6 . As may be seen from the table above, there is some evidence of reverse causality or mutual endogeneity, for instance, causality from GSCI, S&P500 and WTI to MSCI, CPI to WTI, and from MSCI, S&P500 to Dollex. We also performed a similar analysis taking individual commodity returns instead of the composite GSCI. Some evidence of mutual endogeniety between these variables is found. There is also in some cases reverse causality from commodity return to macroeconomic factors, for example, from Soybean return to the Dollex index 8 .
B. Relationship between Volatility in Commodity Markets and Other Markets
Traditional homoscedastic models are not appropriate when using data for commodity prices, because of the presence of conditional heteroscedasticity. Having tested for the presence of ARCH effect 9 , the appropriate lag length for the mean equation is calculated using the Akaike Information (AIC) criterion. The order of E-GARCH (p.q) is estimated using diagnostic tests, t-values and the log likelihood ratio of alternate specifications. Based on the post-estimation diagnostic tests, we choose the following models: E-GARCH(1,1) for GSCI, AR(2)EGARCH(1,2) for MSCI, AR(1) EGARCH(1,1) for S&P 500, ARCH(1) for CPI, EGARCH(1,1) for WTI, and E-GARCH(1,1) for Dollex. Table 7 gives the parameters of the conditional heteroscedasticity models for all the six variables. The significance of the γ coefficients suggests the presence of leverage effects. The positive values for the various variables suggest that positive shocks generate more volatility than negative shocks. This is surprising, especially in the case of commodity markets, but given the fairly long time series studied, there might be variations from one time period to the other. The coefficient α captures the symmetric effect, and the coefficient β measures the persistence in conditional volatility. *** significance at 1%, ** significance at 5%, and * significance at 10% levels.
Based on the parameters estimated according to the conditional heteroscedastic models, the volatility of the various macroeconomic variables and stock market returns are calculated. Tables 8 and 9 report the cross-correlations between volatility of stock market returns and macroeconomic variables for 20 leads and 20 lags. Table 8 reports the results for causality in the variance. Table 9 reports the results for causality in mean (negative lags denote lags of the macro variables, and positive lags denote lags of GSCI).
Causality in variance runs from volatility in MSCI to volatility in GSCI (at lag 0, 1), from volatility in S&P 500 to volatility in GSCI (at lags 0, 1, 8), from volatility in CPI to volatility in GSCI (at lags 1, 12), from volatility in WTI to volatility in GSCI (at lags 0, 15) and from Dollex volatility to GSCI volatility (at lags 16). Causality in variance runs from volatility in GSCI to volatility in MSCI (at lags 0), from volatility in GSCI to volatility in S&P 500 (at lags 0, 1, 13), from volatility in GSCI to volatility in CPI (at lag 5, 9, 10), from volatility in GSCI to volatility in WTI (at lags 0, 1, 3, 8, 9), and from volatility in GSCI to volatility in Dollex (at lags 0, 1). Therefore, we see in some cases, reversal of causality in volatility. Table 9 reports the results for causality in mean. Causality in mean runs from MSCI to GSCI (at lag 0, 2, 10, 19), S&P 500 to GSCI (at lag 0, 2, 8, 17), CPI to GSCI (at lags 2, 3, [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] 17, 18, 20) , WTI to GSCI (at lag 0) and Dollex to GSCI (at lags 0, 6, 9, 13, 15) .Causality in mean runs from GSCI to MSCI (at lags 0, 7, 9, 17), GSCI to S&P 500 (at lag 0, 2, 7, 17, 18), GSCI to CPI (at lags 1, 5, 6), GSCI to WTI (at lags 0, 8) and GSCI to Dollex (at lags 0, 1, 3, 11).
Thus, there are mixed patterns of causality with a few reversals depending on lags. The predicted variance for each of the macroeconomic variables and commodity returns are used in a VAR framework, to assess the causality that exists between them, and the direction of causality. The results of the VAR model are given in Table 10 . To estimate the appropriate lag length of the VAR model, we use the SBIC. The lag length obtained using this criterion is2 for the relationship between volatility in MSCI and volatility in GSCI, 2 for the relationship between volatility in S&P500 and volatility inGSCI, 1 for the relationship between volatility in CPI and volatility in GSCI,2 for the relationship between volatility in WTI and volatility in GSCI, and 1 for the relationship between volatility in Dollex and volatility in GSCI.
Examination of statistics in the following tables suggest that volatility in commodity market returns has an impact on the volatility in returns of MSCI, Crude Prices and Dollex. In case of MSCI, there is a reverse causality as well. There is also a significant (unidirectional) relationship between volatilities in equity market returns, and volatilities in commodity market returns. (1.27) *** significance at 1%, ** significance at 5%, and * significance at 10% levels.
In our IRFs, we see the impact of a 1 unit positive shock to one variable on the other. The graphs of impulse response function (IRFs) and forecast error variance decomposition (FEVDs) are given in Figure 3 .We employ Granger causality tests to find whether there exists any relationship between macroeconomic variables and stock returns, and the direction of causality. In the Granger test of causality, lags of one variable enter into the equation for the other variable. The Granger causality results are given in Table 11 . The key findings are summarized below:
 The relationship between volatilities in GSCI and MSCI is unidirectional, the direction being from the former to the latter. A shock to GSCI results in a negative response in MSCI for two periods, followed by a positive response, and after a series of fluctuations, takes the value above its positive equilibrium in the next five periods. The process of returning to the equilibrium value is gradual, and take upto 100 periods.
 The relationship between volatilities in GSCI and S&P 500 is also unidirectional, the direction being from the former to the latter. A shock to GSCI results in a small negative response in S&P500, followed by a positive response for the next 20 periods. There is a gradual adjustment process which brings the value back to equilibrium from its positive high, which takes more than 100 periods.
 No significant relationship is found between GSCI volatility and CPI volatility, hence, we do not report or comment on the IRFs  The relationship between volatilities in GSCI and WTI is bidirectional. A shock to GSCI generates a positive response in WTI which continues for about 25 periods, and then starts declining towards the equilibrium value, which is a long but gradual process, and takes more than 100 periods. A shock to WTI generates an initial negative response in GSCI, and then there is a positive movement towards the equilibrium value.
 The relationship between volatilities in GSCI and Dollex is unidirectional, the direction being from the latter to the former. A shock to Dollex generates a positive response in GSCI which persists for about 50 periods, and then starts declining towards the equilibrium value, which is a long but gradual process, and takes more than 200 periods. The present study builds on the extant literature on financialisation of commodity markets, and assesses the impact of macroeconomic factors on commodity prices, linking both returns and volatility to each other in a dynamic set up.
Our results show a negative relationship between the commodity market returns and the Dollex, and a positive relationship between commodity market returns and crude oil price returns. The impact of equity markets, inflation and emerging market performance on commodity markets is weak.Since the variables in the macroeconomic framework are integrated, we use a VAR framework to capture the relation between each of the macroeconomic variables and commodity market returns in a dynamic setting. We find some evidence of reverse causality or mutual endogeneity, for instance, causality from GSCI, S&P500 and WTI to MSCI, CPI to WTI, and MSCI, S&P500 to Dollex. A similar analysis is also performed using individual commodity returns (for Corn, Soyabean, Chicago Wheat and Kansas Wheat) instead of the composite GSCI.
There are also causal relationships, obtained using the cross-correlation function and Granger causality tests, between the volatility of returns on macroeconomic variables and volatility of return on commodity markets. Our results confirm a unidirectional relationship from (volatilities of) GSCI to S&P500, from GSCI to MSCI, and from Dollex to GSCI. There is also evidence of atwo-way causality between Inflation and GSCI (volatilities).
In conclusion, serious doubts are raised about the findings confirming a strong link between financialisation of commodity/food markets and food pricesand their volatility. Although there is evidence of causality from indices such as S&P500 and MSCI to commodity/food returns and their volatility, there is also evidence of reversal of causality in which commodity/food returns drive S&P 500 and MSCI. Macro factors such as inflation and the dollar exchange rate Granger -cause commodity /food returns while the latter also cause the former. A two-way causality between commodity/food returns volatility and these indices is confirmed, as also between macro factors and commodity/food volatility. Taken together, the case for financialisation of commodity/food markets driving commodity/food returns and their volatility rests on weak foundations, leaving the door open for the pivotal role of supplydemand fundamentals.
ANNEXURE 1: DEFINITIONS OF VARIABLES USED IN THE STUDY
The S&P GSCI is designed to be a "tradable" index, providing investors with a reliable and publicly available benchmark for investment performance in the commodity markets. The index comprises the principal physical commodities that are traded in active, liquid futures markets. In addition to numerous related and sub-indices calculated on a single component and multi-currency basis, thematic baskets such as Biofuel and Petroleum are available. Light, sweet crudes are preferred by refiners because of their low sulphur content and relatively high yields of high-value products such as gasoline, diesel fuel, heating oil, and jet fuel.
MSCI
CPI represents changes in prices of all goods and services purchased for consumption by urban households. User fees (such as water and sewer service) and sales and excise taxes paid by the consumer are also included. Income taxes and investment items (stocks, bonds and life insurance) are not included.
DOLLEX currency is a weighted geometric mean of the dollar's value compared only with "baker" of 6 other major currencies which are Euro (57.6% weight), Japanese Yen (13.6%), Pound Sterling (11.9% weight), Canadian Dollar(9.1% weight), Swedish Krona (4.2% weight), Swiss Franc(3.6% weight). It can be traded on Intercontinental Exchange.
For the commodities, weekly closing price of generic futures series (includes near month futures contract) has been downloaded from Bloomberg. We have used weekly prices to calculate weekly returns (log difference of prices) for each of the four commodities. long grain rough rice with a total milling yield of not less than 65%, including head rice of not less than 48%. Rough rice can be used to produce five different types of rice -hulls, bran, brown rice, whole-kernel milled rice, and brokens (broken-kernel milled rice). The contract months for CBOT Rough Rice future are January, March, May, July, September and November.
Soybean(Bloomberg

