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Bibliografía
Introducción
Se aborda en esta memoria, el estudio de familias diferenciables de parejas de ma-
trices, bajo la relación de equivalencia de semejanza por bloques. Esto es, se considera
el espacio de matrices complejas Mnm = {(A, B) \ A 6 Mnxn(C),B E MnXm(C)},
y en él la relación de equivalencia "semajanza por bloques" dada por (A, B) ~
(P-l(A + BK)P,P-lBQ), donde P e Gl(n,C), Q G G/(m, C), R e MmX„(C).
Se trata dé estudiar familias (-A(í), B (i)} en dicho espacio que dependen diferencia-
blemente de un parámetro t que varía en una variedad diferenciable.
Las parejas de matrices, aparecen ya en los trabajos realizados por Kronecker ([17]),
sobre haces de matrices, es decir matrices de la forma A + XB, con A, B 6 MnXm(C).
En las últimas de'cadas se ha reavivado su estudio por su relación con la teoría de
sistemas dinámicos lineales. Un sistema lineal a coeficientes constantes viene repre-
sentado por ecuaciones del tipo
x(s) = Ax(s) + Bu(s) ó x(k + 1) = Ax(k) + Bu(k)
donde x(s) son las variables de estado, u(s) las de entrada (o inputs), A la matriz del
sistema y B la de realimentación. Dichas ecuaciones se corresponden obviamente con
las parejas de matrices (A,B) £ .Mnm, y en esta correspondencia la "semejanza por
bloques" se interpreta como cambios de base en las variables de estado (matriz P) y
en las de entrada (matriz Q), más una realimenatción adicional (matriz R).
En este contexto aparecen de forma natural familias (^4(¿), B(t)) como las objeto
de nuestro trabajo, asociadas a familias de sistemas lineales. Así (véase, por ejem-
plo, Hazewinkel [7]), estas familias se presentan en el estudio de perturbaciones de
sistemas, de sistemas con retardo, de incertidumbre en el valor de los parámetros del
sistema, etc.
Dentro de este planteamiento general de estudio de familias diferenciables de parejas
de matrices, tres son los problemas que abordamos, y que constituyen respectivamente
el objeto de los capítulos 1, 2 y 3:
1- Forma canónica local de una familia de parejas de matrices: deformación
miniversal
2- Semejanza por bloques global de clase Cr: existencia de familias diferenciables
de bases de Brunovsky (que en cada punto reducen la pareja de matrices a su
forma canónica)
3- Estratificación del espacio de parejas de matrices según sus invariantes discre-
tos. Diagramas de bifurcaciones de familias genéricas
En todo momento se ha evitado el uso de técnicas particulares, sólo aplicables a cada
problema concreto. Por el contrario, se ha pretendido utilizar técnicas más generales
que permitan un tratamiento homogéneo de estos problemas, así como su aplicación
a otros de tipo semejante. Así, incluímos una aplicación de las técnicas utilizadas
en (1) al caso de las cuaternas de matrices, y de las de (2) a las familias de inversas
generalizadas.
Una referencia fundamental la constituye los estudios realizados por diversos au-
tores (Arnold [1],[2], Gibson [20],[21],) para matrices cuadradas. Asimismo, son ya
conocidos algunos resultados parciales para el caso particular de parejas controlables
(Udilov [47], Tchon [45]). Con todo, como la descomposición de un sistema en un
subsistema controlable y un endomorfismo no es directa, los resultados para el caso
general no se derivan de los de ambos casos particulares, sino que requieren un estudio
específico.
1. Forma canónica local de una familia de parejas de matrices.
Siguiendo el planteamiento de Arnold, una herramienta fundamental para el estu-
dio local de familias (perturbaciones, regularidad de la estratificación, bifurcaciones
locales,...) es disponer de una forma canónica diferenciable local para las familias
de parejas de matrices. De forma más precisa, de una llamada deformación versal:
familia de parejas de matrices tal que cualquiera otra es isomorfa a alguna de las
inducidas de ella mediante cambio de variables. Si además su dimensión es la mínima
posible (deformaciones miniversales) nos da una "representación local" del espacio
de parejas de matrices.
Como antecedentes en este tema, destaquemos que Arnold [1], [2] obtiene formas
canónicas diferenciables locales para matrices cuadradas respecto a la relación de
conjugación. Aplicaremos esos resultados al subsistema "incontrolable" del sistema
tratado.
En cuanto a parejas de matrices, Tannenbaum [43] describe formas canónicas lo-
cales, pero con respecto a la relación de equivalencia cambio de base en el espacio de
estados, por lo que no son de aplicación en nuestro caso.
Señalemos finalmente que, para la relación de equivalencia aquí considerada, Udilov
[47] da una deformación versal para el caso particular de parejas controlables y matriz
de realimentación de rango máximo.
Por nuestra parte, en el capítulo 1, tales deformaciones miniversales son construidas
como variedades lineales minitransversales a las clases de equivalencia. Una primera
deformación es obtenida como ortogonal a dichas clases, respecto a un producto es-
calar hermítico definido en (II.1.2):
DEFORMACIÓN MINIVERSAL "ORTOGONAL" (II.1.4).
Sea (A, B) (E M.nm, una pareja de matrices. Entonces, una deformación miniversal
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(ortogonal) de (A, B) viene dada por
donde X e Mn(C), Y G MmXn(C) recorren el conjunto de soluciones del sistema
YB = 0
y X*, Y* indican sus respectivas adjuntas.
Su descripción explícita requiere la resolución de este sistema de ecuaciones matri-
cial, que se detalla en el anexo.
En particular, contiene el mencionado resultado de Udilov [47].
A partir de una deformación ortogonal, se obtiene otra "minimal" en el sentido
de que puede expresarse de la forma (A, B) + (X, F), donde (X, Y) es una pareja de
matrices de coeficientes variables, de los cuales los no nulos constituyen los parámetros
independientes de la deformación.
DEFORMACIÓN MINIVERSAL "MINIMAL" (III. 3).
Sea (A, B) 6 Mnm una pareja de matrices, en su forma reducida de Brunovsky,
r = rangB, k\ > ... > kr los índices de controlabilidad, y p = ki + . . . + kr.
Entonces, una deformación miniversal de (A, B) viene dada por (A, B) + S, donde S
es la variedad lineal de Mnm definida por las parejas (X, Y)
/ Y1 Y1 \ / V"1 V1 \
Y — (Al A2 \ V — / 1 2 1
l F2 Y2 I ' V V2 V2 I\A1 A2 ) \YÌ Y2 J
donde la partición por bloques corresponde a la de la forma de Brunovsky de (A, B),
y
(i) X\ = 0, X\ = 0
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(ü) Todos los elementos de X^ son nulos excepto los indicados por los parámetros
x
p+1
 ... x
n
(iii) X$ es la forma canónica de Arnold [1]
(iv) Todos los elementos de Yf son nulos excepto los indicados por los parámetros
„ „2 i • • • ) y 2 i y 3 ) • • • • >
 r > • • • » r
(v) y^1 es tai que
(vi) y,2 = o
(vii) Todos los parámetros de Y% son arbitrarios.
Diversas consecuencias se siguen de la explicitación de estas deformaciones miniver-
sales. Así, la primera de ellas permite calcular (véase (II. 3.1) y (II.3.4)) la dimensión
de la órbita y del estabilizador de una pareja (A, B} cualquiera:
DIMENSIÓN DE LA ÓRBITA Y DEL ESTABILIZADOR.
Sea (A, B] G Mnm una pareja de matrices, O(A,B) su órbita y £st(A,B] su
estabilizador. Obviamente:
dim O(A, B) = n2 + nm- dim TO(A, B)-1
dim £st(A, B] = n2 + nm + m2 - dim O(A, B)
Entonces, se tiene
dim TO(A, B}^ = ^ maz{0,-fc¿ - fc,- - 1} + r(n -
«<'»j< r
+ (m - r)(n - r)+
3a2(A) + 5<r3(A) + . . .
A
5
donde r, fcj,..., kr,p son como antes, Ajrecorre los valores propios de (A, B), y (a\ (A),
(72(A), . . . ) es Ja característica de Segre del correspondiente valor propio.
El cálculo de dim£st(A, B) fue planteado por Tanemmbaum ([43], problema abierto).
Martin [7], lo resolvió para el caso de matrices completamente controlables y rang B
máximo. Nuestro resultado fue obtenido paralelamente por Beitia, Gracia, Hoyos
[4]. Ambos fueron comunicados en "Encuentros de Análisis matricial y aplicaciones",
Valencia 1989.
La segunda deformación miniversal, más "sencilla", permite estudiar los tipos de
parejas de matrices que aparecen en un entorno de una pareja dada. Algunos ejem-
plos son presentados en (IV.3). En particular, como coralario se deduce el siguiente
resultado obtenido por Willems [49].
ESTABILIDAD ESTRUCTURAL. (IV. 1.3)
Sea (A, B) £ Mnm y r, ki > ... > kr como antes. Entonces (A, B) es estructural-
mente estable si y sólo si r = mm(n, m), y k\ — kr < 1.
Remarquemos que las técnicas utilizadas son aplicables a otros casos. Como ejem-
plo en este sentido, se ha generalizado el resultado anterior al caso de cuaternas de
matrices (con respecto a la relación de equivalencia natural que generaliza la equiva-
lencia por bloques entre parejas de matrices (V.l), [40]):
ESTABILIDAD ESTRUCTURAL DE CUATERNAS DE MATRICES. (V.4.3)
Sea (A, B, C, D) € Mnmp una cuaterna de matrices en su forma reducida de Moli-
nari [40]:
C
(Al[1
V
(°
= 0
lo
42
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Ci 0
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0 0
\
1 n i1 B •=. \Y lAj
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Entonces (A, -B, (7, D) es estructura/mente estable (respecto a [40]), si y sólo si
rang D = min(m, p) y
i) para m > p, si ranghi = min(n,m — p) y la pareja de matrices (Ai,Bi) es
estructuralmente estable.
( . x tn 1 es estructuralmente
°i/
esíable.
2. Semejanza por bloques global de clase Cr.
La deformación semiuniversal asegura la posibilidad de reducir localmente una fa-
milia diferenciable a una forma canònica, mediante una cambio de base asimismo
diferenciable. Pero ello no es posible globalmente, en general.
La existencia de bases globales diferenciables que reduzcan una familia a una forma
"más simple" requiere hipótesis adicionales sobre la familia considerada. Así, para
matrices cuadradas tenemos resultados obtenidos por Philip-Thijse [41], Guralnick
[26], Gracia-Evard [10], en los que dan condiciones suficientes para la existencia de
bases diferenciables globales que reducen la familia de matrices a su forma de Jordán.
En nuestro caso, y para variedades de parámetros contráctiles, demostramos que
una condición suficiente para ello es que los invariantes discretos de la familia per-
manezcan constantes:
EXISTENCIA DE CAMBIOS DE BASE GLOBALES (III.3.1).
Sea M una Cr-variedad contráctil, y (A(í),B(í)),í e M, una familia diferenciable
de parejas de matrices con invariantes discretos constantes. Entonces, existen P(i) 6
Gl(n- C)), Q(t) e Gl(m; C)) y R(t) € MmXn(C)) dependientes diferenciablemente de
t 6 M tales que tales que
es una matriz de Brunovsky, para todo t £ M
Como muestra de que también en este caso las técnicas utilizadas permiten apli-
caciones en otros problemas similares, presentamos el estudio de la diferenciablidad
de una familia de matrices en que cada una de ellas es la inversa generalizada de
Moore-Penrose de las matrices de una familia diferenciable.
DlFERENCIABILIDAD DE LA INVERSA DE MOORE-PENROSE (IV.3).
Sea M una Cr-variedad contráctil, y A(t], t 6 M, una familia diferenciable de
matrices con rango constante. Entonces:
(i) la inversa de Moore-Penrose A+(t) de A(t) es diferenciable
(ii) existen T(t) e Gl(m; C) y S(t) 6 Gl(n; C) dependientes diferenciablemente de
t € M, tales que
Goberg-Lan caster- Rodman [21], hace un estudio de la continuidad de una familia de
inversas generalizadas de una familia de matrices continua con relación a la "topologia
gap", sobre la variedad grasmaniana. Al inicio del capítulo (1.6), se demuestra que
esta topología es equivalente a la usual, por lo que el resultado anterior, engloba dicho
estudio.
3. Estratificación de Brunovsky-Kronecker.
Se aborda finalmente una de las herramientas geométricas básicas para el estudio
de los diagramas de bifurcaciones de familias genéricas de matrices: la estratificación
del espacio de parejas de matrices en función de sus invariantes discretos, que de-
nominamos estratificación de Brunovsky-Kronecker y que abreviamos diciendo BK-
estratificación. Así, con este lenguaje, la hipótesis del principal resultado del capítulo
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2 (que la familia de matrices tenga invariantes discretos constantes) puede expre-
sarse diciendo que la familia de parejas de matrices considerada esté contenida en un
estrato.
También en este caso los estudios realizados sobre matrices cuadradas constituye
el punto de partida (Arnold [1], [2], Gibson [19], [20]), si bien no son posibles gene-
ralizaciones directas.
Tchon [45], ha estudiado la estratificación del espacio de parejas de matrices com-
pletamente controlables y con rango de la matriz B máximo, caso particularmente
simple puesto que los estratos coinciden con las propias órbitas.
Los resultados fundamentales pueden resumirse en la siguiente forma:
ESTRATIFICACIÓN DE BRUNOVSKY-KRONECKER.
(i) Los BK-estratos son su b variedades diferendables del espacio de parejas de
matrices Mnm, (1.2.3).
(ii) Los BK-estratos son conjuntos constructibles, (I.2.5).
(iii) Los BK-estratos son conjuntos conexos, (1.2.6).
(iv) La BK estratificación verifica la condición de frontera, (II.2.3).
(v) Si m — 1, la BK-estratificación verifica las condiciones de regularidad de Whit-
ney, (II.2.2).
Remarquemos que la cuarta afirmación se deduce de las fórmulas de entrelazamiento
demostradas por Gracia-Hoyos-Zaballa [23].
En el apartado III, mostramos como los resultados obtenidos en el capítulo 1,
permiten la descripción local explícita de esta estratificación así como el cálculo de
las dimensiones de los estratos.
Finalmente, mostramos mediante algunos ejemplos, como los anteriores métodos
pueden utilizarse para el estudio de diagramas de bifurcaciones de familias genéricas.
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Además de estos tres capítulos, y debido a que a lo largo de toda la memoria
haremos uso exhaustivo de ello, se han recogido en uno previo el método de obtención
de los invariantes, así como de la forma reducida de Brunovsky, de una pareja de
matrices, como caso dual del presentado por Ferrer-Puerta [14]. Se construye además,
una base en la cual la pareja de matrices adopta su forma reducida.
Por último hacemos notar que cada capítulo está dividido en secciones y que la
numeración de cada capítulo es independiente de las de los otros capítulos, por esta
razón, al referirnos a un resultado anterior, entendemos que corresponde al mismo
capítulo salvo que se especifique el capítulo al que corresponde.
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Capítulo O
Preliminares
Vamos a exponer en este capítulo, definiciones y resultados generales que se utilizan
a lo largo de esta memoria, relativos a la clasificación de parejas de matrices, con
respecto a la semejanza por bloques. En particular, se describe una familia completa
de invariantes, y una forma reducida canónica de una pareja de matrices. Asimismo,
se dan métodos para el cálculo de dichos invariantes y para la obtención de cambios
de base que reduzcan la pareja de matrices a su forma canónica.
La semejanza por bloques, también llamada equivalencia por realimentación o F-
equivalencia, ha sido tratada, durante las dos últimas décadas, por diversos autores y
de diferentes maneras: Brunovsky [2], en 1970, da un sistema completo de invariantes
y una forma reducida canónica para el caso en que la pareja de matrices es completa-
mente controlable. Estos resultados son extendidos por Goberg, Lancaster, Rodman
[21], a parejas de matrices cualesquiera, refiriendo el problema a equivalencia estricta
de haces. Zaballa [51], obtiene una forma reducida canónica para la F-equivalencia
de parejas de matrices no completamente controlables, mediante transformaciones
elementales. Ferrer-Puerta [14], en 1992 dan un tratamiento geométrico del tema,
a través de la correspondencia entre parejas (verticales) de matrices y aplicaciones
lineales definidas sobre subespacios. Este último trabajo es el que ha servido de base
para la confección de este capítulo.
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En el apartado I se estudia la clasificación de las aplicaciones definidas módulo
un subespacio, respecto la relación de equivalencia natural que se corresponde con la
semejanza por bloques de sus matrices.; En (1.1) se define esta relación de equivalencia.
En (1.2) se muestra que el caso objeto de estudio es dual de de las aplicaciones definidas
en un subespacio tratado en [14], lo que permitirá reducir a este caso numerosas
demostraciones. En (1.3) se aborda ya el teorema de clasificación (1.3.6), y se describe
una familia completa de invariantes (1.3.7). En (1.4) se obtiene la forma canónica de
Brunovsky (1.4.1), a través de la construcción explícita de una base adecuada (bases de
Brunovsky). Finalmente, en (1.5) se presentan métodos de cálculo de los invariantes,
tanto continuos (1.5.5), como discretos ((1.5.2), (1.5.6)).
En el apartado (II) se trasladan los resultados del anterior a la clasificación de
parejas de matrices. En (II.1) se define la semejanza por bloques (II.1.2), y se observa
(II.1.4) que se corresponde con la considerada en el paratdo (I). En (II.2) se definen los
invariantes análogos a los considerados en (I). En (II.3) se presenta la forma canónica
reducida de una pareja de matrices, y los .teoremas de clasificación, que resultan de
trasladar los obtenidos en (I).
I. Clasificación de aplicaciones lineales definidas módulo un subespacio.
(1.1) Equivalencia entre aplicaciones lineales definidas módulo un subespa-
cio.
(1.1.1) Se denominan aplicaciones lineales definidas módulo un subespacio las del
tipo / : X —> X/W, donde X un espacio vectorial sobre C, y W un subespacio
vectorial de X.
(1.1.2) Para definir una relación de equivalencia natural entre un par / : X —>
•XyWj /' : X1 —> X'/W de tales aplicaciones, consideremos el conjunto H de
isomorfismes ¡p : X' —> X tales que (f(W'} C W.
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(1.1.3) Nótese que H ^ 0 si y sólo si dim-X"' = dimX y dim W = dim W. Supon-
dremos, pues, en adelante dim X = n + m, dim PF = n, fijos.
(1.1.4) Si (f G H, se inducen de manera natural isomorfismes
£ : X'¡W —» X/W; £([«']) = [</>(*/)]
<¿ ; VF' —>w, <p(v') = v(v'}.
donde [a] significa "clase de equivalencia" en el espacio cociente correspondiente.
(1.1.5) Con ello podemos ya definir la anunciada relación de equivalencia:
DEFINICIÓN:
Con las notaciones anteriores, diremos que las aplicaciones / : X —> X/W y
f : X' —* X'/ W son equivalentes, y escribiremos / ~ /', si y sólo si existe y? G if
tal que / o ip = íp o /'. Esto es, tal que es conmutativo el diagrama
W f X ——> X/W
(
W > X' f ) X'/W
(1.1.6) Obviamente, si W = {0} y / ~ /', entonces W = {0}, y la relación de
equivalència se reduce a la habitual conjugación entre endomorfismos.
(1.2) Dualidad con las "aplicaciones definidas sobre un subespacio".
(1.2.0) Veamos que el estudio de las anteriores aplicaciones es dual de las "apli-
caciones definidas módulo un subespacio". Esto es, aplicaciones lineales del tipo
g : Y —> X', donde Y es un subespacio vectorial de X. (Véase, por ejemplo, [14]).
(1.2.1) En efecto si / : X —> X/W es una aplicación lineal de X en X/W, la
aplicación dual de /, /* : (X/W)* —>• X*, es una aplicación lineal de (X/W)* en
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X*. Y (X/W}* es canónicamente isomorfo al subespacio vectorial de X*: W — {w 6
X*, W C Keruj}. Recíprocamente, sit g es una aplicación lineal definida sobre un
>
subespacio g : Y —> X, donde Y C '-X, tenemos que g* es una aplicación de X*
sobre Y*. Puesto que Y* es canónicamente isomorfo a X*/Y, resulta que g* es una
aplicación de las ahora consideradas.
Por otra parte, la definición dada en (1.1.5) no es más que la versión dual de la
equivalencia natural entre aplicaciones definidas en un subespacio.
(1.2.2) PROPOSICIÓN.
Sean / : X —» X/W y f : X' —»• X'/W. Consideremos las aplicaciones lineales
duales respectivas: /* : (X/W)* —> X* y /'* : (X'/W)* —> X'*. Se tiene
f ~ / si y sólo si /'* ~ /*.
DEMOSTRACIÓN:
Si / y /' son equivalentes, entonces dualizando el diagrama de (1.1.5) tenemos
w = x*/w* —f—+ x*
d ^ 1?
w1 = x'*/w* —^—> x'*
asimismo conmutativo, y donde (p* y (f* son isomorfismes. Luego /'* ~ /*.
El recíproco se demuestra de forma análoga, teniendo en cuenta que el espacio
bidual de un espacio vectorial es canónicamente isomorfo al propio espacio, y que este
isomorfisme canónico, permite identificar toda aplicación lineal con su bidual.
(1.3) Familia completa de invariantes.
(1.3.1) Dada / : X —> X/W vamos a reducir su estudio al de un par de aplicaciones
"más sencillas", asociadas a ella de forma natural. Para ello, designemos por W\, la
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imagen por / de VF, es decir W\ = f (W). Denotando por / la aplicación restricción
de / a W y por fi la aplicación definida sobre el cociente, tenemos el diagrama
conmutativo
W — f—^ Wi
I I
x —
 f
—^ x/w = Xi
I I
x/w h ) Xi/Wi
donde las flechas verticales son las inclusiones y proyecciones naturales.
Obsérvese que la aplicación / es, por construcción, exhaustiva, mientras que
es del mismo tipo que la aplicación /, es decir, es una aplicación lineal definida módulo
un subespacio, pero con dim X\ < dim X (salvo si W = {0}).
(1.3.2) Con ello el siguiente resultado, aplicado reiteradamente nos proporciona un
conjunto completo de invariantes.
TEOREMA.
Sean f : X — > X/W y f : X' — > X'/W. Entonces, f y f son equivalentes, si y
sólo si
fi ~ /í 7 rang f = rang f
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DEMOSTRACIÓN:
Observemos previamente que, dualizando el diagrama (1.1.5), tenemos
Wi* —!—> W*
\ . . Î
Xí = (X/W)* f ) X*
T
Ahora bien
Xí = (X/W)* =
w* = x/w.
por lo que el diagrama queda de la siguiente forma
W! - > W - >
I* I-
W - > X* - 1 W*
Nótese que Wi = (/*)~1(íy).
Podemos, pues, aplicar [14], (1,4,3), obteniendo:
/* ~ /'* si y sólo si /* ~ /'* y rang/* = rang/'
Aplicando nuevamente, (1.2.2) tenemos que
Y por la igualdad de rangos de aplicaciones duales, se tiene el resultado.
(1.3.3) Reiterando la construcción hecha en (1.3.1), tenemos definida una cadena de
aplicaciones definidas módulo un subespacio, mediante:
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con el consiguiente diagrama
I
I
Xi+l= Xi/Wi - - > Xí+1/Wi+i=Xi+2
donde las flechas verticales son las inclusiones y proyecciones naturales respectiva-
mente, y fi es exhaustiva.
(1.3.4) Es obvio que existe s tal que:
Wa+i = O, en cuyo caso Xs+i = Xa+¿, V£ > 1, y /s+i : Xs+i — > Xs+2 = X3+i es
simplemente un endomorfismo.
ó
Wa+i = Xa+i, en cuyo caso Xa+2 = O y fa+i es la aplicación nula.
(1.3.5) Podemos, pues, definir los siguientes invariantes (a menudo llamados r-núrneros):
DEFINICIÓN:
Con las notaciones anteriores
r j = dimW,
(1.3.6) Si notamos por WQ = W y W-.\ = X. Es inmediato demostrar
TEOREMA DE CLASIFICACIÓN.
Sean / : X — > X/W y f : X' — > X'/ W'. Entonces f y f son equivalentes si y
sólo si se verifica
i) s = s'
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ii) dim Wi = dim W¡, para — l < i < s + l
iii) fa+l ~ f's+l
(1.3.7) COROLARIO. (Familia completa de invariantes)
Una familia completa de invariantes de la aplicación f : X — » X/W, viene dada
por
i) El entero s y los enteros rs < . . . < TQ.
ii) Los valores propios de fa+i y para cada valor propio su característica de Segre.
(1.3.8) En dicha familia de invariantes, los r-números pueden sustituirse por su par-
tición conjugada.
DEFINICIÓN:
Dada / : X — > X/W , llamaremos sus índices de Kronecker a los enteros
tales que r = r0 y [ki , . . . , kr] es la partición conjugada de [ro, . . . , r,].
(1.3.9) Los invariantes de Segre de fa+i los llamaremos simplemente invariantes de
Segre de /:
DEFINICIÓN:
Dada / : X — > X/W, decimos que A es un valor propio de /, y er(A) su carac-
terística de Segre, si y sólo si es un valor propio de /3+i, con característica de Segre
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(1.4) Matriz reducida de Brunovsky de una aplicación definida módulo un
subespacio.
(1.4.1) El conjunto completo de invariantes dado en (1.3.7), determina en bases con-
venientes una matriz reducida canónica.
PROPOSICIÓN.
Sea / : X —> X/W, ki > ... > kr, sus índices de Kronecker, AI, ..., \t los valores
propios de f y cr(\i),... <r(A<) Jas características de Segre correspondientes a cada
valor propio. Existe una base en X adaptada a W, tal que si en X/W consideramos
la base inducida, la matriz de f en estas bases toma la forma
¿v* \
J—/1 \
O
Nr Er
\ Jf
con Ne =
/O 1 O ... O 0\
0 0 1 . . . O O
paral<e<r
0 0 O . . . O 1
\0 O O ... O O/
Ee = (0 ... O 1? € Mktxl(C).
DEMOSTRACIÓN:
Construímos una base de Brunovsky de la manera siguiente:
Tomemos secciones
<r'i+1 : Xi+1 = Xi/Wi — > Xi
de manera que
llamemos
\ : Xi = X/W — > X
(Ti — (Tì O ... O <7¿
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entonces
Xi = Wi @ ff'i+iXi+i = Wi ® <r'i+l(Wi+i ® <rí
por lo que
0 ... 0 <rs(Wg 0
Y que, como sabemos, hay los dos casos:
i) Xa+l = Ws+i
ii) Ws+1 = {0}
Claramente se tiene / : <r¿(Wj)
Empecemos por determinar la base para el caso i).
En as+i(W3+i) = <T3+i(Ker/JI+i) tomemos una base
En (TS(WS) tomemos los vectores f~1Ttw^+ì,...,f ITTW^Ì, y completemos con
una base de <ra(Ker/s) hasta obtener una base:
siguiendo este proceso, obtenemos
u'
+l
 w'+11
 ' '
 po + l
1 , » ,
en que cada fila es una base de los espacios <Ts+i(T^ / s+i),crs(W / s),... ì f f i ( W i ) , W ì res-
pectivamente.
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Finalmente reordenamos la base de la siguiente manera: tomamos por columnas
los elementos de
„.'+1 „.«+1
y a continuación la base tomada de W
..,u;r_,
Es inmediato que, si tomamos esta base en X y en X/W la proyección de los
n — (TI + . . . + rs.f i)-primeros vectores de la base hallada, la matriz de la aplicación
/ : X — > X/W es la deseada.
Con respecto al caso ii), construímos una base de
de forma análoga al caso anterior. En aa+i(X3+i) tomamos una base uj , . . . ,u r í+i,
que colocaremos justo antes de la base de W '. Esta base es tal que su proyección sobre
es una base de Jordán para el endomorfismo fa+i-
(1.4.2) Una matriz como la dada en la proposición recibe el nombre de forma reducida
de Brunovsky de /.
En general diremos que una matriz es de Brunovsky si es de la forma anterior.
Nótese que identificamos las matrices de Brunovsky difiriendo en permutaciones de
los bloques de Jordán.
(1.4.3) De (1.3.7) se sigue inmediatamente:
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TEOREMA (CLASIFICACIÓN).
Sea / : X — >• X/W y f : X' — > X'/Y', una condición necesaria y suficiente
para que f sea equivalente a f es que coincidan sus formas reducidas de Brunovsky.
(1.5) Cálculo de los invariantes.
(1.5.0) Damos en este apartado métodos de cálculo de los invariantes de una apli-
cación / : X — > X/W a partir de su matriz (A, JE?) en una base cualquiera de X
adaptada a W. Omitimos las demostraciones, puesto que, como en los apartados
anteriores, basta reducirse por dualidad a los resultados en [14].
(1.5.1) Supongamos dimX = n + m, dim PF = m. En una base cualquiera de X
adaptada a W ', y tomando en X/W la base inducida, la matriz de una aplicación
f : X — > X/W será de la forma (A B} con A 6 M„(C) y B e MnXm(C) con B
matriz de f\w en las bases correspondientes.
(1.5.2) Los r-números pueden calcularse como sigue
PROPOSICIÓN.
En las condiciones de (1.4.1), si pk = rang( B, AB, . . . , Ak~lB ), se tiene que
fk-l = Pk — Pk-l-
(1.5.3) Nótese que s es el entero para el cual la cadena de p^-números estabiliza. Si
PS = n, se dice que / es completamente controlable.
(1.5.4) Pasemos a calcular ahora los invariantes de Segre de /, a partir de la matriz
(A B). Veamos primero los valores propios.
22
PROPOSICIÓN.
Sea f : X — > X/W y (A B] su matriz en una base adaptada a W. Se tiene que,
A G C es una va/or propio de f si y sólo si, existe un vector v G C" íaJ que
(1.5.5) COROLARIO.
Sea / : X — > X/W y (A B) su matriz en una base adaptada a W.
i) Si A 6 C es una valor propio de f , entonces A es vaJor propio de A. Esto es
rang(A — A/) < n.
ü) A 6 C es un valor propio de f si y sólo si
rang (A — AI, B) < n.
(1.5.6) Si A Ç C es un valor propio de / (esto es, de /3+i), su característica de Segre
es la partición conjugada de [n — i/1? z/2 — i/i,...], siendo
i/fc = dim Ker(fs+l - AIn)*, k = 1,2,...
Veamos como i/¿ puede calcularse a partir de la matriz (A, B} de / en cualquier
base adaptada a W:
PROPOSICIÓN.
Sea / : X —> X/W y (A B) su matriz en una base de X cualquiera adaptada a
W. Entonces, si A (E C es un valor propio de f los enteros Vk anteriores vienen dados
por:
vk = n - rangas, AB,... , Aa~lB, (A - A/n)*), k = l, 2. . .
23
II. Clasificación de parejas de matrices respecto a la semejanza por blo-
ques.
(ILO) Hemos visto que la matriz de una aplicación lineal / : X —> X/W, en una
base adaptada a W es una matriz (A B). Ello permite trasladar el estudio de tales
aplicaciones realizado en el apartado anterior, al de las parejas (A, B) respecto la
relación de equivalencia semejanza por bloques.
(II.1) Semejanza por bloques.
(II.1.1) Obsérvese que los automorfismos de C" x Cm que aplican {0} x Cm en
{0} x Cm vienen definidos por matrices inversibles de la forma
P O
R Q
donde P e GI(n,C) , Q e G£(m,C) y R € MmXn(C).
El conjunto de matrices de esta forma tiene estructura de grupo multiplicativo, y
lo denotaremos por Ç.
(ILI.2) Recordemos la definición de semejanza por bloques entre parejas de matrices:
DEFINICIÓN:
Sean A, A1 e M„(C) y B, B' € Mnxm(C). Se dice que la pareja de matrices
(.A, B) es semejante por bloques a la pareja de matrices (.A', B') si existen matrices
P € GX(n, C) , Q 6 GL(m, C) y R 6 MmXn(C) taies que
(A' B'} = P->(A
(II. 1.3) De la definición anterior se deduce inmediatamente que (A, B) es semejante
por bloques a (A1, B'), si y sólo si existen P € G7(n,C) y Q € G7(m,C) y F e
Mmxn(C) taies que
(i) A'-P~l(A + BF)P
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(ü) B' = P-1BQ.
De hecho F = RP~l.
(II. 1.4) El punto clave para poder transferir los resultados del apartado anterior es
la siguiente
PROPOSICIÓN.
Sean (A B)y(A' B') las matrices de f : X —> X/W y f : X' —> X'/W en
bases cualesquiera de X y X' adaptadas a W y W, respectivamente, considerando
en los espacios cocientes las bases inducidas. Entonces son equivalentes
i) / ~ /'
ii) (.A B} y (A' B') son semejantes por bloques
DEMOSTRACIÓN:
Basta tener en cuenta que la matriz en bases como las consideradas de un isomor-
fisme tp 6 H (1.1.1) es de Ç (II.1.1).
Por lo que hablaremos indistintamente de parejas de matrices (.4, B) y de matriz
(A B ) de / : X —> X/W en bases adaptadas a W.
(II.2) Invariantes de la semejanza por bloques.
(II.2.1) Los resulatdos de (1.1.1) sugieren la siguiente
DEFINICIÓN:
Sea (A # ) c o n A e M n X „ ( C ) y £ e M „ X m ( C )
i) Para k > 1 denotemos
pk=rang(B AB ... Ak~lB]
ii) Sea s el menor entero tal que ps+i = pa.
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iii) definimos los r-números de (A, B) TI , . . . , rs, mediante
r o = po — rang B = r
rk - pk+i - Pk para O < k < s - l
iv) Sea ( f c i , . . . , kr) la partición conjugada de (rj , . . . , r s) . Entonces los enteros
ki,..., kr son los llamdos índices de Kronecker de (A, B).
(11.2.2) Obviamente ki + ... + kr = r0 -f ... + rs = p3.
(11.2.3) Obsérvese que (A, B) es completamente controlable si y sólo si pa = n.
(11.2.4) Asimismo, (1.5.5) y (1.5.6) sugieren la siguiente:
DEFINICIÓN:
Sea (A,B) con A e Mn(C) y B 6 MmX„(C).
i) llamaremos valores propios de (A, B) a los elementos A € C tales que
rang (A — A J„ B ) < n.
ii) Para cada uno de ellos, llamaremos su característica de Segre a la partición
conjugada de (n — i/i, v\ — i/2,...), donde
i// = rang (B AB ... AS~1B (A-XIn)e).
(II.3) Forma reducida de Brunovsky. Teoremas de clasificación.
(II.3.1) Según (I.4.1), se tiene:
PROPOSICIÓN.
Sea (A, B) con A 6 Mn(C) y B C. MnXm(C). Sea [k\,..., kr] los índices de
Kronecker de la matriz (A, B) y J una matriz de Jordan con valores propios y ca-
26
racterística de Segre correspondientes los determinados en (71.2.4). Entonces (A, B)
es semejante por bloques a la matriz de Brunovsky determinada por estos índices de
Kronecker y esta matriz de Jordán, y que notaremos de la forma
N O
O J
siendo N una matriz diagonal por bloques I ' • . I y cada Ne, 1 < i < r,
\ NrJ
como en (1.4.1). La matriz E también es una matriz diagonal por bloques I
\ i
y cada Ef, 1 < £ < r como (1.4.1).
(11.3.2) A dicha matriz de Brunovsky la llamaremos matriz canónica o forma re-
ducida de Brunovsky de (A, B). Obviamente es única salvo permutaciones en los
bloques de J.
(11.3.3) De (1.4.3) se sigue:
TEOREMA.
Las parejas de matrices (A, B) y (A', B') con A, A' e M„(C) y B, B' 6 MnXm(C),
son semejantes por bloques si y sólo si, tienen la misma forma reducida canónica de
Brunovsky.
(11.3.4) Igualmente, de (1.3.6) se deduce:
TEOREMA.
Sea (A B) con A 6 Mn(C) y B G MnXm(C). Una familia completa de invariantes
por la semejanza por bloques es
i) la partición (ro, n , . . . ) o equivalentemente (ki,..., kr).
ii) los invariantes de semejanza. Esto es, sus valores propios, y las respectivas
características de Segre.
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Capítulo 1
Forma canónica local de una familia
de parejas de matrices
Ya hemos señalado en la introducción que una herramienta fundamental para el
estudio local de familias de parejas de matrices es disponer de una "forma canónica
local" de dichas familias.
La familia formada por las parejas de matrices reducidas de Brunovsky de la familia
dada no cumple este objetivo puesto que la reducción de una pareja de matrices a
su forma reducida de Brunovsky no es una operación estable. Esto es, una pequeña
variación en los coeficientes de las matrices puede cambiar notablemente la forma de
la reducida de Brunovsky. Así por ejemplo: sea
(A,B} =
pareja de matrices totalmente incontrolable.
Deformemos ligeramente, la pareja de la manera
L,5) =
f
\
/A 1 0 ... 0 0\
0 A 1 ... 0 0
0 0 0 ... A 1
\0 0 0 ... 0 A/
/o\
0
0U/
\
/
/
v
/ A I O . . . 0 0\
0 A 1 ... 0 0
0 0 0 ... A 1
\0 0 0 ... 0 A/
/0\
0
0
W
\
/
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con e > O, tan pequeño como queramos. La forma reducida de Brunovsky de està
nueva pareja de matrices es
/
v
/O 1 [0 ... 0 0\
0 0 1 ... 0 0
0 0 0 ... 0 1
\0 0 0 ... 0 O/
}
/o\
0
0
\1/
\
/
y observamos que es una pareja de matrices completamente controlable.
En general, la parte no controlable de una pareja de matrices, puede ser evitada por
pequeñas deformaciones de ésta. En definitiva, la familia de reducidas de Brunovsky,
así como la transformación que pasa de la familia dada a su forma reducida, presentan,
en general, discontinuidades.
Se plantea pues, el problema de saber a que forma simple se puede reducir una fa-
milia diferenciable de parejas de matrices por transformaciones que dependan también
diferenciablemente de los parámetros. Las llamadas "deformaciones versales" propor-
cionan una solución satisfactoria, y constituyen el objeto de este capítulo.
Dedicamos el apartado (I) a presentar, aplicadas a nuestro caso, las técnicas de
Arnold [1], [2] para la obtención de deformaciones versales como variedades transver-
sas a la clase de equivalencia. Empezamos haciendo en (1.1) un breve resumen sobre
la noción de deformación versal (1.1.3), concretándola en el caso que nos ocupa (1.1.4).
En (1.2) se interpretan las clases de equivalencia por la semejanza por bloques como
órbitas bajo la acción de un grupo de Lie (1.2.4), a partir de la cual se obtiene una
expresión explícita del espacio tangente a las mismas (1.2.7) que vamos a necesitar
posteriormente. Finalmente, en (1.3) abordamos la equivalencia entre versalidad y
transversalidad, dada por Arnold [1], para el caso de matrices cuadradas y la relación
de equivalencia conjugación, y que después Tannenbaum [43], demuestra de forma
más general, para grupos de Lie que actúan sobre variedades diferenciables. En
(1.3.3) presentamos una demostración en el caso particular que nos ocupa.
En el apartado (II) se obtiene una primera deformación miniversal explícita, como
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ortogonal a la órbita (y por tanto, minitransversal). En (ILI) se plantean las ecua-
ciones (II.1.4) para un cierto producto escalar al efecto (II.1.2). La resolución de las
mismas se aborda en (II.2), si bien los cálculos detallados, tras sucesivas descomposi-
ciones por bloques (11.2.3,4), se remiten al anexo; las soluciones así obtenidas (II.2.5),
permiten explicitar la enunciada deformación miniversal "ortogonal" (II.2.7). Como
una primera aplicación, en (II.3) se computa la dimensión de la deformación obtenida
(II.3.4), y por tanto la de la órbita y la del estabilizador (II.3.1) de una pareja de
matrices.
En el apartado (III) se obtiene una segunada deformación miniversal (III.3), que
denominamos "minimal" en el sentido precisado en (III. 1). La mayor sencillez de
esta segunda deformación miniversal, facilita las aplicaciones a las perturbaciones
locales contenidas en (IV). Así, en (IV.l) se caracterizan las parejas de matrices
estructuralmente estables (IV.l.3). En (IV.2) se examina el tipo de modificación que
aparece en la forma de Brunovsky según se perturben unos u otros invariantes. Y en
(IV.3) se detallan algunos ejemplos significativos.
En el apartado (V), las mismas técnicas son aplicadas al caso de cuaternas de matri-
ces, como muestra de su generalidad. En (V.l) se presenta la relación de equivalencia
considerada, tanto a través de transformaciones elementales (V.l.l), como mediante
la acción de un grupo de Lie (V.l.5), con lo que nuevamente las clases de equiva-
lencia se identifican como órbitas (V.l.6) y podemos especificar su espacio tangente
(V.l.7). En (V.2), para un producto escalar natural en el espacio de cuaternas de
matrices (V.2.3), se obtiene, las ecuaciones de la deformación miniversal "ortogonal"
de una tal cuaterna (V.2.5), desglosándose en sistemas elementales según los bloques
de su forma reducida (V.2.1). Finalmente, en (V.3) se aplican dichos resultados a
la determinación de las cuaternas estructuralmente estables (V.4.3). así como las
"estructuralmente estables respecto a los invariantes discretos" (V.4.4).
En este capítulo, cuando hablamos de funciones, variedades,.., diferenciables nos
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referimos a funciones, variedades,... de clase Cfc, O < k < oo.
I. Forma canónica diferenciable local y deformaciones versales.
(1.1) Deformacions versales.
(1.1.1) Designemos por M.nm el conjunto de parejas de matrices Mn(C) x MnXm(C)
y sea (A, B) un elemento de dicho conjunto. Consideramos una "familia de parejas
de matrices", es decir una pareja de matrices dependiendo de parámetros que para
un valor prefijado de éstos, tenemos el elemento (.A, .S) objeto de estudio. Si estos
parámetros varían ligeramente del valor prefijado se habla entonces de deformaciones.
DEFINICIÓN:
Sea (A, .B) e M.nm y A un entorno del origen en Cl. Una deformación de (A, B]
es una aplicación diferenciable
tf> : A - >• Mnm
A — *(¿(A),B(A))
tal que <¿>(0) = (A, B).
Al conjunto A lo llamaremos base de la deformación (f> y si A = (Ai, . . . , \i) G A,
diremos que cada A, es un parámetro de la deformación.
Llamaremos familia de deformaciones de (A, B), al conjunto imagen por (p de A:
(1.1.2) Sea F un entorno del origen en Cfe, p una deformación de (A, B) como en
(1. 1.1) y 8 : r — > A una aplicación diferenciable tal que 0(0) = 0.
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DEFINICIÓN:
Llamaremos deformación inducida de </? por 0, a la aplicación
0 : r —» >ínm
definida por 9*(¿> = (p o dì es decir, ($*(£>)(//) = </>(#(//)), // € F
y al conjunto {(A(0(^)), J5(0(^)))}/l6r lo llamaremos familia de deformaciones de
(A, 5) inducida de {(A(A),£(A))}AeA por 0.
Del mismo modo, podemos hablar de deformaciones de los elementos del grupo G
definido en cap O, (II.1.1): llamaremos deformación de i
 R Q) £ G a una aplicación
diferenciable de un entomo del origen A C Cr en Ç
w : A — > G
Llamaremos familia de deformaciones de í
 R Q J al conjunto
(1.1.3) De entre todas las deformaciones nos interesan aquellas "distinguidas", en
el sentido de que el estudio de cualquier otra deformación se pueda reducir al de
una de aquellas. De forma precisa, si cualquier otra es (globalmente) equivalente a
una inducida de la "distinguida". Este tipo de deformaciones reciben el nombre de
versa/es.
DEFINICIÓN:
Una deformación de (A,B), tp : A —>• Mnm, se dice que es versal (en 0), si para
cada deformación de (A,B), i¡) : T —> A^nm, existe un conjunto abierto I" C F con
O £ F', una aplicación diferenciable 6 : F —>• A con 0(0) = O, y una deformación de
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/ e 0, 7 : F — » 0, 7(0) = I e 0,
 7(/0 p (£S Q?M)) tal que para todo p G T'
es equivalente por bloques, a la inducida de </? por o, <¿>(0(^)), es decir, si
e r'
Y se dice miniversaJ si tiene el mínimo número de parámetros de entre todas las
deformaciones versales de (A, B).
(1.1.4) La noción de versalidad, más concretamente la miniversalidad, nos permitirá
dar de forma precisa la noción de forma canónica diferenciabJe local.
DEFINICIÓN:
Dada una pareja de matrices (A, B) (E M.nm, una forma canónica diferenciable local
es una familia miniversal de deformaciones de (A, J5).
(1.1.5) En los apartados (II) y (III), construiremos familias miniversales de Brunovsky
por lo que tendremos descritas explícitamente formas canónicas diferenciables de una
cualquiera, ya que tenemos el siguiente
TEOREMA.
Sea (A( A), B( A)) una familia de parejas de matrices dependiendo diferenciablemente
del parámetro X 6 U C Ce. Fijado un AO 6 U, consideremos la pareja de matrices
(A(AO), .B(AO)) y sea (AQ,.BO) su forma reducida de Brunovsky. Entonces, existe una
familia diferenciable de matrices \ - , /^/\\ K talque
donde (A(A), B(\)) es una deformación miniversal de (Ao,5o) (por ejemplo, una de
las dadas en (II) o (III)).
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DEMOSTRACIÓN:
Es inmediato a partir de la definición de versalidad:
Sea f
 D _ j Ç Q tal que\R Q
Consideremos ahora
P-1(A(\),B(X))(* ° W A! (A), B! (A)), p a r a t o d o A e W
V-"- ** J
por lo que tenemos una deformación de la pareja de matrices (Ao,Bo). Por la
definición de versalidad (1.1.3), esta deformación viene inducida por una de versai
(AO,BO} + (A(fi),B(ii)} con (A((j,),B((i)) como las dadas en (II) o en (III).
de donde
por lo que
Llamando P(A) = P • P, (A), Q(X) = Q - ^(A), y R(X) = R • Pj(A) + Q • R(X),
tenemos el resultado.
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(1.2) La acción del grupo "realimentación de estados".
j
(1.2.1) Recordemos que el grupo "realimentación de estados" es el subgrupo Q (definido
en cap. O (II.l.l)), del grupo lineal Gl(n+m; C), formado por las matrices de la forma
P O
R Q
donde P e G/(n,C), Q e (?/(m,C) y R e MmX„(C).
Nótese que Ç es un subconjunto abierto de Mn(C) x Mm(C) x MmXn(C), por lo
que Ç es una variedad compleja, de hecho un grupo de Lie.
(1.2.2) Vamos a considerar la acción de Ç sobre Mnm
Oí : Q X Mnm > Mnm
definida por
<*((PR°Q},(A,B))=P->(A,B)(PR °Q
(1.2.3) Si fijamos el par (j4, B), designamos por a(A,B) la aplicación
a(A,B) '• Q — > Mnm
tal que
(p o\ ((P o \ ,.
 DA
<*«.*> (R Qj=a((R Q)^B})-
Claramente las aplicaciones a y <X(A,B) son diferenciables. Además, se tiene que
tanto a como cv^g) son aplicaciones racionales.
(1.2.4) La acción definida por a permite ver las clases de equivalencia por la seme-
janza por bloques definida en cap. O, (II.1.2), como órbitas por la acción de un grupo
de Lie:
(A, B) ~ (A', B') si y sólo si existe g € G tal que a(AfB)(g) = (A1, B1),
Notaremos por O(A, JE?), a las órbitas
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(1.2.5) El resultado que damos a continuación es general, válido para grupos alge-
braicos que actúan sobre una variedad y conocido como teorema de la órbita cerrada,
(ver por ejemplo, [43],[28]). Damos a continuación una demostración para nuestro
caso particular.
PROPOSICIÓN.
Cada órbita O(A,B] es una subvariedad compleja de M.nm, localmente cerrada
cuya frontera es unión de órbitas de dimensión estrictamente menor.
DEMOSTRACIÓN:
Puesto que «(,4,13) es una aplicación racional y Q es obviamente un conjunto cons-
tructible, el teorema de Chevaley (ver por ejemplo [28] (4.4)) asegura que el conjunto
a(A,B)(G] = O(A,B) es también constructible. Por lo tanto O(A, B) tiene un punto
no singular y teniendo en cuenta que la acción es transitiva sobre las órbitas, esto es:
dados dos puntos de la órbita existe un difeomorfismo de -Mnm que aplica un punto
sobre el otro, se sigue que cada punto de la órbita es no singular, por lo tanto O(A, B)
es una variedad compleja.
Ahora bien, la acción a deja estable O(A, B), ya que:
Si (C, D) = lim (An,Bn), con (An, Bn) 6 O(A, B), tenemos que, para todo g E Ç,
n—>oo
<*(c,D)(g) = h™ a(An,Bn)(g}, y <*(An,Bn)(g) £ O(A,B). Por lo tanto O(A,B) es
abierto en O(A, U), así pues O(A, B) — O(A,B] es cerrado y de dimensión estricta-
mente menor que O(A,B).
Puesto que O(A, B) es estable por la acción de <*, ésta es unión de órbitas.
(1.2.6) Denotamos por £st(A, B) al estabilizador de (^4, B) por la acción de £; es
decir
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£st(A, B) es un subgrupo cerrado de Q y la variedad homogénea G / £st(A, B) es
difeomorfa a la variedad O (A, B) de manera que
dim O(A, B] = dim Q - dim £st(A, B) =
= n
2
 + rn2 + nm — dim £st(A, B}
Es bien conocido (ver por ejemplo [28] (3.4.2)) que £st(A, B} es una variedad com-
pleja. En nuestro caso esto es obvio, ya que £st(A,B) es la intersección del conjunto
abierto Q con la variedad lineal de soluciones del sistema
(1.2.7) Sea J el elemento unidad de Q. Vamos ahora, a obtener de forma explícita la
diferencial daí(A,B)ji de «(^¿j) en el punto /.
Nótese que, puesto que Q es un subconjunto abierto de Mn(C)xMm(C)xMnxm(C),
éste es su espacio tangente TjQ. Sus elementos los designaremos igualmente como ter-
nas (P, Q, A), siendo ahora P y Q, no necesariamente inversibles.
LEMA.
Sea oi(A,B) '• G — * -Mnm la acción definida en (1.2.3). Entonces su diferencial
doi(A,B),l en el punto identidad I € Ç, sobre un elemento cualquiera (P,Q,R) e
= Afn(C) x Mm(C) x Mnxm(C), viene dada por
d<xÍA,B),i(P, Q, R} = ([A, P] + BR, BQ - PB}.
DEMOSTRACIÓN:
Calculamos 01^,8) ( I + £ {
 p niï ^onc^e £ £ C es suficientemente pequeño.\ \-íí " / /
P
 ° l + eP O
eR 1 +
= (A, B) + e([A, P] + BR, BQ - PB) + £2(. ..) + • • •
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Entonces la aproximación lineal es:
(A, B) + e([A, P] + BR, BQ - PB]
y puesto que a es diferenciable, se sigue el lema.
(1.2.8) COROLARIO.
i) Kerdot(AiB)j n Ç = £st(A, B)
U) I
DEMOSTRACIÓN:
Es inmediato a partir de (1.2.6), si bien también es un corolario del lema anterior,
por ejemplo
Ker da(AtB) = {(P, Q, R) e TiQ \ [A, P] + BR = O, BQ - PB = 0}
y esta condición es equivalente a
(1.3) Versalidad y transversalidad.
(L3.1) Como ya hemos mencionado al inicio de este capítulo, la condición de ver-
salidad admite una útil caracterización geométrica, en términos de transversalidad.
Empezamos pues, recordando la noción de transversalidad.
DEFINICIÓN:
Sea N C M una subvariedad diferenciable de una variedad M. Consideremos una
aplicación diferenciable if> : A — >• M, de otra variedad A en M. Sea A E A tal que
e N.
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Se dice que la aplicación (f> es transversal a N en A, si el espacio tangente a M, en
descompone de la manera:
Y diremos que es minitransversa] si dicha suma es directa.
(1.3.2) En esta situación, es posible obtener trivializaciones locales de la variedad.
En nuestro caso, mediante la transversalidad obtendremos trivializaciones locales
a lo largo de las órbitas:
LEMA.
Sea (f> : A — £-» M.nm una deformación de (A, B) minitransversal a la òrbita O(A, B)
en O, y V C G una subvariedad minitransversal a £st(A, B) en I. Entonces la apli-
cación
ß:AxV-^ Mnm
definida por ¿Ms y)-*-w>.aw)(£ y
es un difeomorfìsmo local en (0,7).
DEMOSTRACIÓN:
El teorema de la función inversa nos dice que ß es un difeomorfismo local en (O, J),
si y sólo si dß(Qj) es un isomorfisme.
Puesto que dim (V x A) = n2 + nm = dim Aínm, es suficiente ver que dß(0>i) es
exhaustiva. Ahora bien, por las condiciones impuestas a <¿>, A and V y (1.2.6), tenemos
d/?(o,/)(To(A) x r/(TO) = dß(OJ)T0(A) + dß(0tI)Tj(V)
cuya suma no es necesariamente directa.
d/?(o,/)To(A) = Imdvo
dß(ÜJ}Ti(V} = Imdctj = T(AiB)0(A,B}
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luego
d/3(o,/)(T(o,,)(A x V)) = ImdVo + T(AtB)0(A,B)
y por la transversalidad tenemos
dß(0,i)(Mnm) = T(A>B)(r(o,/)(A x
por lo que d/3(o,/) es efectivamente exhaustiva.
(1.3.3) Este lema permite caracterizar la versalidad a través de la transversalidad.
De hecho, esta caracterización es válida en general, para variedades complejas sobre
las que actúa un grupo de Lie, (ver, por ejemplo, [43], (V(1.2))). No obstante,
incluímos una demostración de dicho teorema adaptada a nuestro caso, debido al uso
que vamos a hacer del mismo.
PROPOSICIÓN.
1) Una deformación (f> : A — > M.„m de (A,B) es miniversal en O si 7 sólo si es
minitransversal, en el origen, a la órbita O(A, B) por la acción de Q.
2) Entonces, <¿> es de hecho, transversal a todas las órbitas de un entorno de
DEMOSTRACIÓN:
1) Supongamos que <¿> es versal en 0. Hemos de demostrar que se verifica
o + T(AiB)O(A,B) = Mnm
Tomemos (C, D} 6 -Mnm y consideremos la deformación de (A, B)
$ : C — > Mnm
definida por V(/¿) = (A, B) +-fJ,(C, D).
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Puesto que <f> es versal, se tiene que
Calculemos dipo] para esto decomponemos if) como sigue:
,
 A x// —>• (/í, A)
con
Tenemos:
, 0)o = df(o,o)
siendo 7 : C — > <?, tal
 que 7(^1) = í
aplicación dada en (I.1.3)
J con g(0) = J, y a(AiB) la
, 0))o = ¿a/ o djo, y por (1.2.7) tenemos
(0,0)
= ([A, dP] + BdÄ, B-dQ-dP-B)
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o (¿70 + ayo ° dOo
o C Imdaj + Imd(f>o
Recíprocamente, sea (f : A —> A4nm una aplicación transversal a la órbita de
(A, B), tomemos V C Q una subvariedad minitransversa a £st(A, B}. Por el lema
(1.3.2), Mnm es localmente difeomorfa en (A, B), a A x V. Entonces, si
^ : r —> >ínm
es una deformación de (.A, B), tendremos que si // es suficientemente pequeño
«d-'MSÍ «S,,))
donde 0(//) = Kiß-li/>(fji) y ( ^ ^ _, . j = ^ß~l^(\i), vi y x2 las proyecciones
naturales sobre F y A, respectivamente.
Luego t/j(fj,), es equivalente (por bloques), a la deformación inducida de ip por o, es
decir, if> es versal.
2) Apliquemos nuevamente el lema (1.3.2). Puesto que ß es un difeomorfismo
local, (f> es transversal a todas las órbitas que cortan al abierto para el cual ß es
difeomorfismo.
II Primera deformación miniversal (ortogonal).
(II. 1) Deformación miniversal ortogonal
(II.l.l) De (1.3.3) se deriva la siguiente técnica para obtener deformaciones miniver-
sales.
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COROLARIO.
Supongamos que tenemos definido un producto escalar hermítico en Mnm- En-
tonces y de acuerdo con la proposición (1.3.3), la aplicación
V : Cd —> Mnm
definida por
es una deformación miniversal de (A, B) en 0.
(II. 1.2) Consideremos en J\4nm el producto escalar hermítico definido de la manera
DEFINICIÓN:
Dados (A,B), (A',B')£Mnm,
< (A, B), (A,B'} >= tr((¿,B) • (A, B1)*)
/~Tít\
donde (A',B')* = I 2-t \ es la matriz adjunta de (A',B') y "tr" la traza.
(II. 1.3) El siguiente lema nos proporciona una condición práctica, de obtención de
LEMA.
Consideremos en Mnm, el producto hermítico dado en (11.1.2), y sea (A,B)
Mnm- Se tiene:
(A',B') 6 (T(A,B}0(A,B}}± si y sólo si
[A,A*] + BB'* = 0}
A'*B = O
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DEMOSTRACIÓN:
(A1, B') e (T(AtB)0(AìB))± si y sólo si para cada (P,Q,A) e T/£ = M„(C) x
Mm(C) x Mmxn(C)
De (1.2.7) tenemos que, esta condición es equivalente a
< ([A, P] + B R, BQ - PB), (A!, B'} >= O
O = (([A,P] + BR,BQ - PB},(A,B'}) = tr (((P, A] - BR,PB - BQ)
= tr (([P, A] - BR)A'* + (PB - BQ)B'*) =
= tr((PA -AP- BR)A* + (PB - BQ)B'*) =
= tr(PAA'*) - ir(APA'*) - ti(BRA'*) + tr(PBB'*) - te(BQB'*) =
(A'*AP) - tT(A'*BR) + tr(5B'*P) - tr(B'*BQ] =
, A*]P - A'*BR + BB'*P) + ii(-B'*BQ) =
-A'*B\ f P 0
O -B'*B ) '
Para todo (P,Q,R) e T/£ = Mn(C) x MnXm(C) x Mm(C). O, equivalentemente,
í P S\para todo I „ _ j (E M„+m(C) ya que 5 no interviene en el cálculo de la traza.\rí (4 J
Y puesto que el producto escalar es definido positivo ha de ser
'[A, A'*]-
/ * D I —O -B'*B
(II.1.4) Según el corolario (ILI.3) y del lema (1.1.3) tenemos la siguiente
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PROPOSICIÓN.
Consideremos Mnm con el producto escalar definido en (II. 1.2) y sea (A,B} 6
Ainm- Entonces, una deformación miniversal (ortogonal) de la pareja de matrices
(A, B) viene dada por
donde X € Mn(C), Y 6 MmXn(C) recorren el conjunto de soluciones del sistema
XB =
(II.2) Descripción de la deformación miniversal ortogonal.
(11.2.1) Vamos a ver que, si (^4, J5) está en su forma reducida de Brunovsky es posible
describir explícitamente la deformación miniversal de (A, B) que se ha obtenido en
(1.1) y en particular, calcular el número de parámetros.
(11.2.2) Recordemos que, según hemos visto en el capítulo anterior (II.3.1), (A, B)
de Brunovsky tiene la forma diagonal por bloques siguiente
'JV 0\ „ (E O'A = O J O O
donde a su vez las matrices JV, J, y E también son las matrices diagonales por bloques:
a) N = diag(N1,..., jVr), con NÌ =
Y suponemos que k\ > .,. > kr
b) J = diag(Jl,..., Js), con J¿ =
/O 1 O ... 0\
O O 1 ... O
O O O ... 1
\0 O O ... O/
f\j 1 O ... Q\
O X 1 ... O
\ O ... O
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/Ei \
c) JB = , con Ei = (O, . . . , 0,1)' € M*,xi(C), 1 < i < r.
V ET J
Designemos por p = ki + . . . + kr
(II.2.3) Con las mismas notaciones de (II. 1.4), dividimos las matrices X e Y en
bloques, correspondientes a los tamaños de los bloques de las matrices A y B respec-
tivamente, (así la matriz X\ tiene el mismo tamaño que N y la matriz F/* tiene el
mismo tamaño que E).
1
 V1*v _ ( i 2 y _
\ Y2 Y2 / ' I V2 V2\A! A2 J \Xl Ï2
de manera que, el sistema de ecuaciones dado en el lema (ILI. 3), se rompe en los
sistemas de ecuaciones siguientes
= 01
= 0 (I)
NX¡ -X¡J + EY¿ = O (III), Y? E = O (IV), [J, X¡] = O (V).
Obsérvese que:
a) Y£ es arbitraria
b) El sistema (I) corresponde, según la definición (II. 1.1) y la proposición (II.1.4),
a la deformación miniversal ortogonal de la pareja de matrices (.A, B} = (TV, E)
Mp(C) x Mpxr(C), que es completamente controlable y rangjf? = r,
c) El sistema (V), corresponde a la deformación miniversal ortogonal de la matriz
cuadrada J 6 Mn_p(C) respecto la relación de equivalencia conjugación, dada
por Arnold [1], [2].
(II.2.4) Si procedemos ahora a una nueva descomposición en bloques de X\ , X\ , X\ ,
-X"|> ^i1) YÏ i Y? , F22) Que se corresponda con los de TV, J, E, los sistemas anteriores
se reducen a sistemas del tiporv
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XE j = O Xl)
F n ír>\ VïT1 A íA\. = O (3), Y&J = U (4),
(2)
= 0 (5).
(II.2.5) El anexo contiene la resolución de los cuatro primeros sistemas, que resu-
mimos en la siguiente
PROPOSICIÓN.
Sean Si,..'., £4 los espacios de soluciones de los sistemas (1),...,(4), respectivamente.
Entonces
i) (X, F) € «Sj si y sólo si
a) Si kj <*,- + !, X = O, Y = 0.
ß] Si k j > ki + 2,
X =
F = (O ... O x1 ... a;l
 t 0) f
ü) X € <$2 si y sóJo si JT = O
iii) (JT, F) 6 <$3 si y só7o si Jos coeficientes de X y Y pueden obtenerse de x\,.
por medio del siguiente conjunto de ecuaciones
/x1 x"1
O
-r*1
. f) fi r^\ U U ... a/i
2.1
kj-ki-l
xkj-ki-2
...
0 0
™1 A
^kj-ki-l
0
0
x\ ._ Q
o\
n
o/
., x
= x}_i + Xx] , 4 = x*-} + A**-1
/2 "^  *^*1 " *
i __ ~ i
— »/—i T
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donde X = (xrs), Y = (y]), 1 < r < k, l < s < l
Hemos escrito k y l en lugar de &,• and l j. Obsérvese que los parámetros
x\,... x\ son independientes.
iv) Y 6 $4 si y sólo si
Y = ( y \ . . . 4_! 0).
(11.2.6) Por lo que respecta al sistema (5), observamos que es el que corresponde a la
deformación miniversal (ortogonal), para el caso de las matrices cuadradas estudiadas
por Arnold [1], [2] y resuelto por diversos autores, por ejemplo [17], [35].
(11.2.7) Combinando (II.1.4), (II.2.5) y (II.2.6), obtenemos la descripción buscada
de la deformación miniversal ortogonal:
TEOREMA.
Sea (A, B) G -Mnm. Una deformación miniversal (ortogonal) de (A, B) viene dada
por
y cada (Z},T¡) como en (II.2.5), (i)
y cada (Zj,Tj) como en (II.2.5), (iii)
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y cada Zj como [l], [2].
'T'lJT
y cada Tj como en (II.2.5), (iv)
F22 es libre.
(II.2.8) EJEMPLO:
Sea (A, B) la pareja de matrices
A =
/O 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
0 1
0 0
0
V
\
A 1
i)
, B =
/o
0
0
1
0
1
1
V
\
/
con ra = 9, m = 4, r = 3, ¿i = 4, &2 = 2, £3 = 1, /i = 2.
De (II.2.5) se sigue que (A1, B1) E (T(j4iB)C'(A,B))-L si y sólo si es de la forma
/ O
0
0
0
o
0
0
af
\a?
0
0
0
0
0
0
0
la?
af + laf
0
0
0
0
0
0
0
X2a8
2laf + I2af
0
0
0
0
0
0
0
A3 a8
3A2af + I3af
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0
0
0
0
0
0
a8
4
0
6Ì
0
0
0
0
0
lag
a¡ + Aal
bì
b¡
0
0
0
0
0
a8
a?
0
0
0
0
0
0
0
a8
a|
0 \
0
0
0
0
0
0
0
«8/
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B'* =
0
0
0
0
0
0
0
~~™4 o
A Ctj
4Ä3af -t-I4^
0
0
b\
0
0
0
0
I ai
2A<Zc -4- A ÛKo o
0
6|
b¡
0
0
0
0
la?
a? + la?
b\\
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bl
0
bl
0
0
bl
bl)
donde heñios colocado a'-, en lugar de a'- ya que si a^ es un parámetro, también lo es
a).
(II.2.9) A partir de (II.2.7) es posible obtener explícitamente una base de (T(A,B)@(A,
una tal base está formada por el conjunto de matrices (J¥*,K*), con (X, Y) verifi-
cando (II.2.7), obtenidas haciendo igual a 1 uno de los parámetros y cero todos los
demás, para todos y cada uno de los parámetros de la solución general.
(II.2.10) Ilustremos esta construcción sobre el ejemplo de (II.2.8). Una base de
(T(A,B)O(A,B)) está, entonces, dada por el conjunto de matrices obtenidas ha-
ciendo igual a 1, uno de los parámetros y O todos los demás. Así una base de
, B)) está formada por:
00 O O O O O 0\
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
\\0 1 2A 3A' O O O O O/
0
0
0
0
0
0
1
0
0
0
0
0
0
A
0
0
0
0
0
0A!Í~V t
0
0
0
0
0
0
r
i / 0
1
0
0
0
0
0
0Ä4
.T-3
0
0
0
0
0
0
0
0
y\
0
0
0
0
0
0
0
0
s\
°\ \
0
0
0
0
0
0
0^
 J i
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/ / o
\
0
0
0
0
0
0
0
\1
0
0
0
0
0
0
0
0
A
0
0
0
0
0
0
0
0I2
0
0
0
0
0
0
0
0A3
o( o o o o\q o o o o
o o o o o
o o o o o
o o o o o
o o o o o
o o o o o
o o o o o o
o o o o o /
)
I
0
0
0
0
0
0
0w
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
1
o/ /
//O 0 0 0 0 0 0 0 0\
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 ^ 0 0 0
0 0 0 0 1 A O O O
V\0 0 0 0 0 1 0 0 O/
/°
5
0
0
0
0
0
0
0
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(An,Bn) =
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(II.3) Dimensión de la deformación miniversal.
(II.3.1) Para calcular la dimensión de la deformación miniversal bastarà contar el
número de parámetros independientes de las matrices solución.
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De hecho, en el apéndice se recoge un cálculo directo, sin necesidad de resolver
explícitamente los sistemas, vectorializando el sistema de ecuaciones (II.1.4), y calcu-
lando su rango:
(In ® A - At ® In)vec(X) + (/„ ® B)vec(Y) = O )
(B* ® In)vec(X) = O
(Bt®Im)vec(Y) = Q)
Por otra parte, en [3], [4] Beitia, Gracia y de Hoyos, calculan la dimensión del
espacio de soluciones del sistema de ecuaciones matricial
que para el caso particular en que (Ai,Bi) = (A-i,Bi) — (A,B), nos da la dimensión
del espacio tangente al estabilizador de (A, B).
Por lo que, utilizando la minitransversalidad
dim TO(A, B)± = n2 + nm - dim O(A, B)
= dim£st(A,B)-m2
(II.3.2) Empecemos contando el número de coeficientes independentes en las ma-
trices solución de los sistemas elementales (1), (2), (3), (4) y (5) dados en (II.2.4) y
obtenemos el
COROLARIO.
Con Jas mismas notaciones que en la proposición tenemos que
(i) dim Si = max {O, kj — k¿ — 1}
(ii) dim $2 — O
(iii) dim Ss = I j
(iv) dim <S4 = kj — 1
(II.3.3) Volviendo a los sistemas (I),...,(V), de (II.2.3) y [1] tenemos
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PROPOSICIÓN.
Sean ahora <S/, . . . , Sy los espacios de soluciones de los sistemas (I),...,(V) dados en
(II.2.3), entonces
(i) dim Si = *£,i<i,j<r max{0, k j - k, -, - 1}
(ii) dim <S// = O
(iii) dim Sin — r(n ~ P)
(iv) dim Siv = (m — r}(p — r)
(v) dimSv = £A(ffi(A) + 3^2(A) + 5<r3(A) + . . .)
donde <7i(A) > cr2(A) > 0-3 (A) > ... es la característica de Segre correspondiente al
valor A y A recorre todo el conjunto de valores propios de J.
(II.3.4) De ahí, obtenemos inmediatamente la
PROPOSICIÓN.
La dimensión del espacio base de la deformación miniversal de (^4, B) en O es
max{0,kj - *,- - 1} + r(n -
— r)(n — r)+
3<r2(A) + 5<T3(A) + ...).
(II.3.4) Así en el ejemplo (II.2.4), tenemos
III. Segunda deformación miniversal "minimal".
(III.O) Vamos a obtener una nueva deformación miniversal de (.A, B)
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"minimal" en el sentido de que puede ser expresada en la forma
d
donde (El,Fl) son parejas de matrices que forman parte de la base canónica de M.nm-
Esto es, con todos sus coeficientes nulos excepto uno, de valor unidad.
Dicho de otro modo, puede ser expresado en la forma
donde (X, Y) es una pareja de matrices de coeficientes variables, todos nulos excepto
precisamente d,' que constituyen los parámetros de la deformación.
(III. 1) Una forma de obtener tales deformaciones "minimales" se recoge en la si-
guiente proposición
PROPOSICIÓN.
Sea (A,B) € Mnm y (-AJ, J5¿), 1 < « < d; la base de (T(AfB) O(A,B))± obtenida de
(II. 2.9). Si (X, Y) es una pareja de matrices con d coeficientes variables (que notamos
AI, . . . , X¿), y los demás nulos, y tal que
entonces (A, B] + (X, Y) es una deformación miniversal de (A, B).
DEMOSTRACIÓN:
Recordemos que (A, B) + S es una deformación miniversal de (.4, B) si y sólo si S
es un suplementario directo de T(A,B)^(A,B) en Mnm. Por tanto, basta comprobar
que
(X,Y)iT(AtB) 0(A,B)
para todo AI , . . . , A¿ (no todos nulos).
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Y ahora basta recordar igualmente que (C, D) e T(¿tB)O(A, B} si y sólo si
.
(III.2) Parejas (X, K) de este tipo, pueden obtenerse a partir de las de (II.2.7),
evitando la repetición de los parámetros, esto es, escogiendo adecuadamente para cada
parámetro un único lugar de la pareja de matrices donde se conserve, y eliminándolo
de todos los demás lugares en que aparecía en la pareja de matrices original de (II.2.7).
Ilustrémoslo sobre el ejemplo (II.2.8)
Si consideramos la pareja (X, Y) con
x =
/
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es fácil comprobar que
=f/l
esto es, la pareja anterior, cumple la propiedad deseada.
(III.3) En general se tiene el siguiente
TEOREMA (DEFORMACIÓN MINIVERSAL "MINIMAL").
Sea (A, B} una pareja de matrices, en su forma reducida de Brunovsky. Entonces,
una deformación miniversal de (A, B) viene dada por (A, B) + «S, donde S es la
variedad lineal de Mnm definida por las parejas (X, Y)
Y —W. 
/ yi y1 \ /V1 V1
 I i 2 i v — I i 2
con
(i) X\ = O, A-21 = O
(ii) Todos los elementos de X\ son nulos excepto los indicados por los parámetros
(iii) A'l es ^a fonna cancinica de Arnold [l]
60
(iv) Todos los elementos de Yf son nulos excepto los indicados por los parámetros
y 2 „5 y 2 'i/s •> y
(v) Y-2 es tal que
yr+! = ... = yml = yr+t 2 = • • • = y
(vi) 3^=0
(vii) Todos los parámetros de Yf son arbitrarios.
(III.4) Un dibujo puede ayudar a representar esta deformación. En la figura que
sigue cada segmento corresponde al conjunto de parámetros. Recuérdese que los
segmentos verticales son cero si fc, < fc,-+i + 1. Y todos los demás elementos son cero.
X =
: •
- -4-1
-4-|
1
1
1
'
-fi
r-U r-,r r- ,
ITO !I |^ r i
f i . I l
1 1
1 fp1 Ü fTT...
,F =
1i . 1 i I
JJJ ü _JO_
! i l ii .
1 1 ' O
, "1 T— ~ .«
TÌ-H^T i ^
i T
j L\
\ - 7
IV. Algunas aplicaciones a las perturbaciones locales.
(IV.O) Vamos a aplicar los métodos obtenidos para analizar las variaciones en la
forma de Brunovsky de una pareja de matrices cuando es sometida a pequeñas per-
turbaciones. Caracterizamos en primer lugar las parejas cuyos invariantes no se ven
afectados.
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(IV.l) Parejas de matrices (estructuralmente) estables.
(IV. 1.1) En general un punto de un espacio topològico se dice estable respecto a una
relación de equivalencia si es un punto interior de su clase de equivalencia.
DEFINICIÓN: ([49])
Sea E un espacio topològico, en el que se tiene definida una relación de equivalencia.
Se dice que un punto a 6 E es estructuralmente estable con respecto a dicha relación,
si existe un entorno de dicho punto formado por puntos equivalentes a él.
(IV. 1.2) Si la relación de equivalencia viene dada por la acción de un grupo, un
punto será estructuralmente estable si y sólo si su òrbita es un conjunto abierto. Por
tanto:
PROPOSICIÓN.
Una pareja de matrices (A, B) Ç Mnm es estructuralmente estable por la semejanza
por bloques, si y sólo si su deformación miniversal es nula. O equivalentemente, si
dim O(A,B) = n2 + nm.
(IV.1.3) Por consiguiente, (A, B) € Mnm será estructuralmente estable si y sólo si
es controlable, rang B máximo y sus índices de controlabilidad son iguales o difieren
en una unidad. Esto es:
COROLARIO. (Willems [49])
Sean c y d enteros positivos, tales que n = me + d. Entonces (A, B) es estructural-
mente estable si y sólo si r = min(n, m), ki = ... = k¿ = c + 1, kj+i = . • • = kr = c.
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DEMOSTRACIÓN:
Si (A, B) es estructuralmente estable dim<S = O, por lo que, y según la proposición
(II.3.3)
i) dim £/ = Z)i<t,jXr max{0) kj-ki-l} = Q
ii) dim SHI = r(n — p) = 0
iii) dim Siv = (m — r)(p — r) = 0
iv) dimSv = EAOi(A) + 3(J2(A) + 5a3(A) + ...) = 0
De (i), y temendo en cuenta que k\ > k-¿ > ... > fcr, se deduce que si ¿ > j es
k j = ki o fcj = A;,- + 1. Llamemos &i = c + 1 y d el número de veces en que &,- = c + 1,
por lo que tenemos
<¿ + re = p
Ahora bien, r ^ O de lo contrario p = O y n = ]C,-(0"i(A,-) + 02(A¿) + ...) con A,-
recorriendo todos los valores propios. En estas condiciones dim5V ^ 0.
Al ser r =¿ O de (ii) se deduce que p — n. Y ya finalmente de (iii) se deduce que
m = r en cuyo caso d + me = n, o n = r en cuyo caso d + ne = n por lo que c = O
por lo tanto, también se tiene d + me = n.
Recíprocamente, en estas condiciones y puesto que k\ + ... kr = p se tiene p = n,
r = min(n,m), por lo que dim<5/// = dimSjv = à\m.Sv = O, además, puesto que de
i < j es ki = k j o ki = k j + 1 se deduce que k¡ — ¿¿ — 1 < O para todo ¿,j, es decir
dim Si = 0.
(IV.2) Variaciones en la forma de Brunovsky por perturbaciones locales.
(IV.2.1) Cuando la pareja de matrices no es estable, podemos analizar las variaciones
en la forma de Brunovsky a través de las deformaciones miniversales antes obtenidas,
ya que dichas deformaciones miniversales cortan (transversalmente) a todas las órbitas
próximas a la de la pareja en cuestión.
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En definitiva, bastará estudiar las modificaciones en las formas de Brunovsky al
variar los parámetros de la deformación.
Detallémoslo, estudiando la influencia de los parámetros de (X, Y") en una tal
variación, vamos a considerar separadamente la incidencia de los parámetros según
sean ellos de X\, Y¿, Y¿ o l^2, respectivamente.
(i) Si YZ o YZ son no nulos, es claro que
rang (B + Y) > r
por lo tanto el nùmero de bloques nilpotentes crece.
(ii) Supongamos que Y¿ = O Y£ = O, Y^ jí 0. Esto significa que existe k¡ tal que
ki > &,•.(-1 + 2. Podemos suponer que
donde j = i + lyZ = (O,. . . ,0, z\,... , .Sfci-fcj-iiO)*. Entonces, si los índices de
controlabilidad de la pareja son k j, k j es fácil ver que
j> ___ ¡SI J""* l» . __ £•» .A/, A- » ^-v f\f i A/ j •
Es decir, si Yj1 7¿ O las diferencias A;, — &¿+i tienden a decrecer. En otras palabras, loss
indices de controlabilidad tienden a diferir como máximo de 1.
(iii) Supongamos que Y — 0, Xl ^ 0. Esto significa que existe parte no contrôlable
en la pareja (A, B). Suponemos pues que
Ni
Entonces, el índice de controlabilidad de esta nueva pareja es k( > k¡ + 1. Esto es,
si X\ ^ O el tamaño de los bloques de Jordán decrecen.
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(IV.3) Ejemplos de diagramas de bifurcaciones.
(IV.3.1) Como hemos visto en el apartado anterior, el conocimiento de la defor-
mación versal de la pareja (^4, B) nos permite investigar cuáles son las posibles formas
reducidas de Brunovsky al perturbar (A, B). Tales posibles formas quedan reflejadas
geométricamente en el "diagrama de bifurcaciones". Esto es, en la partición que re-
sulta de agrupar las parejas de matrices que tienen los mismos invariantes discretos,
pudiendo diferir en los invariantes continuos.
Veamos ahora mediante algunos ejemplos como a partir de la deformación versal
podemos explicitar localmente dichos diagramas de bifurcaciones.
(IV.3.2) La "partición de Brunovsky" del espacio A4nm será objeto de estudio de-
tallado en el capítulo III. Por el momento, nos basta señalar que es la que resulta
de agrupar las parejas de matrices que tienen los mismos invariantes discretos, esto
es, los mismos índices de controlabilidad, el mismo número de valores propios, y las
mismas características de Segre de los mismos.
Cada parte la denominaremos "estrato de Brunovsky". Obviamente será la reunión
de las órbitas cuyas formas reducidas de Brunovsky coinciden salvo en los valores de
los valores propios.
Como decíamos, veremos en el capítulo III que esta partición verifica las condiciones
generales de una "estratificación", y que, en particular, los estratos son variedades
diferenciables. Pero aquí nos limitaremos a describir algunos ejemplos.
(IV.3.3) La observación fundamental es que, en virtud de (1.3.2), en un entorno de
una pareja (A, B] dicha partición es el producto cartesiano de O(A, B) por la partición
análoga sobre la deformación versal. Por tanto el estudio local de dicha partición, esto
es, el diagrama de bifurcaciones, basta hacerlo sobre dicha deformación miniversal.
(IV.3.4) Por otra parte, por homogeneidad del espacio Mnm a lo largo de las órbitas,
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bastará considerar parejas de matrices !(A, B) de Brunovsky.
(IV.3.5) Como ejemplo consideremos la pareja de matrices
con A T¿ [í.
Cuya deformación miniversal (como (II.2.3)) es
La matri? de controlabilidad de dicha pareja es
Por tanto (A, B) + S es completamente controlable si y sólo si
Notemos que, puesto que A 7^ /¿, es // + í — A — z ^ O para valores suficientemente
pequeños de í, 2. Luego la condición de controlabilidad anterior equivale a xy ^ 0.
Obsérvese además que estas matrices corresponden a un mismo estrato, ya que, al ser
m = 1, se tiene un único índice de controlabilidad.
Analicemos ahora el caso xy = 0. Distinguiremos las tres posibilidades siguientes
a) x = O, y y¿ O, entonces la pareja de matrices es
y es equivalente a
/
' \
0
0
0
yo0
\y
0
0
0
0
X + z
o /
0
 \ ,
0 ,
A + z / '
0
0
f°\
1l o /
\ l
, 0
/ \o
\
/
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b) y = O, x T¿ O, entonces la pareja de matrices es
(AtB) + S
y es equivalente a
c) x = y = O, entonces la pareja de matrices es
(A,B) + S
y es equivalente a
pareja de matrices con los mismos invariantes discretos que la pareja de ma-
trices inicial.
En definitiva, vemos que los valores de 2, t sólo afectan a los valores propios de
la pareja de matrices perturbada, pero no a los invariantes discretos. Es decir, para
valores distintos de z, t las correspondientes parejas de matrices pueden pertenecer
a órbitas distintas, pero en cualquier caso de su mismo estrato. En otras palabras,
cada estrato es un cilindro, cuya generatriz contiene al plano zt.
Resumimos en la siguiente proposición el resultado de la clasificación
PROPOSICIÓN.
Sí (A, B) es la pareja de matrices
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con X T¿ /z. Entonces su diagrama de bifurcaciones local es un cilindro cuya sección
es el conjunto de parejas de la forma •
O O 0\ /!'
z A 0 , 0
y O
Jas cuales se estratifican según el origen y los ejes del plano xy. Esto es, en la siguiente
forma
'O 1 0\ /O
(i) Si xy 5¿ O, es equivalente por bloques a | | O O 1 I , I O
O O O / \1i / \ .
(ii) Si x = O, y ^ O, o bien x ^ O, y = O, es equivalente por bloques a
'O O 0\ /O '
O O O I , I 1 j I , con a valor próximo a A o f¿, respectivamente.
O O a / \ 0
* / \ i
(iii) Si x = y = O, es Ja pareja inicial.
(IV.3.6) Consideremos ahora la pareja de matrices
'O O 0\ /I
(A,B)= | ( 0 A 1 , 0
O O A / \0
cuya deformación miniversal (como (II.2.3)) es
/ / O O O \ /I
(A,J?) + 5= U A 1 , 0
Wy * A + */ \o
La matriz de controlabilidad de dicha pareja es
1 0 O
O o : Ax + y
O y zx + (X-
Por tanto (^4, B) + S es completamente controlable si y sólo si
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es decir, para todo (z, y, 2, í) G C4 y que no pertenezca a la variedad
zx2 + xyt — y2 = 0.
Si hacemos el cambio de coordenadas definido por
x = u
y = v -f. u-
la ecuación anterior se transforma en
u
2w — v2 = O
que es el bien conocido paraguas de Whitney. Y en el exterior del cilindro de C4
obtenido moviendo dicho paraguas de Whitney a lo largo del eje í, las parejas co-
rrespondientes son completamente controlables. Como en el caso anterior, forman un
solo estrato.
Sea ahora u2w — v = O y t cualquiera. Distingamos los siguientes casos:
a) u = v = w = O, entonces la pareja de matrices es:
y es equivalente a
/o o
O A + l
o \
1
b) Sea ahora u = v = , en este caso la pareja de matrices es
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y es equivalente a
e) Y ya por ùltimo, sea u^Qov~£Qyw cualquiera
0 0
u X
t t2
v + u— w X
2 4
y es equivalente a
con a valor propio de la pareja que depende de u, u, w, t y X
Resumimos en la siguiente proposición el resultado de la clasificación
PROPOSICIÓN.
Si (A, B) es la pareja de matrices
'O O 0\ /!'
O A 1 , 0
O O A/ \0
Entonces su diagrama de bifurcaciones es un cilindro, de sección el llamado "paraguas
de Whitney"
ifw-v2 =0
estratificado de la forma habitual, Esto es, por el origen y el eje w. De forma precisa,
los estratos y las formas de las parejas correspondientes son los siguientes:
'O 1 0\ /O '
(i) ( ( O O 1 , O si u2w - v2 9¿ 0.
(ü)
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'O O 0\ /I
(iii) [ ( O a 0 , 0
o o bj V o
< / \
'O 1 0\ /O'
(iv) ( ( O O 0 , 1
O O a / \ 0
si u = v = O, u> T¿ O
si u2u> — v2 = O, con u T¿ O o v y¿ O
V. Deformaciones versales de cuaternas de matrices.
(V.O) Veamos cómo las técnicas empleadas en el estudio de las deformaciones de
parejas de matrices pueden también aplicarse, por ejemplo, al de cuaternas de matri-
ces.
En particular, veamos que la estabilidad estructural de tales cuaternas presenta ca-
racterísticas distintas a las de las matrices cuadradas y a la de las parejas de matrices.
En efecto:
- para matrices cuadradas no hay ninguna órbita abierta, y el único estrato
abierto es el de las matrices genéricas (esto es, diagonalizables, con valores
propios distintos),
- para parejas de matrices, hemos visto que existen órbitas abiertas, y que los
únicos estratos abiertos son los formados por una sola de tales órbitas,
- para cuaternas, veremos en (V.4.4) que existen órbitas abiertas, y también
estratos abiertos (formados por la unión no numerable de órbitas no abiertas).
(V.l) Equivalencia entre cuaternas de matrices.
(V.l.l) Designemos por M.nmp-> al conjunto de cuaternas de matrices
Mnxn(C) x x MpXn(C) x MpXm(C).
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Dicho conjunto es obviamente isomorfo a M(n+p)X(n+m)(C) por lo que escribiremos
los cuaternas de matrices indistintamente
(¿,B,C,U) o
En este conjunto tenemos una relación de equivalencia (ver [40], por ejemplo)
que generaliza de forma natural la semejanza de matrices cuadradas y la semejanza
por bloques entre parejas de matrices; se admiten: cambios de base en el espacio
de estados, en el espacio de entradas, en el espacio de salidas, y las operaciones de
realimentación y de inyección de salidas. De forma precisa:
DEFINICIÓN':
Sean (A, B, C, D), (A1, B', C", D') e -A/ínmp, decimos que son equivalentes si y sólo si
(A1, B', C", D1) puede obtenerse de (A, B, C, D) mediante una o más de las siguientes
transformaciones elementales
i) (A,B,C,D}~(PAP-1,PB,CP~1,D}
ii) (A,B,C,D)~(A,BV,C,DV)
iii) (A,B,C,D)~(A,B,WC,WD)
iv) (A,B,C
v) (A,B,(.
donde P e G7(n, C), V Ç G7(m, C), W <E Gl(p, C), J e MnXp(C), K 6 MmXn(C).
(V.l.2) Es inmediato que esta relación de equivalencia generaliza la semejanza por
bloques entre parejas de matrices. Esto es, si C = D = O, entonces también C1 =
D' = O, y las parejas (A, B) y (A1, B') son semejantes por bloques.
E igualmente, que generaliza la semejanza entre matrices cuadradas.
(V.l.3) Análogamente al caso de la semejanza por bloques, esta relación de equi-
valencia puede verse como inducida por la acción de un grupo en el espacio
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En efecto, sea Gl(n + p, C) x Gl(n + m, C), con la estructura de grupo dada por la
operación
(91,92) o (g1 1,9' 2) = (919' 1,9*292)
Consideremos Gì C Gl(n + p, C) x Gl(n + m, C) definido de la forma
P J \ /P-1 O
O W i ' l A' V
Claramente Çi es un subgrupo:
P e G/(n, C), W e Gl(p, C), V <E Gl(m, C)
Pi Ji
O WiJ'
o
o\\ ((PI J*
v J J ° ( t o P2 OA-, Vo
P2
O
'/pf o
Pi Jl
O W]
o
1
 -P2~1/2w2-1
O WT1 y ' V -KT'A'oP
P2 O \(P^
2 J\2X-2 1/2
o
Si no hay lugar a confusión a los elementos de Qi, los notaremos de la forma (P, V, VF, J, A")
con P e G/(n, C), V e G/(m, C), W e G7(p, C), J e MnXp(C) y A- e MmXn(C).
Nótese que Ci es un subconjunto abierto de
Mn(C) x Mm(C) x MP(C) x MnXp(C) x Mmxn(C)
por lo que es un grupo de Lie.
(V. 1.4) Definimos una acción a del grupo Q\ sobre el conjunto de cuaternas de
matrices
DEFINICIÓN:
OC : Gì X Mnmp
((P,V,W,J,K),
•Mnmp
P J\(A B
O W i ( C D
P-1 0
K V
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(V. 1.5) Veamos que la relación de equivalencia inducida por esta acción coincide con
la definida en (V.l.l). Esto es, que !
(A,B,C,D)~(A,B',C',D') & 3(P,V,W,J,K)eÇ talque
a ((P, V, W, J, K\ ( * %
En efecto, basta observar que
a((A B}(PJmìItO,0)\ = (PAP~? PB]\\C D ) ' m ' ' ' ) \CP D J
a
c D}^^W^ = (WC WD)
A B\ A A+BK B
C - D / ' "' m ' í" ' j \^C + DK D
((A B\ ,n r _ T .A fA + JC B + JDQ\(c D ) '(•P'J"J'Ji"<7'°)J = ( c D
(V. 1.6) Por consiguiente, la clase de equivalencia de una cuaterna ( „
 n ) es su\G U J
òrbita por la acción de a. Esto es, la imagen de Çi por la aplicación
a
 f A B\ :01 * Mnmp
definida por
P J\(A B\ /P-1 O
O W) (C D) \ K V
Notaremos por O(A, B, C, D} dicha òrbita de M B
Al igual que en (1.2.5) se verifica
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PROPOSICIÓN.
Las órbitas O(A,B,C,D) son subvariedades complejas de Ainmp, localmente ce-
rradas cuyo borde es unión de órbitas de dimensión estrictamente menor.
(V.l.7) Claramente la acción a /
 A B\ es diferenciable. Como para parejas de ma-
^ (CD)
trices, necesitamos expresión explícita de su diferencial en el elemento unidad E de
G^da(AB\ •
(CD)'E
Como que 0i es un abierto de Mn(C) x Mm(C) x MP(C) x MnXj)(C) x MmXn(C),
tenemos
P J \ I-P ü\\ P £ Mn(C)W € Mr(C), FeMm(C)
o w)'(K v)) j6Mnxp(c)>A.6Mmxn(c)
que si no hay lugar a confusión escribiremos:
(P,V,W, J,K] e Mn(C) x Mm(C) x M,(C) x MnXp(C) x MmXn(C).
Con esta notación, tenemos
LEMA.
Sea Oí /A B\ : 0i —v Mnmp, la acción definida en (V.l.3). Entonces su diferen-
(CD)
dal da /
 A B \ en el punto identidad E £ 0i, aplicada en un punto (P, V, W, J, K]
cualquiera del espacio tangente TE^I es:
da(AB\ = ([p> A] + BK + JC> BV + PB + JD, -CP + DK + WC, DV + WD)
(CD)'E
DEMOSTRACIÓN:
Hemos de calcular da ,
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el elemento neutro de Q\. Para ello, calculemos
p + eW,eJ,eK} =
C D
In+eP £ J \ / A B \ f (In + eP}-1 O
O Ip + eWj\C Dj\ eK Im + eV
((In+eP)B+eJD)(Im+eV} \
J
Recordando que (Jn + eP}~1 = I — eP + e2P2 + . . ., se tiene que la aproximación
lineal es:
A + e([P,A] + JC + BK) B + e(PB + JD + BV)\
C + s(-CP + WC + DK) D + e(DV + WD] )
A B\ f [ P , A ] + BK + JC BV + PB + JD
C DJ+£\ -CP + DK + WC DV + WD
y puesto que la acción a / ,
 B \ es diferenciable, se tiene el resultado.
'•(AB\
\CD)
(V.2) Deformaciones versales de cuaternas de matrices.
(V.2.1) De forma análoga a (1.3.3), se demuestra
PROPOSICIÓN.
Una deformación ip : A —> M.nmp de (A,B,C,D) es versal en O, si y sólo si es
transversal en el origen a la órbita O(A, B, C, D) por la acción de Q\.
(V.2.2) Por lo que tenemos el siguiente
COROLARIO.
Supongamos que tenemos definido un producto escalar hermítico en Mnmp. En-
tonces, una deformación miniversal de la cuaterna de matrices (A, B, C, D) viene dada
por
(A, B, C, D) + (T(A!B,C,D) 0(A, B, C, D))±
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(V.2.3) Definamos pues, un producto escalar en Mnmp.
DEFINICIÓN:
Sea ( A, B, C, D), (A', S', <?',£>') e M(nmp)
< (A, B, C, D\ (A', B', C", £>') > = tr (AA'*) + tr (BB'*) + tr (CC"*) + tr (£>£>'*) =
'A ß^ f A' B>= tr
C D \C' D1
. ,
siendo A
1
 B' V
,
A' £>'
Claramente se verifican las propiedades de un producto hermítico. (De hecho, es el
producto escalar habitual en el espacio de matrices M(n+p)x(n+m)(C)).
(V.2.4) Explicitemos ahora (T(A,B,c,D)O(A, B, C, D))-1-
LEMA.
Consideremos en M.nmp el producto escalar dado en (V.2.2), se tiene
(A', B', C', £>') e (T(J4>B|C,D)0(A, B, C, 1?))^
si y sólo si
A'*B + C"*£> = O
B'* B + D1* D = O
C'A'* + DB'* = O
CC1* + DD'* = 0
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DEMOSTRACIÓN:
0 = ( \da/A „x (P, V, W, J, JO1 ,[ ", BD,
CD
[P,A] + BK + JC BV + PB + JD\ f A1 B'
-CP + DK + WC DV + WD )\C' D1
= tr(([P, A] + BK + JC)A'*) + ii((BV + PB + JD)B'*)+
+ tr((-CP + DK + WC}C'*} + ir((DV + WD)D'*) =
= ir(PAA* - APA'* + BKA1* + JCÄ*} + ti(BVB'* + PBB'* + JDB'*)+
+ tr(-CPC"* + DKC'* + WCC'*} + ir(DVD'* + WDD'*} =
= i*(AA'*P - A*AP] + ti(A'*BK) + ir(CA*J) + tr(B'*BV) + tr(BB'*P)+
+ ir(DB'*J) + tr(-C"*CP) + tr(C'*DK) + ir(CC'*W} + tr(D'*DV)
'* -C'*C A*B + C'*D O
= tr O B'*B + D'*D O -\KV O } = O
U CC'* + DD'*
P O J\ /P R J
VI K V O \ => V l K V U
0 O w M N W
ya que M, TV, /£, U no intervienen en el calculo de la traza.
Luego, por ser el producto escalar definido positivo
-C'*C A'*B + C'*D O
O B'*B + D'*D O | = 0
CA'*+DB'* O
de donde el resultado.
(V.2.5) Según el corolario (V.2.1), y el lema (V.2.4) se tiene el siguiente
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TEOREMA.
Consideremos Mnmp y sea (A,B,C,D) 6 Mnmp- Entonces una deformación
miniversal (ortogonal) de la cuaterna de matrices (A, 5, C, D), viene dada por la
variedad lineal
donde X 6 Mn(C), Y 6 MmX„(C), Z e MnXp(C), T e MmXp(C) recorren Jas
soluciones del sistema
(V.2.6) Nótese que esta deformación miniversal contiene a las ya conocidas para
parejas de matrices y para matrices cuadradas. En efecto, si (A, B, C, D) = (A, B, 0,0),
se tiene
r A A'*\ _l_ RR'* f\\[A, A J + tí ti = U 1
A'* B = O
con C' y D' libres.
Si intersecamos dicha variedad lineal con la variedad lineal
D' = 0
se obtiene la deformación ortogonal de la pareja de matrices (A, B} obtenida en
(II.1.4).
Igualmente, si (A,B,C,D) = (^,0,0,0) se tiene [A, A'*] = O con B', C", D' libres.
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Si como antes, intersecamos esta variedad lineal con
C" =
obtenemos la deformación ortogonal de las matrices cuadradas dada por Arnold.
(V.2.7) EJEMPLO:
Sea (A, B, C, D) e M5 21, con
A =
/O 1 O O 0\
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
\0 O O 1 O/
= ( 0 0 0 0 1 ) ,
B =
/O 0\
1 O
O 1
O O
\0 O/
0)
Llamando
/a\
a?
«2
Oo
«5\
a a
\af 4
b\ b¡
«!/
/Cl\
C\
Cl
Vcf /
Entonces, una deformación miniversal (ortogonal) de (A, 5,C, Z>), viene dada por
con
/ o
0
0
«1
Va?
0
0
0
«4
ai
0
0
0
«4
al
0
0
0
0
0
0\
0
0
0
O/
/ o
0
0
«iu
0 \
0
0
albl)
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o o),
(V.2.8) En general, para obtener una descripción explícita de la deformación (V.2.5),
por la homogeneidad a lo largo de la órbitas, podemos reducirnos a cuaternas de
matrices en su forma reducida (ver [27], o [40]).
Sea pues, la cuaterna (A, JE?, C, D] en su forma reducida canónica
A=\
 Az I B =
At
donde (Ai,Bi], (A^, C\] son parejas de matrices en su forma reducida de Brunovsky
y completamente controlables, ( _3 _.2 l es una cuaterna con la misma parte con-\C2 O J
trolable que observable, AI es una matriz de Jordán.
(V.2.9) Si partimos ahora las matrices X, Y, Z, T de (V.2.4) según los bloques de las
matrices A¡ 5, C y D,
V2 V2 T — TJ3 M I ' -^  — ^1
el sistema de ecuaciones que nos determinan dichas matrices se descompone en los
siguientes sistemas de ecuaciones independientes:
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A1X¡ - X¡
BìYì = 0
X\Bl = O
1^1= O
(1),
- Z]d = 0} (2),
Z¡C2 = 0
X¡B2 = O (3),
(4),
l = 0 '
! = O (5),
=0'
(6),
= O
= O
(7),
= O
(8),
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X f B! = O
Y? B! = O
(9),
A3X¡ - X¡A2 + B2Y? - ZfCi = O
C2Zf = O
X¡A3 ZC2 = 01- 
C2X¡ = O
Y*B2 = O
C,Z? = O
= O
X4A4 = O
C2Xl = O^ <
(10),
(U),
(12),
4Xf - XIAi = O
= 0
(13),
A4X% - X%A2 - Zi Ci = 0} (14),
^4^13 — X¿ AS — Z2 C2 = O
X*B2 = O
(15),
A4X* - X*A4 = 0} (16),
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z¡ = o y,3 = o Tg1 = o T} = o
Zi = O F23 = O Ti = O T23 = O
z¡ = o y3 3=o T33 = o
Z| = O F43 = O
y Ti, T}, Ti T* libres.
(V.2.10) De entre todos estos sistemas observamos que
i) El sistema (1) es como (I) de (II.2.3) resuelto en el anexo.
ii) El sistema (4) es como (III) de (II.2.3) resuelto en el anexo.
iii) El sistema (13) es como (II) de (II.2.3) resuelto en el anexo.
iv) El sistema (16) es como (V) de (II.2.3) resuelto, por ejemplo en [17], o [35].
v) El sistema (6) es el sistema traspuesto de (I) de (II.2.3) resuelto en anexo.
vi) El sistema (8) es el sistema traspuesto de (II) de (II.2.3) resuelto en anexo.
vii) El sistema (14) es el sistema traspuesto de (III) de (II.2.3) resuelto en anexo.
viii) El conjunto de soluciones del sistema (5), es la intersección del conjunto de
soluciones del sistema
que es como (II), con el conjunto de soluciones del sistema
r Y2 —ñ\CiAj -U)
sistema traspuesto de (IV).
ix) El conjunto de soluciones del sistema (7), es la intersección del conjunto de
soluciones del sistema
A V"2 V"2 A 7^f^ n>
^12-^-3 ~ -A-3-f* 3 ~ •^2L/2 — U
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que es traspuesto (I), con el conjunto de soluciones del sistema
que es como (IV).
x) El conjunto de soluciones del sistema (9), es la intersección del conjunto de
soluciones del sistema
A3XÌ-XÌA!+B2Y?=O
XfBi = O
y? B! = 0,1
que es como (I), con el conjunto de soluciones del sistema
C2Xf = 0}
sistema traspuesto de (IV).
xi) El conjunto de soluciones del sistema (12), es la intersección del conjunto de
soluciones del sistema
que es como (III), con el conjunto de soluciones del sistema
= 0}
que es traspuesto del sistema (IV).
xii) El conjunto de soluciones del sistema (15), es la intersección del conjunto de
soluciones del sistema
A4X* - X*A3 - X\C2 = 0}
que es traspuesto del sistema (III), con el conjunto de soluciones del sistema
que es como sistema (IV).
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(V.3) Estabilidad estructural.
(V.3.1) Vamos ahora a deducir de la deformación miniversal de las cuaternas de
matrices, condiciones necesarias y suficientes para la estabilidad estructural de dichas
cuaternas. Partimos de que, por la minitransversalidad de la deformación obtenida
antes, se tiene inmediatamente
PROPOSICIÓN.
Una cuaterna (A, I?, C, D) G Mnmp es estructura/mente estable por la relación de
equivalencia definida en (V.l.l), si y sólo si el conjunto de soluciones del sistema
(V.2.3), se reduce al cero.
Vamos a determinar ahora los casos en que se da esta condición.
(V.4.2) LEMA.
Consideremos M.nmp con la relación de equivalencia dada en (V.l.l). Es condición
necesaria para que una cuaterna (A, B, C, D) 6 M.nmp, sea estructuralmente estable
que
rang D = min (m, p).
DEMOSTRACIÓN:
Por la homogeneidad a lo largo de las órbitas, podemos suponer que la cuaterna
(A, B, C,D) 6 Mnmp está en su forma reducida, por lo que el sistema (V.2.3) queda
partido en los sistemas (V.3.2). En dichos sistemas vemos que T/, T^, Tf, T22 son
libres, y que sólo dejan de aparecer si D es de rango máximo.
(V.4.3) Supongamos pues, que rango es máximo, esto es rang£> = min(m,p), por
lo que hay tres posibilidades
1) m = p.
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En dicho caso, la forma reducida canònica de una cuaterna cualquiera es
A4 O
O Im
v
El sistema de ecuaciones que define la deformación miniversal ortogonal de esta
cuaterna se reduce al sistema (16)
A4 Xl - X\Ai = 0}
que no es más que la deformación miniversal ortogonal de las matrices cuadradas por
la relación de equivalencia conjugación, dada por Arnold, por lo que es sabido que la
dimensión del espacio de soluciones es
siendo (<7i(0, <^2(0' • • •) ^a característica de Segre del valor propio A¿ de A^.
Esta dimensión es mínima (e igual a n), en el caso en que A± es diagonal y con
todos los valores propios distintos.
2) m > p
En este caso Tang D = p y la forma reducida canónica de uno de estas cuaternas es
f A B
V<7 D
con
o bien
ü) A = Ai, B = B!, C = 0, D = IP
El sistema de ecuaciones que define la deformación miniversal ortogonal del primer
caso se reduce a los sistemas (1), (4), (13) y (16), que tal y como hemos dicho ante-
riormente, siempre tiene más de una solución.
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El sistema de ecuaciones que define la; deformación miniversal ortogonal del segundo
caso se reduce al sistema (1), que no es más que la deformación miniversal ortogonal
de la pareja de matrices (Ai, B i ) y que sabemos que es estructuralmente estable si y
sólo si rangBj = min(n,m — p) y los índices de controlabilidad minimales.
3) p > m
En este caso rang D = m y la forma reducida canónica de una de estas cuaternas
es
f A B
\C D
con
'Ci 0\
 n { 0
x ï °/' V«
o bien
El sistema de ecuaciones que define la deformación miniversal ortogonal del primer
caso se reduce a los sistemas (6), (8), (14) y (16), que tal y como hemos dicho ante-
riormente, siempre tiene más de una solución.
El sistema de ecuaciones que define la deformación miniversal ortogonal del segundo
caso se reduce al sistema (6), cuyo sistema traspuesto corresponde con el que define
í A Vla deformación miniversal ortogonal de la pareja de matrices I „ 1 y que sabemos
que es estructuralmente estable si y sólo si rangCí = min(n,p — m) y los índices de
controlabilidad minimales.
Por lo que, podemos resumir en el siguiente
TEOREMA.
Una cuaterna (A,B,C,D) € Mnmp es estructura/mente estable por la acción de
Qi, si y sólo si rang£> = min(m,p) y
i) para m > p, si rang .Si = min(n, m — p) y los índices de controlabilidad de la
pareja (Ai, B\ ) verifican la proposición (IV.1.3).
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ü) para p > m, si rang Ci = min(n,p — m) y los índices de controlabilidad de la
(
 A y
pareja [ ,, ) verifican la proposición (IV. 1,3).
(V.4.4) Hemos observado que en el caso en que m=p, ninguna cuaterna de matrices
es estructuralmente estable. Pero en el caso en que rang D = m = p, si J es diagonal
con todos los valores propios distintos, las cuaternas de matrices que podemos hallar
en un entorno de la dada, son equivalentes a una, evidentemente con rang D = m = p,
y la matriz J también diagonal con todos los valores propios distintos. Es decir, en un
entorno de una cuaterna de ese tipo, todas las cuaternas tienen los mismos invariantes
discretos, aunque no así los invariantes continuos. En otras palabras, una cuaterna de
ese tipo no sería interior a su órbita, pero sí interior a su estrato (definido de forma
análoga a (IV.3.3)).
En definitiva, si definimos una cuaterna (A, B, C, D) "estructuralmente estable por
Q\ con respecto a los invariantes discretos" como aquella que admite un entorno
formado por cuaternas teniendo sus mismos invariantes discretos, podemos enunciar
TEOREMA.
Una cuaterna (A,B,C,D) G M.nmr> es "estructuralmente estable por Q\ con res-
pecto a los invariantes discretos" si y sólo si:
i) o bien es estructuralmente estable,
ii) o bien rang D = m = p, y es equivalente a una del tipo I _ , 1, donde T>
y U Im /
es una matriz diagonal, con todos los valores propios distintos.
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Anexo
[A, X] + BY = O]
Estudio de la ecuación matricial YB = o
Pretendemos ahora estudiar y resolver el sistema de ecuaciones matricial
con A, X e M„(C), B 6 M„Xm(C) y F e MmX„(C), obtenido en (II.1.4) al construir
la deformación miniversal ortogonal de la pareja de matrices (A, B}. Según hemos
visto, la descripción de una base del espacio de soluciones, nos es necesaria para
la construcción de una deformación miniversal de la pareja de matrices (A, B) £
Mn(C) x MnXm(C), que es uno de los objetivos centrales de esta memoria.
Los problemas que tratamos en este capítulo son, por una parte el estudio de
la dimensión del espacio de soluciones y por otra, la descripción de dicho espacio.
Por supuesto, dando una base del espacio de soluciones, tenemos su dimensión. Sin
embargo veremos como es fácil dar dicha dimensión directamente, haciendo uso del
producto de Kronecker [32], [35], inicialmente llamado producto directo, cuya noción
surge de forma natural de la de producto directo en teoría de grupos finitos, y del
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operador vectorializador [32], [35], Mac Duffee [35], usa ya estos conceptos para
;
estudiar la ecuación A\XB\ + ... + ArXBr = C.
En el apartado (I) se aborda el primero de dichos problemas, En (1.1) presenta-
mos un breve resumen de las nociones antes mencionadas, esto es, del producto de
Kronecker (1.1.1) y del operador vectorializador (1.1.3), así como de las relaciones
entre ambas (1.1.4) y de sus propiedades que vamos a utilizar (1.1.5), haciendo notar
que pueden ser demostradas fácilmente (1-1.7) haciendo uso del producto tensorial
de aplicaciones lineales. En (1.2), se aborda ya la dimensión deseada, remitiéndonos
primero a parejas de Brunovsky (1.2.2), transformando a continuación el sistema ma-
tricial en uno vectorial mediante las técnicas del apartado anterior (1.2.3), y haciendo
finalmente transformaciones por bloques a la matriz del sistema resultante, primero
para reducirla a dos bloques diagonales (1.2.4) y después para calcular el rango de
cada uno (1.2.5,6), lo que completa el cómputo buscado (1.2.7).
En el apartado (II) se resuelve explícitamente el sistema. Para ello en (II. 1) se
descompone en 5 sistemas independientes. Remarquemos que el quinto es de la forma
[X, J] — O, ecuación matricial estudiada por diversos autores y en distintos contextos.
Ya en 1885 Cayley [42] hizo una discusión de la ecuación matricial AX = XB sola-
mente para cuaterniones. De hecho han sido estudiadas las ecuaciones más generales
AX - Y B = C y AX - XB = C. Roth en 1952, [42] da una condición necesaria y
suficiente para la existencia de soluciones. La solución de esta ecuación (que aparece
en diversos textos, por ejemplo Gantmacher [17]), nos da el subespacio director de
la variedad lineal de la deformación miniversal ortogonal de la matriz J dada por
Arnold [1], [2]. Los otros cuatro se resuelven explícitamente en (II.2) a (II.5), y las
soluciones se recopilan en (II.6). Notemos que el primero de tales sistemas es análogo
al inicial, pero la pareja de matrices es completamente controlable, con la segunda de
rango máximo.
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I. Dimension del espacio de soluciones.
(I.I) Producto de Kronecker y operador vectorializador.
V(I.l.l) Recordemos que si A = (a}) E MnXm(C) y B E MpX9(C), se definen sus
productos de Kronecker por la derecha y por la izquierda respectivamente como las
matrices (a^A)^ y (6*-.B)}. Como sólo haremos uso del primero, adoptamos la siguiente:
DEFINICIÓN:
Sean A = (aj) E MnXm(C) y B E MpXg(C), el producto de Kronecker por la
derecha (o simplemente producto de Kronecker), de A por 5, A <S> B, es la matriz
(a\B a\B ... almB\
o\B a\B
e Mnpxm?(C)
(1.1.2) De las muchas propiedades que verifica este producto (ver [32]), caben destacar:
1) (A + B) ® C = (A ® C) + (B <8> C)
2) A ® (B + C) = (A ® B) + (A ® C)
3) (A ® B) ® C = A ® (B ® C)
4) (A®B)t=At®Bt
5) Si A 6 G/(n; C) y B 6 G7(p; C), entonces A 0 5 6 G/(np; C) y
6) Si A E MnXm(C) y B 6 MmXn(C), existe un matriz de permutación
•P G Mnxm(C) tal que B ® .4 = P'(^L ® 5)P
7) rang(A (g) JB) = rang(A) • rang(5).
(1.1.3) Asociados al producto de Kronecker, pueden definirse distintos operadores
vectorializadores que transforman una matriz A cualquiera en un vector fila o vec-
tor columna, bien sea colocando las filas de la matriz, una a continuación de otra,
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bien colocando las columnas de dichaj matriz, una a continuación de otra, o bien
trasponiendo estos vectores fila o columna. En esta memoria vamos a adoptar la
siguiente
DEFINICIÓN:
Sea X = (xlj) 6 MnXm(C), denotemos Xi = (x\,..., x*m) para 1 < ¿ < n a la
z-ésima fila de la matriz X. Definimos el operador vectorializador, que notaremos por
, de la forma
vec : MnXm(C) —> MnmXi(C)
x—>Oí x2 ... xny
Esta aplicación es, obviamente, un isomorfisme.
(1.1.4) Veamos ahora la estrecha relación que existe entre este operador vectoria-
lizador y el producto de Kronecker
PROPOSICIÓN.
Si A e MnXm(C), X e MmXp(C) y B e MpX,(C), entonces
vec(AXB) = (Bt ® A)vec(X)
(1.1.5) Esta proposición y su corolario, van a ser clave para el cálculo de la dimensión
del espacio de soluciones del sistema matricial que nos ocupa.
COROLARIO.
Con las mismas notaciones se tiene
1) vec(AX) = (In <g> A)vec(X]
2) vec(XB) = (Bt ® Im)vec(X]
3) vec(AX + XB} = ((In®A} + (Bt®Im )}vec(X).
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(1.1.6) Las propiedades descritas del producto de Kronecker, pueden demostrarse
directamente (ver por ejemplo [32]), o también haciendo uso del producto tensorial
de aplicaciones lineales y de su descripción matriciali
V_
matriz de f\ 0 . . . <8> fm — A\ <8> • . • <8> A-m
(Para esta noción, ver por ejemplo [33]). En efecto, para 1 < i i < m, sean EÍ, FÍ es-
pacios vectoriales, /,- : EÍ — > F¡ aplicaciones lineales, y {u\, . . . , u*p,} y {v\, . . . , vlq¡ },
bases de los espacios EÍ y FÍ respectivamente, y AÍ las matrices asociadas a las apli-
caciones /, en estas bases. Considerando en 0^ EÍ la base
en la que los vectores están ordenados lexicográficamente y en (^)¿_i FÍ, la base
{vlkl ®...®v?m,ki £ {l,...,9f},í = l, . . . ,m}
en la que también, los vectores están ordenados lexicográficamente. Entonces la matriz
de f i <g) . . . <g> /m en estas bases, es
5 = Ai <g> . . . ®Am
Donde A\®...® Am , es el producto de Kronecker que ha sido definido en el apartado
(1. 1.1) independientemente de cualquier consideración acerca de aplicaciones lineales.
Marcus [37] vol II, calcula invariantes de la aplicación / ® <7, para el caso en que /
y g son endomorfismos, en función de los invariantes de / y g.
(1.1.7) La observación anterior permite deducir las propiedades del producto tenso-
rial de matrices de las propiedades análogas del producto tensorial de aplicaciones
lineales. En particular, es posible dar una demostración particularmente simple de la
proposición (1.1.4). En efecto, sea v : C(E,F) — >• (E®Faat)* el isomorfismo natural
definido por
v(f)(x <g> w) =
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donde x G E, u> G F* y los espacios vectoriales son de dimensión finita. Se tiene
entonces la !
PROPOSICIÓN.
Si E, F, G, H son espacios vectoriales de dimensión finita, f G C>(E, F) g G £( F, G)
y h G £(£?, H) se verifica la igualdad
v(hgf) = v(g)(f <g> fc')
donde h1 es la aplicación dual de h.
DEMOSTRACIÓN:
Para todo x G E, u G -íT* se tiene
Ä*))(* (S) w) = v(g)(f(x) ® A'ÍU;)) =
= v(hgf)(x ® w)
Nótese que la proposición (1.1.4) es la traducción matricial de la proposición ante-
ror.
(1.2) Dimensión del espacio de soluciones.
(1.2.1) Consideremos el siguiente sistema matricial
YB =
con A,X G Mn(C), B G Mnxm(C) e Y G MmXn(C).
[A,X] denota el corchete de Lie de A y X, es decir, [A, X] = AX — XA.
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Nos proponemos tal y como hemos dicho, encontrar la dimensión del espacio de
soluciones de dicho sistema.
(1.2.2) Empezaremos viendo que podemos restringirnos al caso en que la pareja de
matrices (A B) está en su forma reducida de Brunovsky.
PROPOSICIÓN.
Sean S y S los conjuntos de soluciones de las ecuaciones matriciales
[A,X]
(*)
YBl = O (**)
respectivamente.
Si (A B),(Ai BI) € Mn(C) x MnXm(C] son equivalentes por la relación de equi-
valencia semejanza por bloques, definida en el capítulo O, (II.6.1). Es decir, existen
P G GL(n; C), Q e GL(m; C) 7 R e MmXB(C), tales que
P O
R Q
Entonces, se tiene que
<f> : S
X
Y
P O
R Q
es un isomorfismo y por lo tanto dima" = dim<S.
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DEMOSTRACIÓN:
Sea XQ, YO es solución del sistema (#) comprobemos que
Xi — PX(¡P , YI = RXoP 4- QlojP
es solución del sistema (**).
Por ser XQ, YO solución del sistema (*), tenemos
Y0B = O (1)
Sustituyendo en (1), las matrices A y I?, por su expresión en función de AI y B\
tenemos
[p-lAiP + P-IB&XO] + P~1B1QY0 = O
KoP^Bi = O
Desarrollando tenemos que el sistema se expresa de la forma
P-.1 + BiRXoP-1 - PXoP^Ai - PXoP^BiRp-1 + BiQYQP~l = 0]
QY0p-lBi = O
De la tercera ecuación de este último sistema, se desprende que
= O
por lo que la primera ecuación queda
oP"1 - PA'oP-1^! + B^RXoP-* + QY0P-1) = O
llamando
Xl = -1 + QYP~l
98
y sustituyendo queda
Y1B1-RP~1X1BÌ =0
pero RP~lX^Bl = RX^P^B^ = RP~lPX0P-lBl = RP~l = O
Por lo que finalmente tenemos
Sólo queda ver, pero es obvio, que (f es lineal y biyectiva.
(1.2.3) Pasemos ya a efectuar el cómputo de la dimensión del espacio de soluciones
del sistema.
Sea (A B) e Mn(C)xMnXm(C), que por la proposición (1.3.2), podemos considerar
que está en su forma reducida de Brunovsky, es decir y según la notación dada en el
capítulo O (II.3.1) es
N 0\ (E O
o J y ' V o o
con ki > . . . > kr sus índices de controlabilidad, AI , . . . , As sus valores propios y
cr(A,) = (cTi(A¿), . . . , <7f ;(A,)) la característica de Segre para cada valor propio A¿. Al
igual que en el cap 1, (II.2.2), llamaremos p = k\ + . . . + kr.
En primer lugar veamos que gracias a las herramientas dadas en I, nuestro sistema
de ecuaciones matricial es equivalente a uno vectorial, por lo que el cálculo de la
dimensión del espacio de soluciones del sistema que nos ocupa se remite al cálculo de
la dimensión del espacio de soluciones de un sistema de ecuaciones lineal, bastándonos
pues averiguar el rango de la matriz del sistema.
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LEMA.
XQ, Yo es solución del sistema (l.2.1),\siy sólo si ,A' es solución del sistema
'ln®A-At®In In®B\ / , , x /O
vec(Jí) \ _ í Q
B<®In
O O
DEMOSTRACIÓN:
Aplicando a las tres ecuaciones del sistema (1.2.1) el corolario (1.1.5),
(In® A- A*® In)vec(X) + (In <g> B)vec(Y) = 0^
(Bt ® In)vec(X) = O
(Bt®Im)vec(Y) = 0)
que a su vez equivale a la ecuación vectorial
'ln®A-At®In In®B ve O
(1.2.4) Para simplificar notaciones llamaremos A, a la matriz del sistema:
/ Jn ® A - A* ® In In® B
A = í B*® In O
V O Bl®Im
como dim «S = n2 + nm — rang A, el calculo de la dimensión de S se reduce al cálculo
del rango de la matriz A.
(1.2.5) Empezaremos viendo qué forma tienen los cuatro bloques no nulos de esta
matriz.
El primer bloque In ® A — Ai ® /„, es la matriz diagonal por bloques siguiente
/Ci \
Du
D „Jqs
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con
/ Àf -*1
-In
0
;
V
/A-XtIn 0
— ln A — A,'./n
0 -/„
0 0
\ 0 0
0 0
A 0
-in A
*
0
0
A - XJn
0
0
0
. . . 0
. . . 0
°v, |
A
-In
. . .
. . . A
...
o\
0
0
. e Mn.ki
'.
0A)
0 0
0 0
0 0
- A,-Jn 0
—In A — X
(C)
\
¿•if»/
In® B también es una matriz diagonal por bloques
I o
O B2
e M„2Xnm(C)
con
B)
Mnpxmp(C)
/B
B
Finalmente
con FI matriz diagonal por bloques
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yF1¿ = (0 ... O In) £ Mnìtnki(C)ì
FI también es una matriz diagonal por bloques
'F2l
Mrmxmp (C)
F2¿ = (0 ... O Im)€Mm Xm*.-(C).
Tenemos pues que la matriz del sistema es
A' =
íc0
FI
0
0
V o
0
D
0
0
0
0
BI
0
0
0
F2
0
° \B2
0
0
0
0 /
que haciendo transformaciones elementales por bloques es equivalente a
A =
/ C Bl O O \
F! 0 0 0
O F2 O O
0 0 B2 D
0 0 0 0
V 0 0 0 O /
Ai O
O A2
con A! = | F! O y A2 =
rang A = rang A = rang AI + rang A2
Pasemos pues a calcular los rangos de las matrices AI y A2.
(1.2.6) LEMA.
Con las notaciones anteriores
rang AI = ¿ + m + r0 + . . . + nt..-2)
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DEMOSTRACIÓN:
Según hemos visto en (1.2.5) y partiendo la matriz B\ en bloques según los tamaños
de d
'Bn 'B
B, = con BU = €MB fc ,xmfc¡(C)
BIr •
tenemos que la matriz AI tiene la forma
/Ci
A, =
'11
'Ir
\ F2rJ
que por transformaciones elementales por bloques (permutaciones de bloques), se
transforma en
/ /""* D/ i·'i -£»11
Fu 0
0 F2i
\
C 2 B 12
F« 0
0 F22
Cr
Fir
0
\
Sir
0
F2r/
matriz diagonal por bloques, en que todos los bloques son del mismo tipo, variando
a lo sumo de tamaño. El rango de dicha matriz es la suma de los rangos de cada
bloque, por lo que calcularemos genéricamente el rango de uno de estos bloques.
103
Sea pues
/ A
_ rJ-n
A
-In A
In
B
\
B
Im/
haciendo transformaciones elementales por bloques (al fc¿ — 2 bloque fila le sumamos
A-veces el fc¿ — 1 bloque fila, a la matriz resultante hacemos, al fc¿ — 3 bloque fila le
sumamos A-veces el fc¿ — 2 bloque fila, y así sucesivamente), hasta obtener la siguiente
matriz:
/
v
0
•*• n
0
0
0
0
0
0
_ r
Tt
0
0
0
. . . 0
. . . 0
. . . 0
. . . -In
0
. . . 0
0
0
0
0
In
0
B
0
0
0
0
0
AB
B
0
0
0
0
. . . A"
... Ak
. . . Ak
. . .
. . .
. . .
,-2j3
i-3B
,-4B
0
0
0
Ak
Ak
Ak
Í-1J5
•-
2
 B
i-3B
B
0
\
Im /
y ya finalmente, podemos reducir el último bloque colunma obteniendo una matriz
equivalente
/
V
0
-In
0
0
0
0
0
0
-/n
0
0
0
... 0
... 0
0
... -/„
... 0
... 0
0
0
0
0
In
0
B
0
0
0
0
0
AB ...
B ...
0 ...
0 ...
0 ...
0 ...
Ak
Ak
Ak
~
3B
0
0
0
' 0
' 0
0
0
0
Im
\
J
cuyo rango es fàcilmente calculable
rangA1¿ = n • fc¡ + m + rang (B, AB, . . . , Aki~2B) =
y por lo tanto
= n • ki + m + TI + r2 + . . . + rjt,.-i
rang AI = rango AI,- = i + m + r0 + r2 + . . . + rki-2
i=ì
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tal y como queríamos probar.
(1.2.7) Pasemos a calcular rango Aa = rango (B<¿ D).
LEMA.
Con las notaciones de (1.2.5), tenemos
= pn - p2 + (n - p)2 - (<TI(Í) + 3<r2(0 + • • • + (2/i -
n
2
 - 3<r2(t) + . . .
DEMOSTRACIÓN:
Partiendo la matriz B-¿ en bloques BÍJ, correspondientes a los bloques DÍJ, tenemos
'Bu Du
Bgt Dqt
que mediante permutaciones de columnas pasa a ser una matriz diagonal por bloques
'Bu DU \ /Hi
qt Igt
en que cada bloque tiene la forma
HÍJ =
B
A - \iln
-In
B -In
y rang(j?2 D) = ]Trang#0.
Analicemos la matrices HÍJ', teniendo en cuenta la forma de la matriz A = N J
( w nn n ] ? Y partiendo la matriz identidad según los bloques de
1-2
, tenemos
f E 0
0 0
0 0
0 0
0 0
\ 0 0
0 0 . .
0 0 . .
E 0 ..
0 0 . .
0 0 . .
0 0 . .
0 0 i
0 0
0 0
0 0
E 0
0 0
V-A,-/
0
-II
0
0
0
i 0
J-Ai/2
0 i
-h
0
0
0
0
V-A.-J
0
0
0
0
0
r! 0
J-A.-/2 ...
0
0
0
0
0
0
-II
0
0
0
0
0
0
-/2
0
0
0
0
AT-A;/!
0
0
0
0
0
0
J-A./2
\
/
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que mediante transformaciones elemntales por bloques, vemos que es equivalente a
siendo
/E N
E TV -
-/i
/J-A./2
-/2 J - Ai/2
-/2 J - Ai/a /
Se tiene rangHij — rang^C¿; +
Obviamente rang fC ¿ • es máximo
rang/C-j- = (^ + . . . + fcr)(crj(¿))
Y la matriz /C^ no es más que un bloque de 1-2 ® J — J* ® /2, que es la matriz
correspondiente al sistema
/2<8> J- Jí
que es a su vez equivalente al sistema JX — XJ = O, del cual conocemos la dimensión
del espacio de soluciones (ver por ejemplo [17]).
Por lo tanto
rang(JB2 D) = rang(/ ® J - J*
= pn - p2 + (n - pf - ((7! (t)
(1.2.8) Combinando los resultados de (1.2.5), (1.2.6), y (1.2.7) obtenemos
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PROPOSICIÓN.
r
dim S = n2 + nm — (^(« • ki + m + r0 + ... + rfc ;_2))
x=l
- (pn - p2 + (n - p)2 - V(<TI(¿) + 3<r2(t) + ... + (2/i -
II. Solución del sistema de ecuaciones.
(II.l) Descomposición del sistema.
(IL 1.1) Si bien resolveremos el sistema para el caso en que la pareja de matrices
(A B}, está en su forma reducida de Brunovsky, debido a que solamente hacemos uso
de este caso, por (1.2.1), sabemos que conocida la solución para este caso tenemos la
solución para cualquier pareja de matrices equivalente a ella, previo conocimiento de
la matriz de paso de una a su equivalente.
(II.1.2) Sea pues (A B] 6 M„(C) x M„Xm(C), en su forma reducida de Brunovsky,
es decir y según capítulo O (II.3.1)
N \ÍE
j)( O
Resolveremos el sistema partiéndolo en sistemas independientes y resolviéndolos
por separado. La partición a hacer es según los bloques 7V¿, Jf, Ej. Al igual que
hemos hecho en el cap 1 (II. 2. 3), empezamos sin embargo, haciendo una primera
partición según los bloques JV, J y .E, y las correspondientes particiones en las matrices
incógnitas
v1Y — í i 2
 v _ i f 2
con XI 6 M,(C), Y? e MrXp(C).
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Nos queda el sistema partido en cinco sistemas independientes a saber
X\E = O
NX¡ -X¡J + EY2l = 0} III
JXl-XÎN = V
XÌE = 0.
II
Y? E = 0} IV
= 0 V
Notamos que el primero de ellos es como el general pero para parejas de matrices
completamente controlables con rang B — m. Y el último es el sistema JX$ — X%J =
O resuelto, como ya hemos comentado por diversos autores, por ejemplo [16] [35].
Notamos también que Y¿ no interviene en el sistema, por lo que es libre.
(II.2) Resolución del sistema I.
(II. 2.1) Pasemos ahora, a resolver el sistema I, es decir
[A,X] + BY =
XB =
que, tal y como hemos dicho, corresponde al sistema inicial para el caso en la pareja
de matrices (A,B) £ Mn(C) x MnXm(C), en su forma reducida de Brunovsky, com-
pletamente controlable y rangoS = m < n. Es decir, A y B son diagonales por
bloques:
A = B =
con
/O l
O l
O l
O/
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siendo ki > k% > ... > km los índices de controlabilidad de la pareja.
Partamos las matrices incógnitas X e Y en bloques correspondientes a los bloques
de A y B:
XI
X =
XI \
Ym IAm '
/l?
i -*
YÏ
•
Y1
Y?
*
Y1 \
• • • * m \
F2
• • • -'m
f r+n 1
con X 6
Por lo que el sistema de ecuaciones queda
- X\Nm + E! K»
->m
'•'m
= o
= o
= o
K m p,n ùm
Obsérvese que Xl¡Ej es una matriz columna, formada por la última columna de
Y que YjEj es una matriz columna, formada por la última columna de Y?.
(II.2.2) Acabamos pues, de partir el sistema en m2 sistemas independientes a saber:
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-XÌNi+EiYf =0}
X¡El = O
"Vi J7f A
***• 1 1 *J
- XlmNm + E^ = 0}
XlmEm = O
X2mEm = O
= O
yr
•"
Todos estos sistemas, son del mismo tipo diferenciándose a lo sumo en el tamaño
de las matrices.
(II.2.3) Es decir, genéricamente, tenemos que resolver el sistema
ri;2 = oj
con
/O 1
0 1
\
\
0 1
I/
€Mfc,.(C) y J5¿ =
/o\
•
n\ ï y
Para simplificar notaciones, escribiremos p = ki y ç = k?.
De dicho sistema se distinguen dos casos q>p + lyq<p+l, que pasamos a
analizar.
110
(II.2.4) Supongamos primero que q > p + 1.
/r1 r1 r1 \
' ii/i »t'Ò ••• *" n
y =
 Vl y2
. ~,r -«r ~J>\^l ^2 • • • xg
Teniendo en cuenta la forma de las matrices NI y
manera
* 3xi 3^9 3/1 -r
2
 -r10.3 j;2 r2 r1Zp - Zp
™o ~,4
2 1
p p P "
Ci »JCo "~~ »Ci
de donde se obtienen las igualdades siguientes
2 _ 3 _ 4 _ _ P _ _ Q
z
3
 = z
4
 = x
5
 = ... = x
p
 — v -i = O
p —1 p pv
xl — X2 — 2/3 — U
z? = y2 = O
_^ íi
1 _ 2 _ 3 _ _ p _
~1 _ „2 _ 3 _ _ P _
X g-p+l Xg-p+2 — xg-p+3 = •=. T*
yq)
el sistema se describe de la
T2 T1 \xq ~ xg-ï \
-r
3
 -r
2
Xg - Xg-l
Z*' - XP~
•*-? x?-l
Z'
= 0
= 0
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— rr =X , — .. = xp = O— X — U
De las que se desprende que la matriz X es una matriz triangular superior y que los
elementos que ocupan los lugares correspondientes a las q — p— 1 diagonales paralelas
a la diagonal principal son iguales y las p + l restantes son nulas
fx\
O
x
x
V O O O x\ x\
r1Xq-p-l
T1xg-p-2
0
T1Xq-p-l
1
0
0
-1
... 0
... 0
n
0\
0
n jX q-p-2 Xq-p-l
es decir, es una matriz rectangular, triangular superior de tipo Toeplitz.
La matriz Y es tal que
sigue siendo una matriz de tipo Toeplitz, es decir
n T1 T1 n ^
. . . U *tj . . . X g „ J U J
(II.2.6) Sea ahora q < p -\- 1.
Al igual que en el caso anterior y teniendo en cuenta la forma de las matrices N\ y
112
el sistema se describe de la manera
/
 X2 x2 — X1 X2 — X1 X2 — 3
x
3
 x
3
 _
 x
2
 x
3
 — x
2
 ... x
3
 — a
x? xf-xp 1 x,'-*,'-1 ... *S-*
x
p
 x
p
 — x
p-1
 x
p
 — x
p
~
l
 ... x
p
 — a
-
1
 \5-1 )
.2
.7-1
.P-l
X21
k
U?/
U
= 0
= 0
n — U ^
de donde se obtienen las igualdades siguientes:
T2 3 4 _ _ o+l _ o
U/ -i - o/o - **^3 - • • • - U/ « - U
3 4 5 _ _ g+2 _
/ 1 — *i/2 — ^S — ... — *t> _ —
x; — — ~P — „ — n— • • • — X j — ï/7 — U
;p = y2 = O
h =0
„1 _ »2 _ 3 _
'2 "^S 4 ' •
= Xq9
— -r?
Xq-1 -
De las que se desprende que tanto la matriz X como la matriz Y son matrices nulas.
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(II.3) Resolución del sistema II.
(II.3.1) Resolvamos ahora el sistema II:
'E,
con J = • - .v
/O 1
0 1
•
V
'
 N=\ '••
JtJ \ Nm/
\
•
0 1
17
6 Mfcí(C), e¿ -
/0\
0
\1/
y =
Er,
Partiendo la matriz incógnita X, en bloques correspondientes a los bloques de J y
N respectivamente:
'.'.'. xl
X =
... x*/
conXj
El sistema de ecuaciones queda
= 0
... JsX*m-X*mNm
(II.3.2) Quedando pues, el sistema partido en s • m sistemas, a saber:
- XlmNm = O'
XimEm=Q
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(II.3.3) Por lo que genéricamente tenemos que resolver
JX -
/ A I O . . . O 0 \
O A 1 ... O O
con J =
0 0 0
\0 O O
A 1
O A/
N =
/O 1 O ... O 0\
O O 1 ... O O
E =
0 0 0
\0 O O
/0\
O
M.
O 1
o o/
e M,(C),
/X1 X1
,.2 „2
-rP jXq I
€ MpXg(C)
(II.3.4) Notamos que, el conjunto de soluciones S de dicho sistema es
s = s1r}{x = (xij)\xìg = ... = x^ = o}
siendo Si el conjunto de soluciones de la ecuación matricial JX — XN = O, resuelta
en diversos libros clásicos de Algebra lineal, ver por ejemplo [17], [34]; y {X = (x'-) |
x* = ... = x? — 0} es el conjunto de soluciones del sistema XE = 0. Describamos
pues Si.
Si A es no nulo el sistema JX — XN = O tiene una única solución, evidentemente
idénticamente nula, por lo que S = {0}. Supongamos pues que A = O, en cuyo caso
el conjunto de soluciones Si es:
/r1íxl
0
0"
\ 0
x1
r1xl
0
0
1
x1
0 ...
0 ...
i
x1
r1Xj
0
4 \
4-!
1
x1 J
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Si p < q
Si p > q
/O ... 0 x]_p+l
0 ... 0 0
0 ... 0 0
\o ... o o
/x\
0
0
0
0
i n
1
xg-p+l
0
0
r1 r1x2 x3
-r1 r1i *" 2
0 0
0 0
0 0
-r1 r1 r1 \
•Cg_p-f3 • • • xg— 1 xg '
-r-1 r1 r1xg-j>+2 ' • • xg-2 xg-l
O r1 r1U ... xg_p+1 xg_p+2
n o x1 ,-. IU ... U Xç_p^_j /
. . . o ; 1 o:1 \
r1 r1
"
Lq— 2 g— l
r1 r1
. » . u/ j a/2
0 x\... LJ •*/ ^
0 0
n n i\ o o o ... o
Notamos que, para cada p y g, la matriz solución X es una matriz triangular
superior de tipo Toeplitz.
Intersecando ahora con {X = (zi-) | xlq = . . . — x? = 0}, es decir, el conjunto de
matrices de la forma:
X =
/r1 r1 r1 f)\F x i u^2 • « • *^  o 1 ^ '
H ot
<-i o y\ x\ X2 ' ' ' ~"q-
resulta que S = {0}, es decir la matriz X es la matriz idénticamente nula.
En definitiva tenemos que S = {0}, independientemente del valor de A.
(II.3.5) Por tanto X\ = 0.
(II.4) Resolución del sistema III.
(II.4.1) Resolvamos ahora el sistema III:
NX - X J + BY = 0}
que al igual que en los sistemas I y II partimos las matrices incógnitas X e F, en
bloques correspondientes a los de J y 7V, siendo éstas las matrices diagonales por
bloques, como las dadas en I y II.
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Tenemos pues
X =
(X\
x¡ x¡
X¡ X
X?1 Xf/
Y =
v2 Y*M J2
\Jff
conJqeM f e l . x / . (e)yF/€
Por lo que el sistema de ecuaciones, queda de la forma
N!X\ - X\ Ji + EiY? ... N!X¡ - X¡ Js
= 0
(II.4.2) Hemos partido el sistema en m¿, ecuaciones independientes a saber
Ntfl - Xlh + EÌY1Ì = 0} ... NtXl - X¡JS + E^ = 0}
NmX? - XTJi + EmY? =0} ... NmX? - X™Jt + EmYsm = 0}
Todas estas ecuaciones matriciales son del mismo tipo, diferenciándose a lo sumo en
el tamaño. Por lo que, genéricamente, tenemos que resolver
NX - X J + EY = 0}
con
N =
J =
E =
/o
0
0
\0
/A
0
0
\0
/0\
0
Vi/
1
0
0
0
1
A
0
0
e
0
i
0
0
0
1
0
0
Mp
... 0
... 0
... 0
... 0
... 0
... 0
... A
... 0
xi(C),
0\
0
1
o/
o\
0
1
A/
e M?(C),
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X =
íx\
r2x\
1 XP\xl
X\
~2x2
x<ï
X1\
••
 xq \
2
* < Q
* • •*/ q J
€ MpXg(C)
Y = (yi ... y ?)€M l x ?(C).
Teniendo en cuenta la forma de las matrices N, y J, la ecuación matricial, se
describe de la manera:
X ol —
xl -
L 11 \ f P\ yi ~ *xi
3/ _ T2 _ \r2
— ^ — /\J^fy
.P"1
^P
-*?-!-
yg
= 0
(II.4.3) De donde e inductivamente, se obtienen las igualdades siguientes:
r3 - A 2 r Jzl — * xi
*"^2 — *^1 "T" 2
= (p -
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r2 _ l , \ lX j — Xj_-i + ÄXj
xi ~ xg-i ~^~ g
3 'Xn =
• • •
 +
 C T Y^-> + f
"
siendo a¿y = min(¿,;), apj- = min (p, j), a¿? = min(z,g) y apq = min(p,g)
(II. 5) Resolución del sistema IV.
(II.5.1) Por ultimo, resolvamos el sistema IV:
Y B = 0
con B como antes y Y E Mm_rXp(C), de fácil resolución, pero que también partiremos
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para mayor sencillez de escritura. Sea pues
vi y1
•*! ¿i
Y? Y? ...
Y1
••• * m
Por lo que el sistema resulta
=0.
YfEi ...
(II.5.2) Al igual que en los demás sistemas, la ecuación matricial ha quedado partida
en s • m ecuaciones independientes y observamos que en este caso, las ecuaciones son
lineales. Por lo que, genéricamente, sólo hay que resolver
con Y = ( yl ... yq ) y E =
/0\
O
u/
(II.5.3) Por lo que YE = yg = O y el conjunto de soluciones de dicha ecuación es
F = (yi ... yg-i 0).
(II.6) Descripción del conjunto de soluciones del sistema.
(II.6.1) Finalmente tenemos resuelto el sistema de ecuaciones (II.2.1), cuya solución
es:
X = O X?
/V1 Yl
V — I ! 2
* —
 2
 V2l -*2
con
yll
-A- ...
y X{} como en (II.2.3)
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'vii
•Ml • • • •'im
: : I y y¿«' como en (II.2.3)
\rlrn \rím1
 11 • • • •'im
Y11
^21 • • •
: : y XÜ = ( x a b ) como en (II.4.3)
y ìm
Y¿ = j : : y F21¿ = (yab) como en (II.4.3)
i
2s /
Y21 \
'"
 lm
 \
: y r¿' como en (II.5.3)
V2< /
11 • • • ^Im /
2 CODIO [1]
es libre.
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Capítulo 2
Semejanza por bloques global de clase Cr
Ya hemos hecho notar en la introducción al capítulo anterior que la familia formada
por las reducidas de Brunovsky de una familia diferenciable de parejas de matrices no
es, en general, diferenciable. Y que tampoco existe, en general, una familia diferencia-
ble de cambios de base que transforme cada pareja de la familia dada en su reducida
de Brunovsky. En este capítulo vamos a dar condiciones suficientes para que exista
una tal familia diferenciable de cambios de base. Esto es, para que existan familias
de matrices inversibles (
 D\ / _, . I con t € M, tales que\Ji(t) Q(t) J
siendo (j4o(í), Bo(t)) la forma reducida de Brunovsky de (A(t), B(t}} para cada t G M.
Concretamente, probaremos que una condición suficiente para ello es que la familia
dada tenga los invariantes discretos constantes, y que la variedad M sea contráctil.
La herramienta clave para ello va a ser el estudio de las familias diferenciables de
subespacios vectoriales de dimensión constante. En primer lugar, se demuestran las
siguientes dos caracterizaciones de la diferenciabilidad de una tal familia:
i) Existencia de bases locales diferenciables.
ii) Representación local como imagen de un subespacio fijo por una familia de
isomorfismes.
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Y en segundo lugar la globalización de estas propiedades si la variedad de parámetros
es contráctil.
Para este estudio, consideraremos dichas familias de subespacios como aplicaciones
diferenciables en la variedad grasmaniana, y sobre ella fibrados principales de bases y
de transformaciones. Presentaremos todo ello en un apartado previo. Por otra parte
probaremos que la topología habitual sobre la grasmaniana coincide con la llamada
métrica gap.
Finalmente, y como muestra de la posibilidad de aplicación de estas técnicas en
otros ámbitos, estudiamos la diferenciabiliad de la familia de inversas de Moore-
Penrose de una familia de matrices dada.
Como ya hemos dicho, el apartado (0) está destinado a fijar notaciones, y a presentar
la topología (0.2) y la estructura diferenciable (0.4) de la grasmaniana, así como
diversos fibrados principales sobre ella (0.5.6).
En el apartado (1) se presenta la llamada métrica gap (1.2), y se prueba que la
topología métrica que define, coincide con la habitual de la grasmaniana (1.6).
El apartado (II) contiene el estudio de las familias diferenciables de subespacios de
dimensión constante. En (II. 1) se prueban las dos caracterizaciones antes expresadas
de la diferenciabiliadad de una tal familia (II. 1.2), y se aplican a algunos ejemplos
que necesitaremos en lo que sigue (11.1.5,6). En (II.2) se demuestra que dichas carac-
terizaciones pueden extenderse a toda la variedad de parámetros si ésta es contráctil
(II.2.2), aplicándolo en particular a los ejemplos aludidos (II.2.5).
En el apartado (III) se aborda el objetivo central del capítulo. En (III. 1) se prueba
la diferenciabilidad de los valores propios, tanto de matrices cuadradas (III. 1.2), como
de parejas de matrices (III.1.5). En (III.2) demostramos con nuestras técnicas el resul-
tado ya conocido de existencia de bases de Jordán diferenciables globales para familias
diferenciables de matrices de tipo de Jordán constante, supuesto que la variedad de
parámetros es contráctil (III.2.1). Bajo esta misma hipótesis, en (III.3) probamos
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el resultado análogo de existencia de familias de bases de Brunovsky de parejas de
matrices (III.3.1), que constituirá nuestro objetivo principal.
Finalmente, en el apartado (IV) las técnicas anteriores se aplican para probar que
dada una familia diferenciable de matrices de rango constante, la familia de inversas
de Moore-Penrose es asimismo diferenciable, y puede obtenerse mediante operaciones
matriciales diferenciables si la variedad de parámetros es contráctil (IV.3).
O. La variedad grasmaniana Grk,n-
(0.0) Vamos a fijar las notaciones relativas a la variedad grasmaniana que usaremos
a lo largo de este capítulo. A menudo se considera en Gr^inì la topología inducida
por la llamada métrica gap, (ver por ejemplo, [21]). En el próximo apartado vamos
a probar que de hecho, estas dos topologías son equivalentes.
(0.1) En lo que sigue, (ei, . . . , en) es la base canónica de C", y Grk,n el conjunto
de todos los subespacios de dimensión k de Cn. Si U i , . . . , w s son vectores de Cn,
denotaremos [üi, . . . , va] al subespacio generado por ellos.
Denotaremos por Id a la aplicación identidad, y por Idk a la ¿-matriz identidad.
En este contexto entendemos por variedad diferenciable, una C""-variedad, O < r <
oo. También, entendemos por aplicación diferenciable entre dos variedades diferencia-
bles una aplicación de clase Cr con O < r < oo. (Si bien, todo ello es válido también,
para el caso r = 0).
•^nxfc(C), al igual que en los anteriores capítulos, es el espacio vectorial de matrices
con n filas y k columnas, y a valores en K.
|| ||2 es la norma usual en MnX*(C) definida por: \\A\\2 = \\(a3i)i,j\\2 = yZ)¿,¿(a¿)2
A/*X£ es el subconjunto abierto AfnXJt(C) formado por las matrices A tales que
ranghi = fc, k < n.
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es el subconjunto compacto de M*xk formado por las matrices A tales que
A* A = Idk, con A* = A .
Gl(k; C ) es el grupo lineal de matrices no-singulares de Mjt(C).
? *(0.2) Si A = (a'-)i<,<„ € MnXfc(C), denotamos por a¡ al vector columna (a], . . . , a! )
i<><*
of C", l < J < A;, y [ai, ... , ajt] el subespacio vectorial generado por estos vectores
ai,. . . , a j t .
Consideramos la aplicación TT : Af*x¿. — » Grk,n definida por
Si TT(A) = L, decimos que A es una representación matricidi del subespacio L.
La topología Grassmann habitual en Gr^^n es la topología final con respecto a TT,
Con ello Grk,n es un espacio compacto.
(0.3) Para definir las secciones locales de TT que usaremos en lo que sigue, introduci-
mos las siguientes notaciones.
Sea A 6 Mnxk(K). Si / = ( ¿ i , . . . , ¿ j k ) es una familia de enteros tales que 1 <
¿i < . . . < z* < n, notamos por >!/ la submatriz de A formada por las filas ¿i, . . . , ik-
También, por Io denotaremos a los índices de las filas restantes, y por A1 a la
submatriz de A formada por estas filas, en el mismo orden.
Con ello definimos las aludidas secciones locales como sigue:
V, = {A e Mn*x, I det A1 ï 0}
Ui = 7T(K/) C Grk,n
(TI : U i — » Vj
definidas por las condiciones
TP o aj = Id, (vi(L)Y = Idk
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esto es, fijado /, cr/(¿) es la única representación matricial A de L tal que A1 = Idk
Si B G Vi es una representación matricial de L € Uj cualquiera, entonces:
<77(L) = a/KB)) = B(B')-1
(0.4) A partir de las anteriores secciones locales, una familia de cartas locales (£//, v?/)j
de la estructura diferenciable ordinaria de la variedad ¿Tasmaniana Grk,n viene dada
por:
( f i : U i — > M ( n_ f c ) Xfc, con
esto es, si A es la única matriz tal que K (A) = L y A1 = Idk, entonces <f>i(L) = A1
es la submatriz de -4 obtenida eliminando las filas ¿i, . . . , z¿-
(0.5) Igualmente, usando las secciones locales de (0.3), es fácil probar que
> Grk,n
es un fibrado diferenciable.
De hecho es un fibrado Gl(k; C)-principal respecto a las Gl(k; C)-acciones sobre
(*rk,n x G/(A;,C) definidas respectivamente por:
A • P = AP
(0.6) Para cada LO E Grk,n fijo podemos considerar la aplicación
7r ' :G7(n,C)— >GrM
7r'(5) = 5Z0
Esto es SLo es el subespacio TrfS'yl) donde A es una representación matricial cualquiera
de LQ.
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Esta aplicación define también un fibrado sobre Grk,n, cuyas secciones locales están
definidas como
a'j : Ui — » Gl(n, C), cr'j = sj o aj
donde sj : Vj — > TT' (£//) está definida por
sr(A) = (A | B), B1 = O, B1* = Jcín_fc
Si denotemos por W la fibra de LO, esto es, el subconjunto de Gl(n; C) formado por
las matrices que dejan LO fijo:
H = ir1'1 (L0) = {H e Gl(n) \ HL0 = L0} =
se trata de hecho, de un fibrado 7Y-principal con respecto las acciones sobre Gl(n; C)
y Grk,n x Ti respectivamente
S-H = SH,
I. La métrica gap.
(I.I) Empecemos recordando la noción de distancia gap entre dos subespacios [21].
DEFINICIÓN:
Dados L,L' G Grk,n, la distancia gap entre estos dos subespacios es
Q(L,L') = \\TlL -n¿/||
donde n¿,II¿' son las proyecciones ortogonales sobre L y L' respectivamente, y la
norma || || es
= sup
iFll IM|=ri
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para algún endomorfismo / de C".
De hecho, 0 puede definirse entre subespacios de dimensiones distintas. Pero la
siguiente proposición demuestra que \\Iii — HL'\\ = 1 para cualquier pareja de sube-
spacios £>, L' con dim L ^ dim L' .
(1.2) Recordemos algunas propiedades de la métrica gap
PROPOSICIÓN ([21]- 13-1).
1) Q(L,L') = max( sup d(x,L'}, sup d(x,L)}, donde d(x,L'} = inf\\x — y\\
lkll=i
x£L
3)Q(L,L')<1
, L1] < 1 <^ L n Lf± = L^ n V = {0} <£> C" = L © L/J- = L-*- @ L1
(1.3) Nótese que si denotamos por Bi(L) (respec. B\(L}} la bola abierta (respec.
cerrada) de radio 1 y centro L, la propiedad (3) de la anterior proposición puede
escribirse como sigue:
B,(L} = {L1 e Grk,n/Cn = L1 ® L^}
(1.4) Podemos interpretar geomètricamente los conjuntos abiertos por la topología
habitual, ¿// definidos en (0.4):
PROPOSICIÓN.
Los abiertos H¡, definidos en (0.4), quedan caracterizados por
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donde (ei, . . . , e„) es la base canónica de C",
La demostración es evidente.
(1.5) Para demostrar que la topología inducida por la métrica gap es equivalente a
la topología grassmann. Vamos a necesitar el siguiente resultado:
PROPOSICIÓN.
Sea / un endomorfismo de C", y A su matriz en la base canónica de Cn. Entonces:
11/11 < \\A\\, < V^Sf \\f\\
(1.6) Con ello podemos ya demostrar:
TEOREMA.
La topología en Grk,n inducida por la métrica gap coincide con la topología grass-
mann.
DEMOSTRACIÓN:
Denotamos por (Gr^^gr y (Gr^^gap respectivamente, el espacio Grk,n con la
topología grassmann y con la topología inducida por la métrica gap. Puesto que
(Grktn)gr es compacto, es suficiente probar que
Id : (Grktn)gr — > (Grk<n)gap
es continua, o equivalentemente, que la aplicación
> (Grk,n)gap
definida como la restricción de TT a Onxk, es continua.
Sea A, B G önxfc. Denotamos por Aa (respec. Ba) al endomorfismo de C" cuya
matriz en la base canónica es A (respec. B).
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Si L = Tt(A) y L' = 7r(5), las matrices de las proyecciones ortogonales
en la base canónica de Kn son AAt y BBt respectivamente. Tenemos:
0(7f(A),7f(B)) = 0(L,L') = ||nL - IMI = \\AaAl - BaBl\\ =
= \\Aa(A\ - Bï) + (Aa - Ba}B\\\ < \\Aa\\\\Al - B{\\ + \\Aa - Ba\\\\B*a\[ <
< \\A\h\\A - B\\2 + \\A - B\\2\\B\\2 < 2Vk\\A - B\\2
Esto implica que W es gap-continua.
II. Familias diferenciables de subespacios.
(ILO) Vamos a considerar familias diferenciables de subespacios de dimensión cons-
tante. Ésto es, aplicaciones de clase Cr de una variedad diferenciable en Grk,n- En
particular, esto incluye familias continuas de subespacios, que han sido tratadas por
[21] desde el punto de vista de la métrica gap. (Que, y como hemos probado en (I), es
equivalente la continuidad respecto la topología usual de grasssmann o la continuidad
respecto la métrica gap).
Vamos a demostrar, dos caracterizaciones locales de la diferenciabilidad de una tal
familia:
i) La existencia de bases locales diferenciables.
ii) La representación local como imagen de un subespacio fijo por una familia
diferenciable de transformaciones invertibles de C".
Veremos también, que estas propiedades locales pueden extenderse a toda la variedad
de parámetros si ésta es contráctil.
(II.1) Caracterizaciones locales de familias diferenciables de subespacios.
(II. 1.1) Sea M una variedad diferenciable.
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DEFINICIÓN:
Una familia de fc-subespacios de C" parametrizados por M es una aplicación
£ : M — > Grk,n.
Si esta aplicación es diferenciable, esto es Cr(0 < r < oo), escribiremos C, G
Análogamente, escribiremos Vif(M, Gl(n; C)), Dz/(M,MnXm(C)), £>¿/(M,Cn),
etc., para indicar familias diferenciables de matrices inversibles, de matrices, de vec-
tores, etc., parametrizados por M.
(II. 1.2) TEOREMA.
Sea M una variedad diferenciable, y C : M — > Grk,n una familia de subespacios
parametrizados por M. Entonces, las siguientes condiciones son equivalentes:
i) jCe-Dif(M,Grk,n).
ii) Para cada t0 £ M existe un entorno abierto Wt0 de to en M, y k aplicaciones
Vi 6 T>if(Wto , A'"), 1 < i < k, tales que {v^t), . . . , vk(t)} es una base de £(t)
para todo t Ç. Wt0 .
iii) Para cada ío € M existe un entorno abierto Wt0 de to en M, y una aplicación
Sío € Vif(Wto , Gl(n- A')), íaJes que £(í) = Sto(t)£(t0i, para cada t 6 Wto
DEMOSTRACIÓN:
i) «• ii)
Supongamos que se verifica i). Sea Uj tal que £(t0] G KI, y Wto = jC~1(Ki). Para
obtener ii), es suficiente tomar t>i(í), . . . , ffc(í), los vectores columnas de cr/(£(¿)) para
cada t G Wto .
Reciprocamente, sea A(t) la matriz que tiene Ui(í) , . . . ,ujt(¿) por columnas. En-
tonces, A € Vif(Wto , M*x¿), y £ = TT o A en Wto.
i) <& iii)
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Análogamente si se verifica i), se&Líj tal que £(ío) € Ui y Wt0 — £ l (W/). Entonces
tomemos S(t) = ff'r(C(t)) y Sto(t) = S(t)(S(t0))-1 para cada t 6 Wto.
El recíproco es inmediato en virtud de (0.1.5).
(II. 1.3) OBSERVACIÓN: En la anterior demostración hemos utilizado los dos fibra-
dos definidos en (0.4) y (0.5) sobre Grk^n. De hecho, es fácil demostrar la equivalencia
ii) <££• iii), por lo que para demostrar el teorema basta uno cualquiera de los fibrados.
Así ii) =£• iii), se demuestra de la siguiente forma: sea A(t) la matriz formada
por la base {vi(t), . . . ,u¿(í)} de ^W> v sea I un conjunto de índices para el cual
ranghi)' = k. Consideremos S(t) = (A(t)\B) siendo B1 = O y B*° = In-k y
definamos Sto(t) = S(t)(S(t0))-1
(II. 1.4) DEFINICIÓN:
En las condiciones anteriores, decimos que la familia de funciones u i , . . . , u j t 6
X>(M,Kn) es una base local diferenciable de la familia C.
(II. 1.5) Como aplicación tenemos la siguiente:
PROPOSICIÓN.
Sean LÌ 6 P¿/(M, Grk¡ ,n)5 1 <• z < 2, dos familias de subespacios tales que L\ (t) C
£2(0 para todo t 6 M. Entonces, existe una familia C, £ T>if(M, Gr^-^^) tal que
£2 =£i(í) -L£(¿) para todo t e M.
DEMOSTRACIÓN:
Escribamos k = k-¿ — k\ . Definimos £ : M — »• Gr¡c,n por
Puesto que Cn = £j(í) 0 £i(í)X, es claro que dim £(í) = Jfc y £i(í) H £(<) = {0}, Vi
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Para demostrar la diferenciabilidad de £, aplicamos (II.1.2-(ii)). De acuerdo con
esto, si to 6 M existe una base local diferenciable i> i , . . . , v^ 6 DifCW^ > C") de £1
y u>!, . . . , Wk2 € X>¿/(Wt2o, C") de £2. Eliminando de la familia
(Vi (Î0), . . . , Vkl (Îo), «>1 (U ) , • • - , ™*2 (¿0 ))
los vectores w¿(ío) que dependen linealmente de los precedentes, obtenemos una base
(U! (Í0), - - . , Vkl (¿o), Wh (¿o), • - - , Wjk (t0))
de £2(^0)- Entonces, en algún entorno Wto de ÍQ,
(ui (í), • • • , vkl (t), wh (i),..., wjk (t))
es una base de £2(¿)- Si aplicamos Gram-Schmidt a esta familia, obtenemos
(üi(¿),... ,v f c l(*),«>,•,(<), . . . ,wjk(t))
tal que üJ j j , . . . , Ü7¿fc es una base local diferenciable de £.
(II.1.6) EJEMPLOS.
1) En particular, si £ 6 £>¿/(M, (?rfc)n), entonces £-"- £ Dif(M, Gr„_ fc>n)
2) Si A G X>if(M, MnXm(Ä")) es tal que rang A(¿) = fc para todo < 6 M, entonces
localmente podemos escoger k columnas de A(t) tales que formen una base de
Im A(t). De donde, Im A 6 T>if(M,Grk,n).
3) En las condiciones de (2) y puesto que K er A(t) = (Im A(í)*)-1-, tenemos
Ker A£Vif(M,Gr(n_k)in)
4) De los ejemplos anteriores, se sigue que si £] € Z>¿/(M, Grkl¡n), £2 €
T>if(M, Grjt2,„) y dim (£i(¿) + £2(0) = ^ para todo í G M, entonces
£i +£2 6 -Dif(M,Grk,n) y £j n £2 e T>if(M,Grkl+k2-k,n).
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(II.2) Propiedades globales para un espacio de parámetros contráctil.
(11.2.0) En lo que sigue, supondremos que M es una variedad real contráctil de clase
Cr. Por lo que podremos hacer uso del resultado fundamental siguiente.
PROPOSICIÓN [15].
Si M es una variedad real contráctil de dase Cr, cualquier Cr-fibrado principal
sobre M es trivial.
(11.2.1) OBSERVACIÓN: Parafibrados principales continuos, Husemoller (ver [29]
(p. 52, 10.3) y (p. 48, 9.2)), demuestra que son triviales sobre cualquier espacio
topològico paracompacto contráctil. Luego, el siguiente teorema se verifica bajo estas
condiciones.
(11.2.2) Si M es una variedad real contráctil, las propiedades dadas en (II.1.2) pueden
globalizarse:
TEOREMA.
Sea M una Cr-variedad real contráctil, y C E Cr(MiGr¡:,n), entonces:
i) Existen k aplicaciones Vj Ç. Cr(M,Cn), 1 < i < k, tales que
{vi (í),..., Vk(t)} es una base de C(i) para cada t E M.
ii) Existe una aplicación S € Cr(M, Gl(n; C)) 7 un k-subespacio L € Gr¿,n tal
que
£(í) = S(t)L, para cada í 6 M
En particular, £(t) = S(t}S(t0)~l C(t0), para todo t,t0 6 M.
DEMOSTRACIÓN:
i) Puesto que (M*xjt,7r, Grk,n) es un Gl(k; C)-fibrado principal ((0.5.2)), el fi-
brado (£*(M*XJt),£*7T,M) inducido por pull-back sobre £, es también un Gl(k;C)-
fibrado principal. De donde, y en virtud de (II.2.0) el fibrado es trivial, por lo que,
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existe una sección global a. Por consiguiente, tenemos el siguiente diagrama conmu-
tativo
f^'(
M i
Entonces, es suficiente tomar ui(í),. . . , Vk(t) los vectores columna de L(at}.
ii) La demostración es análoga a la dada en i), usando el fibrado (0.6.6) en lugar
del fibrado (0.5.2):
C*(Gl(n}} —C—* Gl(n)
P... ,J{-£ (7r U
\ M —LH
Entonces, tomando S = C o cf7, y L = [ei,..., e¿], donde (ei,...,en) es la base
canònica de Cn, se tiene el resultado.
(II.2.4) OBSERVACIÓN: tal y como hemos observado en (II.1.3), es posible de-
mostrar directamente i) C$ ii), es decir usando solamente uno de los fibrados por lo
que sólo uno de ellos es necesario:
i) =r- ii) Por el ejemplo (II.1.6.1) y por i), existen u¿+i,... ,un G Cr(M, Cn)
tales que (ujt+i(<), . . . ,t>n(¿)) es una base de £(<)"*" para todo í 6 M. Entonces,
es suficiente tomar L = [ej , . . . ,e/t] y <5(t) matriz invertible que tiene por columnas
ii) =3> i) Sea (u j , . . . ,u") una base cualquiera de L, entonces Vi(t) = <S(i)(uf), l <
i < k verifica ii).
(II.2.5) EJEMPLO: De (II.1.5) y (II.2.3), tenemos que si M es una variedad contráctil
y £¿ € Cr(M, Grfc^n), 1 < ¿ < 2, tal que £i(í) C £2(0 para todo ¿ € M, entonces
existen «!,. . . , u¿ Ç C"~(M, A""), con A; = &2 — ¿i, tales que:
= ^i (í) e [vi (t),..., «*(<)], para todo < Ç M
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III. Semejanza global de clase Cr.
(111.0) Finalmente vamos a aplicar los resultados anteriores a la construcción de
bases de Brunovsky globales diferenciables para una familia diferenciable de parejas de
matrices teniendo tipo de Brunovsky constante. Como paso previo, lo vamos a aplicar
a la construcción de bases de Jordán globales diferenciables para una familia dife-
renciable de matrices cuadradas, teniendo tipo de Jordán constante, parametrizada
sobre una variedad contráctil.
(111.1) Diferenciabilidad de los valores propios.
(111.1.1) Sea M una Cr-variedad y A € Crr(M, Mn(C)), esto es, A(t) es una familia
de n-matrices cuadradas complejas, parametrizadas por t € M, y de clase Cr.
DEFINICIÓN:
Se dice que la familia A(t) tiene tipo de Jordan constante si el numéro de valores
propios distintos y la lista de tamaños de los bloques de Jordan correspondientes a los
diferentes valores propios es independiente de t. Es decir si A(t) pertenecen al mismo
estrato de Segre, para todo t.
(111.1.2) PROPOSICIÓN.
Sea M una Cr-variedad simplemente conexa, y A € Cr(M, Mn(C)) con tipo de
Jordan constante. Entonces:
i) existen A I , . . . , A, G Cr(M, C) iaies que AI(<), ... , \3(t) son los s distintos
valores propios de A(t\ para cada t G M.
ii) las multiplicidades algebraicas respectivas m i , . . . , ma de estos valores propios
son constantes.
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DEMOSTRACIÓN:
Para i) ver por ejemplo [30] (.5.13.a, p.l34). Entonces, ii) se sigue de la semicon-
tinuidad de las multiplicidades de las raíces de un polinomio parametrizado continua-
mente (como en [10] (2.1)).
De hecho, la existencia de s funciones AI, . . . , A3 continuas dando los distintos va-
lores propios de A es trivial. Entonces, la forma canónica de Arnold de una familia
diferenciable de matrices ([!]) demuestra que AI, ..., As son de clase CT y con multi-
plicidades localmente constantes.
(111.1.4) Sea M una <7r-variedad y (A, B] 6 Cr(M, Mnm}, esto es, (A(t\B(t}) es
una familia de parejas de matrices complejas, parametrizadas por t G M, y de clase
Cr.
Se dice que la familia (^4(í), B(i)} tiene íipo de Brunovsky constante
i) si los índices de controlabilidad son los mismos para todo t Ç. M.
ii) si el número de valores propios distintos y la lista de tamaños de los bloques
de Jordán correspondientes a los diferentes valores propios de la pareja de
matrices, es independiente de í,
Es decir si (A(t},B(t}} pertenecen al mismo estrato de Brunovsky para todo t.
(111.1.5) PROPOSICIÓN.
Sea M una Cr-variedad simplemente conexa, y (A, B) 6 Cr(M, A^nm(C)) con tipo
de Brunovsky constante. Entonces:
i) existen £ funciones AI , . . . , A¿ G Cr(M, C) tales que AI (í),..., \i(t) son los £
distintos valores propios de (A(í), B(t)), para cada t G M.
ii) las multiplicidades algebraicas respectivas mi , . . . , m¿ de estos valores propios
son constantes.
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DEMOSTRACIÓN:
Basta aplicar (III.1.2) a las aplicaciones fs+i,t • Wa+i(t) —> W„+i(t}, definidas en
cap. O (1.3.3), y tener en cuenta que tener tipo de Brunovsky constante es equivalente
a:
i) las dimensiones de W¿(¿) son independientes de t.
ii) la familia de endomorfismos /s+i,t pertenece al mismo estrato de Segre.
De hecho, la forma canónica local de una familia diferenciable de parejas de matrices,
demuestra que las funciones AI , ... \e son de clase Cr y con multiplicidades localmente
constantes.
(III.2) Semejanza global de clase Cr para familias Cr(M, M„(C)).
(III.2.0) El siguiente teorema ha sido demostrado por R.M. Guralnick: el punto clave
es que módulos proyectivos finitamente generados sobre el anillo de (7r-funciones sobre
M son libres; luego, [26] (5.5(c)) puede ser aplicado.
La demostración de [26] (6.1) para el caso continuo usa la correspondencia entre
fibrados vectoriales y módulos proyectivos finitamente generados, y la trivialidad de
los fibrados vectoriales continuos sobre un espacio contráctil [29] (p.29,4.8); entonces,
el caso diferenciable se deduce utilizando un teorema de aproximación.
Desde nuestro punto de vista geométrico, aplicamos (II.2.3) para construir bases
globales diferenciables de los subespacios que aparecen en la descomposición de Jor-
dán usual. De hecho, el caso local puede deducirse directamente de la descripción
geométrica de una familia de subespacios en (II. 1), y la globalización se sigue de la
trivialidad de los fibrados principales diferenciables (II.2.1).
(III.2.1) Supongamos ahora que M es contráctil, por lo que puede aplicarse (II.2).
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TEOREMA.
Sea M una Cr-variedad contráctil, y A G Cr(M,Mn(C)) con tipo de Jordan con-
stante. Entonces, existe S G Cr(M, Gl(n\ C)) ta/ que
S(i)~l A(i)S(t} es una matriz de Jordan, para todo f G M
DEMOSTRACIÓN:
Sean AI, . . . , Xs y mi, . . . ,ms como en la proposición (III. 1.4). Consideremos las
familias de subespacios
£,-(*) = Ker(A(t}-\i(t}I)n, l < t < a, ¿ G M
claramente, para cada t G M, dim £¿(í) = m,-, y vectores de los distintos subespacios
son linealmente independentes. Por lo tanto
cn = £i(í) © . . . e £,(*), Í G M
Además, las familias £¿(¿) son de clase Cr (ver (II. 1.6)). Entonces, y en virtud de
(II. 2. 2) existen bases globales de £¿(¿) de clase Cr. Si P(¿) es una matriz que tiene
por columnas estas bases £i(í), . . . , £a(¿), obtenemos que P 6 C"~(M, Cr/(n)), y
donde A¿ e Cr(M, Mm; (C)), y -Ai(í) tiene un único valor propio A¿(¿). Ahora, es
suficiente aplicar el siguiente lema.
(III. 2. 2) LEMA.
Sea M una Cr -variedad real y contráctil, A G Cr(M, M„(C)) con tipo de Jordán
constante, y X G Cr(M, C) ta] que \(t) es un valor propio de A(i) de multiplicidad
m para cada t G M. Entonces, existe una Cr-familia de bases Jordán de la familia
de subespacios K er (A(t) — A(í)7)n.
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DEMOSTRACIÓN:
Es suficiente adaptar la construcción estándar de cadenas de Jordán, por recurrència
sobre su longitud, en orden decreciente. El punto clave es que (II.2.5) nos asegura la
existencia de una Cr-familia de generadores de las nuevas cadenas en cada paso.
Luego, sea
= A(t) - A(*)J
JVj(í) = K er T(ty
n j = dim N j (t)
para cada t 6 M, 1 < j < n. Sea a tal que
#i(<) C N2(t) C ... C Na(t) = AUiW = . . . = tf»(í)
En virtud de (ÏII.2.5) existen t>i(¿), . . .
 5 t>n a-n a_i(0 de clase Cr tales que
Na(t) = #„_! ® [Vl (í), - • • , V
Como en el caso estándar, es fácil probar que
Vl (í), . . . , Vna _„„_, (<) ,
son linealmente independentes. Por consiguiente, y de nuevo (III. 2. 5) nos asegura la
existencia de vna-na_l+l(t), • •• •>vna_l-na_2(t) de clase Cr tal que
Siguiendo este camino obtenemos una familia de bases de Jordan de clase Cr de Na(t).
(III.3) Bases de Brunovsky de clase Cr para familias C""(M, Aínm).
(III.3.1) Vamos a construir bases globales diferenciables de Brunovsky.
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PROPOSICIÓN.
Sea M una C1 '-variedad real y contráctil, y (A, B) E Cr(M,Mnm) con tipo de
Brunovsky constante. Entonces, existen P <E C""(M, Gl(n; C)), Q 6 Cr(M, G/(m; C))
y A £ Cr(M,MmX„(C)) tales que
es una matriz de Brunovsky, para todo t £ M
DEMOSTRACIÓN:
Es suficiente adaptar la construcción de la base de Brunovsky dada en cap O, (1.4.1).
Las familias <T¿(PF,-) son de clase Cr. En <7s+i(Ws+i(¿)), tomemos u;J+1(í), . . . ,
base global, que existe por ser aa+i(PFs+i(¿)) de dimensión constante.
En os(Ws(t}\ tomemos la base
con w{(t),. . . ,w¿t_df t(¿), base global de us(Ker /s), que existe por ser éste de
dimensión constante.
Con respecto a los vectores /~17ru>j+1(¿), . . . ,/~ITTW¿+I (¿), puesto que
w : <ra+l(Wa+1(t)} ^  X/W
es inyectiva, (a3+-i(Ws+ï(t), está contenido en un complementario de W, para todo
t). Se tiene que los vectores TTÏ#J+I(Í), . . . , 7ra¿+ (t) son linealmente independientes.
Finalmente (rs+1(Ws+1) = Ker(at+i(Ws+i(t)) —* Tras+1(Ws+i(t))) © F y / :
F — > 7Tcrs-fi(H/s+i(<)) es biyectiva.
Por lo que respecta a los vectores de la base que describen la parte no controlable
de la aplicación
es un endomorfismo y podemos aplicar (III.2.1).
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IV. Inversas generalizadas diferenciables de familias diferenciables de ma-
trices.
(IV.0) Dada una familia diferenciable de matrices A G T>if(M, MmXn(C)), definida
sobre una variedad de parámetros M, vamos a aplicar las técnicas obtenidas en (II), al
estudio de la existencia de una familia diferenciable de matrices X G T)if(M, MnXm(C))
tal que para cada t G M, X(t) es una inversa generalizada de A(i).
(IV.l) Recordemos primero la noción de inversa generalizada.
DEFINICIÓN:
Dada A G MmXn(C), se llama inversa generalizada, de A a una matriz X G
MnXm(C) tal que
AXA = A
XAX = X
Si además verifica
(XA)* = XA
(AX)* = AX
la inversa generalizada es única y es la llamada inversa de Moore-Penrose.
(IV.2) Dada una familia A G T>if(M, Mmxn (C)) matrices, llamaremos inversa gene-
ralizada de dicha familia a la familia X : M —» MnXm(C) tal que, para cada í G M
la matriz X(t) es una inversa generalizada de A(t). Si además, para cada t G M la
matriz X(t) es la inversa de Moore-Penrose A+(t) de A(t), diremos que la familia
X : M —» M„Xm(C) es la inversa de Moore-Penrose de la familia A, y la notaremos
por A+
(IV.3) Nos preguntamos ahora, bajo que condiciones podemos afirmar que la familia
A+ es diferenciable.
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TEOREMA.
Sea A 6 T>if(M, MmXn(C)) de rango constante, se tiene
i) la Inversa de Moore Penrose es diferenciable
ii) si además la variedad M es real y contráctil, puede ser obtenida de A mediante
operaciones matriciales diferenciables:
O 0
A+ - <7 f / O ~~l ~l
-
S
 °
donde T e T>if(M,Mm(C)}, S G Vif(M,Mn(C}}.
OBSERVACIÓN: Otras familias locales diferenciables de inversas generalizadas pueden
ser obtenidas si no exigimos la ortogonalidad de 5* y T y que serán globales si M es
una variedad real contráctil.
DEMOSTRACIÓN:
Puesto que la familia es de rango constante rang^4(í) = A; para cada t E M, por
(II. 1.6) tenemos
Im AeT>if(M,Grkjm)
Ker
por lo tanto, Vio € M existe W^ entorno de ÍQ en M tal que
),. ..,*„-*(<))
es una base diferenciable de Ker A(t) para todo í e VV/0, y Vio 6 M existe
entorno de t0 en M tal que
(yi ( i ) , - . - ,y*(0)
es una base diferenciable de Im A(t) para todo t 6 W/ .
Obviamente, A* es una familia diferenciable de matrices con rang^l*(¿) = k cons-
tante para cada t 6 M, luego, como antes V¿o G M existe Wt30 entorno de ¿o en M
tal que
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es una base diferenciable de KerA*(t) = (ImA(t')')-L para todo í 6 W(30, y V<0 £ M
existe Wf0 ent°rn° de ÍQ en -W tal que
(i),..., a:„
es una base diferenciable de Im A*(i) = (A'er A(i))-1 para todo t 6 W*0.
Sea ahora Wío = flf-jW^ entorno de to en M, sobre este entorno tenemos que
es un base diferenciable de Cm.
Sea T(í) la matriz cuyas columnas son las componentes de los vectores de esta base
con respecto la base canónica de Cm.
En este entorno W<0
(Xi (¿), . . . , Zn-fc(*), ^n-fc+l (<), • • • , Xn(*))
es un base diferenciable de Cn.
Sea S(t) la matriz cuyas columnas son las componentes de los vectores de esta base
con respecto la base canónica de C".
La matriz de la aplicación A(t) en estas bases es
O M
Observamos que Ao(t) es la matriz en las bases (xn_^+1(í), . . . , xn(t)) y (yi (¿), • • • ,
de la aplicación
(Ker A)-1 — >ImA
restricción de A(t). Para cada t JE. VVt0 es invertible y diferenciable.
Consideremos la matriz
O O
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que es la matriz de la aplicación lineal
Cm — > C"
yj(t)— » 0 V; = £ + !,..., m
expresada en las bases
(zi (£),. . . , z„_jfc (i), z„_ji
de Cm y C" respectivamente. Y que en las bases canónicas Cm y C" es
0
La familia -X"(í) así definida es diferenciable en W<0 y para cada t Ç W<0 es (por
construcción) una inversa generalizada de A(t). Comprobémoslo:
(
A(t)X(t)A(t) =
o A°o(
T
« o
X(t)A(t)X(t) =
0 0
0 0\ / O O
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Por lo que, localmente, existen familias diferenciables de inversas generalizadas.
Si ortonormalizamos por Gram-schmidt las bases (yi(t),. • . , yk(t)i Vk+i(¿)' • • • >
y (xi(t),... ,xn-.ic(t),xn-.ic+i(t)<, • • • ,xn(t)) de Cm y C" respectivamente, obtenemos
(&(*)>..•,!/*(<.
y
(Xl (í), . . . , Xn-k(t)i Xn-k+l (t), •••, Xn(t))
de las que (xn-k+i (t), • • • , £n(¿)) es una base de (jRfer (tJA)-*- y (yl (¿), . . . , F¿t(¿)) es una
base de Im -4(í), por lo que podemos repetir la construcción anterior pero trabajando
en estas nuevas bases, obteniendo una familia diferenciable de matrices -X"(í), que para
cada t £ WÍD, X(t) es la inversa de Moor e-P enrose. Comprobémoslo:
(X(t)A(t))* =
o
(t) o) T'1
O A0(í)\ -i,, O
Q O
o ¿o(ow o o ,o o (
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Puesto que para cada í G M la inversa de Moore-Penrose A+(t), existe y es única
resulta que la familia X = A+ es diferenciable y localmente puede ser obtenida por
operaciones matriciales, para ello basta tener en cuenta que
1
 = \(IdkL
Si el espacio M es real y contráctil las familias de matrices S y T son globales, por
lo que globalmente toda la familia puede ser obtenida por operaciones matriciales:
/ O 0
A+ — <? I , / O
 -
S
 -i
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Capítulo 3
Estratificación de Brunovsky-Kronecker
El estudio realizado sobre las perturbaciones locales de parejas de matrices (cap.
1 (IV)), nos ha llevado a considerar la partición del espacio Mnm-, en subconjuntos
o estratos, formados por parejas de matrices con el mismo tipo de Brunovsky. Nos
proponemos ahora, estudiar la "regularidad" de dicha partición.
La partición inicial del espacio M.nm en clases de equivalencia no verifica la condición
de finitud local. En efecto, dada la pareja de matrices
/ / o i o\ /o
(A,B)= O O 0 , 1
V \ o o i j \o
consideremos, una bola centrada en este punto y radio £ > O cualquiera. Para cada
O < 8 < e, la pareja de matrices
pertenece a una órbita distinta. Por lo que, esta bola (cualquiera) corta a una infinidad
de órbitas.
De ahí la conveniencia de una nueva partición que agrupe en cada "estrato" las
órbitas que tengan los mismos invariantes discretos, aunque difieran en los conti-
nuos. Tendremos así una partición localmente finita (de hecho, finita), en que cada
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estrato será reunión (no numerable) de órbitas. La denominamos "estratificación de
Brunovsky-Kronecker" o simplemente BK-estratificación.
Veremos en primer lugar que el apelativo de "estratificación" es correcto puesto que
cada estrato es una variedad diferenciable. A continuación estudiaremos las condi-
ciones de regularidad de la estratificación. Finalmente consideraremos la estratifi-
cación inducida por la de Brunovsky-Kronecker en el espacio de parámetros de una
familia genérica de parejas de matrices.
El apartado (0) contiene un breve resumen de los conceptos y resultados acerca
de las estratificaciones que van a utilizarse en este capítulo. En (0.1) se recuerda
las condiciones de regularidad de Whitney (0.1.2) y el teorema de Whitney sobre
existencia de puntos que las verifican (0.1.6). En (0.2) se define la llamada "condición
de frontera" (0.2.2) y se dan condiciones para que se verifique (0.2.3,4). En (0.3) se
relacionan algunas técnicas de obtención de estratificaciones de Whitney a partir de
otras: producto cartesiano (0.3.1), intersección (0.3.2,3), antiimágenes (0.3.4). En
(0.4) se da un criterio de regularidad para'la estratificación "imagen" de una estra-
tificación de Whitney. En (0.5) se recogen las propiedades de homogeneidad que en
cierto sentido motivan la definición de Whitney. En (0.6) se presenta la estratificación
de Segre del espacio de matrices cuadradas, que vamos a necesitar posteriormente.
El apartado (I) está dedicado a la definición de los BK-estratos, a probar que se
trata efectivamente de variedades diferenciables, y a estudiar algunas otras de sus
propiedades. En (1.1) se define el símbolo de Brunovsky-Kronecker de una pareja de
matrices (1.1.1), a través del cual se agrupan en BK-estratos, las parejas de matrices
(1.1.3). En (1.2) se demuestra que dichos estratos son efectivamente variedades dife-
renciables (1.2.3) y se obtiene su dimensión (1.2.4), a base de reducir el problema a la
intersección del estrato con una variedad F transversal a las órbitas (1.2.1). El punto
clave está en la selección de F, de forma que permita tener una descripción apropia-
da de su intersección con los BK-estratos: en nuestro caso tomamos la deformación
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miniversal "minimal" obtenida en (cap 1, (III.3)), con lo que el resultado se sigue de
la descripción de dicha intersección y de la regularidad de los estratos de Segre. En
(1.3) se presentan otras propoiedades de los BK-estratos: son constructibles (1.3.1),
conexos (I.3.2), invariantes por la traslación según (Id,0) (1.3.3).
En el apartado (II) se estudian las propiedades de regularidad de la BK-estratifica-
ción. Al igual que hemos hecho para el estudio de la regulariadad de los BK-estratos. el
primer paso es la reducción, mediante la trivialización local dada en (cap 1, (1.3.2)),
a la estratificación inducida sobre la intersección con la variedad F anterior. Pero
ahora esta estratificación inducida no es una estratificación de Segre, por lo que no
podemos concluir simplemente usando los resultados de [19] para matrices cuadradas.
Estudiaremos previamente, en (II.1), el caso particular de los estratos llamados "sim-
ples" (II.l.l), los cuales verifican una propiedad de homogeneidad (II. 1.2) que permite
aplicar el teorema de Whitney para probar que la BK-estratificación es Whitney re-
gular sobre dichos estratos (II.1.3). A partir de ahí, en (II.2) se prueba que, para
m = 1, la BK-estratificación es Whitney regular (II.2.2): como antes hemos expuesto,
podemos reducirnos a la intersección de la BK-estratificación con la subvariedad F
seleccionada (II.2.1); y esta estratificación inducida en F, gracias a la descripción
explícita que tenemos de la misma, podemos relacionarla con un producto cartesiano
de estratificaciones sobre estratos simples, si m = 1. Finalmente, hacemos observar
que se verifica la condición de frontera, cualquiera que sea m (II.2.3).
En el apartado (III) se consideran los diagramas de bifurcaciones inducidos por la
BK-estratificación en el espacio de parámetros de una familia genérica. En (III. 1) se
precisan estas definiciones. En (III.2) se relacionan, para algunos casos particulares,
los estratos que aparecen en el diagrama de bifurcaciones de una familia genérica:
estratos de codimensión O (III.2.3), estratos en familias de hasta 4 parámetros para
m = 1 (III.2.4),... Finalmente, en (III.3) se determinan los diagramas de bifurcaciones
para familias de hasta 4 parámetros y m — 1.
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O. Estratificaciones de Whitney.
Empezamos haciendo un breve resumen sobre los conceptos y resultados acerca de
las estratificaciones que vamos a utilizar en este capítulo, ([8], [20], [34]).
(0.1) Estratificaciones de Whitney.
(0.1.1) DEFINICIÓN:
Sea M una variedad diferenciable y V un subconjunto de M. Una estratificación
de V es uña partición S, de V en subvariedades diferenciables, llamadas estratos.
Supondremos siempre estratificaciones localmente finitas, esto es, tal que, para cada
punto p 6 V, exite un entorno K C M que corta sólo a un nùmero finito de estratos.
(0.1.2) Definimos ahora las condiciones de regularidad de Whitney, para el caso en
que la variedad M es un subconjunto abierto de R", y que podremos generalizar a
una variedad diferenciable cualquiera.
DEFINICIÓN:
Sea M un subconjunto abierto de Rn, JY", Y subvariedades (disjuntas) diferencia-
bles, de M, y x G X fi Y. Se dice que Y es Whitney regular sobre X en x cuando se
verifica lo siguiente.
Si (x*), (yjt) son sucesiones en X e Y respectivamente, tal que limxk = x —
k
k, la sucesión de espacios tangentes TykY converge hacia un subespacio T C R"
fb
(con la topología grasmaniana de subespacios vectoriales de dimensión q de R") y la
sucesión de rectas [xk — yk\ converge hacia L C R" (con la topología grasmaniana de
subespacios de dimensión 1), entonces L C T.
(0.1.3) El siguiente lema nos permitirá generalizar esta definición.
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LEMA.
Sean M, M' dos subconjuntos abiertos de R", X, Y C M y X1, Y' C M' subva-
riedades diferenciables y x G X D Y. Supongamos que existe un difeomorfìsmo
f : M —> M'
tal que X' = f (X), Y' = f (Y). Entonces, Y es Whitney regular sobre X en x, si y
sólo si Y' es Whitney regular sobre X' en x' = f (x).
(0.1.4) Con ello (0.1.2) se generaliza a variedades diferenciables M cualesquiera
DEFINICIÓN:
Sea M una variedad diferenciable y sean X, Y C M dos sub variedades.
i) Si x Ç. X n F, se dice que Y es Whitney regular sobre X en z si y sólo si para
cualquier carta local <¿> : tlx —> Rn de M en o; es <f>(Y) Whitney regular sobre
(p(X) en <p(x).
ü) Sea X n Y =¿ 0. Decimos que F es Whitney regular sobre X si lo es en cada
punto x 6 X H F.
(0.1.5) Podemos ya dar la definición de estratificación regular en el sentido de Whit-
ney.
DEFINICIÓN:
Sea M una variedad diferenciable, V C M, y S una estratificación de V. Decimos
que S es Whitney regular, si cada estrato F de S es Whitney regular sobre cualquier
otro estrato X tal que X D Y ^ 0.
(0.1.6) Whitney y Thom, demuestran que los conjuntos semialgebraicos admiten
estratificaciones de Whitney. Aquí, sólo necesitamos el siguiente resultado, conocido
como teorema de Whitney
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TEOREMA DE WHITNEY.
Sean X, Y subvariedades diferenciables constructibles de R", tales que X fi Y jí 0.
Entonces, existe algún punto x E X, tal que Y es Whitney regular sobre X en x.
(0.2) Condición de frontera.
Veamos que si una estratificación es Whitney regular y sus estratos son conexos, la
frontera de cada estrato es unión de estratos de dimensión inferior.
(0.2.1) Veamos en primer lugar esa relación entre las dimensiones de los estratos.
PROPOSICIÓN (Mather).
Sea M una variedad diferenciable, X e Y dos subvariedades tales que Y es Whitney
regular sobre X en x € X fi Y. Entonces
dim X < dim Y.
(0.2.2) Sea M una variedad diferenciable y S una estratificación de M.
DEFINICIÓN:
Decimos que S verifica la condición de frontera si para toda pareja de estratos X,
Y tales que X D Y ^ 0 se tiene
X cF
(0.2.3) Veamos ya el teorema anunciado.
TEOREMA (Thom, Mather).
Sea M una variedad diferenciable, £ una estratificación de un subconjunto V y
X, Y dos estratos de S íajes que X n Y ^ 0. Si Y es Whitney regular sobre X y X
es conexo, entonces
X C Y.
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(0.2.4) Finalmente veamos como a partir de una estratificación Whitney regular,
podemos obtener otra que satisfaga la condición de frontera.
PROPOSICIÓN (Gibson, Wirthmüller).
Sea M una variedad diferenciable, V C M un subconjunto localmente cerrado,
E una estratificación Whitney regular de V. Consideremos Sc, Ja partición de V
en las componentes conexas de cada estrato X (E E. Entonces Sc es también una
estratificación Whitney regular de V que satisface además la condición de frontera.
(0.3) Generación de estratificaciones de Whitney.
(0.3.0) Vamos a ver ahora algunas técnicas de construcción de estratificaciones de
Whitney a partir de otras: producto cartesiano, intersección, antiimágenes (ver [20]).
(0.3.1) Empecemos por el producto. Sean EI, ... Sn estratificaciones de los subcon-
juntos Vi , . . . ,V n de las variedades diferenciables Mi,...,M„. Consideremos sobre
Vi x ... x Vn la estratificación EI x ... x S„ cuyos estratos son producto cartesiano
de estratos: X^ X ... x _X",n con X^ 6 Sj para 1 < j < n
PROPOSICIÓN.
En las condiciones anteriores, si las estratificaciones E,- de V¿ son Whitney regulares
para cada 1 < i < n, entonces EI x ... x S„ es una estratificación Whitney regular
de Vi x . . . x Vn.
(0.3.2) Sea S una estratificación de un subconjunto V de una variedad diferencia-
ble M. Sea ahora U C. M un subconjunto abierto y consideremos sobre V fi 1À la
estratificación S¿/ cuyos estratos son.-X" n U para cada X € E.
155
PROPOSICIÓN.
En las condiciones anteriores, si S es una estratificación Whitney regular de V,
entonces S^ es una estratificación Whitney regular de V D U.
(0.3.3) Si en vez de un abierto U C M, se considera una subvariedad N C M
cualquiera, sus intersecciones X fi N con los estratos X de S no seran en general
variedades diferenciables. Si lo serán si se exige que N sea transversa a todos los
estratos de S. Si la estratificación S es Whitney regular, la transversalidad a uno
solo de los estratos nos asegura la transversalidad a los estratos próximos. Además,
en tal caso dicha estratificación local es asimismo Whitney.
PROPOSICIÓN.
Sea E una estratificación Whitney regular de un subconjunto V de M variedad
diferenciable. Sea N una variedad transversa a un estrato XQ €. S en un punió
XQ G XQ. Entonces, existe un entorno M (XQ) C M tal que
i) N es transversa a X n U(XQ}, para cada estrato X G S.
ü) La estratificación E£/(IO) H N sobre V D U(XQ] D N cuyos estratos son X fi
IA(XQ) n N para cada estrato X Ç E, es Whitney regular.
(0.3.4) Los apartados anteriores son casos particulares de estratificaciones de Whit-
ney obtenidas por antiimágenes de una E dada a través de una aplicación transversa
a todos los estratos de E, cuando dicha aplicación es la simple inclusión. Veamos
ahora la generalización a una aplicación transversa cualquiera.
Sea E una estratificación de un subconjunto V de una variedad diferenciable M.
Sea ahora, M' otra variedad diferenciable y / : M' — > M transversal a cada estrato
X de E. Se induce una estratificación /-1(S) sobre V' = f~i(V) de la manera
siguiente: los estratos son X' = f~l(X), con X estrato de E.
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PROPOSICIÓN.
En las condiciones anteriores, si S es Whitney regular, entonces /-1(S) también
es Whitney regular.
(0.4) Regularidad de la estratificación "imagen".
(0.4.1) Vamos a necesitar también el siguiente criterio de regularidad para la estra-
tificación "imagen" de una estratificación de Whitney
PROPOSICIÓN.
Sean, respectivamente E, E' estratificaciones de subconjuntos V, V de variedades
diferenciables M, M'. Supongamos que existe un difeomorfìsmo f : M —» M' que
conserva estratos (es decir, que para cada X Ç S existe X' E S' taJ que f (X) C X' ),
y una pareja XQ CE S, X'0 £ E', tal que /(-X"o) = X'0. Se tiene que, si S es Whitney
regular sobre Xo, entonces S' es Whitney reguJar sobre X'0.
DEMOSTRACIÓN:
Por (0.1.3) podemos suponer que / es la identidad. Supongamos pues M = M',
V = V, X0 = X^ y X C X', para todo X e S y X' € S' adecuado.
Sea ahora, x'0 6 X'0 n X\, x'n una sucesión de puntos de X$ y y'n una sucesión de
puntos de X\ ambas convergentes hacia x'0. Supongamos que la sucesión de espacios
tangentes Ty'n X[ converge hacia un espacio T' y que la sucesión de rectas [a;^ — y'n]
converge hacia un espacio L'. Hemos de comprobar que L1 C T'.
Puesto que la estratificación S es localmente finita los puntos de la sucesión y^
se encuentran en un número finito de estratos Xi,...,Xki por lo que existe una
subsucesión y'pin\ contenida en un estrato J\T,. Consideremos la subsucesión %'ain\ de
x'n y tenemos:
X<r(n) * X0
X
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con x'0 6 XQ = XQ.
Tornando una subsucesión de Ty> / ^Xi si es necesario, podemos suponer
"»(n)
(existe ya que la variedad grasmaniana es compacta)
Puesto que Xi C X[ tenemos que T C T'.
Por otra parte tenemos que [œ^/ \ — y'ain\\ —*• L1 •
Ahora bien, teniendo en cuenta que E es Whitney regular sobre XQ en x'0 es L' C T,
y por tanto L' C T'.
(0.5) Homogeneidad y regularidad.
(0.5.1) El teorema que damos a continuación, justifica la definición de estratifica-
ciones de Whitney: "to decompose a variety into a disjoint union of strata each of
which consits of equally bad points", ([34]).
TEOREMA (Thorn-Mather).
Sea S una estratificación de Whitney de un subconjunto V de una variedad diferen-
ciable M. Entonces, para todo z, x' pertenecientes a la misma componente conexa del
estrato Xi de S, existe un entorno K(x) en V, un entornoK'(x') y un homeomorfismo
local
¥:U(x)—>U(x')
que conserva estratos, es decir
v. Xi n u(x] — f Xi n u (x1)
que es un homeomorfismo para cada i.
(0.5.2) Recíprocamente, se dan condiciones de regularidad de Whitney, en el caso
en que los estratos verifican hipótesis de homogeneidad.
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PROPOSICIÓN.
Sea E una estratificación sobre un subconjunto V de una variedad diferenciable M.
Supongamos que para todo X 6 £ y para todo x, x' E X, existe un difeomorfismo
local que aplica uno en el otro, y que conserva estratos.
Entonces, S es una estratificación Whitney regular.
(0.6) Ejemplos.
(0.6.1) Como ejemplo trivial de estratificación Whitney regular tenemos la partición
del conjunto de matrices Mnxm(C) en subconjuntos cada uno de los cuales formado
por todas las matrices que tienen el mismo rango, Obviamente hay un número finito
de estratos.
La estratificación obtenida verifica las condiciones de regularidad de Whitney ya
que los estratos son las órbitas por la acción de un grupo de Lie Gl(n; C) x G/(m; C)
sobre el conjunto de matrices.
(0.6.2) Como ejemplo no trivial, de estratificación de Whitney y debido al uso que
haremos de ella, destacamos la estratificación por el símbolo de Segre, del conjunto
de matrices cuadradas Mn(C).
Sea A G Mn(C) y sean A j , . . . Aa sus valores propios. Recordemos que el símbolo
de Segre de A viene dado por
donde cr(i) es la característica de Segre del valor propio A¿ para cada i.
DEFINICIÓN:
Llamaremos estrato de Segre, y lo notaremos por -£5(0-5), al conjunto de todas las
matrices A que tienen el mismo símbolo de Segre a.
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Notaremos por Es(A) al estrato ai cual pertenece la matriz A.
Nótese que hay un número finito de estratos dos a dos disjuntos y que Uo-s
Mn(C).
Gibson en [19], demuestra que esta partición es una estratificación y que verifica
las condiciones de regularidad de Whitney.
I. Estratificación de Brunovsky-Kronecker.
(1.1) Los estratos de Brunovsky-Kronecker.
(1. 1.1) Dada una pareja de matrices (A, B) (E A4nm sean
los índices de controlabilidad de la pareja y sean AI, . . . , As sus valores propios, y
(7(1) = (^(1
las características de Segre asociadas a los valores propios A i , . . . , A 3 . Podemos
suponer que cr-i(i) > 02(0 > • • -, para cada 1 < i < s. Escribiremos
k = (ki,...,kr), p = ki+... + kr y 6i = a-i(i) + a2(i) + . . ..
DEFINICIÓN:
Con las anteriores notaciones, llamaremos símbolo de Brunovsky-Kronecker, que
abreviaremos diciendo BK-símbolo de la pareja (A, B) y notaremos por cr, al conjunto
formado por los índices de controlabilidad y la característica de Segre de cada valor
propio:
(^(2), (72 (2 ) , . . . ) , . . . ,
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(1.1.2) En general, un símbolo de Brunovsky- Kronecker (o abreviadamente un BK-
símbolo) es una familia a de enteros positivos de un tipo, tal que
ki + . . . + kr + (Tj(l) + . . . + ffj(s) = n
} 3
Supondremos k\ > . . . > fcr, cr\(i) > 02(1) > • • • para 1 < ¿ < s.
(1.1.3) Un estrato de Brunovsky-Kronecker agrupa todas las parejas de matrices con
un mismo BK-símbolo.
DEFINICIÓN:
Dado un BK-símbolo cr, el estrato de Brunovsky-Kronecker asociado £(&), es el
subconjunto de M.nm formado por todas las parejas de matrices cuyo BK-símbolo es
a.
Notaremos por E(A, B), el estrato al cual pertenece la pareja de matrices (A, B).
(1.1.4) Obviamente, si cr ^  cr' entonces E(a) fl E(a'} = 0 y UffE(a) = Mnm- Esto
es, los BK-estratos forman una partición finita de Ainm. En el próximo apartado
veremos que de hecho es una estratificación, esto es, que los estratos son variedades
diferenciables.
DEFINICIÓN:
Denotamos por S = U^-È^cr) esta partición, que llamaremos estratificación de
Brunovsky-Kronecker o simplemente BK-estratificación.
(1.1.5) Obsérvese que la partición del espacio Mnm en órbitas no es una estratifi-
cación, puesto que, si bien estas son variedades deferenciables, no verifica la condición
de finitud local exigida. De" hecho, si consideramos V el subconjunto formado por
parejas de matrices completamente controlables, la partición en órbitas si es una
estratificación en el sentido de la definición (0.1.1).
161
(1.2) Regularidad de los estratos.
(1.2.1) Ya hemos dicho que consideraremos la variedad F = (A, B) + {(X, F)},
obtenida en (capí, (III. 3)). En el capítulo 1. (IV. 2.1) hemos estudiado la intersección
T H O(A, B), de donde se deduce
PROPOSICIÓN.
Siguiendo las mismas notaciones que en el capítulo 1, (IV.2.1):
i) Si (X, Y} ,¿ (0, 0), entonces (A, B) + (X, Y) no pertenece a la órbita O(A, B}.
ii) (A, B) + (X, Y} pertenece al estrato E(A, B} si y sólo si Xf = Y = O, y J + X%
tiene el mismo símbolo de Segre que J.
(1.2.2) Como hemos anunciado, reducimos el problema a probar que F n E(A, B) es
regular:
LEMA.
Sea (A, B) Ç M.nm, O(A, B) su órbita, E(A, B) su estrato, y T la variedad transver-
sal a la órbita considerada en (1.2.1). Entonces, en un entorno de (A,B), E(A,B) es
una subvariedad regular en (A, B) si y sólo si E(A, B) n F Jo es.
DEMOSTRACIÓN:
Supongamos que E(A, B) es regular en (A, B). Puesto que F es transversal a
O(A, B), es también transversal a E(A,B). Por lo tanto, E(A, B) n F es regular en
(A, 5).
Recíprocamente, supongamos que E(A,B) n F es regular en (A,B). Teniendo en
cuenta la trivialidad local dada en el lema (1.3.2) del capítulo 1, tenemos
localmente en (A, B). Por lo tanto, E(AÌ B) es regular en (A, B).
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(1.2.3) Finalmente, teniendo en cuenta la particular forma de E(A, B) fi F descrita
en (1.2.1), tenemos:
TEOREMA.
Los BK-estratos son subvariedades diferenciables de M.nm.
DEMOSTRACIÓN:
Sea (A, B) 6 Mnm, O(A,B) su órbita y E(A, B) su BK-estrato. Hemos de probar
que E(A, B) es regular en (A, B).
Por la homogeneidad a lo largo de las órbitas, podemos suponer que (.4, B) está en
su forma reducida de Brunovsky:
' ' ï 0\ f E O
i J j ' \ o o
Por el lema (1.2.2), es suficiente probar que E(A, B) ("I F es regular en (A, I?), donde
F es la variedad particular descrita en (1.2.1) y obtenida en el capítulo 1. Se sigue de
(1.2.1), que E(A, B) HT está formada por las parejas de matrices de la forma
( ( N 0 \ f E O
\\Q J + X$)'\Q O
tales que J + X% tienen el símbolo de Segre de J, o equivalentemente, tales que
recorre el estrato de Segre, que notamos tal y como hemos mencionado en el ejemplo
(0.6.2), por ES(J) de J.
Por lo tanto, la aplicación <t> : Mn-s(C) —>• Mnm definida por
N 0\ (E O
o c J ' l o o
N N / \
es un embebimiento tal que
Gibson en [19] demuestra que los estratos de Segre son regulares. Recordemos que
FS(«/) es una variedad lineal transversal a la órbita de Segre de J, y por lo tanto
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también transversal a Es(J] en J. Por lo que, Es(J) fl TS( J) es regular en J, y por
consiguiente E(A, B) Ci F es regular en (^4, !?), como queríamos probar.
(1.2.4) La construcción anterior permite también obtener la dimensión de los es-
tratos:
PROPOSICIÓN.
Sea (A, B) G M.nm, O(A,B) su órbita y E(A,B) el estrato al cual pertenece.
Entonces
dimE(A,B) = s + dimO(A, B)
donde s es el número de valores propios distintos de (A,B).
DEMOSTRACIÓN:
Basta tener en cuenta que
dim E(A, B) - dim O(A, B} =
= dim(E(A, B)nT) = dim(Es(J) n rs(«/)) = s.
(1.2.5) Así por ejemplo, respecto a los BK-estratos de menor dimensión puede afir-
marse:
COROLARIO.
JVo hay BK-estratos de dimensión O (puntos aislados). Los de dimensión 1 son los
del tipo E(AIn,0).
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(1.3) Otras propiedades de los BK-estratos.
(1.3.1) PROPOSICIÓN.
Los BK-estratos son conjuntos constructibles.
DEMOSTRACIÓN:
Sea E(cr) el BK-estrato correspondiente al BK-símbolo a — (fc, < T I , . . . ,<r s). Con-
sideremos el conjunto C^ = {(Ai , . . . ,A a ) | A¿ ^ Xj} C Cs, dicho conjunto es un
abierto de Cs. Por lo que es un conjunto constructible.
Para cada (A i , . . . ,A s ) e C^s\ sea B(cr;(Ai,. . . , As)) la pareja de matrices de
Brunovsky de BK-símbolo a y valores propios A j ? . . . , As. Finalmente, consideremos
la aplicación tf> : Q x C^ — » M.nm definida por
V>(flf, (Ai , . . . , Aa)) = a(0, B(o-; (A! , . . . , As)))
Obviamente, £/ x C^s^ es un conjunto constructible en C" +nm+m x Cs, 0 es una
aplicación racional, y i/}(Ç x C'5') = E(ff), por lo que, y de acuerdo con el teorema
de Chevalley [28], E(a) es un conjunto constructible.
(1.3.2) Puesto que la aplicación V> : Q x C" — >• Mnm, definida en la demostración
del teorema anterior, es continua, el conjunto Q x C^ es conexo, y la imagen de un
conjunto conexo por una aplicación continua es un conjunto conexo, tenemos:
PROPOSICIÓN.
Los BK-estratos son conjuntos conexos.
(1.3.3) Finalmente, señalemos que la acción de C sobre el conjunto Áinm definida
por
conserva BK-estratos:
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PROPOSICIÓN.
Sea E(a] un BK-estrato, (A, B) 6 E(<r) y X € C. Entonces:
i) ¿í es un valor propio de (A, I?) si y sólo si (i + X es un valor propio de (A+ XI, B).
ii) (A + \I,B)€E(a).
DEMOSTRACIÓN:
i) De acuerdo con la caracterización dada en el capítulo O (II.2.4), /j, es un valor
propio de (A, B) si y sólo si
rang(A — /¿I, B) < n.
Y obviamente, esto es equivalente a
rang ((A + XI) - (/z + A)I) < n.
ii) Para ver que (A, B) y (A + A/, B) tienen los mismos índices de controlabilidad,
es suficiente probar que
rang(£, AB, A2B, ..., AjB) = rang(B, (A + XI)B, . . . , (A + AJ)'B)
para cualquier 1 < j ' < n. Y esto es consecuencia de que (A + XfyB es una combi-
nación lineal de B, AB, . . . , A^B, para cualquier j:
n ... .
° -
y por tanto
. rang(5, (A + XI)B, (A + XI)2 B, ...,(A + XI^B, (A + XI}1 B}
=rang(J5, AB, (A + XI}2 B, ...,(A + Xiy~lB, (A +
=rang(J5, AB, A2B, . . . , Aj~lB, (A + XI)jB) =
, AB, A2B,..., Aj~l B, AjB)
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para cualquier 1 < j < n, (de hecho Vi < j).
Finalmente, para ver que (A, B) y (A + AI, B) tienen el mismo símbolo de Segre y
puesto que el primer índice de controlabilidad ya hemos visto que es el mismo para
ambas parejas, es suficiente probar que
rajig(B, AS,..., ¿^B, (A -//!)>) =
=rang(5, (A + XI)B, . . . , (A + A/)fcl ~1B, ((A + AI) - (// + A)7)J' )
para cualquier 1 < j ' < n:
=rang(S, AB,..., Akl ~l B, (A + (X - /z - A)J)>) =
para cualquier 1 < j ' < n.
II. Propiedades de regularidad de la BK-estratificación.
(II. 1) Regularidad sobre estratos simples.
(II. 1.1) Tal y como hemos dicho, vamos a probar primero la regularidad de Whitney
de la BK-estratificación sobre los estratos llamados simples.
DEFINICIÓN:
1) Una pareja de matrices (A,B) e Mnm se llama simple si tiene a lo sumo un
sólo valor propio.
ii) Decimos que un estrato E(cr) es simple si todos sus elementos son simples, es
decir, si a = (&,cr(l)) (o a =
(II. 1.2) Los estratos simples verifican una particular propiedad de homogeneidad,
que en cierto sentido es el recíproco de la proposición (1.3.3):
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PROPOSICIÓN.
Sea E(cr) un estrato simple. Para cualquier (A, B), (A',B') 6 E(a), existe un
difeomorfìsmo f de M.nm, que conserva estratos, y tal que: f(A,B) = (A',B').
DEMOSTRACIÓN:
Si er = (&), es trivial, ya que los estratos son órbitas.
Si <7 = (k, cr(l)), sean A, A' los valores propios de (A, B) y (A1, B') respectivamente.
Entonces, por la proposición (1.3.3) tenemos que la pareja de matrices (A+(X'— A)J, B)
es semejante por bloques a (A',B'). Por lo tanto, existe go € Q tal que (A1, B') =
Definamos ahora / : Mnm — >• -M „m de la siguiente forma
Está claro que dicha aplicación verifica las condiciones requeridas.
(II. 1.3) El teorema de Whitney asegura que cualquier estrato de una estratificación
constructible localmente finita tiene un punto Whitney regular. Por lo tanto, cualquier
estrato E(a) tiene un punto (A, B) tal que S es Whitney regular sobre E(a] en
(A, B). En el caso particular en el que E(cr) es simple, la anterior propiedad de
homogeneidad implica que todos los puntos de E(cr) son Whitney regulares. Por
consiguiente tenemos:
LEMA.
La BK-estratiñcación S es Whitney regular sobre cualquier BK-estrato simple.
(II.2) Regularidad de la estratificación para el caso m = 1.
(II.2.1) Vamos a ver como podemos restringir el estudio de la regularidad al de la
estratificación inducida.
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Dado (A, B) e Mnm, sea F la variedad lineal definida en (3.1), y consideremos la
estratificación inducida
s n r = uff(E(a) n r)
en un entomo suficientemente pequeño de (.4, B). Nótese que está bien definida puesto
que F no es sólo transversal a O(A, B}, sino también a cada òrbita suficientemente
próxima (A, B) (capítulo l.(I.3.2)), y por lo tanto a cada BK-estrato suficientemente
próximo a (A, B}.
LEMA.
Con las mismas notaciones, E es Whitney regular sobre E(A, B) en (A, B") si y sólo
si E n T es Whitney regular sobre E(A, B) H F en (A, B).
DEMOSTRACIÓN:
La condición necesaria se sigue de (0.3.3)
Para ver que es suficiente, usamos de nuevo el difeomorfismo
E(ff) = ß(E(ff) H T x F)
localmente en (A, B}. Obviamente, si (Jff(E((r)r\T) es Whitney regular sobre E(A, -B)fl
F en (A,B}, la estratificación producto \Ja(E(cr)r\T x V) es también Whitney regular
sobre E(A,B) n F x F en (A, B). Y, el difeomorfismo antes referido ß, concluye la
demostración.
(II.2.2) Finalmente, podemos ya abordar el teorema principal:
TEOREMA.
Si m = 1 la estratificación de Brunovsky-Kronecker es Whitney regular.
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DEMOSTRACIÓN:
Sea (A,B) e Mnm, O(A,B) su órbita y E(A, B) su estrato. Probaremos que S
es Whitney regular sobre E(A, B) en (A, B). Sea F la variedad lineal definida en
(1.2.1), y denotemos por el mismo símbolo el entorno de (A, B) donde el isomorfismo
ß definido en cap. 1 (1.3.2) se verifica. Entonces, y de acuerdo con (1.3.1), es suficiente
probar que S n F es Whitney regular sobre E(A, B) D F en (A, B).
Por la homogeneidad a lo largo de las órbitas, podemos suponer que (A, B) está en
su forma reducida de Brunovsky:
f 0\ (E
I J)\Q
J = diag(Ji,..., Js), como en cap 0,(II.3.1).
Nótese que N tiene un único bloque nilpotente y E = ( O ... O 1) 6 Mpxi(C).
Consideremos las parejas de matrices:
I? 9 Y (%}} G Mi = Mp+6i(C) x M(H.Í4)X1(C)u
 •'«/ \ u / /
para l < i < s. Y sean EI ,.. . , Es las BK-estratificaciones de los respectivos espacios
de matrices MI, ... ,Ma- Si denotamos por J5,-(A¿, J5,-) el estrato de (A¿,.0,-) en S¿,
O < i < s, estamos en las condiciones del lema (II. 1.3), por lo que se sigue que S¿ es
Whitney regular sobre -E¿(A¿, jE?i)nF¿ en (Ai, I?,-), donde FI , . . . , Fs son las variedades
lineales respectivas definidas como en el capítulo 1, (IV.2.1):
«o *«.-))• (S))}- l - ' - s
Como antes, denotamos por el mismo símbolo F¿ los entornos de (A,, J3,) donde
los correspondientes isomorfismos definidos en cap 1 (1.3.2) se verifican, esto es las
estratificaciones inducidas S¿ n F,, Q < i < 5, están bien definidas. De hecho, de
acuerdo con (II.2.1), S, n F,- es Whitney regular sobre Ei(Ai,Bi) n F¿ en (A¿,5¿),
O < i < s.
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Ahora, consideremos el difeomorfismo
(f> : TI x ... x
N 0 \ (E\\ ((
Y n l ' I n ) ) " - ' 11Xi HI j V 0 / / W
=
N 0 \ (E\
Xs H,)\0j
í (N 0 ...
I V 17"1 AI ZZI
, V Y n
0
 \
° 'n i
(E\\
0
i n / ;\
donde Xi = X f ( i ) y HÍ = J¿ + X¡(i), I < i < s.
Sabemos por (0.3.1) que II = (Ei Ci FI) x ... x (Sa n Fs) es una estratificación que
es Whitney regular sobre el estrato
(El (Ai , Bi ) n Ti ) x . . . x (ES(AS, Bs] n r„)
en ((Ai, Si), . . . , (Asi BS)). Por lo tanto, y puesto que (f> es un difeomorfismo, para
finalizar la demostración es suficiente demostrar que <p(R) es una subestratificación
de S n F localmente en (A, B}. Es decir, que dados dos puntos
E\\ ~>-í(N 0 \ (E
J) y Ä ~ l l v m / ' l//!<,<, VA** #••/ V
pertenecientes a un mismo estrato de u, entonces sus imágenes <£>(z), f (z') pertencen
al mismo estrato de £ fi F, siempre que ellos esten suficientemente próximos a (A, B).
Para probar esto, vamos a ver que los índices de controlabilidad y los símbolos de
Segre de tf>(z) y <¿>(z'} son l°s mismos.
(i) Para probar la primera afirmación es suficiente demostrar que si escribimos
r
N
X1
Y
0 ... 0 \
n 7T /
/Ä\
0
n J
TV
*í
v
0. ... 0 \
,¡ ... o i
 D.
n n< J
/E\
0
f\ J
171
entonces
Pj = T**g(DìCD,...ìC>-lD) =
= rang(D, C"D, . . . C'*'1 D) = fa I < j < n.
Un simple cálculo demuestra que r j = r'¿ = j para 1 < j < p. Luego, podemos
suponer j ' > p.
Si denotamos por F¿ la primera columna de la matriz .X",-, l < i < s, es fácil ver que
p j = rang
1E O O ... O
O O ... O Yi HYl ... H{Yi
\ O O ... O Ys HaYs ... HiY
donde t = j — p — 1.
Notamos que, puesto que z y z' pertenecen a un mismo estrato, se tiene YÌ = O si
y sólo si Y¡ = 0. Por lo tanto, si YÌ = O para 1 < i < s es obvio que p j = p'j para
p -f 1 < j ; < n. Luego, supongamos ahora que Y¿ 7¿ O para algún ¿. Renumerando, si
es necesario, podemos suponer que Y, \ ^  O (por lo que Y¡ ^  0) para 1 < i < í, t < s.
Luego p j < pj+i < p j ; + 1, en vistas a probar que p j = p'j para s < j ' < n es
suficiente probar que si j es elprimer indice tal que p j = pj-\, el índice j es también
el primero que verifica la propiedad con respecto a p'j.
Luego, sea j = s + l + I el primer índice tal que
Pj = Pj-i
Entonces, existen a/t, O < k < i — 1, verificando
x
e
es el polinomio mínimo del vector
con respecto la matriz
H = diag(Hi,...,Ht).
Sea ahora, <p¿(z) el polinomio mínimo de íf,, y i£>i(x) el polinomio mínimo de Y¿,
con respecto HÍÍ para 1 < ¿ < í. Veamos ahora, que tl>(x] = ip\(x)... ifit(x). De
hecho, puesto que (fi(Hi)(Yi) — O se tiene que ^i(x] \ y>i(x) para 1 < i < í, de
manera que m.c.<i(V>i(z), V'fcW) = 1 si i 7^ k. Por otra parte, puesto que t^(Y) = O,
tenemos ib(Yi) = 0; por lo que, ifii(x) \ t/>(x) para 1 < i < í. Consecuentemente,
t^i(x)... V'<(x) I ^ '(a:)· Recíprocamente, es fácil ver que i j > i ( H ) . . . ij>t(H)(Y) = O, de
manera que ij)(x) \ i j > i ( x ) . . . T/>t(o:), y la igualdad se verifica.
Ahora, si denotamos m¿ = grado i^i(x) es obvio que
£ = Ull H- . . . + TTlf
Pero mi es el menor entero tal que
'E NE ... NP~IE O O ... O
r a n g
' 0 O ... O Yi
E NE ... NP~IE O O ... O
O O ... O YÌ HiYi ... Hf
Por lo tanto, y temendo en cuenta que I I I , I 1 1 y ( ( . . 1 , (
\\Xi Hi J V ° / / \\Xi HiJ \ °
pertenecen a un mismo estrato, se sigue que el polinomio mínimo de Y"/ (primera
columna de JT-) tiene también grado m¿, i = l...t. Por consiguiente, el grado del
polinomio mínimo de Y1 = I • I es mi + ... + mt = £ por lo que queda probada
rt
la primera afirmación.
(ii) Ahora debemos probar que el símbolo de Segre de <¿>(z) y tp(z') son los mismos.
Primeramente, remarcamos que // es un valor propio de y(z} = (C, D) si y sólo si
es un valor propio de I I
 v u ) , I n ) I , para algún 1 < ii < s. Par ver esto, es
V\ A ' ***/ . \ u //
suficiente tener presente la caracterización dada en el capítulo O (II.2.4):
// es un valor propio de </j(z) = (C, D) si y sólo si rang(C — ¿t/, D) < n;
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por lo que rang(( N O ))(-£?)) = p, significa que rang (( Xi Hi — (il ) (0)) < ¿>¿, para
algún l < î < s; por lo tanto rang [I
 v „. r ) l n ) ) < P+^" de manera\ \ -A,- •"« — /" / \ u / /
. . , / / W 0 \ fE\\
 v ,que íí es un valor propio de I I
 v „ I n I I . Y reciprocamente.Xi Hi J V o / /
ü 4. 4. . t 'Por otra parte, puesto que I I
 v „. I , „ l I y I ,,, n, } , I n 1 I estan
u
en el mismo estrato, existe un valor propio //' de la segunda pareja de matrices con
la misma característica de Segre que la del valor propio fi. Como acabamos de ver,
// es también un valor propio de <p(z'}. Entonces, probaremos que n y // tienen la
misma característica de Segre:
A partir de cap 0(11.2.4) basta probar que i/y = i/'- para todo j, siendo
en nuestro caso
•
E NE ... NP~1E O O ... O
o o ... o y, HYi ... H{YI f Xi Hl-^
: : : : : :
O O ... O y, H,Y, ... Hl,Y, \ X, H<-nI,
•
E NE ... N"-1E O O ... O
O O ... O Yi HYi ... H^Y!
. . .
o o ... ò y( H,'y, ... HltY,
+ Si_-i + Si+i + 6S+
E NE ... N?-1E O ... O f N-ni
O ... O Y, ... HfYi
 Xi
E NE ... NP~1E O ... O (N-iiI
O O ... O Y! ... H?Y! \ Xi Hi-pi
'
E NE ... NP~1E O O '-.: O
o o ... o y/ #;y/ ... H['YI ( x( H[-fii
: : : : : :
o o ... o y.' H'tY¡ ... H'/Y¿
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y la demostración del teorema queda terminada.
(II.2.3) Como los BK-estratos son conexos (1.2.6), del teorema anterior y (0.2.3) se
sigue que la BK-estratificación verifica la condición de frontera, para m = 1. De hecho
de (4.7) y (5.6) de [23] se sigue que la condición de frontera se verifica para cualquier
valor de m. Asimismo, de [3] se deduce que los estratos que forman la frontera de
uno dado tienen dimensión estrictamente menor que la de éste. Se tiene por tanto:
PROPOSICIÓN.
La frontera de todo BK-estrato está formada por estratos de dimensión estricta-
mente inferior.
III. Diagrama de bifurcaciones.
(III.l) Familias transversas y diagramas de bifurcaciones.
(III.1.1) Sea (p : M —> Mnm una familia diferenciable de parejas de matrices,
parametrizadas por t £ M.
Si E(a} es un estrato de E, y (f es transversa a -E(cr), entonces (f>~1(E(a))ì es una
sub variedad de A, de la misma codimensión
-i
Si (f es transversa a todos los estratos de S, entonces Utr</?~1(í?(o')) es una estra-
tificación de A, cuyos estratos tienen la misma codimensión qué sus imágenes en S y
que se denominan diagramas de bifurcaciones de <¿>. Esto es:
DEFINICIÓN:
Sea (p : M —> M.nm una familia diferenciable de parejas de matrices transversa
a la BK-estratificación S. Llamaremos diagrama de bifurcaciones a la estratificación
de M según los BK-símbolos de <p(t], t 6 M.
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(111.1.2) A menudo se consideran excluidos los estratos de codimensión nula. Con
ello, el diagrama de bifurcaciones de y> : M —> M.nm será la anterior estratificación
»i
restringida al subconjunto de M de parámetros t tales que <p(t) no es estructuramente
estable (ver [1], o [2]).
(111.1.3) Observamos que, por el teorema de transversalidad de Thom, las familias
anteriores pueden considerarse "genéricas" en el siguiente sentido:
TEOREMA. (Thom)
En el espacio de las familias (p : M —> M-nm diferenciables, las transversas a la
BK-estratifìcación E forman un subconjunto denso. Si E verifica las condiciones de
regularidad de Whitney, entonces dicho conjunto es abierto.
(III.2) Estratos genéricos.
(111.2.1) Tal como se ha hecho notar en (III.l.l), la codimensión de los estratos de
un diagrama de bifurcaciones coincide con la de los correspondientes BK-estratos. Por
tanto, de (1.2.4) se deducen los estratos que aparecen en un diagrama de bifurcaciones
de una familia £-parametrizada, así como su dimensión.
(111.2.2) Así, en una familia genérica <p : M —>• M.nm sólo se darán parejas de
matrices cuyo BK-símbolo a verifique:
eodimJEJ(cr) < dim M
En particular, si se designa por a(t] el BK-símbolo de <t>(t}, el estrato de codimensión
máxima es
{t € M codini E(a(t}} = dim M]
Estos serán los tipos de parejas de matrices que se darán para valores aislados de
< € M.
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(III.2.3) En el estrato de codimensión mínima se darán los tipos estables o genéricos
de la familia:
PROPOSICIÓN.
En el diagrama de bifurcaciones de una familia genérica <¿> : M — > -Mnm, el estrato
de codimensión O es el abierto formado por los t € M tales que y(í) es de tipo ((n)).
(III.2.4) Listemos, por ejemplo, los otros tipos de parejas de matrices posibles en
familias genéricas con pocos parámetros, para el caso particular m = 1.
PROPOSICIÓN.
Sea (f : M — > M.n\ una familia genérica de matrices, y designemos por £ = dimM.
Además de las parejas de tipo ((n)) (ver (III.2.3)), pueden darse también:
i) para £ = 1: parejas de matrices del tipo ((n — !),((!))), en puntos aislados,
ii) para I = 2: parejas de matrices del tipo anterior en dimensión 1, y parejas de
matrices del tipo ((n — 2), ((1), (1))) en los puntos singulares de dicha curva,
iii) para i = 3: parejas de matrices de los dos tipos anteriores en dimensión 2 y
1 respectivamente, y parejas de matrices del tipo ((n — 3), ((1)(1)(1))) o bien
((n — 2), ((2))) en puntos aislados,
iv) para £ = 4: parejas de matrices de los tres tipos anteriores en dimensión
3, 2 y 1 respectivamente, y parejas del tipo ((n — 4), ((1)(1)(1)(1))) o bien
((n — 3), ((2)(1))) en puntos aislados.
(III. 2. 5) Observamos que en general la parte de Jordán de cualquier pareja de ma-
trices que se de en un estrato de codimensión £ es de tamaño inferior o igual a £,
y que tiene exactamente este tamaño si J es diagonal con todos los valores propios
distintos. De hecho, este resultado es general
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PROPOSICIÓN.
Sea (p : M — » M.n\ una familia genérica de parejas de matrices.
Parejas de índice de controlabilidad k\(< n) sólo puede darse en estratos E' del
diagrama de bifurcacines de M tales que
n — ki < codimM E' < (n — ki)2 + (n — ki) — l
Además:
i) Jas únicas parejas de índice de controlabilidad k\ que pueden darse en estratos
de codimensión n — k\ son aquellas cuya parte de Jordán es genérica es (dia-
gonalizabíe, con todos los valores propios distintos)
ii) Jas únicas parejas de índice de controlabilidad k\ que pueden darse en estratos
de codimensión (n — k-i )2 + (n — ki ) — 1 son aquellas cuya parte de Jordán es
una matriz escalar (diagonal con un sólo valor propio).
DEMOSTRACIÓN:
Basta tener en cuenta (1.2.4), y capítulo l, (II.3.4) para tener la expresión de la
codimensión de un estrato
E' = n — ki + YA0'i(0 + 3£r2(z) + ... — 1)
(III. 2. 6) Por ejemplo, las matrices del tipo (AJn, 0) (E Mn\ se dan en puntos aislados
de familias genéricas con n2 + n — 1 parámetros. Y no se dan genéricamente para un
número menor de parámetros.
(III. 3) Diagramas de bifurcaciones locales.
(III. 3.1) Dada una familia genérica t¿> : M — » Mnm-, para el estudio local en un
punto t G M de su diagrama de bifurcaciones la observación clave es que podemos re-
ducirnos a las estratificaciones FflE siendo F la subvariedad que define la deformación
miniversal construida en el cap 1 (III) y referida en (1.2.0).
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En efecto, por la homogeneidad del espacio a lo largo de las órbitas, podemos
suponer (A, B) = (f>(t) en forma de Brunovsky. Y en segundo lugar al ser F miniversal,
la aplicación <p : M —> M.nm debe factorizar por una Ip : M —> F submersiva.
Más aún, si (A, B} es no controlable (de Brunovsky), obsérvese que los vectores de
O(A, B)-1- tangentes a E(A, B) vienen dados por parejas de matrices de la forma
í(Qp i (° °\\ /HO o
siendo
J =
Por tanto, en el estudio local de F n S podemos reducirnos al subespacio de parejas
de matrices con traza de cada X%(i) nula, para cada 1 < i < s.
Como antes, veamos algunos ejemplos de diagramas de bifurcaciones locales para
m = 1 y bajo número de parámetros.
(III.3.2) Familias con 1 sólo parámetro
Come hemos visto en (III.2.4), además de las parejas de matrices estructuralmente
estables, sólo pueden aparecer (en codini 1) puntos aislados del tipo ((n — 1), ((!))),
es decir, de la forma:
•N \ (E*
a r i o
siendo
N e M„_i(C) nilpotente,
/0\
•E = eM (B_1)x l(c),
V i /
a Ç C
Una representación local en uno de cstos puntos es
N \ E
X
179
X = (x O ... 0)€Mix„-i(jC).
i
En efecto, la matriz de controlabilidad es
E NE ... Nn~2E 0
0 0 0 a;
cuyo rango es n si y sólo si x ^ 0. En tal caso, la pareja de matrices es contrôlable,
y por tanto, estructuralmente estable.
(III.3.3) Familias con 2 parámetros
Según (III.2.4), en codimensión máxima (puntos aislados) aparecerán parejas de
matrices del tipo ((n - 2))((1),(1))).
En un entorno de estos puntos el diagrama de bifurcaciones vendrá dado por
siendo
N e M„_2(C) nilpotente,
/0\
E = e M(n_2)xl(C),
X = (x O ... 0)6M1 X n_2(C),
Y = (y O ... 0)<=M l x n_2(C).
La matriz de controlabilidad es
Por tanto
i) su rango es n si y sólo si xy ^ O, en tal caso la pareja de matrices es comple-
tamente controlable.
ii) su rango es n — 1 si y sólo si x = O o y = O, en dicho caso la pareja de matrices
es del tipo ((n-1), ((!))).
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iii) su rango es n — 2 si y sólo si x = y = O, en tal caso pareja de matrices es del
tipo ((n - 2)((1)(1))).
En resumen, se tiene
PROPOSICIÓN.
El diagrama de bifurcaciones local de una familia genérica 2-parametrizada de pare-
jas de matrices de M.n\ es del tipo xy = O, con su estratificación de Whitney ordinaria.
Estas singularidades son del tipo xy = O, con la estratificación de Whitney ordinaria.
(III.3.4) Familias con 3 parámetros
Según (III.2.4) en codimensióin máxima aparecerán parejas de matrices de los tipos
((n-3)((l), (!),(!))) y ((n - 2)((2))).
En un entorno de los puntos aislados del tipo ((n — 3)((1),(!),(!))) el diagrama de
bifurcaciones vendrá dado por
siendo
N e M„_3(C) nilpotente,
/0\
o 6 M (B_3)xi(C), '-
.!/
> O ... Q.)eM lx„-3(C),
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Y = (y O ... 0)€M1Xn-3(,C),
Z = (z O ... 0)6Mixn-3(.C).
La matriz de controlabilidad es
'E N E . . . Nn-*E 0 0 0
0 0 O x ax a^
0 0 O y ß y ß2y
0 0 O z jz -y2 z
por tanto
i) su rango es n si y sólo si xyz ^ O, en tal caso la pareja de matrices es comple-
tamente controlable,
ii) su rango es n — 1 si y sólo si x = 0, yz ^ O o y = 0, xz ^ O o z = 0, xy ^ 0 y
en tal caso las pareja es del tipo_((n — 1), ((!))).
iii) su rango es n — 2 si y sólo si z = y = O, z^Qox = z = 0, y ^ O , o y = z = O,
x / O, en tal caso la pareja de matrices es del tipo ((n — 2), ((1), (1))).
iv) su rango es n — 3 si y sólo si x — y = z = O, y en tal caso es una pareja de
matrices del tipo ((n - 3)((1), (1), (1))).
En un entorno de los puntos aislados del tipo ((n — 2)((2))), el diagrama de bifur-
caciones vendrá dado por
siendo
N 6 M„_2(C) nilpotente,
/0\
E = <EM ( n_2 ) x l(C),
X = (x 0 ... 0)€M l x „- i (C) ,
Y = (y 0 ... 0 )€M l x „- i (C) ,
La matriz de controlabilidad es
'E NE ... Nn~3E 0 0
0 0 O x a x + y
O O O y zx + ay
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por tanto
i) su rango es n si y sólo si x2z — y2 ^ O, en cuyo caso la pareja de matrices es
completamente controlable,
ii) su rango es n — 1 si y sólo si x2z — y2 = Qx^Qoy^Q, y en dicho caso la
pareja es del tipo ((n — 1), ((!))).
iii) su rango es n — 2 si y sólo si o bien z = y = O, z ^ O e n cuyo caso la pareja de
matrices es del tipo ((n — 2), ((!),(!))). o bien x = y = z = O, en tal caso la
pareja de matrices es del tipo ((n — 2)((2))).
En resumen, se tiene
PROPOSICIÓN.
Sea <p : M —> -Mni- una familia genèrica 3-parametrizada. Su diagrama de
bifurcaciones local ent £ M puede ser
i) de] tipo xyz = O (ejes coordenados de C3)
ii) de] tipo x2z — y1 = O (paraguas de Whitney)
con sus estratificaciones de Whitney ordinarias, según la pareja y(A) sea res- pecíi-
vameníe del tipo ((n - 3)((1)(1)(1))) o bien del tipo ((n - 2)(2)).
(III.3.5) Familias con 4 parámetros
Según (III.2.4) en codimensión máxima aparecerán parejas de los tipos ((n —
4), ((!),(!), (!),(!)), y ((rr-3), ((2), (1)).
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En un entorno de los puntos aislados del tipo ((n — 4), ((!),(!), (!),(!)), el diagrama
de bifurcaciones vendrá dado por
/N
X a
Y ß
Z 7
\V
/E\\
O
O
O
\ 0 /
siendo
N e M„_4(C) nilpotente,
/0\
E = e Af (n_4)xl(c),
X = (x O ... 0)EM 1 X „_ 4 (C) ,
Y = (y O ... 0 )€M l x n _ 4 (C) ,
z = (z o ... o)eM l x „_ 4 (C) ,
V = (v O ... 0)6M l x n_4(C).
La matriz de controlabilidad es
/E NE
O O
O O
O O
\0 O
Nn-5E 0 0 0
O x ax a2x a3x
0
 \
ß3yO y ßy ß2:
O z fz 72£ 732
O v 6v 82v S3v
por tanto
i) su rango es n si y sólo si xyzv ^ O, en cuyo caso la pareja de matrices es
completamente controlable.
ii) su rango es n — l si y sólo si x = O, yzt ^ O o y = O, xzv ^ O o z = O, xyv ^ O o
v = O, xyz T¿ O, en dicho caso la pareja de matrices es del tipo ((n — 1), ((!))).
iii) su rango es n — 2 si y sólo si x = y = O, zt ^ O o x = z — O, yv ^ O, o
xy T¿ O, en cuyo caso la pareja de matrices es del tipo ((n — 2), ((1), (1))).
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iv) su rango es n — 3 si y sólo si z = y = z = 0, v^Qox = y = v = 0, z ^ 0
oz = 2 = u = 0, y^Qoy = z = v = Q, x ^ O , en cuyo caso la pareja de
matrices es del tipo ((n — 3), ((1), (1), (1))).
v) su rango es n — 4 si y sólo si x = y = z = v = O, en cuyo caso la pareja de
matrices es del tipo ((n - 4)((1), (1), (1), (1))).
En un entomo de los puntos aislados del tipo ((n — 3)((2),(1))), el diagrama de
bifurcaciones vendrá dado por
siendo
N € M„_3(C) nilpotente,
/0\
E = M(n_3)xl(C),
x = (x o ... o)eM l x n_3(c),
Y = (y O ... 0)(EM1 X n_3(C),
Z = (z O ... 0)eM1 X n_3(C).
La matriz de controlabilidad es
• E N E . . . Nn~3E 0 0 O
0 0 O x ax + y o2x + lay + vx
0 0 O y vx -f ay 2avx + vy -f
0 0 O z ß z ß2z
por tanto
i) su rango es n si y sólo si (x^v — t/2)((a — ß)2 — v)z ^ O, en cuyo caso la pareja
de matrices es completamente controlable.
ii) Observamos que en un entorno del origen (a — ß)2 — v =£ O, por lo que basta
considerar (x2 v — y2}z =¿ 0. El rango es n — l si y sólo si x2 v — y2 = O, pero
x jí O o y T¿ O para todo v y z ^ O y en dicho caso la pareja de matrices es del
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iii) su rango es n — 2 si y sólo si o bien x = y = 0, zv ^ O, en cuyo caso la pareja
í
de matrices es del tipo ((n — 2), i((l),(l))), o bien z = y = u = 0, z ^ O y e n
tal caso la pareja de matrices es del tipo ((n — 2), ((2))),
iv) su rango es n — 3 si y sólo si x = y = z = Q, u ^ O e n cuyo caso la pareja de
matrices es del tipo ((n — 3), ((1), (!),(!))),
v) su rango es n — 4, si y sólo si x = y = z — v = O, en cuyo caso la pareja de
matrices es del tipo ((n — 4)((2),(1))).
En resumen, se tiene
PROPOSICIÓN.
Sea <f> : M —> M.n\ una famiJia genèrica 4-parametrizada. Su diagrama de bifur-
caciones local en t CL M puede ser
i) del tipo xyzv = O (ejes coordenados de C4)
ii) del tipo (x2v — j/2)z = O
con sus estratificaciones de Whitney ordinarias, según la pareja (p(f) sea res- pectiva-
mente del tipo ((n - 3)((1)(1)(1))) o bien ((n - 2)(2)).
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