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The circadian clock drives daily rhythms in many organisms and is a key reg-
ulator of diverse physiological functions, including metabolism, the immune
system, and sleep. Circadian oscillators also have a variety of interesting dy-
namical properties, including spontaneous synchronization, entrainment by ex-
ternal stimuli, and temperature compensation of period. In this thesis, we first
develop a variety of simple mathematical models, and then use those models
to guide experimental work on two different aspects of circadian dynamics in
the fruit fly Drosophila melanogaster. In the first set of experiments, we show
that a carefully tuned light stimulus can disrupt the coherence of molecular cir-
cadian oscillations for several days, and use behavioral data to argue that this
could be due to weak coupling between circadian neurons. In the second set
of experiments, we use quantitative biochemical measurements to examine the
mechanism of temperature compensation of the circadian period. We show that
changes in temperature affect molecular oscillations by a simple rescaling of am-
plitude, and argue that this indicates that separate sub-processes of the circadian
clock must be independently temperature compensated. We also investigate the
mechanism of circadian temperature entrainment, and present evidence that the
heat shock pathway is involved in communicating temperature to the circadian
clock.
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CHAPTER 1
INTRODUCTION
Daily biological rhythms are ubiquitous in nature. Sleep and activity in ani-
mals, flowering and leaf movement in plants, and even metabolic activity in mi-
croorganisms are timed according to the passage of the twenty-four hour day.
These rhythms are controlled not only by external cues of light and tempera-
ture, but by independent biological oscillations know as circadian clocks. The
first scientifically documented observation of an endogenous circadian rhythm
was made by Jean Jacques d’Ortous de Mairan in 1729, who showed that the
daily leaf opening rhythm of the Mimosa plant persisted even when the plant
was isolated from the sun in a dark room [33]. Even after de Mairan’s exper-
iment, it was widely believed that biological rhythms were controlled by en-
vironmental cues (such as temperature), until the 1823 discovery of Augustus
Pyramus de Candolle that, in conditions of constant light, the period of the leaf
opening rhythm of Mimosa was only twenty-two hours [32].
This observation that the natural period of endogenous biological rhythms
is generally close to, but not exactly, twenty-four hours, led to the 1950’s coinage
by Franz Halberg of the term circadian, from the Latin circa diem, meaning about
a day [69]. It was also in the 1950’s that the field of insect circadian rhythm
research was founded by Colin Pittendrigh at Princeton. Pittendrigh’s inter-
est in biological rhythms stemmed from his wartime work on malaria control
in Trinidad, where he observed the precise daily timing of mating behavior
in mosquitos [152]. This led to his pioneering of Drosophila as a model sys-
tem for circadian research, based upon the marked daily rhythm in eclosion of
adult flies from pupae (see, for example, [150]). Pittendrigh’s research laid the
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groundwork for the 1972 discovery by Konopka and Benzer of the first gene in
Drosophila to influence circadian behavior, and indeed the first gene shown to
influence any form of animal behavior at all (see [197] for a fascinating account
of the life and work of Seymour Benzer). Using a chemical mutagenesis screen,
Konopka and Benzer discovered three mutations in the Drosophila period locus,
per0, which led to a total loss of the endogenous exclusion rhythm, and perS and
perL, which led to a shift in the normally 23.5 hour period to 19 and 29 hours, re-
spectively [101]. It was this discovery that marked the beginning of the modern
era of circadian rhythm research.
1.1 Function, ecology, and evolution of the circadian clock
Circadian rhythms are known to be present in all animals (with a few notable
exceptions), plants, many fungi, and photosynthetic microorganisms. Recent
research suggests that the circadian clock may also be present in many other
single-celled organisms, including Archaea [46]. In all cases, circadian clocks are
known to satisfy three defining properties (the textbook of Dunlap [44] provides
a good overview). First, the circadian oscillation is self-sustaining in the absence
of external stimuli, and has a period of about twenty-four hours. Second, the
circadian clock can be entrained by external rhythms of light or temperature.
Third, the period of the circadian oscillation is temperature-compensated, that
is, it does not vary with temperature in constant conditions. As we will see in
the coming sections, the basic structure that generates spontaneous circadian
oscillations, as well as the mechanism of light sensation, is well understood.
However, the biochemical properties that determine the twenty-four hour pe-
riod and the mechanisms of temperature compensation and temperature sensa-
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tion remain unknown (see [161] for a review).
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Figure 1.1: Measurable circadian outputs in various organisms. (Top left)
Drosophila daily activity rhythms, as measured by crossing of a
light beam in a linear tube. Crossings are counted in 30 minute
bins and double-plotted, with the time axis marked in hours
wrapped on in 24-hour intervals. From [38] (Top right) Rhyth-
mic conidiation patterns in Neurospora. The white lines are
conidium cells, which will release spores. From [170]. (Bottom
right) Wheel running rhythms in mouse, showing the transi-
tion from a 24 hour rhythm under light entrainment, to the
free-running period of about 23.5 hours. Plotted as in the top
left. From [133]. (Bottom left) Relative luminescence over 48
hours from a cyanobacterial population transformed with fire-
fly luciferase transcribed from the promoter for a rhythmically-
expressed photosynthesis gene. From [119].
Though circadian biological rhythms have been observed in diverse organ-
isms including sharks [204], nematodes [194], and the extremophile archaeon
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Halobacterium salinarum [46], circadian rhythm research is primarily conducted
in five model organisms: the fruit fly Drosophila melanogaster, the mouse Mus
musculus, the bread mold Neurospora crassa, the cyanobacterium Synechococcus
elongatus, and the model plant Arabidopsis thaliana. In Drosophila and mouse, cir-
cadian output is measured by observing activity rhythms, of wheel-running in
the mouse [176], and of crossings of a light beam in the fly [158] (see Section
3.1 for more on fly circadian activity measurements). In Neurospora, circadian
rhythms are marked by rhythmic conidiation (spore formation), producing reg-
ular patterns of white stripes on the growing fungus [13]. Synechococcus and
Arabidopsis lack obvious external circadian markers, and their rhythms are gen-
erally observed using engineered luciferase reporters [100]. Figure 1.1 shows
examples of some of these data.
The circadian clock has a diverse set of physiological functions. The phase
of the clock regulates both the onset and duration of sleep in animals [210].
Mammals show circadian oscillations in body temperature [16] and in the lev-
els of the hormones melatonin and cortisol [18]. Mice and Drosophila have been
shown to have circadian rhythms of electrical activity in the brain, as well as
regular circadian remodeling of synapses [87, 159]. In mice and humans, the
circadian clock is expressed in the skin, where it has been shown to affect the
differentiation of stem cells [20], and in the liver, where metabolic activity is reg-
ulated [11]. In fibroblasts, the timing of the cell cycle is strongly coupled to the
circadian clock [136]. Circadian metabolic regulation leads to daily rhythms in
the redox state of the key metabolites NAD+/NADH [147]. The circadian clock
is also expressed in the digestive tract [212] and ovaries [173] of Drosophila. In
mice the circadian clock has been shown to regulate the differentiation of im-
mune cells [42], and Drosophila with circadian disfunction are more susceptible
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to infection [181].
Due to the critical regulatory functions of the clock, circadian disruption is
associated with a wide array of medical problems. Familial advanced sleep
phase syndrome (FASPS) [213] and delayed sleep phase disorder (DSPD) [5]
have been shown to be associated with mutations in circadian genes. A variety
of circadian-related medical problems are prevalent in shift workers (reviewed
in [96]), in particular diabetes, obesity, and other metabolic syndromes [169].
Depression and bipolar disorder have been found in some cases to be related to
circadian disfunction [126]. In mice, circadian defects have been shown to cause
irritable bowel syndrome [4], and there is mounting evidence for a circadian
component in other autoimmune diseases [103]. There is also a strong circadian
bias in the occurrence of heart attacks [134].
The evolutionary importance of the circadian clock is clear from its varied
medical and functional roles. Circadian defects have been shown directly to
have strong fitness effects in Drosophila [104], as well as in cyanobacteria [211]
and Arabidopsis [65]. However, firm explanations of the evolutionary origin of
circadian rhythmicity remain elusive. As we will see in the next section, the sig-
nificant differences in structure between eukaryotic and cyanobacterial clocks
make it very likely that the circadian rhythm evolved independently at least
twice. Additionally, though all eukaryotic clocks possess a common feedback
loop structure (cf. [218] and the next section), and insect and mammalian clocks
share a number of common components, there is very little sequence homology
between the core proteins of the animal, fungal, and plant circadian oscillators.
It is therefore unclear whether or not even eukaryotic clocks have a common
evolutionary origin.
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A number of theories have been proposed to explain the evolution of circa-
dian oscillations. In cyanobacteria, light harvesting and nitrogen fixation reac-
tions require different biochemical environments, and are heavily regulated by
the circadian clock, leading to the proposal that a need for temporal regulation
of metabolism drove the origin of the clock [190]. Another possibility is that the
circadian clock originated as a means to prevent light-associated DNA damage
[58]. The circadian clock is known to regulate the activity of DNA repair path-
ways [21], and some circadian genes bear sequence homology to genes involved
in the DNA damage response [144]. The number of independent origins of the
clock is also controversial. As we will see in the next section, prokaryotic and
eukaryotic clocks are very different. Within the eukaryotes however, the pres-
ence of significant structural similarities combined with the lack of sequence
homologies between kingdoms makes the question of evolutionary origins diffi-
cult to answer. In any case, as Theodosius Dobzhansky has famously observed,
it is hopeless to understand the construction of biological mechanisms without
reference to evolutionary processes [37]. As such, we will be returning to the
question of evolutionary origins at opportune times throughout this thesis.
1.2 Genetics of the circadian clock
In the 40 years since the discovery of period by Konopka and Benzer, the ge-
netic approach has led to the elucidation of the core structure of the Drosophila
circadian oscillator in considerable detail. Figure 1.2 shows a diagram of the
key components and their interactions. Similar work has also determined the
structure of the clock in the mouse, Neurospora, Synechococcus, and to a some-
what lesser extent in Arabidopsis (see [219] for a comparative review). Figure
6
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Figure 1.2: Diagram of the core components of the Drosophila circadian
clock. The CLK:CYC transcription factor dimer activates pro-
duction of the PER and TIM proteins, which dimerize and un-
dergo a lengthy series of modifications in the cytoplasm, medi-
ated by the kinases DBT, SGG, and CK2. These modifications
lead to nuclear translocation of PER and TIM, where they re-
press the activity of the CLK:CYC dimer. Light resets the phase
of the oscillation by activating the protein CRY, which leads to
degradation of TIM.
1.3 shows the basic structures of the clock in Drosophila, mouse, Neurospora, and
Arabidopsis side-by-side.
In Drosophila, the core of the circadian clock consists of four genes, whose
corresponding proteins act as a pair of dimers. The CLOCK (CLK) and CY-
CLE (CYC) proteins dimerize to form a transcription factor which, in its active
form, promotes the production of the PERIOD (PER) and TIMELESS (TIM) pro-
teins [167]. PER and TIM form a dimer in the cytoplasm and, after undergoing
a complicated series of biochemical modifications, translocate into the nucleus
7
and represses the activity of the CLK-CYC transcription factor ([31], and see
[218] for an overview). It is this mechanism of delayed negative feedback that
generates a self-sustained oscillation with a twenty-four hour period. The de-
lay in nuclear translocation is generated by a series of interdependent chemical
modifications of PER and TIM, affecting both stability of the proteins and their
transport across the nuclear membrane (see [127] for a review). These modifica-
tions consist primarily of phosphorylation of serine and threonine residues by
three key kinases: SHAGGY (SGG), a homolog of glycogen synthase kinase 3
[124], DOUBLETIME (DBT), a homolog of casein kinase 1 [157], and CASEIN
KINASE 2 (CK2) [1]. The role of post-translational modifications in the clock
will be discussed in more detail in the next section.
In Drosophila, CLK and CYC also promote production of two other transcrip-
tion factors, VRILLE (VRI), and PAR DOMAIN PROTEIN 1 (PDP1) [28]. VRI
acts to repress transcription of the clk gene, while PDP1 promotes clk transcrip-
tion. The vri, pdp1, and clk transcription factors are all rhythmically transcribed
with varying phases, and play a role in affecting downstream targets of the cir-
cadian clock. In particular, PDP1 is known to be required for normal activity
rhythms [28]. Current research in circadian genetics is increasingly focused on
downstream targets of the core clock, especially activity and sleep. A number of
genes have been found that affect the quantity and quality of Drosophila sleep,
including ion channels [19], regulators of protein degradation [180], and neuro-
transmitters [105]. Notably, none of these genes are involved in the function of
the core circadian oscillation, and accumulating evidence suggests that the total
quantity of activity and sleep (rather than the timing) is primarily regulated by
homeostatic mechanisms, not by the core clock (see [154] for a recent review).
8
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Figure 1.3: Remarkable conservation of the core structure of the circa-
dian clock in Drosophila, Neurspora, mouse, and Arabidopsis.
Transcription factors are shown in blue, negative regulators
in green, and kinases in yellow. Homologous proteins across
kingdoms have the same names, while differently named pro-
teins serving similar roles generally lack any sequence homol-
ogy.
As mentioned in the previous section, the double-dimer negative feedback
loop structure of the Drosophila circadian clock is conserved in other eukaryotes.
The basic structures of the circadian clocks in Drosophila, mouse, Neurospora, and
Arabidopsis are shown together in Figure 1.3. Mammals possess three copies of
the period gene, the first two of which are known to produce proteins which
form a circadian complex that represses a transcription factor dimer made up
of homologs of clock and cycle, known in mammals as clock and bmal1 [97].
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Though mammals posses a homolog of Drosophila timeless, its role in the cir-
cadian rhythm, if any, is unknown [63]. Instead, the mammalian PER proteins
bind a pair of cryptochrome homologs, CRY1 and CRY2 [142]. This complex un-
dergoes phosphorylation by mammalian CK1 and CK2, as well another kinase,
PROTEIN KINASE A (PKA), followed by nuclear translocation and repression,
in a process very similar to that of Drosophila [110]. The significant degree of
sequence homology between animal circadian clocks makes it clear that they
have a common evolutionary origin. Neurospora, however, is not known to have
homologs of any of the core mammal or insect circadian genes. Nonetheless, the
fungal circadian clock functions in a very similar manner. The master regulator
FREQUENCY (FRQ) binds to the FRQ-interacting RNA helicase FRH, is modi-
fied by casein kinases 1 and 2, and translocates into the nucleus [55]. There, it
represses the activity of a transcription factor dimer formed by WHITE COL-
LAR 1 and 2 (WC-1 and WC-2), which itself promotes transcription of FRQ [43].
Less is known about the makeup of the Arabidopsis circadian clock due to the
difficulties of genetic screening in plants. However, it is known that Arabidopsis
possesses a rhythmically expressed transcription factor timing of cab expression
1 (TOC1), which produces and is repressed by a pair of proteins CIRCADIAN
AND CLOCK ASSOCIATED1 (CCA1) and LATE ELONGATED HYPOCOTYL
(LHY) [100]. CCA1 and LHY are also known to be modified by CK2, as well
as a family of kinases known as pseudo-response regulators (PRRs) [70]. It is
interesting that many of the same kinases participate in the circadian clocks of
different eukaryotic kingdoms, particularly the casein kinases. However, these
kinases are master regulators of numerous pathways, so their involvement in
the circadian clock does not constitute strong evidence for a common evolu-
tionary origin.
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The circadian clock in cyanobacteria is quite different. In Synechococcus, the
circadian rhythm involves only three proteins, KaiA, KaiB, and KaiC, and does
not involve transcriptional feedback, in fact, it can proceed even when tran-
scription and translation have been temporarily inhibited [186]. The cyanobac-
terial circadian oscillation can be reconstituted in vitro using only the purified
Kai proteins and ATP [137]. This has allowed the biochemical functioning of
cyanobacterial clock to be worked out in considerably more detail than that of
eukaryotic clocks (see [123] for a review). The KaiC protein forms a hexam-
eric enzyme, which is able to phosphorylate and dephosphorylate itself on two
different sites on each of its six subunits [138]. In isolation, only the dephoryla-
tion (phosphatase) activity of KaiC occurs at an appreciable rate, but binding by
KaiA promotes phosphorylation (kinase) activity [166]. Phosphorylation events
lead to conformational changes in the KaiA/C complex that allow binding of
KaiB, which inhibits the effects of the KaiA protein, leading to dephosphory-
lation of KaiC [138, 166]. The period of the cyanobacterial circadian oscillation
appears to be set purely by the rate of phosphorylation and dephosphorylation
of KaiC [184], and is temperature compensated, even in the purified in vitro
oscillator [135]. Crucially, the in vitro oscillation is also entrainable by tempera-
ture cycles [217]. Though the cyanobacterial clock is quite unlike that of eukary-
otes, understanding its structure has provided important insights. In particular,
mathematical models of the cyanobacterial oscillator [30, 195] have suggested
that a network of reversible phosphorylation events, like that present in both
prokaryotic and eukaryotic clocks, could be crucial for allowing temperature
compensation of individual period-determining reactions.
11
1.3 Biochemistry of the circadian clock
Biochemical research into circadian clocks has two main goals, aside from the
mere enumeration of relevant reactions: first, to understand the mechanism
which sets the highly unusual (for a biological regulatory network) twenty-four
hour timescale of the circadian oscillation, and second, to explain the mecha-
nism of temperature compensation. Clearly, these goals are closely related, since
explaining the details of temperature compensation requires knowing the set of
biochemical processes that need to be compensated (see Chapter 5 for more per-
spective on this). However, knowledge of the biochemical mechanisms of the
clock remains fragmentary. The story of how the 24-hour period is set is not
even tentatively complete, and at best there is partial knowledge of how some
sub-reactions are regulated. We will lay out some of this knowledge here in or-
der to give the reader a feel for the state of the field, and to provide context for
our later investigations into temperature compensation. Further details can be
found in a recent review [27].
The key processes of the circadian clock in Drosophila can be broken down
as follows: transcription of per and tim and translation of the PER and TIM
proteins, dimerization and nuclear translocation of PER and TIM, and finally
repression of CLK and CYC and nuclear export/degradation of PER and TIM.
Experiments in Drosophila cell culture have shown that PER and TIM dimer-
ization occurs rapidly, but nuclear translocation takes roughly 6-8 hours [130].
It is also clear from a variety of time course measurements (see, for example
[178]) that the delay between transcription of the per and tim genes and ap-
pearance of PER and TIM protein is unusually long, on the order of 4-5 hours.
This is in contrast to, for example, the heat shock response, where transcrip-
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tion and translation of new protein can occur in a matter of minutes [145, 164].
These processes can explain, at most, about half of the 24-hour circadian period,
meaning that the process of nuclear degradation and export of PER and TIM
must also require time on the order of hours, and in particular that, unlike in
the cyanobacterial clock, no one rate-limiting reaction determines the period in
eukaryotic circadian clocks.
Nuclear translocation of PER and TIM has been extensively studied by ex-
ogenous expression in cultured Drosophila S2 cells, which do not natively ex-
press the circadian clock [130]. It is largely due to this fact (and the lack of
good in vitro systems for examining other aspects of the circadian oscillation)
that nuclear translocation is biochemically the best understood of the period-
determining processes mentioned above. As such, we will focus on describing
the biochemistry of nuclear translocation in an effort to give a flavor for the
workings of circadian post-translational regulation, and leave other aspects of
clock regulation as an exercise in further reading (see [113] and [127] for more
complete reviews).
The biochemistry of nuclear translocation, though it has been extensively
studied, is not completely understood. However, by considering a variety of ex-
perimental results, we can begin to get a general picture. The process of nuclear
translocation of PER and TIM involves a delicate balance between transport and
degradation. Both PER and TIM are subject to daily rhythms of phosphoryla-
tion [45, 124]. Phosphorylation by the DBT kinase has been shown to destabilize
PER protein [157] by targeting it for ubiquitinylation and degradation by the
ubiquitin-targeted proteasome [99]. However, the role of DBT is not so straight-
forward. Two different mutations, dbtS and dbtL, affect the clock by shortening
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and lengthening the period, respectively [155]. Indeed, it has also been shown
that phosphorylation by DBT can affect nuclear transport of PER [9, 29], and
that DBT phosphorylation is required for subsequent phosphorylation by other
kinases [93]. Additionally, there is evidence that DBT also translocates into the
nucleus, possibly as part of a complex with PER and TIM, where it represses
per and tim transcription by phosphorylating CLK [94]. As we can see, the role
of DBT in setting the period of the clock is multifarious, and thus far, defies
straightforward explanations. The role of CK2 appears to be more clear. Loss
of CK2 activity leads to lengthening of the period [115], and phosphorylation of
PER by CK2 promotes transport into the nucleus [1, 177]. Post-translational reg-
ulation of TIM has been relatively less explored to date, but it has been shown
that the kinase SGG phosphorylates TIM, and that this promotes nuclear trans-
port of the PER:TIM complex [124].
It is worth examining the regulation of PER phosphorylation in more de-
tail. Even though a complete picture does not yet exist, much has been learned
about the basic logical scheme of PER regulation. One method for discovering
physiologically relevant phosphorylation sites on a protein involves develop-
ing a list of candidate sites, either by in vitro phosphorylation followed by mass
spectrometry [57], or by computational prediction [189], and then testing each
site by inserting a mutated construct into a Drosophila strain lacking the native
wild-type protein. Phosphorylation occurs on serine or threonine residues, so
predicted phosphorylation sites are generally mutated to either alanine (a sim-
ple amino acid lacking a large functional group) to mimic lack of phosphoryla-
tion, or aspartate (an amino acid with a phosphate as functional group) to mimic
permanent phosphorylation. One pioneering study in this vein [56] found that
blocking phosphorylation by mutating threonine 610 and serine 613 to alanine
14
Figure 1.4: Variable and cooperative effects of PER phosphorylation.
Phosphorylation of the Per-SD sites T610 and S613 by DBT
leads to PER degradation either by promoting phosphoryla-
tion of S47 (#2), also by DBT, or by inhibiting phosphorylation
at S596 by NEMO (#1). S596 phosphorylation promotes DBT
phosphorylation at the Per-Short sites, T583, S585, and S589,
which act to prevent S47-mediated degradation. From [56].
(T610A and S613A, respectively) lengthened the period and increased PER con-
centrations throughout the day. T610A alone has a near wild-type period, while
S613A has a long period, but not as long as the double mutant, suggesting that
the effects of the two mutations are cooperative. The T610A and S613A mu-
tations also fail to lengthen the period in the presence of alanine mutations
at known phosphorylation sites at T583, S585, S589, and S596. DBT is known
to phosphorylate T583, S585, and S589, inhibiting DBT phosphorylation at S47
[22], which is known to lead directly to ubiquitin-mediated degradation [99].
Interestingly, the original perS mutation is a point mutation at S589, prevent-
ing phosphorylation at that site [12]. Phosphorylation at S596 by the NEMO
kinase promotes phosphorylation at the so-called per-short sites at T583, S585,
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and S589 [23]. Notably, all of these phenotypes are affected by the activity of
a principle dephosphorylation enzyme, protein phosphatase 2 (PP2) [56, 94],
which is known to be modulated in a circadian manner [168]. In sum, PER is
regulated by a network of reversible phosphorylation events, which can influ-
ence each other and which have multifarious effects on both protein stability
and localization.
Clearly, the regulatory logic of phosphorylation of Drosophila PER is quite
complicated, and we are far from full understanding. However, it is intriguing
that both the prokaryotic and eukaryotic circadian clocks, though different in
many respects, both rely on period-determining processes that are regulated by
a network of interdependent reversible phosphorylations. We have previously
noted, and will discuss further in the next chapter, the fact that these types of
reactions are easily designed to produce overall rates that are temperature com-
pensated. Indeed, one of the goals of understanding the biochemistry of the
circadian clock is to understand the microscopic mechanisms of temperature
compensation. As we will see in subsequent chapters, our incomplete knowl-
edge of circadian biochemistry requires a different, non-microscopic, approach
to understanding temperature compensation. It is nonetheless worthwhile to
review the existing experimental results on temperature compensation.
Most experimental work on the biochemistry of temperature compensation
has focused on processes associated with nuclear translocation. An experiment
that altered gene dosages in Neurospora has shown that the activity of CK2 has
a strong influence on the period of the circadian rhythm [128]. Additionally,
increasing CK2 levels several-fold by gene duplication leads to a decreasing pe-
riod at higher temperature, while decreasing CK2 levels leads to an increasing
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period at higher temperature. Crucially, these experiments altered only con-
centrations of a single enzyme, not biochemical rate constants. Another experi-
ment in mammalian cell culture used a chemical screen to identify CK1 as a key
period-determining enzyme [86]. Knockdown of CK1 leads to a loss of temper-
ature compensation, and most interestingly, the phosphorylation rate of CK1
was independently temperature compensated in an in vitro assay. It should be
pointed out however, that the substrate in this assay was an artificial peptide,
not a physiologically relevant CK1 target, making the in vivo implications of the
experiment unclear at best. In Arabidopsis, it has been shown that temperature-
dependent changes in concentration of CK2 and CCA1 are required for tem-
perature compensation [153]. In Drosophila, the equilibrium level of PER/TIM
binding is temperature compensated [83], but no direct experiments on kinase
effects have been performed, aside from a variety of mutations in both kinases
and PER and TIM, which have temperature compensation phenotypes (see [81]
for a good overview). It is also important to note that, in spite of the variety of
interesting results suggesting the importance of kinase/phosphatase balancing
in compensating nuclear transport, no experiment in any organism has demon-
strated that nuclear translocation as a whole is temperature compensated.
A key puzzle for any general theory of temperature compensation is explain-
ing the ready entrainment of circadian clocks to external oscillations in tempera-
ture. Enzymes whose rates are essentially insensitive to temperature are not un-
heard of in nature (see [72] for a review). There are even examples of biological
oscillations that are insensitive to temperature, including microbial metabolic
oscillations [8, 120] and, amusingly, the bouncing of the so-called Mexican jump-
ing bean [73]. However, the circadian clock is not temperature insensitive. This
has led to two proposals. Under one theory, various subprocesses of the clock
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are temperature sensitive, and compensation of the period occurs by an overall
cancelation, so that no particular signaling pathway for temperature is needed
(see [71] for one advocate of this view). This approach overwhelming dominates
the modeling literature on temperature compensation (see [107] for a review),
which we discuss further in subsequent chapters. Another theory (advocated in
[53]) suggests that the core circadian clock is temperature insensitive, and that
a specific signaling pathway for temperature is present. In order to preserve
temperature compensation, this pathway must either be adaptive (so that it is
only activated while temperature is changing), or must couple to the clock in a
way that does not affect the period.
A number of experiments have found specific neural pathways for com-
municating temperature to the circadian clock. One line of work has shown
that mutations in the genes norpA [61] and nocte [171] affect temperature en-
trainment. These genes are involved in the development and functioning of
Drosophila chordotonal organs, which are responsible for touch and temperature
sensation. Additionally, temperature-sensitive TrpA ion channels have been
shown to affect circadian temperature entrainment [111], and are also impli-
cated in other aspects of temperature sensation, both in Drosophila and other or-
ganisms [24]. Neural mechanisms represent an appealing solution to the prob-
lems posed above, because adaptation to constant inputs is a ubiquitous phe-
nomenon in neural signaling pathways [34]. Another possible solution comes
from transcriptional signaling. The period of the circadian oscillation in mam-
malian tissue culture has been shown to be compensated against large changes
in overall transcription rates by the use of the transcriptional inhibitor α-amanitin
[35]. A similar result was obtained in Drosophila by generating transgenic ani-
mals with multiple copies of the per gene [25]. One strong candidate for tran-
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scriptional coupling of the circadian oscillation to temperature is the heat shock
pathway, which has been shown to be required for normal temperature reset-
ting in the circadian clocks of isolated mouse cells [17, 182]. A more in depth
discussion of these matters can be found in Chapter 5.
1.4 Anatomy of the circadian clock
The biochemical circadian oscillator is cell autonomous and able to function in
single cultured animal cells as well as in unicellular organisms. However, the
physiological functioning of the circadian rhythm in animals relies on a com-
plex network of clocks expressed in different tissues. Many of the regulatory
functions of the circadian clock are fulfilled by cells expressing the oscillation
in peripheral tissues (see for example, [11, 212, 173]). However, these periph-
eral clocks tick under the control of a central pacemaker in the brain. In mice,
the circadian clock is located in the suprachiasmatic nucleus (SCN), an approx-
imately 20,000 neuron cluster inside the hypothalamus (see [200] for a review).
In Drosophila, the circadian clock is present in about 200 neurons, but a variety
of experiments have shown that the master pacemaker is contained in a small
cluster of about ten neurons on each side of the brain (reviewed in [140]).
Figure 1.5 shows a fluorescence microscope image of a Drosophila brain ex-
pressing a fluorescent marker under the control of the tim promoter. The circa-
dian neurons in Drosophila can be divided into two main groups, each consisting
of three smaller clusters. The lateral neurons (LN) on either side of the brain are
made up of about 5 small ventral lateral neurons (s-LNv), 4-6 large ventral lateral
neurons (l-LNv), and 5-8 dorsal lateral neurons (LNd). The dorsal neurons (DN)
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Figure 1.5: Fluorescence microscope image of a Drosophila brain express-
ing a fluorescent marker under the control of the tim promoter,
with the major groups of circadian neurons marked. Arrows
indicate cells with spurious ectopic expression. From [77].
consist of about 15 DN1, 2 DN2, and about 40 DN3. Broadly speaking, the LN
make up the master circadian pacemaker, and the DN are a downstream pop-
ulation involved in coordinating various outputs. The dorsal projection from
the LN is responsible for mediating communication with the DN. The DN are
themselves coupled to the pars intercerebralis, a region at the top of the brain re-
sponsible in part for hormonal signaling [75], and the mushroom bodies, dorsal
brain regions implicated in the regulation of sleep [39]. The central projection
connects the LN to the central body, which is known to be involved in control-
ling motor function (see [75] for an overview of Drosophila brain anatomy).
The DN are not required for normal circadian rhythmicity [54], though ac-
tivity rhythms in flies lacking the DN do show increased noise [76]. In constant
darkness the circadian rhythm in the DN1 is damped [95]. Weakened rhythmic
behavior is observed in flies expressing the circadian clock in only the s-LNv
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[162], or in only a single LN combined with the DN [74]. The l-LNv appear
to play a role in coupling the s-LNv and LNd. The LN express the neurotrans-
mitter pigment dispersing factor (PDF), which couples them to each other and
to the DN. Drosophila lacking PDF show largely normal behavior in light-dark
cycles but quickly become arrhythmic in constant conditions [116]. A similar
phenotype is observed after electrical silencing of the LN by ectopic expression
of a persistently open K+ channel, suggesting that electrical communication is
involved in the PDF pathway [139]. Both LN and DN express cryptochrome
and are involved in light entrainment [48], however, experiments with compet-
ing out-of-phase light and temperature cycles suggest that the LN are primarily
responsible for light sensation, while the DN are more temperature-sensitive
[132]. Ectopic expression of per and cry in null mutants has indicated that the
presence of CRY may actually inhibit temperature sensation [60], and the DN2
in particular do not express cry [149].
Detailed anatomical knowledge of the fruit fly circadian system has relied
on the rich set of genetic tools available in Drosophila, and less is known about
the anatomy of the clock in mouse. However, studies of the mechanics of in-
tracellular coupling in the mouse have been greatly aided by the possibility of
culturing and imaging individual live neurons as well as intact SCN slices. The
SCN contains a structured population of cells, with different subgroups com-
municating via different characteristic neurotransmitters [91]. Additionally, the
phase of the molecular circadian oscillation varies continuously from dorsal to
ventral within the SCN [79]. Electrical coupling is also important in the mam-
malian clock, and application of the sodium channel inhibitor TTX rapidly abol-
ishes collective rhythmicity in SCN explants, but does not eliminate individual
cellular oscillations [199]. The average period of neurons in the SCN closely
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matches the behavioral period of the animal from which the explant was taken
[118]. However, dissociated neurons from the SCN show much greater variance
in period than neurons in an intact slice [80]. Additionally, the amplitude of cir-
cadian oscillation in individual cells is considerably reduced when intercellular
coupling is eliminated, either by dissociation [6] or application of TTX [215].
In fact, some single cell imaging experiments have suggested that the circadian
oscillation in dissociated neurons is a noise-induced resonance phenomenon,
rather than a true stable limit cycle [196].
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CHAPTER 2
THEORETICAL CONSIDERATIONS
The circadian clock is a prime example of a biological pathway possessing
both major regulatory significance as well as rich and complex dynamical prop-
erties. As such, it has been a popular subject for mathematical modeling from
the very beginning of circadian biological research (see, for example, [146], as
well as [112] for a review). Indeed, a lack of genetic or molecular tools for
studying circadian rhythms meant that much early circadian research was phe-
nomenological in nature, and relied heavily on mathematical models for inter-
pretation of data (a variety of examples can be found in the proceedings of the
seminal 1960 Cold Spring Harbor symposium [151]). The basis of many of these
early mathematical models was the analysis of systems of coupled oscillators,
and in fact, the first model demonstrating spontaneous synchronization of non-
linear oscillators was introduced in the 1967 Cornell undergraduate thesis [205]
of the circadian biologist and mathematician Art Winfree, whose work we dis-
cuss in more detail in Chapter 4.
2.1 Coupled oscillator models
Winfree’s 1967 proof involved qualitative arguments based on general topolog-
ical properties of limit cycles. Later work on coupled oscillator populations has
tended to rely instead on concrete but simple models derived from generic nor-
mal form equations (see the textbook of Kuramoto [106]). Following this prac-
tice, we begin by considering a model of two oscillators, each with dynamics
described by the normal form of the Hopf bifurcation, and with an attractive
coupling proportional to the linear distance between the two oscillators in the
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plane. In Cartesian coordinates, the equations describing the position (x1, y1) of
the first oscillator are as follows
x˙1 = −ρAx1 − ωy1 − ρx1(x21 + y21) +
K
2
(x2 − x1) (2.1)
y˙1 = −ρAy1 + ωx1 − ρy1(x22 + y22) +
K
2
(y2 − y1) (2.2)
where ω1 is the frequency of the first oscillator, ρ is the rate of relaxation towards
the limit cycle, A is the amplitude of the limit cycle, and K is the strength of cou-
pling between the oscillators. The equation for the second oscillator is identical
except with the subscripts exchanged. The solutions to these equations can be
found most easily by changing to polar coordinates and considering the dis-
tance between the two oscillators, so that the equations for the radial and phase
differences, r1 − r2 and ∆φ = φ1 − φ2, are given by
r˙1 − r˙2 = ρ
[
(r1 − r2)A2 + r32 − r31
]
+
K
2
(r2 − r1)(cos(φ2 − φ1) + 1) (2.3)
∆φ˙ = (ω1 − ω2) − K2
(
r2
r1
+
r1
r2
)
sin(φ1 − φ2) (2.4)
It is important to note that the ∆φ equation can only have a stable fixed point
if |∆φ| < pi/2. This can be seen by first assuming that ω1 > ω2, and noting that
sin ∆φ > 0 at the fixed point and d sin ∆φ/d∆φ must be positive for stability of the
fixed point. The radial difference equation has a stable equilibrium at r1 = r2 as
long as the ri are not too much smaller than A. A situation where the ri << A can
arise in cases when the coupling is very strong and the frequency difference is
large, but this is not relevant for our purposes (see below for more on this). If
r1 = r2 and the frequency difference ∆ω = ω1 − ω2 is smaller than the coupling
strength K, then Eq. 2.4 will have a stable fixed point given by
24
∆φ = sin−1
∆ω
K
(2.5)
From this one can see that for sufficiently strong coupling, the two oscillators
will maintain a constant phase relationship, known as phase locking, and that the
oscillators will be separated by a phase difference that grows with the difference
in their native frequencies. If the frequency difference and resulting phase lag
are large, then the coupling can pull the oscillators away from their native limit
cycles, and a phenomenon known as ”amplitude death” can result, in which the
only stable equilibrium occurs when r1 = r2 = 0 . This can be seen by considering
the equation for r˙1 + r˙2
r˙1 + r˙2 = ρ
[
(r1 + r2)A2 − r31 − r32
]
+
K
2
[
(r1 + r2) cos ∆φ − (r1 + r2)] (2.6)
where if cos ∆φ is small and K is very large, the only solution will be r1 = r2 = 0
because the first term is bounded form above. However, as long as ∆ω and
∆φ are not too large, coupled oscillators in the strong coupling regime can be
safely treated as a single oscillator with positive amplitude. In general, since
circadian clocks can be safely assumed to be in a regime where their constituent
oscillators are phase-locked and oscillating with positive amplitude, we will
restrict ourselves to this case in our analyses (note that this is not the same as
assuming coupling is strong, since phase-locking can occur at weak coupling
if ∆ω is small). Further analysis of the strong coupling dynamics of coupled
oscillator populations can be found in [131].
In Chapter 4, we will analyze the results of an experiment in which a pre-
cisely tuned pulse of light is used to disrupt the Drosophila circadian clock such
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that the concentration of constituent proteins positions the state of the clock near
the unstable fixed point at the center of its native limit cycle. A slow recovery
of the clock back to the limit cycle could then be modeled in two ways: as the
result of weak coupling between individual neuronal oscillators (i.e. small K),
or as the result of slow relaxation of individual oscillators back to their individ-
ual limit cycles (i.e. small ρ). In the first case, we can consider the relaxation
dynamics of Equation 2.3, which can be reduced to the following form
∆φ˙ = −K∆φ => ∆φ(t) = ∆φ0e−Kt (2.7)
where we have assumed ω1 = ω2 for the sake of simplicity. The prediction
is therefore that amplitude will rapidly recover to an intermediate value (set
by the initial phase difference ∆φ0), followed by a long exponential decay to
the native value. In the second case, since K is large, we can assume that the
oscillators synchronize rapidly, and, again assuming that ω1 = ω2, the system
can simply be modeled as a single oscillator by the equation
r˙ = ρr(A2 − r2)⇒ r(t) =
[
1
A2
+
(
1
r20
+
1
A2
)
exp(−2A2ρt)
]−1/2
(2.8)
In this case, the recovery of amplitude will feature a rapid initial phase due to
resynchronization, followed by slow sigmoidal relaxation to the native value.
Figure 2.1 shows a simulation of these two possibilities for a system of ten cou-
pled oscillators. Of course, a mixture of the two scenarios is also possible, and
in principle it can be difficult to disentangle the effects of weak coupling and
slow relaxation. These issues are addressed in more detail in Chapter 4.
We will now turn to an analysis of populations of N coupled oscillators in
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Figure 2.1: Recovery of overall amplitude in two simulations of ten cou-
pled oscillators initialized near the phase singularity. One sim-
ulation (blue curve) features strong coupling between oscilla-
tors but weak relaxation of individuals to their native limit cy-
cle. The other (red curve) features strong relaxation but weak
coupling.
the thermodynamic limit N → ∞. We will use the mean field approximation in
which all oscillators are globally coupled. It is worth noting that this is likely not
the case for most circadian oscillator populations, but we lack sufficient anatom-
ical information to justify any other assumption. Additionally, it is likely that
most clocks are governed by a ”central pacemaker” cell population which is
globally coupled within itself. Following the work of Kuramoto [106], we as-
sume that the coupling between the oscillators is weak, so that we can analyze
the dynamics purely in terms of a phase equation of the form
φ˙i = ωi +
K
N
N∑
j=1
sin(φ j − φi) (2.9)
By considering an order parameter Φ = 1N
∑
j eiφ j = Reiθ, we can recast the equa-
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tions in the form
φ˙i = ωi + KR sin(θ − φi) (2.10)
We would like to see if it is possible to find a solution of these equations in which
the average phase θ rotates with a constant frequency, θ˙ = ω¯, and each individual
oscillator has a fixed phase relationship to the average, so that ∆φi = θ − φi is a
constant in time. If we assume for the sake of argument that θ˙ is constant in
time, then the above equation can be rewritten in terms of the phase differences
∆φi and frequency differences ∆ωi = ω¯ − ωi
d
dt
∆φ˙i = ∆ωi + KR sin(∆φi) (2.11)
Much like the two oscillator case, this equation will have a solution as long as
∆ωi is not too large compared to KR. However, we do not yet know the value of
R, and in general, it could be the case that some oscillators are part of a phase-
locked population while others are not. The exact threshold for partial synchro-
nization (R > 0 at long times) can be derived by writing down a self-consistent
equation for R that must hold if a phase-locked population is present. We first
pass to the continuum limit, and describe the oscillator population in terms of
a continuous frequency distribution g(ω), which we will assume is symmetric
about some average ω¯. Keeping in mind our previous assumption that θ˙ is con-
stant in time for the phase-locked population, we can use a rotating coordinate
frame in which both θ and ω¯ are zero. In this case, Eq. 2.11 gives the relation
ω/KR = sin φ for oscillators in the phase-locked state. This leads to the following
formula for R in terms of an integral over frequencies ω
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R2 =
(∫ ∞
−∞
cos(sin−1(ω/KR))g(ω)dω
)2
+
(∫ ∞
−∞
ω
KR
g(ω)dω
)2
(2.12)
The second term is zero due to the symmetry of g(ω). We rewrite the first term
by changing variables from ω to φ and replacing dω with KR cos φdφ, obtaining
R = KR
∫ pi
−pi
cos2 φg(KR sin φ)dφ (2.13)
This equation has the trivial solution R = 0, corresponding to totally incoher-
ent oscillations, but also has a branch of non-zero solutions which satisfy the
equation
1 = K
∫ pi
−pi
cos2 φg(KR sin θ)dφ (2.14)
The critical value of the minimal coupling for synchronization is found by set-
ting R = 0 and integrating, giving K = 2/(pig(0)). This threshold criterion will
hold for any symmetric distribution g, and specific values values have been
found for a variety of examples, including uniform, Gaussian, and Lorentzian
distributions. Details of these calculations, as well as wealth of information
on the dynamical phase diagram of coupled oscillator models, can be found in
[125].
2.2 Period and phase of circadian rhythms
Almost any circadian rhythm experiment depends upon methods for classify-
ing activity data as rhythmic or not, and for quantifying the period and phase of
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rhythmic time series. A variety of methods exist in the field for performing these
analyses, the most commonly used is the chi-square periodogram [50]. To com-
pute a chi-square periodogram for a time series with point {xi}, one first chooses
a candidate period τ. A list {yi} of length τ is generated by summing points in
{xi} that are separated by τ, so that y0 = x0 +xτ+x2τ+..., y1 = x1 +x1+τ+x1+2τ+... and
so on. One then computes the variance of the list {yi} and the process is repeated
for different periods τ covering some range of interest. The resulting variance
values can then be analyzed by a chi-square test to determine the significance
of rhythmicity in the data at each period. This clear criterion for the significance
of rhythms is the main reason for the popularity of the chi-square method in
circadian research, but it is deficient in certain other respects [41, 40]. In partic-
ular, it features relatively poor filtering of noise, leading to a loss of resolution
in period calculations. It also offers no way of measuring phase, and in spite of
the ubiquity of phase response measurements in circadian research,methods for
phase determination are extremely primitive, often amounting to the finding of
peaks in data by hand (see two recent methods papers [64, 183] for examples).
We have therefore sought a method for measuring the period of rhythmic
data that offers high temporal resolution, a clear way of estimating errors, and
which generalizes easily to a method of measuring phase relationships. All of
these criteria are satisfied by time correlation functions. The autocorrelation
function of a time series Y is computed by multiplying the series by a lagged
version of itself, normalized by the variance and length of the time series. If Y(t)
has length T and is made up of a combination of a sinusoid with amplitude A
and frequency ω and a white noise term xt, Y(t) = A sinωt + xt, then the time
autocorrelation at lag τ is given by
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Figure 2.2: Example of period estimation for two typical circadian data
sets. (A) Two raw circadian activity time series, one with rela-
tively low noise (blue, top) and one with higher relative noise
(green, bottom). (B) Autocorrelation (blue) with fit function
(red) for the low noise data. (C) Autocorrelation (green) and
fit function (red) for the high noise time series. The measured
periods are 23.8 and 23.4 hours, respectively.
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CYY(τ) =
1
σ2Y
1
T − τ
∫ T−τ
0
(A sinωt + xt)(A sinω(t + τ) + xt+τ)dt (2.15)
where the noise variance σ2x is combined with the signal variance to give the
overall variance σ2Y = A
2/2 + σ2x. The expectation value of CYY(τ) is given by
〈CYY(τ)〉 = A
2
A2 + 2σ2x
cosωτ (2.16)
where we have omitted a term of order 1/T . We can see from this that a perfectly
periodic time series in the absence of noise will lead to a periodic autocorrela-
tion with the same frequency as the time series and amplitude one. Adding
white noise to a time series results in reduced amplitude of oscillation in the au-
tocorrelation, while other types of noise can have different effects. Phase drift,
for example, will lead to an exponential decrease in amplitude as lag increases.
A cross-correlation between two time series of the same form can be computed
in a similar fashion, and will have the same expectation value with an added
phase equal to the phase difference between the two periodic functions. This
makes time correlation functions a natural method for estimating both period
and phase of circadian rhythm data. Figure 2.2 shows autocorrelation functions
for a set of typical circadian activity data.
Period and phase can be measured from a computed correlation function by
fitting a cosine function, which should have zero added phase and a variable fre-
quency for period measurement, and a pre-determined frequency but variable
added phase for phase measurement. Using fitting to measure period allows
for high temporal resolution since a fit parameter can be specified to arbitrary
accuracy. This is unlike a Fourier transform, where frequency resolution is lim-
32
ited by the number of observations in the time series, and can be increased only
by padding, which can introduce artifacts. The value in fitting the correlation
function rather than raw data is two-fold. First, initial phases are eliminated
and harmonics are suppressed, reducing the number of parameters required for
a good fit. Second, and more importantly, substantial averaging over noise oc-
curs in the computation of the correlation function. For now we will assume
that all noise in correlation functions is additive white noise, and will return to
the subject of other types of noise at the end of this section. Given this, the ex-
pectation value of the noise terms in the correlation function is zero, and their
variance is given by
σ2C =
〈(
1
Tσ2Y
∫ T
0
(Axt+τ sinωt + Axt sinω(t + τ) + xtxt+τ)dt
)2〉
=
〈
1
T 2σ4Y
∫ T
0
(2A2x2t sin
2 ωt + x4t )dt
〉
=
1
T
A2σ2x + σ
4
x
(A2/2 + σ2x)2
(2.17)
so that the characteristic size of fluctuations is reduced by a factor of T−1/2 for a
time series with T observations, as long as σx is not too large compared to the
amplitude of the underlying periodicity. The accuracy of period estimation by
this method can be estimated from a formula for the residual f (∆ω) of the fit,
along with the size of fluctuations in the residual σ2f . The size of typical errors
will be given by
√
σ f / f ′′(0). If the true correlation function is given by a cosω0t
and the noise by ηt, then the residual is
f (ω) =
∫ T
0
(a cosω0t − a cosωt + ηt)2dt (2.18)
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which has an expectation value given by (omitting terms that do not depend on
ω)
〈 f (ω)〉 = a
2 sin 2ωT
4ω
− a
2sinT (ω0 − ω)
2(ω0 − ω) −
a2sinT (ω0 + ω)
2(ω0 + ω)
(2.19)
The largest contribution will come from the second term, and, to highest order
in T , is given by f ′′(ω = ω0) ≈ a2T 3/2. Since the noise variance σ2C is small, the
dominant contribution will be from the lowest order noise term given by
〈
σ2f
〉
≈
∫ T
0
2a2ν2t cos
2 ωtdt = a2σ2CT (2.20)
Combining these results gives a typical error size ∆ω ≈ √2σC/aT 5/2. Figure
2.3 shows a comparison of this expression, as well as Eqs. 2.12 and 2.13, using
results from simulated data. The agreement is in general excellent, except in
the estimate of errors for large values of the noise in Figure 2.3c. In this case the
errors are slightly larger than predicted. This is due to the fact that the dominant
noise term is of the form xtxt+τ, which is non-Gaussian, and the fluctuations
contributing to the error are not fully captured by the second moment shown in
Figure 2.3b. In any case, as can be seen in Figure 2.2, typical noise magnitudes in
circadian activity data are less than the amplitude of the underlying oscillations,
so that the above method for period estimation can be expected to be accurate
to within a few minutes.
We have shown that correlation function methods are highly effective at fil-
tering white noise out of a periodic time series. However, it is worth consider-
ing other types of noise. Additive colored noise can be treated similarly to white
noise, but will reduce the amount of effective averaging in the autocorrelation.
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Figure 2.3: Performance of period estimating by fitting on simulated data
consisting of a sine function with 24 hour period and length 240
hours combined with white noise of varying magnitude (mag-
nitude here refers to standard deviation). (A) Comparison of
measured autocorrelation amplitudes (blue dots) with the pre-
diction from Eq. 2.16 (red line). (B) Noise in the correlation
function (blue dots, measured by subtracting a fit and comput-
ing the variance of the remainder) compared to the prediction
from Eq. 2.17. (C) Error in period estimation (blue dots), with a
running average (black line) and the prediction from Eq. 2.20.
35
The noise in circadian time series is a combination of random fluctuations in be-
havior, and counting shot noise in the measured number of beam breaks from
a moving fly. This latter type of noise does tend to have a circadian periodicity
(since the shot noise is zero when the fly is not moving), but since it is uncor-
related at shorter times, it can still be filtered very effectively. It is also possible
to have non-additive noise, such as fluctuations in amplitude or phase. We will
see in Chapter 4 that the rate of phase drift in Drosophila circadian time series
is very low. Amplitude fluctuations in circadian time series are also generally
low, as can be seen in Figure 2.2. The data in Figure 2.2 also suggests that we are
justified in not worrying too much about the presence of higher frequency har-
monics in the time series, particularly given that their relative contribution to
the signal is reduced in the autocorrelation, due to the squaring of amplitudes.
2.3 Modeling temperature compensation
As discussed in the previous chapter, temperature compensation is one of the
most interesting and poorly understood properties of the circadian clock. Ex-
perimental understanding of the mechanisms of temperature compensation has
been hindered by the lack of a complete understanding of the biochemical mech-
anisms which set the twenty-four hour circadian period. As a result, theoreti-
cal models have been a popular method for trying to understand temperature
compensation. The earliest models (see [71] for an example) generally relied
on a distributed form of temperature compensation, in which some parts of the
circadian clock moved faster at higher temperature, and others slower, leading
to an overall cancellation so that the period remained temperature independent.
This approach has the advantage of solving the problem of temperature entrain-
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ment, since the circadian clock remains sensitive to temperature.
However, here we describe an alternative approach, initially proposed in
[53], in which the core circadian clock is completely temperature insensitive, and
temperature entrainment is achieved by a specific pathway which acts without
affecting the circadian period. Following [53], the idea can be illustrated via a
simple model of a biological oscillator, the Goodwin oscillator [62]. The model
consists of three species, an mRNA X, which is translated into a protein Y , which
is then converted into a different protein Z, which in turn represses the tran-
scription of X. The model is entirely linear except for the repression term, and
is described by the following equations
X˙ =
k1
1 + Zn
− d1X (2.21)
Y˙ = k2X − d2Y
Z˙ = k3Y − d3Z
The Hill coefficient n in the repression term must be greater than 8 in order for
oscillations to result [66]. For values of parameters where oscillations occur, it is
the case that Zn will be larger than 1, and by approximating the repression term
as k1Z−n one can show that a rescaling of the form x = αX, y = βY , z = γZ with
α = (k2k3)
n
n+1 k
−1
n+1
1 , β = k
n
n+1
3 (k1k2)
−1
n+1 , and γ = (k1k2k3)
−1
n+1 gives the modified system
x˙ = z−n − d1x (2.22)
y˙ = x − d2y
z˙ = y − d3z
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in which the transcription/translation rates ki have vanished, without a rescal-
ing of time. This implies that changes in the ki will not affect the period, but only
the amplitude of oscillations. The Goodwin oscillator can therefore be temper-
ature compensated by letting the degradation coefficients di be independent of
temperature, while remaining temperature entrainable via a signaling pathway
that couples to the core oscillator through one or more of the parameters ki (for
example, by increasing the transcription rate of the mRNA X).
One might object to this model by pointing out that chemical reaction rates
are invariably temperature dependent. However, this objection can be answered
in two ways. First, the relevant rates of circadian processes are determined not
by first-order kinetics but by enzyme-catalyzed reactions, which can be ren-
dered temperature independent by a balancing between changes in maximal
rates and substrate binding coefficients. A variety of examples of such reac-
tions have been observed in nature (see [72] for a review). Second, one can
write down slightly more complicated models which exhibit similar properties
without relying on temperature-independent reaction rates. An example is dia-
grammed in Figure 2.4. This model is a slight variant of the Goodwin model, in
which each of the three original species is replaced by a pair of isoforms, with
each isoform being reversibly converted into its partner. Each pair plays the
same role as a single species did in the original model, with X/X′ leading to
the production of Y/Y ′, and so on. The only difference is that the basal degra-
dation rates of the two proteins in a particular pair will be different, with one
being degraded much more slowly than the other. This can be balanced by a
temperature-dependent equilibrium constant, so that at higher temperatures,
the balance within each pair will shift towards the more slowly-degraded iso-
form.
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Figure 2.4: Variant of the Goodwin model oscillator in which the mRNA
X and proteins Y and Z have been replaced by reversibly inter-
convertible pairs of isoforms with differing degradation rates.
This allows for temperature compensation by a balancing be-
tween the pair equilibrium constants and the degradation rates
of each isoform.
As an example, the equations for X and X′ take the form
d
dt
X =
k
1 + (Z + Z′)n
− dX − kfX + krX′ (2.23)
d
dt
X′ =
k
1 + (Z + Z′)n
− d′X′ − krX′ + kfX (2.24)
where kf and kr represent the forward and reverse rates for conversion of X into
X′. These equations can be combined to give
d
dt
(X + X′) =
k
1 + (Z + Z′)n
− dX − d′X′ (2.25)
The terms associated with conversion between X and X′ cancel out in this
equation, and in any case we will assume that they are rapid compared to other
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rates in the model, and that we can simply assume that X/X′ = kr/kf = K for
some equilibrium constant K. The degradation term from the above equation
can then be rewritten as follows
dX + d′X′ =
(
d
X
X + X′
+ d′
X′
X + X′
)
(X + X′) =
(
d
K
1 + K
+ d′
1
1 + K
)
(X + X′) (2.26)
So that the effective degradation rate for the combined species X+X′ is given by
defff = (dK + d′)/(1 + K). The conditions required for temperature compensation
can be found by assuming that the reaction rates are described by Arrhenius
forms, r ∝ exp(−E/kT ), with the degradation rates determined by an energy Ed
and the difference between the energies of forward and reverse rates of conver-
sion between isoforms given by ∆EK . In the simple limit that one isoform is
not degraded at all, d = 0, and that K  1 at room temperature, one finds that
the condition for perfect compensation is simply ∆EK = −Ed. In other words, a
factor of two increase in the degradation rate can be compensated by a factor of
two shift in the equilibrium concentration of the isoform subject to degradation.
In the limit of very fast equilibration of pairs of isoforms, the behavior of this
model will be identical to that of the simpler model discussed above. The model
is obviously somewhat artificial, and might be accused of being ”unbiological”
in some sense, but many of its key properties have been shown to be present in
the circadian clock. As we discussed in Chapter 1, the circadian clock features a
network of reversible phosphorylations of the PER and TIM proteins, which af-
fect the stability of the proteins. Additionally, the per gene transcript undergoes
temperature-dependent alternative splicing [121], so that alternate isoforms of
circadian mRNA as well as protein are known to exist. In addition, the compen-
sation of rate by commensurate changes in concentration has been found to be
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involved in temperature compensation of other pathways, in particular E. coli
chemotaxis [143].
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Figure 2.5: Simulation results from an alternative model of temperature
compensation in the Goodwin oscillator, in which an increase
in the degradation of X and Y at higher temperatures is com-
pensated by a decrease in degradation of Z (and vice versa at
low temperatures). (A) Period as a function of temperature
for the compensated model (green) compared to an uncompen-
sated model (blue) in which all degradation rates increase with
temperature. (B) Rescaled limit cycles in the Y-Z plane,, show-
ing the change in shape at different temperatures.
The Goodwin model can also be temperature compensated by balancing
positive and negative changes in rates. Figure 2.5 shows an example in which
the temperature changes of the degradation coefficients di are determined by the
Arrhenius form with effective ”energies” of E1 = E2 = 20 kJ/mol and E3 = −40
kJ/mol for the constants d1, d2, and d3, respectively. In this case, as shown in
Figure 2.5a, the period remains essentially constant from 19◦C to 33◦C, whereas
if E1 = E2 = E3 = 20 kJ/mol, the period decreases by about a third over the
same range. However, the behavior of the system in this temperature-sensitive
case is quantitatively different from the effectively temperature-insensitive case
in Eq. 2.21. In the temperature-insensitive model, the scaling argument pre-
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sented above predicts that changes in temperature should lead only to rescaling
in overall amplitude of the oscillation, not to changes in the scale-free shape of
the limit cycle. In the temperature sensitive case, the shape of the limit cycle
will change with temperature due to incommensurate changes in the rates of
different reactions in the system. Figure 2.5b shows the limit cycle at three dif-
ferent temperatures for the temperature-sensitive case, rescaled to have ampli-
tude one and mean zero in order to emphasize the changes in scale-free shape.
These cases are further discussed in Chapter 5, where a qualitative argument
for the same conclusion is presented, in addition to experimental evidence from
the Drosophila circadian clock.
2.4 Noise and bifurcations
A key issue in understanding the functioning of the circadian rhythm is explain-
ing the ability of the clock to maintain accurate time in the presence of cellular
noise. Intracellular proteins, particularly transcription factors, are often present
at very low concentrations, such that their copy number inside a cell is less than
100, and the effect of simple counting noise can be significant [14]. It has long
been theorized that the principal mechanism by which the circadian clock deals
with noise is intercellular coupling, and that individual cells are themselves un-
reliable timekeepers [51].
The simplest means of analyzing the effect of noise on a single oscillator is
to begin with the normal form for the Hopf bifurcation with added white noise
r˙ = r(A2 − r2) + ηr (2.27)
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φ˙ = ω + ηφ (2.28)
where we have made the simplifying assumption that the fluctuations η in the
r and φ directions are uncoupled from one another. In this case, fluctuations in
the φ direction are unchecked, and the phase of the oscillator will diffuse freely
around the circle. In the absence of inter-oscillator coupling, this will lead to
the gradual loss of synchrony in the population. The implications of this for
circadian behavior in Drosophila will be discussed further in Chapter 4. This
leaves the r equation, which corresponds to the normal form of the pitchfork
bifurcation with A2 playing the role of the bifurcation parameter . For  < 0,
one stable fixed point is present, which branches into two stable fixed points
separated by an unstable fixed point as  becomes greater than zero. With the
addition of a white noise term, ηr ,with mean zero and variance σ2, the density
function for r, ρ(r, t), is governed by the Fokker-Planck equation
∂ρ
∂t
= − ∂
∂r
[
(r − r3)ρ
]
+
1
2
σ2
∂2
∂r2
ρ (2.29)
which has an invariant density given by
ρ(r) =
1
N
exp
[
1
σ2
(
r2 − r
4
2
)]
(2.30)
where N is a normalization constant. This calculation is carried out in [129],
where the authors note that a key implication is that, unlike a bifurcation with-
out noise, the transition in the behavior of the solution as  crosses 0 is smooth.
Figure 2.6 shows a plot of the invariant density ρ for three values of . For | |
small, the shape of ρ is very similar whether  is positive or negative. Thus a
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spontaneously oscillating (Hopf) system for which A2 < σ2r will be difficult to
distinguish from one which is damped. In particular, the appearance of highly
noisy circadian oscillations in a single cell (see Chapter 3 for an example) may
not indicate the presence of a true spontaneous oscillator. The noise spectrum
of a damped linear oscillator with frequency ω0 and damping rate b will have a
magnitude proportional to ((ω2 − ω20)2 + ω2b2)−1/2, meaning that a spectral peak
does not guarantee that a true oscillator is present.
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Figure 2.6: Invariant density of the Fokker-Planck equation for the pitch-
fork bifurcation (Eq. 2.29). Distributions close to the bifurca-
tion point have similar shapes, regardless of whether the bifur-
cation parameter  is positive (green) or negative (blue). For 
much greater than zero (red), the distribution takes on double-
peaked shape characteristic of the bifurcation.
One experiment [202] compared luciferase rhythms measured in fibroblasts
to simple models of damped and self-sustained noisy oscillators, and concluded
that circadian rhythms in single cells cannot be distinguished from noise-induced
oscillations. This suggests that intercellular coupling must play an important
role in generating robust circadian rhythms in mammals. Indeed, a separate
experiment [98] found that intercellular coupling is able to generate significant
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stochastic oscillations in SCN explants from mice lacking the transcription ac-
tor Bmal1. Another experiment [117] has shown that individual knockouts of
the per1, per2, and cry1 genes do not eliminate behavioral rhythms in mice, and
do not eliminate molecular rhythms in intact SCN explants, but do eliminate
rhythms in fibroblasts or dissociated SCN neurons. This provides further evi-
dence for strong interneuronal coupling in the mammalian circadian clock, and
in particular suggests that, unlike in the Kuramoto model, the coupling between
individual cellular oscillators must be nonlinear in order to explain the possibil-
ity of a spontaneously oscillating population arising from individually damped
units. We can support this claim with a very simple example.
A model of a coupled oscillator population that exhibits spontaneous oscil-
lations with individually damped units will have dynamics of the form
r˙ = −ar + br2 − r3
φ˙ = ω
(2.31)
where the coefficient b is proportional to coupling strength. Individual units
(with b = 0) will have the same dynamics as damped Hopf oscillators, but the
population will have a stable limit cycle as long as b >
√
2a (this can be found
by setting the large r local maximum of the r˙ equation equal to zero). In order
for the collective population oscillation to follow these dynamics, the inter-unit
coupling must clearly be nonlinear, and a suitable coupling function could take
the form (in (x, y) coordinates)
K(x¯ − xi + xi(x¯2 + y¯2)1/2) (2.32)
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where the bar denotes a population mean. The linear part of this expression
will lead to synchronization while the nonlinear part will sum to provide the
necessary r2 term in the population average dynamics. It is interesting to note
that this model has a stable fixed point at the center of its phase plane, and
so an experiment like that discussed in Section 2.1 would observe amplitude
recovery governed by noise-activated barrier crossing rather than by smooth
increases like those shown in Figure 2.1. The implications of these results, as
well as data on the nature and strength of intercellular coupling in mouse and
Drosophila, will be discussed further in Chapter 4.
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CHAPTER 3
EXPERIMENTAL CONSIDERATIONS
The 1971 discovery of the period gene in Drosophila [101] and its subsequent
cloning in 1984 [10, 160, 220] made circadian activity rhythms the first example
of an animal behavior that could be studied by the techniques of molecular bi-
ology. Over the following decade, elucidation of the other genetic components
of the core circadian clock led to a revolution in molecular neuroscience. In this
chapter, we will discuss some of the experimental techniques used in the study
of circadian rhythms.
3.1 Drosophila behavior experiments
Drosophila circadian behavior is measured using the Drosophila Activity Mon-
itor or DAM (Trikinetics, Waltham, MA). Thirty-two slots in the monitor hold
glass cuvettes in which individual flies are placed. The cuvettes also contain
food, and are capped with a wax plug on one end and a cotton ball on the other.
Each slot in the monitor features an IR LED and photodiode at the center, so
that the movement of a fly along the length of a cuvette results in cutting of the
IR beam, which is registered as a count by the monitor. Summed counts are
transmitted to a computer via telephone cable every 60 seconds. A fully loaded
DAM is shown in Figure 3.1a.
For light resetting experiments, a loaded DAM monitor is placed inside a
custom box constructed from foam board, the top of which holds 15 bright
blue LEDs (470nm, LEDSupply L1-0-B5TH15-1) shielded by a sheet of semi-
transparent diffusing plastic (shown in Figure 3.1b-c). Each LED is wired in
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Figure 3.1: Equipment for Drosophila behavior experiments. (A)
Drosophila Activity Monitor (DAM). Cuvettes containing
individual flies with food are placed in slots in the DAM
where movement is registered by the cutting of a light beam.
(B) Top view of foam board box for light-resetting experiments.
(C) Inside view of a partially-deconstructed box, showing light
from 15 blue LEDs passed through a sheet of diffusing plastic.
series with a 100Ω resistor, and the 15 are connected in parallel to a computer-
controlled power supply. Once inside the box, the DAM has a diode light sensor
attached exactly at its center (phidgets.com, #1142). LEDs are powered from a
computer-controlled DC supply (web-tronics.com, Model 3645A). The attached
laptop computer runs a Visual Basic script which reads light levels and ad-
justs the voltage of the supply according to a pre-measured calibration curve,
to achieve a level of 30 lux. For all light and temperature resetting experiments,
adult Drosphila males are collected within 1-2 days of eclosion, loaded into a
DAM, and subjected to a synchronizing protocol. For light-resetting experi-
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ments involving perS flies (see Chapter 4), synchronization is achieved by plac-
ing animals in constant light (∼ 500 lux white fluorescent light) for at least three
days. For temperature-resetting experiments (Chapter 5), flies are subjected to
a cycle consisting of twelve hours of light followed by twelve hours of dark-
ness. In all cases animals are moved into constant darkness and left for a least
24 hours before a stimulus is applied. A 24 hour wait is necessary because the
circadian dynamics generally take about a day to adapt from their form under
a light cycle to their free-running form.
Temperature experiments requiring a step from one temperature to another
(Figure 5.8) are performed by moving DAMs from an incubator set at the start-
ing temperature to a different incubator set at the final temperature. How-
ever, for experiment involving rapid applications of high-temperature pulses
(Figure 5.7), large temperature- and light-controlled incubators are unsuitable
due to their long heating and cooling times. Therefore, a custom temperature-
regulated box was constructed from 1/4” plexiglass, insulated on the outside by
1.5” construction foam. The interior of the box is 16”x8”, and cables for DAMs
enter through a small hole subsequently closed with silicone sealant. Heating
and cooling are achieved by a Peltier effect thermoelectric element or TEC (Cus-
tom Thermoelectric, 19911-5M31-15CZ) with a maximum heat transfer rate of
225 watts. The TEC is embedded in an assembly (shown in Figure 3.2a) consist-
ing of two heat sinks with mounted cooling fans, one on each side. The TEC is
sandwiched between two lapped aluminum spacer plates, fixed with thermal
epoxy (Arctic Silver). Spacer plates are coated in thermal grease (Arctic Silver
5) and thermal contact with the heat sinks is achieved via pressured applied
by four bolts. Each bolt goes through both heat sinks, and both bolt and nut
are separated from the metal surfaces by a 1.4” plastic jacket to avoid thermal
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Figure 3.2: Designs for temperature-controlled box. (A) Cutaway diagram
of the assembly for a thermoelectric cooler (TEC), placed into
the lid of the box. The TEC is covered by aluminum spacer
plates and sandwiched between two heat sinks held together
by bolts, which are themselves thermally isolated by plastic
spacers. A computer case fan is attached to each heat sink by
a mounting bracket. (B) Control circuit for temperature feed-
back. A Data Acquisition (DAQ) card drives a variable-voltage
power supply (PWR) via an analog output Aout. PWR output
is passed through a DPDT relay switch controlled by the dig-
ital output (Dout) of the DAQ, via an amplifying transistor (T).
Power is supplied to the relay coil by a 12V supply in parallel
with a diode. Temperature is measured via a thermistor sensor
(Ω) in a Wheatstone bridge (W) powered by a 1.5V battery. Bat-
tery and bridge voltages are read by analog inputs of the DAW,
A1out and A2out, respectively.
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contact.
Temperature control is implemented by a PID control circuit based on a data
acquisition card or DAQ (National Instruments, USB-6009). A thermistor tem-
perature sensor (Omega, #44030) inside the box is connected to an analog input
of the DAQ via a Wheatstone bridge with a 1.5V battery as voltage source. The
second analog input of the DAQ is connected across the battery to check the
circuit voltage. The analog output of the DAQ controls the output voltage of a
variable DC supply (Kepco, RKW24-14K) powering the TEC. The output of the
power supply is passed through a DPDT relay switch (Digi-Key, PB1038-ND)
for switching from heating to cooling. The relay coil is connected across a 12V
DC supply in parallel with a diode (Digi-Key, 1N4001), and polarity switching
is controlled by the DAQ digital output via a 4kΩ pull-up resistor connected to
the base of a transistor (Digi-Key, ZTX692B-ND ) for amplification. The entire
circuit is shown in Figure 3.2b. PID control is implemented in Matlab on the
laptop connected to the DAQ. The circuit as constructed is able to heat the box
from 25◦C to 37◦ C in about 3 minutes, and to cool from 37◦C to 25◦C in about 10
minutes, while maintaining constant temperatures to within 0.1◦C. The differ-
ence in heating and cooling rates is due to resistive heating in the TEC, which
significantly reduces cooling efficiency.
3.2 Fluorescent imaging and tissue culture
Imaging circadian dynamics in the neurons of a living fly is difficult and can-
not be maintained long-term (see [172] for one example). Imaging of circadian
neurons is therefore generally done in fixed brains. Flies are decapitated and
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heads are fixed in 5% paraformaldehyde on ice. Brains are then separated from
the head cuticle with tweezers in phosphate-buffered saline (PBS), and stained
with antibodies overnight in a solution of PBS supplemented with detergent
(5% Triton-X 100) to permeabilize cell membranes. Details can be found in [78].
Drosophila brain are small (about 50 µm in their smallest dimension) and some-
what transparent, so they can be imaged by a confocal microscope without fur-
ther dissection. Staining can be from primary antibodies against circadian pro-
teins (PER and TIM are commonly used).
It is also possible to generate Drosophila lines expressing fluorescent reporters,
usually green fluorescent protein (GFP), under the control of a circadian pro-
moter. This is done by using the UAS-GAL4 system. GAL4 is a transcription
factor from yeast, and UAS is its associated promoter target sequence. By cross-
ing a fly carrying a transgene expressing GAL4 with a circadian promoter and
a fly carrying a GFP transgene with the UAS promoter, one can generate a line
in which GFP is effectively expressed by the circadian promoter of one’s choice.
A wide variety of GAL4 and UAS lines are available from common stock cen-
ters, making this method easy and inexpensive to carry out. Figure 3.3 shows
an example image. Images of this sort can be used to quantify the expression of
circadian proteins in Drosophila neurons (see, for example, [174]), but for many
purposes, dynamical information is more useful.
Drosophila tissue culture lines such as S2 cells do not express the circadian
clock, but several mammalian cell lines are available which do. The most com-
monly used among these are NIH3T3 fibroblasts. Circadian oscillations have
frequently been observed in individual fibroblasts by the use of luciferase re-
porters (see for example, [141]), however, single-cell luciferase imaging requires
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Figure 3.3: Maximal projection of a 10X confocal stack through a Drosophila
brain. Green is a stain against GFP expressed by a timeless
GAL4 driver. Lateral neurons are visible on the left and right
between the optic lobes and the central brain, as are the pro-
jections from the lateral neurons to the dorsal brain. Red is a
counterstain for nc82, a synaptic protein present in all neuropil
tissue.
an ultra-cold CCD camera and a chamber specially designed to exclude 100%
of ambient light (see [201] for a description). Fluorescent reporter proteins are
far brighter and less demanding of specialized imaging equipment. The first
experiment to use a fluorescent reporter to observe circadian oscillations in in-
dividual cells [136] relied on NIH3T3 cells transfected with a reporter construct
consisting of the bright yellow fluorescent protein variant Venus, fused to a nu-
clear localization sequence (NLS) followed by a proteasome-activating proline-
glutamate-serine-threonine-rich (PEST) sequence. The NLS targets the Venus
protein for nuclear translocation, easing the process of automatic cell segmen-
tation and fluorescence quantification. PEST sequences are a target for protein
degradation machinery, and are necessary because the ordinary half-life of a
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fluorescent protein is greater than 24 hours, complicating the observation of cir-
cadian oscillations in fluorescence [26]. The Venus construct was expressed by
a flanking promoter sequence from the highly expressed downstream circadian
transcription factor rev-erbα. The cells transfected with the Rev-Erbα-Venus con-
struct showed robust circadian rhythms in fluorescence, but also tended to die
after about three days [136]. The short lifetime of cells subjected to constant
fluorescent imaging is most likely due to free radical toxicity from excited flu-
orophores [175]. A similar experiment was done with the same reporter [52]
to find evidence for coupling between circadian rhythms and the cell division
cycle. These authors also did not image cells for longer than three days.
Following the work of [136], we generated a NIH3T3 cell line expressing
two different fluorescent reporter constructs, one expressing Venus under the
control of the per2 promoter, and one expressing the red fluorescent protein
mCherry under the bmal1 promoter. The constructs were generated from a pGL3
(Promega) luciferase vector containing either per2 or bmal1 promoters (provided
by A. Patke) by excising the luciferase cassette and replacing it with fluorescent
protein sequence flanked by NLS and PEST. A schematic of the constructs used
and image of the resulting cells are shown in Figure 3.4. The use of two promot-
ers expressed at different phases of the circadian day was intended to be useful
for amplitude recovery experiments (as discussed in Sections 2.1 and 4.1) as well
for measurements of limit cycle shape at different temperatures (see sections 2.3
and 5.1).
For amplitude recovery experiments in particular, more than three days of
data are required for a useful measurement. We therefore attempted to improve
on the experiments of [136]. The clearest way to improve the health of cells
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Bmal1/Per2 promoter NLS YFP PEST SV40 late pA
F1 ori beta-lac HSV TK prom. Kan/Neo HSV TK pA pUC ori
Figure 3.4: Fluorescent reporter construct and cells. (Top) Linearized
schematic of the reporter construct, containing Bmal1/Per2
promoter followed by nuclear localization sequence (NLS), flu-
orescent protein (YFP or mCherry), PEST sequence, and polyA
tail. The rest of the vector consists of origins of replication (bac-
terial F1 and eukaryotic pUC) and a resistance cassette contain-
ing both bacterial (beta-lac) and eukaryotic/herpes virus (HSV
TK) promoters followed by kanamycin/neomycin antibiotic
sequence and herpes virus polyA tail. (Bottom) NIH3T3 fi-
broblasts expressing Venus fluorescent protein from the above
construct.
under fluorescent imaging is to reduce the total amount of exposure to fluores-
cent excitation. This was done in three ways. First, a top-down fluorescence
microscope with computational autofocus (Olympus LCV110) was used, elim-
inating the need for taking confocal stacks as in [136]. Second, the required
fluorescent exposure time was decreased by minimizing background fluores-
cence. All biological cells feature some amount of native autofluorescent ma-
terial, but background fluorescence can be reduced by manipulating the cell
culture medium. In particular, the standard mammalian future medium DMEM
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Figure 3.5: Quantitative fluorescence time-lapse data. (A) Population av-
erage of fluorescence from cells expressing Venus under the
per2 promoter and mCherry under the bmal1 promoter. Cells
were synchronized by application of the glucocorticoid hor-
mone dexamethasone. (B) Data from an individual cell from
the same reporter strain.
contains riboflavin and phenol red, both known to be autofluorescent. We there-
fore used a modified DMEM lacking riboflavin and phenol red (Gibco, provided
by A. Warmflash). Finally, cells containing the reporter constructs were sub-
jected to fluorescence-associated cell sorting in order to obtain lines with high,
robust expression. The result of these efforts was that it was possible to image
cells for up to five days without significant losses. Example data are shown in
Figure 3.5. In Figure 3.5a, population-averaged oscillations in per2- and bmal1-
generated fluorescence are shown, indicating that the reporters oscillated with
roughly opposite phases, as expected.
In order to obtain single cell data, images were analyzed with custom Matlab
code. The algorithm first uses image closing and opening to filter out cells and
obtain a smoothed background. Background-subtracted images are segmented
by a combination of threshholding and an algorithm that segmented regions
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around local maxima (written by E. Siggia and A. Warmflash). Segmented cells
are tracked over the imaging time series to generate individual cell fluorescence
data like that shown in Figure 3.5b. Several problems prevented useful results
from being obtained. First, unlike the data shown in Figure 3.5b, many cells did
not display rhythmic oscillation of fluorescence, but instead essentially random
fluctuations. Second, cells that did show oscillations could be difficult to track
due to the trough of the circadian rhythm in fluorescence being barely differ-
ent from background levels. Third, cells that showed robust oscillations over
several days of tracking often showed a decay in amplitude, which can be seen
in the above image. The combination of low throughput and a lack of consis-
tent information about amplitude rendered the data essentially unusable for its
intended purposes.
Several potential solutions to these problems exist. First, issues with decay
in amplitude are almost certainly related to depletion of nutrients in the cul-
ture medium, which could be ameliorated by imaging cells inside a flow cell
in which culture medium is constantly replenished. Second, as we will discuss
in Chapter 4, many clock proteins, including bmal1 and per2, are not strongly
transcribed, contributing to noisiness in the data. Signal-to-noise ratios can be
improved by finding candidate output genes with much higher expression lev-
els, like rev-erbα. However, using output transcription factors rather than core
circadian genes as reporters may lead to misleading conclusions about clock
amplitude, and extensive control experiments would be required. In addition,
single-cell luciferase experiments have produced observations of robust circa-
dian rhythms using bmal1 and per2 promoters in NIH3T3 cells [201]. In [141], it
is noted that the most coherent rhythms are observed in cells that have grown to
confluence and ceased dividing. This is to be expected since the process of cell
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division will inevitably scramble circadian phase at least slightly (evidence for
this is discussed in [136]). However, NIH3T3 cells in our hands do not contact
inhibit their growth at all, but continue dividing until nutrients are depleted
and the cells die. This effect, which adds noise to circadian rhythms and also
leads to relatively unhealthy cells due to nutrient depletion, is the most likely
explanation for the low quality of the data obtained in our experiments. This
suggests that best method for obtaining robust circadian rhythm data from sin-
gle cell observations is not to switch reporters, but to experiment with a large
number of cell lines until one is found that displays consistent, robust circadian
rhythms and good contact inhibition of growth.
3.3 Western blots
The lack of live imaging methods for Drosophila means the best method for ob-
taining circadian molecular time series is direct measurement of protein concen-
trations by Western blot. The idea behind Western blotting is to isolate purified
proteins from fly heads by using voltage to push denatured protein through a
polymer matrix, separating different proteins by length. The contents of the
polymer gel are then transferred to a thin membrane which can be stained with
antibody and imaged [187]. Protein isolation from Drosophila heads begins by
removing a sample of flies from a synchronized population at a specified time
point and flash freezing them on dry ice. Frozen flies are shaken on a vortex ma-
chine, causing appendages to separate from the bodies, and heads are then iso-
lated using a two-stage sieve cooled in liquid nitrogen. Heads are homogenized
with a sterile pestle in 3X volume of RIPA buffer, and diluted with a further 1X
volume of RIPA dilution buffer. RIPA is composed of 50mM TRIS buffer at pH
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8.0, 150mM NaCl, 1mM EDTA, supplemented with, by volume, 20% glycerol,
1% Triton-X 100, 0.5% sodium deoxycholate (NDOC), and 0.02% sodium azide.
EDTA is a chelater of magnesium and calcium ions, thereby acting as a po-
tent suppressor of enzymatic activity. Detergents (Triton-X 100 and NDOC) are
present to break up cellular and nuclear membranes. Glycerol and azide pro-
vide low temperature stability and sterility, respectively. RIPA dilution buffer
is the same mixture without detergents. Before heads are homogenized, RIPA
buffer is supplemented with 1% protease inhibitor cocktail (#3, Calbiochem)
and 1mM dithiothreitol, a sulfur-containing compound that inhibits formation
of inter-molecular disulfide bonds. The resulting slurry is centrifuged twice for
ten minutes. At each centrifugation step, the soluble protein-containing layer
is removed from between the insoluble pellet and a top layer containing lipids.
The concentration of the resulting purified protein is then measured by Bradford
assay [15], which uses a blue protein stain combined with a spectrophotometer
and a series of protein concentration standards.
Approximately 25µg from each protein sample to be measured is mixed with
water to equalize volumes and then added to an equal volume of loading buffer.
The loading buffer consists of TRIS buffer, 2% sodium-dodecyl-sulfate, and 5%
β-mercaptoethanol (β-ME). Samples are heated to 95◦C to denature proteins and
then loaded into the wells of a 7% poly-acrylamide gel (Bio-Rad). The gel is
then subjected to 150V applied top-to-bottom in a standardized gel box (Bio-
Rad) filled with running buffer consisting of TRIS and 1% SDS. β-ME breaks
disulfide bonds, which, in combination with the SDS in the loading and run-
ning buffers, ensures that proteins are linearized and negatively charged. The
result is that proteins will migrate through the poly-acrylamide polymer mesh
at a rate inversely related to their length. A ladder standard consisting of a
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few proteins of known size bound to dye molecules is also loaded on the gel to
provide length markers. Once the proteins of interest are sufficiently well sepa-
rated (about two hours in our case), the gel is removed and then layered under
a polyvinylidene fluoride (PVDF) membrane in a plastic cassette. The cassette
is inserted vertically into a box with sheets of metal on either side. The box is
filled with running buffer and a voltage is applied to the metal sheets, leading
a to a transverse electric field that pushes proteins out of the gel and into the
PVDF membrane. PVDF is permeable to water and small molecules, but traps
proteins, while being highly chemically inert and resistant to high temperatures.
For the PVDF transfer process, a low voltage is used, generally around 30V for
6-8 hours, to avoid excess resistive heating, which can cause loss of protein.
Once protein has been transferred, the membrane is washed three times in
TBST (TRIS buffer with 10% TWEEN detergent) to remove excess acrylamide.
This is not a typical step in Western blotting, but is important for our pur-
poses to minimize background signal, which can result from free antibody in-
tegrating into acrylamide fragments. Following the wash, the membrane is
blocked for an hour in TBST supplemented with 5% powdered milk. Blocking
the membrane fills vacant pores in the PVDF, preventing stray antibody bind-
ing. Then the membrane is incubated in a primary antibody mixture consisting
of 5% powdered milk in TBST, with rat anti-TIM antibody (provided by L. Saez)
added at 1:2000, and mouse anti-cadherin antibody (Santa Cruz Biotechnology)
at 1:200. Primary antibody incubation occurs overnight at 4◦C. Following this,
the primary antibody is removed and the membrane is washed three times in
TBST. Then anti-mouse and anti-rat secondary antibody (Jackson Immunolabs)
is added in TBST with milk at 1:10000, the membrane is incubated for one hour
at room temperature, and then washed three times again in TBST.
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Figure 3.6: Dilution series of a single protein sample. (Top) Blot image
with timeless (TIM) and cadherin (CDH) bands. Highest con-
centration on the right, with each subsequent band having 1.5X
less protein than the previous. (Bottom) Quantification of TIM
and CDH bands showing linearity of intensity measurements.
The secondary antibody is conjugated to horseradish peroxidase, which pro-
duces blue light by catalyzing the oxidation of luminol. The substrate (ECL,
Thermo Scientific) is added for 60 seconds, then poured off and the membrane
is imaged by a camera for a 6-8 minute exposure (Bio-Rad ChemiDoc). Bands
in the image are quantified using custom image segmentation code written in
Matlab. Background subtraction is not necessary. Intensities of bands from the
protein of interest (TIM) are normalized by the intensities of the correspond-
ing control band (cadherin, CDH) to control for small differences in loading
volumes. In order to check the integrity of the blotting and quantification pro-
cedure, it is prudent to run a dilution series drawn from a single protein sam-
ple, such that the range of intensities measured covers the full physiological
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range. An example image with associated quantification is shown in Figure
3.6. Linearity is preserved over a large concentration range (the physiological
range corresponds to roughly the middle six of the twelve bands shown). This
is particularly important for the experiments described in Chapter 5, in which
Western blots are used to test the scaling hypotheses outlined in Section 2.3.
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CHAPTER 4
INTERNEURONAL COUPLING AND THE PHASE SINGULARITY
Cellular regulatory systems in all organisms must overcome the effects of
noise, both intrinsic and extrinsic [47]. In eukaryotic cells, major contributions
to molecular noise come from copy number fluctuations in transcription factors,
which are generally present at very low concentrations, and from the varying
size of bursts in mRNA transcription, among other sources [14]. It has long
been theorized that one of the functions of the population of circadian clock
cells in animals is to generate a reliable oscillator from units that are individu-
ally noisy [51]. The nature of intercellular coupling and communication in the
animal brain is critical to generating such a robust collective oscillation. In ad-
dition, the structure of interneuronal coupling is important for determining the
mechanisms of behavioral entrainment to environmental conditions as well as
the regulation of circadian outputs (see [36] as well as Section 1.5 for a discus-
sion of some of these issues).
The best studies of interneuronal coupling in an animal come from exper-
iments in intact explants of the mouse suprachiasmatic nucleus (SCN). Cou-
pling between the approximately 20,000 neurons of the SCN is mediated by
both neurotransmitters and electrical communication [91, 199]. Coupling is not
required for individual cellular oscillations, but does increase the amplitude
and stiffness of oscillations in single cells [214], as well as reducing the varia-
tion in period present in a population of dissociated neurons [7]. In Drosophila,
interneuronal coupling in the core circadian clock is mediated by the peptide
pigment-dispersing factor (PDF), and mutants lacking PDF show rapidly damped
circadian rhythms in the absence of external forcing by light or temperature
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[116]. Studying the nature of the coupling between neurons is more difficult in
the fly than in the mouse because the Drosophila brain cannot be cultured intact
or observed at length in situ. However, some light has been shed on circadian
interneuronal communication by genetic means. One recent study [216] used
UAS-GAL4 drivers (see Chapter 3) to selectively express mutant alleles of the
kinases shaggy and doubletime in subsets of circadian clock neurons in wild type
Drosophila. Expressing the DBTS or SGGCA mutant proteins (both of which cause
approximately 19-hour circadian rhythms in isolation) in PDF-positive neurons
leads to a quasi-periodic circadian rhythm displaying both 19 and 24-hour pe-
riodicities. The properties of the Drosophila circadian clock as a population of
coupled oscillators have also been examined by phenomenological experiments,
the most notable of which are the work of the mathematician and biologist Art
Winfree in the early 1970’s, which we introduce in the next section.
4.1 Phase-resetting and the phase singularity
Before the era of circadian genetics was launched by the discovery of per by
Konopka and Benzer [101], biological rhythm research relied on behavioral ob-
servations, generally based on the rhythmic eclosion of adult Drosophila from
pupae, combined with environmental manipulations consisting of controlled
light and temperature stimuli (see [152] for one historical account). The classic
experiment of this type involves the measurement of a phase-resetting or phase-
response curve (PRC). In a typical PRC experiment, a group of flies are synchro-
nized by exposure to a common environmental light program, and then allowed
to free-run in constant darkness. Then, at a particular time during the flies’ sub-
jective circadian cycle, they are exposed to a specific stimulus, for example a
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Figure 4.1: Schematic of a typical PRC experiment (left) and correspond-
ing phase transition curves (right). The black circle indicates
the native circadian limit cycle, and green and red curves in-
dicate the results of strong and weak phase-resetting experi-
ments, respectively. Lines of phase in the native phase plane
are in blue, and the blue dot indicates the phase singularity.
step change in temperature or a light flash of a particular duration and inten-
sity. The flies are then allowed to free run again, and the phase of their circa-
dian oscillation is compared to a control group that did not receive the stimulus.
New phases are then measured for a series of stimuli at different times spanning
the subjective circadian day and plotted against the control phases, resulting in
the PRC. A similar plot showing the difference between new and old phase is
generally referred to as a phase transition curve (PTC). A schematic of a PRC ex-
periment with its corresponding PTC is shown in Figure 4.1.
The twenty-four hour periodicity of the circadian rhythm requires that the
PRC also be periodic, and the curve will therefore have an average slope of ei-
ther zero or one. For weak stimuli, new phases will be close to old phases, and
the average slope of the PRC will be one (the slope of the corresponding PTC
will be zero). This is known as Type 1, or weak, phase resetting. For strong
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stimuli, the circadian rhythm will tend to be reset to the same phase regardless
of the time of day, and the PRC will be near constant, and have average slope
zero (with the corresponding PTC having slope one). This is known as Type 0,
or strong, phase resetting. The nature of the transition from Type 1 to Type 0
resetting can be understood by considering the diagram in Figure 4.1. The black
circle is an abstract representation of the circadian limit cycle in an arbitrary
planar coordinate system (consider, for example, a plot of TIM protein against
tim mRNA concentration). Times of day and the associated phases of the circa-
dian clock correspond to particular positions along the limit cycle. The points of
phase along the limit cycle can be extended to lines of phase (dotted blue lines in
the diagram) in the plane by considering the phase at which the circadian clock
would relax back to the limit cycle if initialized at any arbitrary point. The effect
of a stimulus is to move the state of the clock to the left in the phase plane (just
as the effect of light is to degrade TIM protein). Applying a particular stimulus
at every phase of the circadian limit cycle (as in a PRC experiment) then leads
to a ”shifted cycle” some distance to the left in the plane. The crossings of this
shifted cycle with the original lines of phase predict the results of the PRC ex-
periment. It can thus be seen from the diagram that a weak stimulus (red circle
and arrow) will lead to a shifted circle crossing every line of phase, and thus to
a Type 1 PRC, whereas a strong stimulus (green circle and arrow) will lead to a
shifted cycle that crosses only a few lines of phase, leading to a Type 0 PRC. It
can also be seen from the diagram that stimuli applied when the phase of the
clock is in the top half of the circle result in a phase delay, while stimuli applied
while the phase of the clock is in the bottom half of the circle result in a phase
advance.
It was noted early on by Colin Pittendrigh, as well as by Winfree (his stu-
66
dent in Princeton at the time), that the transition from Type 0 to Type 1 resetting
entailed a discontinuity in the behavior of animals exposed to stimuli of increas-
ing strength [206] (and see [210] for an extensive discussion of Winfree’s exper-
iments). Indeed, one can see from the diagram in Figure 4.1 that a stimulus
of a critical strength, exactly at the division between Type 1 and Type 0 reset-
ting, applied at a critical time, at the phase where resetting switches from phase
advance to delay, will result in the clock being shifted to a point of undefined
phase (the blue dot in the center of the limit cycle). This point, known as the
phase singularity, is located at the intersection of the lines of phase in the plane,
and in a simple dynamical model, will correspond to the unstable fixed point at
the center of the limit cycle. Winfree argued [206], and it has subsequently been
proven on topological grounds [68], that any oscillator must feature a phase
singularity corresponding to a point where lines of phase merge in the plane of
the limit cycle. Therefore, it should be the case that a properly designed stimu-
lus can lead to a random resetting of the phase of an oscillator, rather than the
predictable resetting resulting from a typical stimulus.
Winfree performed a large number of phase resetting experiments using the
fruit fly species Drosophila pseudoobscura, with blue light as the stimulus and the
pupal eclosion rhythm as his reporter of the circadian rhythm [206]. By fol-
lowing the program outlined above, he was able show experimentally that a
properly tuned blue light stimulus would lead to a vanishing of the collective
population exclusion rhythm, due to random phase resetting of the individuals
animals in the population. This proved that the phase singularity existed and
could be accessed by a properly designed stimulus. Winfree was also able to
show that the disruption of the circadian rhythm resulting from the critically
tuned stimulus lasted much longer than the duration of the light pulse itself.
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One can see from the diagram in Figure 4.1 that if the amplitude of the circa-
dian rhythm were temporarily reduced (for example during recovery from the
phase singularity), that a strong resetting stimulus would lead to a narrower
range of new phases than if the amplitude of the oscillation were normal. In
other words, the amplitude of a Type 0 PRC would be reduced, and could act
as a reporter for the amplitude of the underlying circadian clock (which Win-
free had no way of observing directly). Winfree performed such a two-pulse
experiment, in which a large number of flies were exposed to the critical pulse,
and then exposed to a series of assay light pulses of saturating intensity. The
results showed that the amplitude of the circadian rhythm remained depressed
for at least three days following the critical light stimulus [208]. Winfree argued
that this was due to weak coupling between individual circadian neurons in
the brain of the fly, so that even in individual animals, the overall amplitude of
the circadian rhythm remained small after each neuron’s phase was randomly
reset by the initial light pulse. He had thereby shown that even a simple phase-
resetting experiment could provide powerful insight into the nature of the cir-
cadian neuronal population inside the Drosophila brain.
However, Winfree’s experiment did not distinguish between two possibil-
ities: first, that the coupling between individual neurons in the fly brain was
weak, or second, that interneuronal coupling was strong, but relaxation of in-
dividual oscillators from the unstable fixed point to the native limit cycle was
slow (this was first pointed out in [2]). Resolving this ambiguity requires the
ability to observe circadian rhythms in individual organisms, which Winfree
did not have. However, a number of subsequent experiments have found phase
singularities in other contexts. Random resetting of the phase by a critical light
stimulus has been demonstrated in individual mosquitos using activity rhythms
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as a reporter [148]. The presence of a phase singularity has also been demon-
strated using light in Neurospora [82], as well as in human subjects, where body
temperature and cortisol rhythms are disrupted [89]. The only experiment to ob-
tain direct data on the amplitude of the circadian rhythm in an intact organism
was preformed in the flowering plant Kalanchoe¨, where a critical light stimulus
was shown to disrupt normal rhythms in petal movements for 3-6 days [49]. A
phase singularity has also been found in individual mouse fibroblast cells sup-
plemented with the light-sensitive protein melanopsin, where disruptions in
luciferase reporter rhythms lasting 2-3 days were observed after a critical light
pulse [193]. Unfortunately, none of these experiments were able to observe cir-
cadian amplitude in an intact animal with a population of coupled circadian
neurons, and the question posed by Winfree’s work remains open.
4.2 Phase singularity in individual Drosophila
Winfree’s original work was performed on the pupated larvae of Drosophila
pseudobscura, using population elocution measurements. Here we describe a
new experiment demonstrating the existence of a phase singularity in individ-
ual Drosophila melanogaster. Drosophila melanogaster are known to be less light-
sensitive than pseudoobscura, and the larvae of both species are known to be
more light sensitive than the adults [209]. Winfree’s procedures are therefore
not directly applicable to an experiment on adult Drosophila melanogaster. How-
ever, the critical light stimulus required to pinpoint the phase singularity can
be found by a similar approach. Drosophila perS mutants are known to be more
light-sensitive than wild-type Drosophila [209], so phase-resetting experiments
were performed using blue light stimulus on perS flies with Winfree’s intensity
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values as a starting point (the apparatus is described in Section 3.1). Since the
period of perS flies is 19 hours, individual flies were synchronized by exposure
to constant bright light followed by simultaneous shift into constant darkness,
rather than by a day-night cycle (this is also the method used by Winfree). This
works because prolonged exposure to light reduces PER and TIM protein con-
centrations to zero, fixing the phase of the oscillation when the lights are turned
off. Activity rhythms of individuals were measured using DAM activity mon-
itors (described in Section 3.1), and the phases of individual circadian rhythms
were computed following the methods outlined in Section 2.2. Flies were al-
lowed to free run in constant darkness for at least three days before application
of a light stimulus, and stimulus times were chosen with reference to the peak
in the 19-hour activity oscillation, averaged over the experimental population.
Figure 4.2 shows the results of fourteen separate experiments, plotted as phase
shifts (PTCs).
The PRC experiments in Figure 4.2 all involve a 30 lux blue light stimulus
applied for varying durations beginning at varying times after the peak of daily
activity. We can see (noting the sample plot in Figure 4.1) that for stimuli of
longer than 120 minutes, the shape of the curves appears to be consistent with
strong Type 0 phase resting, and for stimuli 90 minutes long, the curve is consis-
tent with weak Type 1 resetting. Additionally, the crossover point from phase
delay to phase advance occurs at about five hours after the time of peak activity
in the population. Further experimentation showed that a stimulus of 105 min-
utes at 4.5 hours post-activity peak effectively desynchronizes the population.
Activity data from a representative subset of flies in this experiment is shown
in Figure 4.3. The light stimulus is applied at hour 60, and we can see that the
flies are synchronized before the pulse, but distributed at more or less random
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Time after activity peak (hours)
Figure 4.2: Phase-resetting of the Drosophila circadian activity rhythm in
response to light. Light stimuli consisted of 30 lux of blue LED
light applied at the indicated times after the population activ-
ity peak, and for the indicated durations. Phase shifts are mea-
sured relative to an unstimulated control population, and error
bars indicate standard error of the mean.
phases after (see Figure 4.4A for quantification). Interestingly, most individual
activity rhythms return to normal amplitude (at a new phase) essentially imme-
diately after the light stimulus, seemingly contradicting the results of Winfree.
However, it has been shown in prior experiments [198] that the amplitude of
the activity rhythm is not a good indicator of the amplitude of the underlying
molecular circadian oscillation. Additionally, a few of the individuals do show
some disruption in their circadian rhythms after the stimulus (see, for example,
the second and fourth rows).
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Figure 4.3: Raw data from two phase resetting experiments. (A) A typical
strong phase resetting experiment in which a pulse of light ap-
plied at a certain time (red arrow) predictably shifts the phase
of a whole population. (B) Singularity experiment in which
a critical-timed stimulus (red arrow) randomly phase shifts a
population. In both panels, pink shading indicates the active
phase of the activity rhythms, with white space left around the
time of the light stimulus as an aid to the eye.
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One approach to quantifying this effect is to calculate a measure of over-
all rhythmicity of the circadian activity oscillation, rather than simple ampli-
tude. One can imagine that a reduction in amplitude in the molecular oscil-
lation might lead to an increase in noise in the activity output rhythm, if not
to a change in amplitude. This can be quantified by calculating the time auto-
correlation function of running subsets of the activity rhythm, according to the
following equation
Ct(τ) =
1
V
1
T − τ
T−τ∑
i=0
x(t + i)x(t + i + τ) (4.1)
where x(t) is the time series, T is the width of some subset centered at time t, and
V is the variance of the time series. Ct(τ) is thus the covariance between a subset
of the time series centered at time t and itself, shifted by τ. In the measurements
below, τ was varied from 0 to 3T/4. Ct(τ) will be periodic with the same period
as x, with an amplitude between zero and one, determined by the contribution
of noise to the time series (see Section 2.2 for a more detailed discussion). We
can call the amplitude of Ct(τ) the normalized rhythmicity at time t. Figure 4.4B
shows a plot of normalized rhythmicity (computed using segments of width 60
hours) averaged over populations, for two different light stimuli. The control
population received a 120 minute pulse 6 hours after the activity peak, produc-
ing an average phase shift of about 7 hours. The other population received the
same critical stimulus as that shown in Figure 4.3.
Figure 4.4A shows a circle plot of the post-stimulus phases of individuals
in both populations, relative to the full 19-hour cycle of the typical perS fly
(computed by cross-correlation with a control population, see Section 2.2). The
strongly-resetting stimulus applied to the control population leads to phases
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clustered around hour 7 (relative to an unstimulated population) with a stan-
dard deviation of about 1.5 hours, while the critical stimulus leads to phases
randomly distributed about the circle. Randomness can be judged by compar-
ing the vector sum of the phases in the group to the expected value for a ran-
domly distributed group of the same size, which is given by
〈
r2
〉
= (2N)−1. As
can be seen from the figure, the magnitude of the vector sum for singularity
population is consistent with a random distribution.
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Figure 4.4: Effect of light stimuli on phase coherence and rhythmicity of
Drosophila populations. (A) Phases of individual flies in popu-
lations subjected to the critical light stimulus and a strongly-
resetting control stimulus. Arrows show the vector average
of the phases in each group, and the black circle indicates the
expected magnitude of the vector average for a randomly dis-
tributed sample of the same size as (red) population shown. (B)
Recovery of normalized rhythmicity in the same populations,
calculated for individuals and averaged. Error bars are stan-
dard error of the mean at each time point. The horizontal axis
is hours after the beginning of the light stimulus.
The recovery of rhythmicity after the critical stimulus takes on the order of
100 hours, about 4-5 periods of the circadian oscillation, which is consistent with
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the observations from Winfree’s two-pulse experiment. Recovery of rhythmic-
ity in the control population takes only about 30 hours, which is roughly the
minimum possible considering the 60-hour width of the running window used
for the computation. This is consistent with a variety of experiments showing
that the circadian clock is reset essentially instantly by strong light stimuli [90].
Additionally, the shape of the recovery curve in the critical case is suggestive of
the exponential relaxation of amplitude characteristic of weak coupling in the
Kuramoto model or coupled oscillators (see Section 2.1). However, as can be
seen from Figure 4.3 and the error bars in Figure 4.4, the variability between
individuals in the population is significant, and it is far from clear that fitting
a model like that discussed in Section 2.1 to the averaged curve in Figure 4.4
would be justifiable. Thus, while the experiment of Figure 4.3 proves that a
phase singularity is present in the circadian oscillator of individual Drosophila,
and is highly suggestive of long-term disruption of the circadian rhythm after
the singularity is reached, it does not allow us to directly infer the strength of
coupling between circadian neurons.
4.3 Inferring coupling from average rhythm data
The ideal system for studying coupling between circadian neurons is the cul-
tured explant from the mouse suprachiasmatic nucleus. Oscillations in individ-
ual neurons in a cultured SCN can be observed by means of luciferase reporters
[214] or firing rate measurements [7]. Normal coupling between the neurons is
present in an intact SCN explant, but can be eliminated either by genetic means
[7] (knocking out genes coding for either neurotransmitters or their receptors)
or by blocking electrical communication using a chemical such as tetrodotoxin
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(TTX) that inhibits sodium channel activity [214]. Experiments of this sort have
suggested on two grounds that strong coupling exists between neurons in the
SCN. First, the period of oscillation in neurons in an intact SCN varies by only
about an hour, while in an SCN where coupling has been eliminated by knock-
out of the neurotransmitter vasoactive intestinal peptide (VIP) the period varies
by closer to ten hours between neurons [7]. Second, the amplitude and coher-
ence of oscillations in individual neurons is significantly reduced when cou-
pling is eliminated by application of TTX [214]. We saw earlier (see Section 2.4)
that the low-amplitude oscillations in the absence of coupling may in fact be
damped and noise-driven rather than truly self-sustained oscillations. In any
case it clear that there are sting effects from coupling on both amplitude and
frequency of individual cellular oscillators. Data from these experiments are
shown in Figure 4.5.
An intact Drosophila brain has not been cultured, and methods for imaging
the brain in living flies are limited [172]. However, there is potential for in-
ferring facts about interneuronal coupling from phenomenological Drosophila
data. The first such piece of data is the damping rate of circadian rhythms
in Drosophila lacking the neuropeptide PDF. Upon transfer from a synchroniz-
ing light regime into constant darkness, the amplitude of activity rhythms in
PDF-null flies decays to zero in about three days due to lack of interneuronal
coupling [116]. This can be understood quantitatively by considering a simple
model in which a population of oscillators has a phase distribution p(θ). In this
case the amplitude a of the collective oscillation is given from the amplitude a0
of the individual oscillators by the convolution
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Figure 4.5: The effect of eliminating coupling on neuronal circadian oscil-
lation in mouse SCN explants. (Top) Luciferase oscillations and
peak phase distributions of neurons in an intact mouse SCN
treated with the sodium channel-blocker TTX (shaded region).
From [214]. (Bottom) Distribution of periods in an intact SCN
explant from a wild-type mouse (a), or from a mouse lacking
the gene for the neurotransmitter VIP (b), or the receptor for
VIP, Vipr (c). From [7].
a = a0
∫ 2pi
0
p(θ) cos θdθ. (4.2)
In the case that the oscillators are strongly bound to their native limit cycle we
can consider only the phase coordinate, and the effects of noise can be modeled
as diffusion around the circle, so that the distribution p(θ) will be a Gaussian
with variance σ2 ∼ Dt for some diffusion constant D. This gives
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a =
1√
piσ2
∫ ∞
−∞
e−θ
2/σ2 cos θdθ = e−σ
2/2 = e−Dt/2 (4.3)
where we set a0 = 1. For analytical simplicity we use the standard Gaussian
rather than a circularized distribution like the von Neumann distribution, which
then requires the limits of integration to be set to (−∞,∞) rather than (−pi, pi).
Amplitude is thus expected to decay exponentially in time, with a time con-
stant set by the phase diffusion rate of the individual oscillators. Note that the
total number of oscillators does not appear in the formula. We can attempt to
gain some information about coupling in the Drosophila brain by applying the
same calculation to the activity rhythms of wild-type animals. Figure 4.6 shows
a representative set of individual activity rhythms for wild-type flies as well
as a calculation of their phase diffusion rate. The flies start in a 24-hour light-
dark cycle and at hour 75 are transferred to constant darkness. The phase of the
activity rhythm for each individual animal is measured relative to the popula-
tion average for three segments of time, stretching from hour 100 to 183, 184 to
267, and 267 to 350. At each time point, the phases are converted to angles and
summed as vectors of length one, giving a summed amplitude which can be fit
to the form in Equation 4.4. The result is a decay time of 2950 hours, or about
123 days.
This rate of phase diffusion of the circadian oscillation is certainly acceptable
for wild-type Drosophila, which generally live less than 60 days, but it is only
about about 40 times less than that in PDF-null mutants. This 40-fold difference
is roughly equal to the number of neurons in the DN cluster known to be respon-
sible for circadian output (see Section 1.4), and is therefore about what would
be expected from a mere summation of independent oscillators. It seems that,
78
0
50
100
150
A. Individual activity rhythms
0
50
100
150
0
50
100
150
0
50
100
150
0
50
100
150
0 50 100 150 200 250 300 350
Hours
0
50
100
150
0 200 400 600 800 1000
Hours
0.50
0.55
0.60
0.65
0.70
0.75
N
o
rm
a
liz
e
d
 a
m
p
lit
u
d
e
B. Phase diffusion
Figure 4.6: Phase synchrony in an initial synchronized Drosophila popu-
lation. (A) Representative activity rhythms of individual flies
starting in a 24-hour light dark cycle and moved into constant
darkness at hour 75. (B) Measurement of the phase coherence
of the population, computed by taking a vector sum of the
phases of individuals in progressive time windows after the
shift into darkness, and fit to the formula in Equation 4.4.
unlike in the mouse, the stiffness and coherence of individual neuronal oscilla-
tions in the fly is not strongly affected by intercellular coupling. It is important
to note, however, that this is not a direct indication that interneuronal coupling
is weak, per se. In the Kuramoto model with linear coupling between oscillators
(see Section 2.1), the strength of coupling does not affect the rate of phase dif-
fusion of the population average. This can be seen by diagonalizing the system
of equations describing the oscillator population, which leads to the population
averaged phase being given by a zero eigenvector that diffuses freely around
the circle, regardless of coupling strength. An effect on phase drift must come
from an increase in the amplitude or coherence of individual oscillators, which
is does not happen in the Kuramoto model and does not appear to be present in
Drosophila, unlike in the mouse. We can conclude, however, that if there is not a
strong amplitude effect from coupling in Drosophila, that intercellular coupling
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in the fly is in some sense weak, at least by comparison to mammalian clocks.
Direct evidence about the nature of interneuronal coupling in Drosophila will
likely require an imaging experiment similar to those conducted in the mouse.
There is some hope for achieving this without a major advance in tissue culture
methods. Imaging of molecular circadian oscillations in fixed Drosophila brains
is a well-established technique [78] (and see Section 3.5 for a discussion of confo-
cal brain imaging). In particular, oscillations in PER and TIM proteins have been
imaged over several days in brains fixed from a synchronized population, with
reasonable quantitative accuracy [174]. By imaging two out-of-phase markers
of the circadian oscillation in fixed brains taken from a synchronized popula-
tion over the course of a day in constant darkness, it should be possible to build
up a set of markers that would allow determination of the phase of oscillation
in individual neurons in a fixed brain. It would then be possible, by applying
the same imaging technique to brains fixed from flies exposed to the critical
light stimulus, to measure the degree of phase synchrony between neurons in
the brain of an animal recovering from the phase singularity. Enough measure-
ments of this type should be sufficient to build up an estimate of the coupling
strength between various circadian neurons in the Drosophila brain.
The above experiments have demonstrated clearly that a phase singularity
is present in the Drosophila circadian oscillator, and that it can be reached by
application of carefully chosen light stimuli. The behavior of individual flies
exposed to the critical stimulus also suggests that there is long-term effect as-
sociated with recovery from the phase singularity. Phenomenological observa-
tions of rhythmic fly behavior indicate that coupling between circadian neurons
in Drosophila is likely to be weak, further suggesting that the long-term effects
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of the phase singularity (as seen in Figure 4.4b) are due to slow resynchroniza-
tion of neurons after random phase resetting. This observation is interesting
due to the contrast with evidence from the mouse, where interneuronal cou-
pling appears to have strong effects on the coherence of oscillations in indi-
vidual neurons. This is consistent with other experiments, which show that a
period difference of about 5 hours between groups of neurons in the fly leads
to quasi-periodic activity [216], while coupling in the mouse brain is able to
synchronize neurons with native period differences as great as ten hours [7]. It
seems likely that this difference in design between the circadian clocks of mice
and flies is related to the large difference in the number of neurons between the
two species, however, further speculation about the design of circadian oscilla-
tor populations will be reserved for the final chapter.
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CHAPTER 5
TEMPERATURE SENSATION AND TEMPERATURE COMPENSATION
Temperature compensation (having a temperature-independent period) and tem-
perature sensation (being able to entrain to external oscillations in temperature)
are defining properties of circadian clocks. Most biological reactions have temperature-
sensitive rates, with typical Q10 values falling in the range of 2-3 (meaning that
reaction rates increase by a factor of 2-3 over a 10◦C change in temperature) [72].
The period of the circadian clock actually lengthens slightly as temperature in-
creases, going from about 23.5 hours at 17◦C to 24 at 29◦C, leading to a Q10 of
approximately 0.98 [102]. Enzymatic reactions whose rates are entirely insensi-
tive to temperature are not unknown, particularly in organisms that experience
large changes in temperature in their natural environment (those living in tidal
pools, for example, see [72] for a review). However, the circadian clock is known
to be highly temperature sensitive, Drosophila for example are able to entrain to
temperature cycles with amplitudes as low as 1◦C [207]. The puzzle of simul-
taneous temperature compensation and temperature sensation has been a key
question in the field of circadian biology from the very beginning (see [203] for
example).
Most theories of circadian temperature compensation have espoused what
we will call the network model of compensation. In this model, the constitu-
tive reactions of the circadian clock are temperature sensitive in the usual way.
However, the quickening of some reactions (such as transcription and transla-
tion) tends to shorten the period of the circadian clock, while the quickening of
other reactions (such as protein degradation in the cytoplasm) tends to lengthen
the period of the clock. This leads to a lengthening of some processes (e.g. nu-
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clear translocation) being cancelled out by a shortening of other processes (e.g.
mRNA transcription), with the overall effect of a temperature change on the pe-
riod being zero (see [71] for an early example of this argument). A significant
mathematical literature has formalized the network model by the approach of
developing a biochemical model of the circadian clock, with various rate con-
stants ki, and positing elasticities αi of the form
αi = ∂ log τ/∂ log ki
where τis the period of the circadian oscillation (see [165] for an early example,
whose discussion we follow here, and [107] for a review). By substituting an
Arrhenius form with temperature T , activation energies Ei, and attempt rates Ai
for the rate constants ki = Ai exp(−Ei/RT ), one can derive a constraint of the form
∂τ
∂T
=
1
RT 2
∑
i
αiEi
 τ = 0 (5.1)
The elasticities αi can be derived from the model, which then allows the acti-
vation energies Ei to be fit to the constraint, resulting in a temperature com-
pensated period. The appeal of this class of models lies in the fact that the
temperature entrainment puzzle is solved along with the temperature compen-
sation puzzle, because the clock is inherently temperature sensitive. However,
there are a variety of objections to the network model. First, because most cir-
cadian clock models will have a large number of rate constants, the constraint
(5.1) will not constrain most directions in parameter space, so the associated fits
are highly non-unique and essentially any model of the clock can be compen-
sated in this manner. In particular this means that various network models fail
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to make specific predictions that could distinguish one from another. Addition-
ally, it has been pointed out that the delicate balancing required would suggest
that any mutation leading to a change in the circadian period should also have
a temperature compensation phenotype, and this is not the case [81].
A variety of other models for temperature compensation have been pro-
posed. In cyanobacteria, the circadian period is set largely by the phospho-
rylation and dephosphorylation rates of on enzyme, KaiC, meaning that only
a single reaction needs to be temperature compensated []. Similar models have
been proposed for the circadian clock in animals [81]. However, this mechanism
is somewhat unappealing since it is known that multiple separate processes con-
tribute to determining the period of the circadian clock in animals (see Section
1.3 for a detailed discussion). Another model posits that the effect of temper-
ature is uniform across different sub-processes of the circadian clock, and that
this leads to an increase in amplitude of the oscillation which is precisely can-
celled out by a corresponding increase in reaction rates (see [109] for an example
based on Neurospora). It is this class of models that we discuss in the next sec-
tion.
5.1 Temperature-insensitive clocks?
A recent paper [53] explored the mechanism of temperature compensation us-
ing a genetic algorithm-based computer simulation of evolution. Using a fit-
ness function that checked for a spontaneous oscillation with a temperature-
compensated period as well as the ability to entrain to temperature cycles, the
simulation found that most evolved oscillators did not conform to the above-
described network model. Instead, the clocks resulting from the simulation
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tended to consist of a core oscillator that lacked any temperature sensation, com-
bined with an adaptive signaling pathway. Such a pathway would be activated
in response to changes in temperature, but would adapt back to a quiescent
state at any constant temperature, thus preserving temperature compensation.
Adaptive signaling systems of this sort are common in biology, in neural sen-
sory pathways [34] as well as in cellular pathways such as the Escherichia coli
chemotaxis networks [3]. Another class of models emerging from the simula-
tion also features a temperature-independent core oscillator, and couples tem-
perature to the clock in a way that does not affect the period, eliminating the
need for an adaptive signaling pathway. An example of this type of model can
be built on the classic Goodwin model [62] of a biological oscillator, which we
discuss in detail in Section 2.3.
Figure 5.1: A cartoon of the circadian oscillation of TIM protein. On the
left, various phases of the daily circadian cycle are marked on
corresponding locations of the oscillation. On the right, a hy-
pothetical scenario is shown in which a change in temperature
causes a shortening of nuclear translocation time and a com-
pensating increase in transcription time, leading to a change in
shape of the oscillation.
One clear prediction of this model is that a specific system for signaling
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temperature to the circadian clock should be present in Drosophila and other
animals. In particular, it should be possible to reduce or eliminate circadian
temperature entrainment by a single loss-of-function mutation in a tempera-
ture sensation pathway. This would not be possible in the network class of
models, where the entire clock is temperature sensitive. A second prediction
is that the dynamics of the clock should change with temperature only by a
simple rescaling of amplitudes, and that there should not be changes in the
scale-independent shape of the oscillation (see Section 2.2 for a detail argument).
This prediction is also at odds with what would be expected from the network
model. One can imagine, for example, that if temperature compensation was
achieved by balancing a lengthening of the time required for transcription and
translation of TIM and PER against a shortening of the nuclear translocation
time, that this would lead to a change in shape of the oscillation due to the rela-
tive shortening of the period of time in which TIM and PER were present before
repressing their own production. A cartoon of this situation is shown in Figure
5.1.
To test the prediction of simple scaling with temperature, one can measure
the oscillation of various components of the circadian clock (protein and mRNA)
at different temperatures. Figure 5.2 shows the oscillation of TIM protein at
18◦C, 25◦C, and 29◦C. Flies were entrained in a light dark cycle, shifted to con-
stant darkness, and then sampled by flash-freezing every hour on the second
day in constant darkness. Protein was isolated from isolated heads, and TIM
concentrations were measured by Western blot, with the structural protein cad-
herin (CDH) serving as control for loading volume.
Representative blot images are on the left of Figure 5.2, and quantifications
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Figure 5.2: TIM protein Western blots at three different temperatures. Rep-
resentative blot images are shown on the left. Bands corre-
spond to time points two hours apart, covering on full day, ex-
cept for the bottom band, which shows bands from the first 6
hours of the day at both 18◦C (lighter bands) and 29◦C (brighter
bands). Panel A shows quantification of raw TIM concentra-
tions relative to CDH. Panel B shows the same curves rescaled
to have mean zero and amplitude one.
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on the right. Figure 5.2A shows raw TIM concentrations over the subjective day,
relative to CDH levels. Relative concentrations at different temperatures were
adjusted by running gels with samples from two different temperatures side-by-
side, as shown in the figure. We can see from the plot that average TIM levels
increase at higher temperatures, and that the amplitude of the TIM oscillation
is also somewhat larger at higher temperatures. Both of these observations are
in agreement with the predictions of the Goodwin oscillator model discussed
above. In order to test the prediction of simple rescaling with temperature, the
mean is subtracted from each curve, and each curve is divided by its standard
deviation, to produce oscillations with mean zero and amplitude one. The re-
sulting scaling collapse is shown in Figure 5.2B, from which we can see that the
shape of the TIM oscillation remains remarkably consistent across temperatures.
To further test the scaling hypothesis, it is desirable to measure oscillations
from the transcriptional side of the circadian clock. Figure 5.3 shows data from
flies expressing a transgenic firefly luciferase reporter. The coding sequence for
firefly luciferase is inserted into the fly genome next to the promoter sequence
from the tim gene, leading to circadian oscillations in luminescence. The con-
struction of this tim-luc strain is discussed in detail in [179], where evidence
is also presented that the expression of the tim-luc contract closely tracks na-
tive tim expression. To perform the measurement, luciferin substrate is mixed
into standard Drosophila food in a 35mm plate. Roughly 50-100 male flies are
placed on the food, and the plate is capped and put into a photomultiplier tube-
equipped luminescence reader. The measurement is otherwise identical to the
Western blot experiment, with animals being entrained by light dark cycles and
then measured on the second day in constant darkness.
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Figure 5.3: Luminescence from tim-luc flies at different temperatures. (A)
A sample of raw luminescence data plotted in millions of pho-
ton counts per minute. (B) The same data after detrending
and smoothing. (C) Rescaled luminescence curves from tim-
luc flies at different temperatures, taken from the second day
in constant darkness. Shaded areas indicate standard error of
the mean across three repetitions of the experiment.
Consumption of the luciferin substrate by the flies leads to a decay in the av-
erage value of luminescence over time, as can be seen from the raw data shown
in Figure 5.3A. The data also features white noise due to movement of the ani-
mals in the sample plate, and shot noise from photon counting. To account for
these effects, the data are detrended by subtracting a 24-hour moving average,
and smoothed by averaging over a 1-hour moving window. The effects of these
manipulations are shown in Figure 5.3B. Figure 5.3C shows luminescence os-
cillations from the second day in constant darkness for flies measured at 18◦C,
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25◦C, and 29◦C, after the same rescaling procedure described above. As with
the TIM protein oscillations, there is reasonable agreement between the shapes
of the curves at different temperatures. The curve at 29◦C features a slightly
more shallow decay than the curves at 18◦C and 25◦C. This is likely due to the
significantly greater rate of decay in average luminescence that occurs at higher
temperatures, which in turn is likely caused by the lower stability of luciferase
at high temperatures. Luciferase is known to become unstable at temperatures
above about 30◦C [192].
Indeed, all of the curves shown in Figures 5.2 and 5.3 feature slight differ-
ences in shape across temperature, which in general we could claim are due to
the noise inherent in experimental measurements. In order to confirm this, it is
useful to have a measurement of oscillations which the Goodwin model would
predict to have different shape at different temperatures. The perL mutation
causes a temperature-sensitive defect in binding between PER and TIM [59].
This leads to a long period at room temperature, caused by a delay in nuclear
translocation caused by decreased PER/TIM dimerization, as well as a defect in
temperature compensation [83]. The period of the circadian clock in perL flies
is about 27 hours at 18◦C, 29 hours at 25◦C, and 31 hours at 29◦C [156]. The
argument described in Figure 5.1 suggests that the lengthening of a single sub-
process of the clock (in this case, nuclear translocation) should lead to a change
in shape of molecular oscillations at different temperatures.
Figure 5.4 shows the same Western blot time-course measurement discussed
previously, performed using perL flies, and extending over 30 hours instead of
24. Figure 5.4A shows raw and Figure 5.4B rescaled data. The data shows that
even the relatively minor temperature compensation defect present in the perL
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Figure 5.4: TIM protein oscillations in perL flies, measured by Western
blot. (A) Raw TIM concentrations at three different tempera-
tures, relative to cadherin. (B) TIM oscillations rescaled to have
mean zero and variance one. Arrows indicate the position of
peaks at 18◦C and 29◦C.
strain (Q10 of 0.87 instead of 0.98) leads to a dramatic change in the shape of
TIM oscillations across temperatures. The peak of the oscillation shifts from
subjective mid-afternoon to late night/early morning, consistent with the delay
in nuclear translocation (and therefore transcriptional repression) known to be
present in the perL strain.
We have also performed luciferase reporter measurements in the perL back-
ground. The tim-luc construct was crossed into perL mutant flies to generate a
reporter strain with the perL mutation that also carried tim-luc on both copies
of the third chromosome. We then repeated the luciferase reporter experiment
exactly as before. Results are shown in Figure 5.5. As we can see, the shifting
of the peak phase with temperature is also present in the luminescence oscilla-
tions of the tim-luc transcriptional reporter. This further confirms the presence
of measurable changes in limit cycle shape in the perL mutant.
The intuitive idea that a progressively increasing delay in nuclear transloca-
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Figure 5.5: Rescaled luminescence curves from perL tim-luc flies at differ-
ent temperatures, taken from the second day in constant dark-
ness. Shaded areas indicate standard error of the mean across
three different experiments.
tion should lead to a shift in the peak of circadian oscillations can be checked
with a simple model. We use the model described in [191], in which an mRNA
M is translated into a protein P1, which can form a homodimer P2 that represses
transcription of M. The equations are as follows
dM
dt
=
vm
1 + (P2/Pcrit)2
− kmM (5.2)
dP1
dt
= vpM − kp1P1Jp + P1 + rP2 − kp3P1 − 2kaP
2
1 + 2kdP2 (5.3)
dP2
dt
= kaP21 − kdP2 −
kp2P2
Jp + P1 + rP2
− kp3P2 (5.4)
The model features protein dimerization (given by the rate ka), phosophorylation-
regulated degradation (represented by the rates kp1 and kp2, and transcriptional
repression, while being relatively simple and straightforward. We can model
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the effect of temperature in the perL mutant by decreasing the value of the bind-
ing rate ka while leaving the dissociation rate kd constant. The experiment in
Figure 5.4 can be simulated by initializing the model in a state where protein
is low and mRNA is high (like at the end of the day in a light-dark cycle), and
then plotting the oscillation of P1 after one full period has passed. The results
are shown in Figure 5.6. There is a qualitative similarity between the effect of
increasing temperature in the model and in the experimental data. In particular
we can see in both cases a shift in the peak of the oscillation towards the late
night/early morning.
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Figure 5.6: Simulation of the experiment shown in Figure 5.4 using the
model developed in [191] to simulate different circadian mu-
tations.
These results should of course be taken with a grain of salt since the model is
oversimplified and our choice of parameters is somewhat arbitrary. However,
they serve as a useful sanity check on our explanation of the experimental data.
In general, we can conclude that quantitative Western blotting is a sufficiently
sensitive measurement technique to detect the changes in shape of molecular
oscillations associated with changing timescales in the circadian clock. This
means that the above results constitute good evidence for the prediction that
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the effect of temperature on the shape of circadian oscillations should be only
simple rescaling of amplitude, and not changes in shape. We can therefore con-
clude that all the various sub-processes of the circadian clock in Drosophila are
independently temperature compensated, and that the core clock is temperature
insensitive. This leads us to the second prediction of the evolutionary model in
[53], that there should be a specific separate pathway mediating temperature
sensation of circadian oscillations.
5.2 Circadian temperature sensation
A variety of experiments have found sensory pathways involved in circadian
entrainment to temperature cycles. Drosophila sensory bristles possess special-
ized structures, the chordotonal organs, that are involved in sensing tactile stim-
uli, as well as in thermotactic behavior [108]. Mutations in two genes, nocte and
norpA, that are involved in chordotonal organ functions, have been shown to
result in defects in circadian entrainment to external oscillations in temperature
[171]. Additionally, a neural pathway involving the temperature-sensitive TrpA
ion channel has also been shown to affect circadian activity under temperature
cycles [111]. There is therefore good evidence for the type of signaling pathway
required by our model. These results are particularly appealing because adap-
tive signaling is a ubiquitous feature of neural sensory systems. However, the
argument for our model of temperature compensation has its roots in a simu-
lation of evolution. Chordotonal organs and TrpA channels are known to play
a role in general temperature sensation, and it is likely that they became con-
nected to the circadian clock after the evolution of the circadian oscillation was
in some sense complete. One could argue that a true satisfaction of the model’s
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predictions regarding temperature sensation requires a molecular pathway for
circadian temperature sensation that is present in every cell, not just the brain.
Just such a pathway was proposed in experiments with flies carrying the
cryb mutation. Cryptochrome (CRY) is a blue-light photoreceptor known to be
responsible for circadian entrainment to light cycles. The cryb mutation leads to
flies that have significantly reduced phase shifting in response to light pulses,
and that, unlike wild-type Drosophila, are rhythmic in constant light [48]. A
temperature PRC experiment found similar results for temperature sensation in
cryb mutants [92]. A PRC using a 30 minute 37◦C heat pulse found significantly
reduced resetting amplitude in cryb mutants compared to wild-type animals.
In particular, a 30 minute pulse applied at hour 15 of the subjective day was
found to result in a 2.5 hour phase delay in wild-type flies, and only a 0.5 hour
delay in cryb mutants. However, because the large incubators typically used for
temperature control in Drosophila labs are not capable of heating and cooling to
37◦C and back in a half hour, the temperature shock was applied by removing
the cuvettes containing individual flies from the circadian activity monitor and
dipping them into a 37◦C water bath for 30 minutes. Figure 5.7 shows the results
of an attempt to replicate the experiment using a custom incubator to avoid this
methodological oddity.
Flies were entrained to light-dark cycles as in [92], and then placed in an in-
sulated box with dimensions of about 18 by 8 inches. The small size of the box
allows it be heated and cooled rapidly by a single thermoelectric Peltier element,
with feedback control provided by thermistor temperature sensors (see Chapter
3 for a detailed description). At hour 15 of the first day in constant darkness, a
30 minute step to 37◦C was applied, and the phase of the flies’ activity rhythms
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Figure 5.7: Average population oscillations of activity in a phase-resetting
experiment. Control populations are shown in blue, popula-
tions exposed to a 30 minute temperature step from 25◦C to
37◦C are shown in green. The stimulus is applied at hour 2 in
the plots, corresponding to hour 15 of the subjective day. Phase
shifts are 2.45 ± 0.36 hours in wild-type animals (top), and 2.43
± 0.59 hours in cryb mutants (bottom).
was compared to a control group. As can be seen in Figure 5.7, the phase shift
in wild-type and cryb animals is similar, with both groups showing an approx-
imately 2.5 hour phase advance. The results are in clear contradiction to those
in [92], and no difference in temperature sensation appears to be present in the
cryb mutant.
Fortunately, other results on cell autonomous circadian temperature sensa-
tion have subsequently been found. One experiment showed that mouse SCN
explants expressing luciferase reporters showed significantly reduced phase re-
setting in a temperature PRC experiment when cultured in the presence of KNK437,
a drug known to inhibit the heat shock response [17]. It has also been found that
the heat shock transcription factor HSF1 is required for circadian synchroniza-
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tion by temperature [182]. The same set of experiments also found an HSF1
binding site in the promoter region of the Per2 gene, and showed a physical
association between HSF1 and the circadian transcription factor BMAL1. There
is thus considerable evidence that the heat shock pathway plays a role in circa-
dian temperature sensation in mammals. However, no such evidence yet exists
in Drosophila.
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Figure 5.8: Results of a PRC experiment applying a temperature step from
18◦C to 29◦C to three strains of flies. WT denotes wild type,
HSF/- a heterozygous knockout of the what shock transcrip-
tion factor, and HSFTS a temperature-sensitive HSF mutant.
Phase shifts are plotted against the hour of the subjective day
at which the step occurred, and are calculated relative to the
phase of the group at CT 13. Error bars are standard error of
the mean.
Figure 5.8 shows the results of a temperature PRC experiment on two Drosophila
strains bearing mutations in the heat shock pathway. The Drosophila heat shock
transcription factor (HSF) is required for development even at normal temper-
atures, and so cannot be completely knocked out. One of the strains therefore
features a heterozygous knockout of HSF, and the other strain bears a point mu-
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tation rendering the HSF protein temperature-sensitive, such that it does not
function above 29◦C [88]. In order to fully exploit the temperature-sensitive
mutant, the stimulus used in the PRC is a step up in temperature from 18◦C
to 29◦C (higher temperatures are likely to kill flies with a nonfunctioning heat
shock response). The expectation would be that flies bearing these mutations
would show reduced or eliminated phase resetting in response to such a stimu-
lus. However, as the figure shows, the opposite is the case. Both mutant strains
show increased phase resetting in response to a temperature step. The most likely
explanation for this is that the effect of the heat shock response on circadian
phase is opposite to, and less than, the effect of other signaling pathways, per-
haps the neural pathways mentioned above. This would suggest that although
the heat shock pathway has some vestigial effect on circadian temperature sen-
sation, it is no longer the primary pathway for temperature entrainment.
The phase shifts in Figure 5.8 are plotted relative to one of the stimulated
groups, rather than by comparison to a control. This is because the shape of
the circadian activity oscillation is markedly different at different temperatures
(see Figure 5.9), making principled phase comparisons between oscillations at
different temperatures impossible. It has long been known that temperature
affects the circadian activity profile, with daytime sleep increased and nighttime
sleep reduced at higher temperatures [85]. However, this effect is markedly
reduced in the heat shock mutant strains. Figure 5.9 shows the sleep profile
of wild-type and HSF/- flies in constant darkness at 18◦C and 29◦C. Wild-type
animals show the usual increase in sleep during the subjective day (hours 0-12
in the plot) and decrease in sleep during the subjective night (hours 12-24). The
heterozygous HSF knockout strain, however, has an essentially identical sleep
profile at the two different temperatures. This provides further evidence for the
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role of the heat shock pathway in communicating temperature information to
the circadian clock.
Figure 5.9: Effect of temperature on sleep profile in wild-type and heat
shock mutant flies. Sleep per 30 minutes is shown over the
course of the circadian day at 18◦C and 29◦C in wild-type
flies (WT, left) and heterozygous heat shock transcription fac-
tor knockouts (HSF/-, right). Shaded regions indicate stan-
dard error of the mean across at least 15 individuals. Flies that
have been motionless for at least 5minutes are considered to be
asleep.
A variety of threads of evidence have shown that specific pathways for com-
municating temperature to the circadian clock exist, as required by our model.
These pathways may take the form of an adaptive neural pathway (chordotonal
organs and TrpA channels), or a transcriptional pathway that couples to the
clock without changing the period (the heat shock response). We have shown
that the structure of circadian temperature regulation consists of a core clock
that is essentially temperature insensitive, coupled to an independent signaling
pathway that communicates changes in temperature while preserving temper-
ature compensation. The question of how the core circadian clock is compen-
sated at the molecular level remains open. As we discussed in the Introduc-
tion, some partial results exist that suggest balancing between phosphoryla-
tion and dephosphorylation reactions plays an important role in temperature
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compensation. Some simple models do show that networks of reversible reac-
tions lend themselves well to robust temperature compensation (see Chapter 2).
Firm experimental evidence on the global biochemical mechanisms of tempera-
ture compensation will likely require observation of the cellular molecular clock
in action at different temperatures, perhaps by the use of fluorescent reporters
or fusion proteins. Some preliminary work in this direction was discussed in
Chapter 3, but much remains to be done.
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CHAPTER 6
CONCLUSION
The circadian clock in Drosophila melanogaster is a crucial biological regula-
tory system that also displays rich dynamical behavior. This has led to a great
deal of study of circadian rhythms from a mathematical point of view, some of
which we reviewed in Chapter 2. The circadian clock has also been a fruitful sys-
tem for the experimental study of behavior. The first genetic mutation known
to influence animal behavior, in the Drosophila period locus, was found through
a screen for alterations in circadian rhythmicity [102]. Some of the key experi-
mental techniques in the study of circadian rhythms are discussed in Chapter
3.
In this thesis, we have attempted to understand features of circadian rhythm
dynamics by synthesizing a mathematical point of view with quantitative ex-
perimental data. The experiments described in Chapter 4 used light stimuli to
probe the dynamics of the clock in an effort to understand the structure of the
cellular oscillator population in the Drosophila brain. Using a carefully tuned
light pulse, phase synchronization of individual oscillators can be temporarily
disrupted, as originally shown in the 1972 experiments of Art Winfree [208]. We
have reproduced this effect for the first time in individual behaving animals,
and shown that a careful analysis of behavioral rhythms in animals exposed to
the so-called critical or singular light stimulus suggests that a long-term disrup-
tion in the dynamics of the clock occurs, consistent with Winfree’s original ob-
servations. We then used some phenomenological observations of fly behavior
in constant darkness to argue that this disruption could be explained by weak
coupling between individual neurons in the Drosophia brain.
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In Chapter 5, we study the effect of temperature on the dynamics of the
clock in an effort to understand the mechanism of temperature compensation
of the circadian period. Using Western blot measurements of protein concen-
trations and a luciferase reporter for transcriptional activity, we show that the
effect of temperature change on the circadian clock can be described by a pure
rescaling of amplitude. Using models described in Chapter 2 (in particular a
model developed by Paul Francois [53]) we argue this simple scaling behavior
indicates that various reactions making up the core circadian oscillator are inde-
pendently temperature compensated. This suggests that, because the core cir-
cadian clock is essentially temperature-insensitive, a specific signaling pathway
for communicating temperature to the clock should be present. We investigated
the effect of a two candidate signaling pathways using temperature stimulus ex-
periments, and present evidence that the heat shock pathway is likely involved
in regulation of both circadian behavior and sleep in response to temperature
changes.
6.1 Future directions
In Chapter 4, we used a measurement of the rate of phase drift in adult wild-
type Drosophila activity rhythms to gain some information about the strength of
coupling between circadian neurons. The premise of this measurement is that
a combination of averaging between a large number of neurons and increased
robustness of individual oscillations due to coupling should lead to a low rate of
phase drift. We found that the rate of phase drift, while very low (the dephasing
time is 120 days, longer than the lifespan of the fly) is only about 40 times higher
than the dephasing time of an individual neuron. This is low enough that it can
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be explained purely by averaging over the phase-locked population, without
any additional effect from coupling.
However, this conclusion relies on an estimate of the number of neurons
contributing to setting the circadian phase. The are about 120 circadian neurons
in the Drosophila brain, but not all of them are part of the central pacemaker
(see Section 1.4 for a more detailed discussion of circadian anatomy). In order
to test how many (and which) neurons participate in setting the phase of circa-
dian behavior, the phase diffusion measurement discussed in Chapter 4 can be
repeated using mutant strains of fly in which the circadian clock is expressed in
only a subset of the usual wild-type population. This can achieved by using the
UAS-GAL4 system (see Chapter 3) to restore partial circadian expression in a
clock-null mutant (usually either per0 or cyc0). GAL4 drivers can be used to re-
store the circadian clock specifically in sLNv, lLNv, LNd, or DN neurons (see [67]
for examples). Measuring phase diffusion rates in these partially expressing
lines should provide insight into how various groups of neurons are coupled
together, and which groups make up the central pacemaker.
The goal of the light pulse singularity experiment described in Chapter 4 is
to gain insight into the strength of coupling between circadian neurons by ob-
serving the dynamics of amplitude recovery in animals exposed to the critical
light stimulus. We found that this is not possible to achieve by observing activ-
ity rhythms alone, because the amplitude of activity rhythms is not tightly cou-
pled to the amplitude of the underlying molecular oscillations. However, it is
possible to observe amplitude recovery by directly imaging circadian neurons.
This can be done in fixed brains with an antibody stain for circadian proteins
(see Chapter 3 for details). Since time series data cannot be obtained, measur-
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ing amplitude recovery and resynchronization rates will rely on assessing the
position of the circadian clock in phase space for each neuron in an individual
brain. From this average amplitude and synchrony values can be assessed in
individual brains and further averaged over a large number of samples. This
requires two independent markers of circadian phase to be imaged in each neu-
ron. Previous quantitative observations of circadian rhythms in fixed brains
have used antibodies against PER or TIM (see [174]) for an example), but PER
and TIM oscillate with roughly the same phase, so cannot be considered inde-
pendent markers. CRY protein oscillates with a slightly different phase than
PER or TIM, so could serve as a possible marker, though an observation of CRY
oscillations in individual neurons has not been reported in the literature. CLK
and CYC proteins do no oscillate, and so cannot be used as phase markers. A fi-
nal possibility would be to use a circadian GAL4 driver to express a destabilized
GFP, which could serve as a reporter of transcriptional oscillations.
In Chapter 5, we showed that mutations in the heat shock pathway cause
the Drosophila circadian clock to respond differently to temperature shifts. How-
ever, in flies, unlike in mammalian cell culture, reductions in the heat shock re-
sponse lead to increased phase-shifting after temperature steps. This is likely due
to the presence of other pathways for communicating temperature to the circa-
dian clock. In particular, alteration in the functioning of mechanosensitive chor-
dotonal organs [171] or temperature-sensitive Trp ion channels [111] have been
shown to affect circadian temperature entrainment. One way to disentangle the
effects of these pathways is generate mutants in which all of the pathways have
been knocked out and measure temperature responses in the knockout strains.
Another possibility is to examine the effect of temperature shifts on circadian
rhythms in isolated tissues. This could eliminate the influence of neural sen-
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sation mechanisms such as chordotonal organs and Trp channels, isolating the
effects of the heat shock pathway. Circadian rhythms have been observed in a
variety of isolated tissues including legs, wings, and abdomens, and have also
been shown to be temperature-sensitive in these contexts [61].
The temperature scaling measurements shown in Chapter 5 also indicate
that different sub-processes of the circadian clock are independently tempera-
ture compensated. However, they don’t tell us anything about how these pro-
cesses are compensated. As we saw in Section 1.3, our knowledge of the bio-
chemical details of the workings of the clock is fragmentary and incomplete.
We do not have a good understanding of how the period is set, or even how
the lengths of individual sub-processes in the circadian rhythm are regulated.
However, much more is known about the biochemical regulation of nuclear
translocation of PER and TIM than about other parts of the clock. This is mostly
due to experiments in the Drosophila S2 cell culture system (see [130] for a key
early example). It is known that nuclear translocation is regulated by a compli-
cated series of phosphorylation reactions (see Section 1.3 for details), and a num-
ber of phosphorylation site mutants with period phenotypes have been found
on both PER and TIM [56]. Examining the temperature compensation pheno-
types of these mutants, as well as the effect of kinase and phosphatase levels on
nuclear translocation of the mutant proteins in S2 cells could shed significant
light on the temperature compensation of nuclear translocation. Understand-
ing how nuclear translocation is temperature compensated could in turn pro-
vide a blueprint for understanding the microscopic mechanisms of temperature
compensation in other parts of the clock.
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6.2 Evolution of circadian clocks
The experiments described in the preceding pages are all concerned in one way
or another with understanding the how and the why of the construction of the
circadian clock. Understanding the mechanism and structure of the clock is in-
timately related to understanding the evolution of the clock. As we discussed in
Section 1.2, the evolutionary origins of the circadian clock are a subject of some
debate. It is clear due to the significant differences in both sequence and struc-
ture that the cyanobacterial and eukaryotic clocks have independent origins. It
also clear due the substantial sequence homologies present that all animal clocks
have a common origin. However, the circadian clocks in fungus and plants have
a very similar structure to that of the animals, but lack any significant sequence
homology [219]. It is therefore unclear whether they evolved independently or
not. The role of the circadian clock in the fitness of organisms is substantial
and includes metabolic, immune system, and lifespan effects (see Section 1.1).
However, the primary role played by the ancestral clock is also not known.
One popular theory [163] suggests that the circadian clock evolved to help
organisms protect themselves form light-induced DNA damage. Sequence ev-
idence from numerous different organisms indicates that the circadian clock
co-evolved with blue light photo reception [58]. Animal cryptochrome pro-
teins are part of an enzyme family known as the photolyases, most of which
are light-inducible enzymes involved in DNA damage repair [185]. This the-
ory still leaves the question of why the circadian oscillations evolved. A simple
light-sensitive switch could be sufficient for regulation of DNA damage repair
mechanisms, and indeed many photolyases serve in exactly this role [185]. The
standard explanation of the need for a circadian clock rather than a circadian
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switch is anticipation. That is, a clock allows the organism to anticipate the sun-
rise rather than just respond to it. However, even this does not require a clock.
An hourglass mechanism could accomplish the same task, and in fact, some
corals have been shown to keep circadian time via an hourglass-like mecha-
nism [114]. However, an hourglass mechanism may not be sufficient to produce
robust anticipation in the presence of seasonal variations in light level and day
length. This claim has been supported by simulations of the evolutionary fitness
of various timekeeping mechanisms [188].
One can ask similar questions about temperature compensation. Given that
outside of the lab the circadian clock is always exposed to a strong entraining
signal (light), why is temperature compensation actually necessary? One the-
ory is that the temperature compensated clock is needed to produce the correct
seasonal variations in wake and sleep times [122]. However, it seems easy to
write down an uncompensated oscillator model that produces similar results.
Another idea is that temperature compensation is important because different
parts of the clock are responsible for downstream signaling to different targets,
and that these targets must be kept in sync with each other. This would sug-
gest that the clock must maintain a constant phase and shape at different tem-
peratures (David Rand, personal communication). Another idea could be that
temperature compensation originated in the evolution of the clock. One could
imagine that the circadian clock resulted from a progression of light-sensing sys-
tems that included a switch and an hourglass. An hourglass mechanism would
clearly need to be temperature compensated in order to accurately keep time in
the face of daily temperature variations. It could respond to seasonal variation
by sensing some combination of temperature and day length. This evolution-
ary story predicts that the circadian clock should be built on top of a switch-like
107
mechanism. One model of the clock [191] uses just such a mechanism, in which
positive feedback comes from the stabilization of PER and TIM by dimerization.
S2 cell experiments on the stability of PER and TIM as a function of concentra-
tion and light level could be used to test the predictions of this model.
Similar evolutionary considerations can shed light on the nature of coupling
and communication in the circadian oscillator population. We argued that the
necessity for a circadian oscillator rather than a switch lies in the need for ro-
bust timekeeping in the face of daily and seasonal variations in temperature,
light levels, and day length. This has interesting implications for the structure
of the clock because it means that the clock is not a sensory system designed to
faithfully transmit information about environmental light and temperature. A
comparison with another oscillating system, the hair bundle in the mammalian
ear, is instructive. Sound information is transmitted to the optic nerve via a pop-
ulation of mechnosensitive hair bundles that respond selectively to particular
frequencies. This is achieved via an active process involving mechanosensitive
ion channels in the hair cell that make the bundle oscillate spontaneously with
a characteristic frequency. The oscillation is poised very close to its associated
Hopf bifurcation, which maximizes its sensitivity to external stimuli (see [84]
for a review of hair bundle biophysics). This makes the hair bundle a faithful
communicator of the amplitude, frequency, and phase of sound waves. The
circadian clock, on the other hand, is not a faithful transmitter of amplitude or
frequency. It is designed to oscillate only at one frequency, and with relatively
fixed amplitude, and only to faithfully report the phase of external light and
temperature oscillations. Even this reporting of phase should not be too sensi-
tive to the variations that inevitably result from changes in weather and seasons.
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The circadian clock must be entrainable in order to make behavioral and
physiological rhythms responsive to environmental light and temperature. How-
ever, it must also be robust in the face of fluctuations in external forcing. Unlike
the hair bundle, the circadian clock should be far from a Hopf bifurcation. As
we saw in Chapter 2, this can be achieved either by having large amplitude
oscillations in individual cells, or by having strong coupling between cells. A
population of relatively weak individual oscillators with widely varying peri-
ods that are strongly coupled together (like that in the mouse) will have different
properties than a population of individually strong oscillators weakly coupled
together (as we suggest us the case for the fly in Chapter 4). It is likely that the
explanation for the structure of oscillator populations in the fly and in mammals
lies in the need for balancing between entrain ability and robustness.
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