We give a necessary condition, independent of the system dynamics, for every Lyapunov function corresponding to the globally asymptotically stable equilibrium point ofẋ = f (x). This necessary condition is numerically easier to check than checking positive definiteness of a function. Therefore, it can be used as a first level test to check whether a given continuously differentiable function is a Lyapunov function candidate or not. We also propose a method, which we call a generalized steepest descent method, to check this condition numerically.
I. INTRODUCTION
Stability analysis is a very crucial topic in systems theory. There are different kinds of stability problems (e.g: stability of equilibrium points, stability of periodic orbits, inputoutput stability etc.) that arise in the study of dynamical systems. Stability of the equilibrium points of an autonomous system is characterized using Lyapunov theory. Existence of a Lyapunov function is a sufficient condition for stability of an equilibrium point of an autonomous system. However for a large class of autonomous systems, finding a Lyapunov function may not be an easy task.
In [10] a technique is given for an algorithmic construction of a Lyapunov function to conclude local stability of an equilibrium point for non-linear autonomous systems with polynomial vector fields. This technique is based on semidefinite programming and sum of squares decomposition. In [9] this technique is extended to include systems with nonpolynomial vector fields, which can be transformed to an equivalent system with polynomial vector fields under equality and inequality constraints on the state variables. Unfortunately these techniques are limited to only certain class of autonomous systems. In general, it is numerically difficult to check the conditions to be satisfied by a Lyapunov candidate and a Lyapunov function. Checking positive definiteness of simple polynomial functions is also an NP-hard problem when polynomial has degree 4 or higher [8] . In [5] a revised CPA method is given to compute a Lyapunov function for nonlinear systems with locally exponentially asymptotically stable equilibrium point. However, there is no method yet to construct a Lyapunov function to conclude the global asymptotic stability of the equilibrium point.
Checking the global asymptotic stability of an equilibrium point of a nonlinear autonomous system is a more difficult problem than checking stability or asymptotic stability of an Chirayu D. Athalye is with the Department of Electrical Engineering, Indian Institute of Technology Bombay, Mumbai 400076, India. chirayu@ee.iitb.ac.in equilibrium point. This is because while checking the global asymptotic stability, one cannot use the technique of local linearization about an equilibrium point. In this paper, we provide a necessary condition in terms of a local minima of the h function (to be defined later in section-IV) that every Lyapunov function V , corresponding to the globally asymptotically stable equilibrium point ofẋ = f (x), must satisfy. As this necessary condition on Lyapunov functions does not involve system dynamics, it is easier to check. For the global asymptotic stability analysis of an equilibrium point, the necessary condition obtained from Theorem 5.1 can be used as a first level test for Lyapunov function candidates. Note that, this first level test is based on the generalized steepest descent method given in section-VI, and is easier to check than checking positive definiteness of a function. Therefore, the computationally more intensive positive definiteness check can be spared for functions which fail to satisfy this first level test.
While tackling the problem of finding a Lyapunov function to conclude the global asymptotic stability of the equilibrium point, one obvious start is by employing continuously differentiable and coercive functions which can be written as sum of squares. In order to conclude that a function in the above class is a Lyapunov function, one needs to check that the time derivative of this function along system trajectories is negative definite, which is again numerically very difficult. With our proposed necessary condition, the set of functions on which this negative definiteness condition (involving system dynamics) needs to be checked can be drastically reduced.
This paper is organized as follows. In section-II, we explain notations and some preliminaries. Lyapunov theory is described in brief in section-III. In section-IV, we define the h function which will be used later to state our necessary condition. We state and prove our main result in section-V, which gives a necessary condition for a Lyapunov function V corresponding to the globally asymptotically stable equilibrium point. In section-VI, we explain the generalized steepest descent method to check the necessary condition obtained from Theorem 5.1. Finally section-VII contains conclusion and future work.
II. NOTATIONS AND PRELIMINARIES
R denotes the field of real numbers, and R n is the ndimensional real Euclidean space over R. The set of natural numbers is denoted by N. We use R + to denote non-negative real numbers, and R ++ to denote positive real numbers. Lowercase bold faced letters are used to denote vectors in R n ; and lowercase non-bold faced letters to denote real scalars.
· denotes the Euclidean norm or 2-norm on R n . The ball and sphere in R n of radius r > 0 centered at x 0 , with respect to 2-norm, are defined as:
· ∞ denotes the ∞-norm on R n . One analogously defines the ball and sphere in R n of radius r centered at x 0 , with respect to ∞-norm. Let D ⊆ R n ; we denote the interior and the closure of D by D o and D respectively. The boundary of D, denoted by ∂ D, is defined as
A real valued function f : R n → R is said to be coercive, if for every sequence {x n } ∈ R n which satisfy x n → ∞, we have lim n→∞ f (x n ) = ∞ (see [4] ). Let f : D → R, where D ⊆ R n ; and let E ⊆ D. We denote the restriction of f to E as f | E . For a function f : R n → R, we denote its gradient by ∇ f (·).
A real valued function f :
A real valued function f : G → R is said to be lower semicontinuous, if it is lower semi-continuous at every x ∈ G (see [4] ).
A function f : G → R n , where G ⊆ R n , is said to be locally Lipschitz at a point x 0 ∈ G, if there exists ε ∈ R ++ and a Lipschitz constant l ∈ R ++ such that, ∀ x, y ∈ B(x 0 , ε) the following condition is satisfied:
A real valued function f : G → R n is said to be locally Lipschitz, if it is locally Lipschitz at every x 0 ∈ G ⊆ R n (see [6] ). Consider the following equivalence relation on the vectors in R n : d 1 is said to be equivalent to d 2 , denoted as d 1 ∼ d 2 , if d 1 = αd 2 for some α > 0. The set of equivalence classes of vectors in R n induced by this relation are the directions in R n . Therefore, directions in R n can be represented as points on the unit sphere S(0, 1). The induced topology on S(0, 1) from R n is used to define the open and closed sets of S(0, 1). For d ∈ S(0, 1), we will use N ε (d) to denote its neighborhood on S(0, 1); i.e. N ε (d) = B(d, ε) ∩ S(0, 1).
III. LYAPUNOV THEORY
In this section we briefly cover Lyapunov theory. Reader can refer to [6] , [7] , [12] for a detailed treatment on this topic. Consider an autonomous system:
where f : G → R n is a locally Lipschitz map on its domain G ⊆ R n . A point x * is said to be an equilibrium point of the autonomous system represented by (4), if it is a real root of the equation f (x) = 0. Definition 3.1: An equilibrium point x = x * of (4) is said to be
• asymptotically stable if it is stable and δ can be chosen such that
Lyapunov theorem, which is stated below, gives a sufficient condition for stability and asymptotic stability of an equilibrium point x * . Theorem 3.1: Let x * be an equilibrium point of (4).
is an open set containing x * , be a continuously differentiable function such that;
Then, x * is a stable equilibrium point (4) .
is called a Lyapunov candidate; and a continuously differentiable function V : D → R satisfying both (5) and (6) is called a Lyapunov function. Suppose x * is an asymptotically stable equilibrium point of (4). Then, the largest region around x * which satisfies the property that, any trajectory starting in that region will converge to x * (as t → ∞) is called the region of attraction of x * . Definition 3.2: If the region of attraction for an asymptotically stable equilibrium point x * is entire R n , then x * is called the globally asymptotically stable equilibrium point of (4).
Clearly if x * is a globally asymptotically stable equilibrium point of (4), then it must be the unique equilibrium point of (4). The Barbashin-Krasovskii theorem, stated below, gives a sufficient condition for x * to be the globally asymptotically stable equilibrium point.
Theorem 3.2: Let x * be an equilibrium point of (4). Let V : R n → R be a continuously differentiable function such that:
Then, x * is the globally asymptotically stable equilibrium point of (4) . With respect to the global asymptotic stability, a continuously differentiable function V : D → R satisfying (7) and (8) 
We define the function h : S(0, 1) → R ++ ∪ {∞} as follows:
For every direction point d ∈ S(0, 1) for which h(d) < ∞, we define the corresponding point z d as follows:
We will use the above definition in next section to state our It is apparent from the definition of functions k d and h that, for every d ∈ S(0, 1) for which h(d) < ∞, we have ∇V (z d ), d = 0; but note that, ∇V (z d ) need not be zero (see Fig. 1 ).
V. NECESSARY CONDITION
In this section, we propose a new necessary condition on Lyapunov functions corresponding to the globally asymptotically stable equilibrium point. This new necessary condition is numerically easier to check compare to the known necessary conditions given in (7) and (8) .
We give below a sufficient condition under which there exists a point z = x * such that ∇V (z) = 0, where V : R n → R is a Lyapunov candidate corresponding to the globally asymptotically stable equilibrium point x * . If such a point exists, then V will not satisfy condition (9) in Theorem 3.2; and hence it cannot be a Lyapunov function.
Theorem 5.1: Let V : R n → R be a Lyapunov candidate corresponding to the globally asymptotically stable equilibrium point x * of (4). If
then for any local minimizer w ∈ S(0, 1) of h with h(w) < ∞, we have ∇V (z w ) = 0. Proof: Let w ∈ S(0, 1) be a local minimizer of h with h(w) < ∞. Then with respect to induced topology on S(0, 1), there exists a neighborhood N ε (w) := B(w, ε) ∩ S(0, 1) of w for some ε > 0 such that:
Suppose ∇V (z w ) = 0. As h(w) < ∞, we have ∇V (z w ), w = 0. Let us define some open half-spaces which we need later: d θ = 1, can be parametrized by an angle θ (0 ≤ θ < π/2) it makes with −∇V (z w ) (see Fig. 2 ). ∇V (z w ), d θ is negative and strictly increasing for θ ∈ [0, π/2). Therefore, as V is a continuously differentiable function, ∃ α > 0 such that for every β ∈ (0, α] following holds 1 :
V (z w + β d θ ) increases, as θ increases in [0, π/2) . (17) 1 It follows from the Taylor series expansion and mean value theorem. Now consider a sequence of directions (u n ) ∈ H 1 ∩ (−H 2 ) ∩ V, with u n = 1, converging to w. As lim n→∞ u n = w, there exists n o ∈ N and γ > 0 such that ∀ n ≥ n o , (x * + γu n ) ∈ B(z w , α) ∩ V (see Fig. 3 
) 2 . Consider an arbitrary direction
S(x * , h(w)) with the ray {x * + γ v | γ > 0}; as shown in Fig.  4 . Now, consider a triangle in the plane V with vertices z w , y v , and x * . As shown in Fig. 5 , angle at the vertex y v in this triangle is outside the smaller semi-circle with the line segment [x * , z w ] as a diameter. Therefore, angle
at the vertex y v is less than π/2 and ∃
As V is a Lyapunov candidate, V satisfies (7) ; and hence V is strictly increasing in every direction at x * . However as V (x v ) ≥ V (y v ), we can say that V | {x * +γv | γ≥0} is not a strictly increasing function, and this one variable function has a local maxima at certain
Therefore for every v ∈ {u n | n ≥ n o }, we have h(v) < h(w). This is a contradiction to the fact that w is a local minimizer of h. Therefore, ∇V (z w ) = 0.
Remark 5.1: 1) From the above theorem, we get the following necessary condition for a Lyapunov candidate to be a Lyapunov function corresponding to the globally asymptotically stable equilibrium point: The corresponding function h should not have any local minimizer with finite local minimum. 2) The more stronger and very obvious necessary condition would be: ∇V (x) = 0, ∀ x = x * ; but there is no systematic method to check this condition numerically in a general case. 3) As the function h is defined over a compact set S(0, 1), searching for its local minimizers is easier.
VI. GENERALIZED STEEPEST DESCENT METHOD In this section, we give a method to find a local minimizer of the function h. This method is based on some of the ideas in the proof of Theorem 5.1 and the steepest descent method 3 .
Suppose we want to check a continuously differentiable function V : R n → R for being a Lyapunov function candidate corresponding to the globally asymptotically stable equilibrium point x * . In the generalized steepest descent method, we search for a point z = x * at which gradient of V vanishes. If there exists such a point, then V cannot be a Lyapunov function to conclude the global asymptotic stability of x * . Therefore, it can be used as a first level test, by which checking positive definiteness of many functions can be avoided if you succeed in finding such a point. Consider an autonomous system given in (4) . Suppose we are interested in checking the global asymptotic stability of an equilibrium point x * of this autonomous system. Let V : R n → R be a continuously differentiable function which we want to check for being a Lyapunov function candidate. Now given d ∈ S(0, 1), we can numerically find h(d) by differentiating the one variable function k d (γ) := V (x * + γd). By definition of h function, h(d) is nothing but smallest γ > 0 for which derivative of k d becomes zero. Though we can numerically find h(d) for given d ∈ S(0, 1), we do not know the analytical expression of the function h : S(0, 1) → R ++ ∪{∞}. If analytical expression of the function h was known, then we could have searched for a local minimizer w ∈ S(0, 1) of h by either using the steepest descent method or some other optimization algorithm. If the function h has a local minimizer w with h(w) < ∞, then by the Theorem 5.1 we know that: ∇V (z w ) = 0, where z w = x * + h(w) w. As we do not know the analytical expression for the function h, we search for a local minimizer direction point w ∈ S(0, 1) by what we call a generalized steepest descent method.
In order to explain the generalized steepest descent method, we will assume that we have a direction point d ∈ S(0, 1) for which h(d) < ∞. Later we will explain, how one could systematically search for such a direction point. If we have a direction d ∈ S(0, 1) such that h(d) < ∞, then we can use the following generalized steepest descent method with non-exact line search to find a local minimizer w of h.
1) Let d 0 = d. For direction d 0 , calculate its corresponding point
V cannot be a Lyapunov function. If it is non-zero, then proceed as follows. 2) Consider points of the form (z d 0 − β ∇V (z d 0 )), β > 0 as shown in Fig. 6 . Corresponding to every point of this form, we get a unique direction u β :
If u β is sufficiently close to d 0 , i.e. if β is sufficiently small, then h(u β ) < h(d 0 ). 4 3) Evaluate h at different directions u β corresponding to points on the ray {z d 0 − β ∇V (z d 0 ) | β > 0}. A local minimizer of h restricted to such points u β is taken as the next iterate d 1 in our generalized steepest descent method 5 . 4) Repeat above process iteratively. In generalized steepest descent, we can guarantee that h(d k+1 ) < h(d k ). At every iteration, find ∇V (z d k ) and check whether it is approximately zero or not. If in the j-th iteration, we get that ∇V (z d j ) = 0, then we can conclude that V is not a Lyapunov function candidate. The h restricted to directions of the form u β in step-3, is a function of one variable β . Therefore, local minimizer of h restricted to such directions u β can be easily found from its graph. In this method, we minimize the function h on direction points which are obtained from the steepest descent direction of V at z d k . Therefore, we call it the generalized steepest descent method.
We now explain how one could systematically search for a direction point d ∈ S(0, 1) for which h(d) < ∞. For this purpose, we would consider directions in R n as points on the unit sphere centered at the origin with respect to ∞-norm rather than 2-norm. Let us denote the unit sphere centered at the origin in R n with respect to ∞-norm as S ∞ (0, 1). Imagine a grid on such unit sphere, where neighboring points are δdistance apart with respect to the ∞-norm; we will call such grid a δ -grid. In R n one could systematically move from one direction point on the δ -grid to the other using (n − 1) loops; and this way all direction points on such δ -grid can be exhausted.
As V is a continuously differentiable function, we can say the following. If for an arbitrary chosen direction u, the one variable function V | {x * +γu | γ≥0} is strictly increasing without an inflection point, then there exists a neighborhood around u ∈ S ∞ (0, 1) (with respect to induced topology on S ∞ (0, 1)) such that: V restricted to every direction in that neighborhood is a strictly increasing function without an inflection point. Therefore if for a sufficiently small δ , h(d) = ∞ for every direction point d on the δ -grid of S ∞ (0, 1); then one could say that, the following is highly probable: 1) ; then V satisfies the necessary condition which is deduced from the Theorem 5.1.
We explain below a simple strategy for the systematic search of a direction point d ∈ S ∞ (0, 1) for which h(d) < ∞.
1) Decide on some small value for δ , and start with an arbitrary direction point u on δ -grid of S ∞ (0, 1). We know how to find h(u) for given u ∈ S ∞ (0, 1). Suppose for this arbitrarily chosen u ∈ S ∞ (0, 1), the function V | {x * +γu | γ≥0} is a strictly increasing without an inflection point, i.e. h(u) = ∞. Then, keep moving in a systematic way from one direction point on δ -grid to the other till you get a direction point d ∈ S ∞ (0, 1) for which h(d) < ∞. 2) If during this search process you get a direction point d ∈ S ∞ (0, 1) for which the one variable function V | {x * +γd | γ≥0} is not strictly increasing at x * ; then V does not satisfy the condition given in (7) . Therefore, V cannot be a Lyapunov candidate. 3) If h(d) = ∞ for every direction point d on δ -grid of S ∞ (0, 1), then it is highly probable that: h(d) = ∞, ∀ d ∈ S ∞ (0, 1). If higher accuracy is needed, then one could re-evaluate the function h on a finer δ -grid of S ∞ (0, 1). We give below some examples to show how the stated necessary condition, without involving dynamics of the system, is useful in ruling out Lyapunov candidates. Example 6.1: Consider a scalar autonomous systemẋ = −x 3 , and a continuously differentiable function V given by V (x) = x 6 /6 − 13x 4 /4 + 18x 2 . This function V can be written as sum of squares as follows:
Therefore, V is positive definite and coercive; and hence it is a valid Lyapunov candidate for the autonomous systeṁ x = −x 3 . Now let us check whether V satisfies the necessary condition given in section-V. For vector space R, there are only two directions: d 1 = 1 and d 2 = −1. It can be checked that for V under consideration, h(d 1 ) = h(d 2 ) = 2. Therefore, both directions d 1 and d 2 are global minimizers of h : S(0, 1) → R ++ ∪ {∞}.
It can be checked that V ′ (2) = V ′ (−2) = 0. Therefore, V under consideration cannot be a Lyapunov function to conclude the global asymptotic stability of the origin.
In the above example, the vector field f was a polynomial field, and hence checking the condition,V (x) = (∇V (x)) T f (x) < 0, ∀ x = x * may not be too difficult. However, in general when f is some complicated function, like in the example given below, checking the condition involving dynamics would not be easy. In such situation, the necessary condition which we have given in section-V would be useful to rule out some Lyapunov candidates. Example 6.2: Consider a second order autonomous system whose vector field is given by:
Consider a continuously differentiable function V given by V (x 1 , x 2 ) = x 6 1 /6 − 13x 4 1 /4 + 18x 2 1 + x 2 2 , which can be written as sum of squares as follows:
Therefore V is positive definite and coercive; and hence it is a valid Lyapunov candidate for the autonomous system under consideration. Now let us check whether V satisfies the necessary condition given in section-V. The approximate locus of z d as d varies over sectors S 1 and S 3 is shown in Fig. 8 . From this approximate locus it is clear that, directions e 1 and −e 1 are local minimizers of the function h : S(0, 1) → R ++ ∪ {∞}.
It can be checked that, h(e 1 ) = h(−e 1 ) = 2. Therefore, z e 1 = 0 + 2e 1 = [2 0] T and z −e 1 = 0 + 2(−e 1 ) = [−2 0] T . ∇V (2, 0) = ∇V (−2, 0) = 0 0 (21) Therefore, V cannot be a Lyapunov function to conclude the global asymptotic stability of the origin. VII. CONCLUSION AND FUTURE WORK We have given a necessary condition on Lyapunov candidates to be a Lyapunov function corresponding to the globally asymptotically stable equilibrium point. This necessary condition is numerically easier to check. The given necessary condition and a method to check it would be numerically useful in searching for a Lyapunov function; as it would rule out quite a few Lyapunov candidates. Following is a possible future work:
• To develop a numerically more efficient method either using conjugate gradient method or some other optimization algorithm to check the necessary condition given in section-V. • To generalize results in this paper for time varying autonomous systems or unforced systems.
