We present a method for fitting neural networks to geometric and energetic datasets. We then apply this method by fitting a neural network to a set of data generated using the local density approximation for systems composed entirely of silicon. In order to generate atomic potential energy data, we use the Bader analysis scheme to partition the total system energy among the constituent atoms. We then demonstrate the transferability of the neural network potential by fitting to various bulk, surface, and cluster systems.
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INTRODUCTION
Today, there exist many schemes for the development of empirical potentials for application in molecular dynamics research. These schemes range from simple two-body potentials such as the Lennard-Jones Potential, through potential functions of intermediate complexity such as the glue model [1] , the embedded atom method [2, 3] , and the Finnis-Sinclair Potentials [4] , to angular dependent forms including the Stillinger-Weber [5] , and Tersoff [6] potentials. Potentials [1] [2] [3] [4] involve both a sum of two-body interaction potentials, and a potential term which is a sum of a function of the generalised coordination of each atom.
The coordination potential terms are formulated in such a way as to model changes in interatomic bond strength as a result of crowding and steric hindrance among neighboring atoms.
While not of great importance in the modelling of noble gases, these terms are more significant in the modelling of metallic materials, especially those with increasing covalent bonding character. The Stillinger-Weber potential replaces the coordination terms of potentials [1] [2] [3] [4] with a three-body angular term that introduces an energetic penalty which is a function of angular deviations from an angle of known stability. This angular potential energy term attempts to model atomic orbital hybridization, in addition to atomic crowding and changes in coordination. The Tersoff potential arguably improves on this concept by replacing the angular potential terms with a set of attractive terms for each interatomic interaction that are proportional to the bond order of each interaction. This bond order is in turn defined as a function of a coordination number corresponding to the bond ij. This bond coordination number is formulated using the bond angles and distances involving bonds ij and all ik (k = j). While potentials [5, 6] have found some success in describing certain aspects of semiconductor systems, they still demonstrate serious transferability problems.
Meanwhile, cheaper availablity of more and more powerful computers has led to broader applicability of ab initio electronic structure methods in recent years. In particular, density functional theory has experienced a boost of popularity, for physical, chemical, and materials science applications. Two decades ago, molecular dynamics simulations in which ions or nuclei moved classically in a potential field calculated by using ab initio methods were pioneered by Car and Parrinello [7] . These calculations bypassed the issue of empirical potential development entirely, avoiding many of the problems inherent in these potentials.
This approach effectively uses the Born-Oppenheimer approximation to separate the dynam-ics simulation into two parts: the calculation of forces on the ions by differentiation of the electronic structure energy, and the movement of the atomic coordinates according to classical physics using a numerical integration algorithm [8] . The vast majority of computation time corresponds to the calculation of the forces on the nuclei. MD simulations can thus, in principle, arbitrarily approach ab initio levels of accuracy without the vast computational expenses associated with such methods, by more accurately fitting the ab initio potential energy surfaces to more complex parametrised models, and replacing the differentiation of the electronic structure energy by the evaluation of the energy from these models.
Neural networks have been used successfully to model various complex systems [9] [10] [11] [12] , without the formation of an explicit model or parametrised formula. Instead, the artificial neural network is composed of a set of interconnected nodes or neurons, which individually take a set of input values and produce an output value based on a simple formula that takes a small number of parameters. In a feed-forward network, the entire neural network is composed of a number of layers of nodes. The first layer is composed of input nodes, which produce the independent variables as outputs. Each node of the second layer maintains a connection to each of the input nodes with a specific weight, w 
NEURAL NETWORK
Previously, we have reported a neural network potential, similar in design to the present algorithm, except with fewer input variables, that was fit to a smaller subset of tight-binding energetics data [13] . The present algorithm improves on this design by fitting a larger subset of ab initio data, using some additional input variables.
Recently, an algorithm for generating an interatomic potential for silicon using a neural network was reported [14] . This neural network used a set of symmetry functions to char-
acterise the environment of each atom, and used these symmetry functions as input to the neural network. An advantage of this network design was that the number of input variables for each atom was constant, and independent of the geometry of the neighborhood of the atom.
In this paper, we present a different method for generating a many-body interatomic potential from ab initio data, using a feed-forward network topology. In constrast to previously reported network topologies, this network has a variable number of input variables for each atom in the system. Additionally, the complete geometric environment of each atom is explicitly taken into account, including local bond lengths, angles, and torsion angles. Input to the neural network is composed of a series of vectors, each corresponding to a five-atom chain found within the system. Each vector completely describes the geometry of the five atom chain using the following set of 9 input variables: r ij , r jk , r kl , r im , cos θ ijk , cos θ jkl , cos θ mij , τ ijkl , and τ mijk , (see Figure 1 ). In addition to these geometric input variables, the following additional variables are used:
where i, j, k, l, and m are the indices of atoms, and S ij is the bond screening factor between atoms i and j (described below). The sums with index j are over the neighbor list associated with atom i, while the sums with index k are over the neighbor list associated with atom j, and so on. The neighbor list was generated with a cutoff distance of 8Å. The two-center bond screening factors S ij were calculated as the product of all three-center bond screening factors:
where the product is over all atoms k which are found on the neighbor lists of both atom i and atom j, and f (r ij ) is a distance screening function, (distances measured inÅngstroms):
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The three-center bond screening factors S ikj were calculated using the scheme of Baskes [15] . A total screening factor S (n) is calculated for each input vector x (n) :
All possible five-atom chains involving atom i with S (n) = 0 are used as input for the neural network. The output of the neural network is the predicted energy of atom i, ( Figure   2 ).
From each input vector x (n) , the outputs from the first hidden layer y A(n) are calculated.
In this model, there is always the same number of nodes in the second hidden layer as there are for one of the first hidden layers. The inputs to the second hidden layer are then calculated as the linear combination of the corresponding outputs from all of the first hidden layers from each of the input vectors. The weight of each first hidden layer y A(n) is the total screening factor S (n) . All inputs and outputs are linearly scaled such that the entire dataset occurs in the range 0.1 < x < 0.9.
The set of geometry and energy data was divided up on a per-atom basis, in which 60%
of the atoms were assigned to the training set, 20% were assigned to the validation set, and 20% were assigned to the test set. All weights and biases were optimised to minimise the sum of the squares of the errors within the training set, while not increasing the error of the validation set. The neural network was composed of 13 nodes in each of the second and third hidden layers. 
BADER ANALYSIS
One of the challenges of using ab initio data to fit empirical potentials is the division of the total system energy among the atoms composing the system. Here, the Atoms in Molecules approach is used to assign regions of space to each atom in the system [16] . In this article, we use the Bader DFT energy allocation method previously reported by us [17] .
RESULTS
The results of the neural network fitting procedure are shown in • being the energy minimum. Finally, silicon β-tin, BCT5, and ST12 systems were included with various hydrostatic compression strains, and a/c ratios were included in the dataset, along with BC8 systems with both hydrostatic compression strains, and C strains, (Figures 8-9 ). The optimised neural network weights and biases are given in the Appendix.
CONCLUSIONS
It has been demonstrated that neural networks can be used to fit the potential energy surfaces associated with a diverse set of ab initio data for silicon. Small clusters, distorted
Si-diamond, β-tin, BCT5, BC8, and ST12 unit cells, interstitial defects, and reconstructed surfaces have been fit using the screened neural network scheme described in this paper.
The energetics of silicon clusters, bulk, and diamond (001) surfaces have been successfully modeled simultaneously with the same novel potential, based upon the results of ab-initio density-functional theory calculations. Additionally, the energy dependence upon the silicon diamond 001 surface dimer tilt angles has been fit successfully. It has been demonstrated that the neural network design is capable of fitting not only the total system energies, but also the individual atomic energies from the energy partitioning scheme. The neural network design allows the use of a variable number of inputs, by using a screening factor to combine the first hidden layer nodes for each of a set of input vectors. Each input vector fully describes the geometry of a five-atom chain containing the atom of interest. The first hidden layer nodes for each input vector are combined using a screening factor which is the product of function ranges from 0 to 1, and has a smooth first derivative. Due to the fact that the geometry is characterised in terms of only interatomic distances, angles, and torsion angles, the input representation is independent of the axes used to describe the atomic coordinates, and is invariant to rotation of the system. Due to the nature of the screening factors, the input vectors are continuous and smooth with respect to movement of atoms within the system, which is a necessary condition for obtaining smooth potential energy curves from the neural network's output.
Two limitations of the neural network design are the large number of input parameters required for some systems, (particularly the BC8 systems), and a lack of the ability to extrapolate to other system geometries outside of the training set. The major reason for the large number of input parameters is the redundancy of the input data, as each interatomic distance, angle and torsion can often be present several times in the input data. This is because each bond, angle and torsion angle can be part of several different five-atom chains.
The lack of extrapolation ability is an inherent limitation of any neural network, and can be remedied by taking systematically larger sets of data into the training set.
Despite these limitations, the neural network potentials could be useful to obtain ab initio accuracy at a small fraction of the computational cost. Forces can easily be calculated by differentiating the total system energy with respect to the coordinates of the atoms in the system. This allows the possibility of molecular dynamics simulations based upon the 
