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Resumo
Neste trabalho, consideramos o problema de Reconhecimento de Padr~oes Supervisionado
(RPS). A proposta e empregar como regra de classicac~ao uma vers~ao emprica do clas-
sicador de Bayes, onde estimamos as densidades condicionais atraves de misturas nitas
de densidades normais. Em teoria, com um numero sucientemente grande de compo-
nentes, uma mistura de normais pode aproximar qualquer densidade. Na pratica, uma
das diculdades nessa abordagem, e a selec~ao de um numero de componentes para a mis-
tura, o menor possvel, adequado as observac~oes. Para essa quest~ao, propomos selecionar
o numero de componentes direcionada pelas proprias observac~oes, isso sendo efetivado
por procedimentos de selec~ao de modelos empregando o Criterio de Informac~ao de Akaike
e o Criterio de Informac~ao Bayesiano.

E mostrado que pode ser obtida uma regra de
classicac~ao consistente para o risco de Bayes com essa abordagem. No desenvolvimento
do trabalho, e feita uma revis~ao das regras estatsticas, parametricas e n~ao-parametricas,
mais utilizadas em RPS e da teoria dos modelos de misturas nitas. A abordagem pro-
posta e aplicada em problemas com dados simulados e em problemas reais, com seus
resultados comparados aos de outros metodos. Dessas comparac~oes, concluimos que essa
abordagem se congura numa boa alternativa aos outros metodos de classicac~ao.
Abstract
This thesis deals with a supervised pattern recognition problem: the implementation of
an empirical Bayes classier. The proposed approach is based on the estimation of the
conditional probability density functions through a nite mixture of normal densities. The
justication of using the nite mixture technique is based on the fact that in theory any
probability density function can be approximated by a nite mixture of normal densities
for a suciently large number of components. However, from a practical point of view, it
is desirable to determine the smallest number of normal components suitable for a given
set of data. Our approach to this matter is to seek a suitable number of components
addressed by the analysis of the data based on the Akaike's Information Criterion (AIC)
and the Bayesian Information Criterion (BIC). We prove that a Bayes risk consistent
classication rule can be obtained with the proposed method. For the validation purpose,
the proposed approach was tested by simulated and real data and it was compared to
other methods suggested in the literature. From these comparisons, we conclude that
the proposed approach shows many interesting advantages being a good alternative for
statistical pattern classication problems.
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Neste captulo, estabelecemos o problema de Reconhecimento de Padr~oes, caracteri-
zando-o como Supervisionado ou N~ao-Supervisionado. Apresentamos as ideias basicas
da metodologia estatstica para os problemas de Reconhecimento de Padr~oes e da abor-
dagem empregando-se Misturas Finitas de Densidades. A proposta do trabalho e sua
organizac~ao s~ao tambem apresentadas.
1.1 O Problema em Reconhecimento de Padr~oes

E de conhecimento geral que os seres humanos te^m uma grande capacidade em identi-
car e classicar objetos no cotidiano, ate mesmo em situac~oes bastante adversas. Nos
recebemos as informac~oes captadas pelo nossos sentidos e imediatamente identicamos as
fontes das informac~oes, muitas das vezes sem um esforco consciente para isso. Por exem-







identicar vozes no telefone mesmo quando a ligac~ao n~ao e de boa qualidade, identicar
dgitos , manuscritos ou impressos mecanicamente, apresentados em diferentes tamanhos
e inclinac~oes, entre outras coisas.
Em muitas areas, como em cie^ncias, tecnologia ou ate mesmo atividades comerciais, o-
correm situac~oes similares as citadas no paragrafo anterior. A engenharia, biologia, psi-
cologia, medicina, marketing, vis~ao computacional, intelige^ncia articial e sensoriamento
remoto s~ao exemplos de areas onde ocorrem situac~oes nas quais se faz necessario identicar
e/ou classicar \objetos". As situac~oes incluem:
. diagnosticar doencas;
. detectar celulas anormais em amostras de sangue;
. identicar cidades a partir da leitura do CEP nas corresponde^ncias;
. selecionar clientes de bancos com bons riscos de credito;
. identicar pecas defeituosas em uma linha de produc~ao;
. identicar suspeitos de crimes atraves da impress~ao digital;
. classicar assinaturas em cheques como falsas ou verdadeiras;
. identicar alvos atraves de sinais de radar; e
. indenticar areas com determinados tipos de plantac~oes em imagens de satelites.
Muitas das tarefas descritas acima podem ser efetuadas por seres humanos de uma for-






pressionam no sentido de automatizar a realizac~ao dessas tarefas, visando a uma maior
precis~ao, maior rapidez e menor custo, como tambem, em alguns casos, evitar a exposic~ao
dos seres humanos a situac~oes desagradaveis ou ate mesmo de risco. A quest~ao, ent~ao, e
\ensinar" maquinas a efetuar tais tarefas e esse e um problema abordado em Reconheci-
mento de Padr~oes.
De formamais completa, Reconhecimento de Padr~oes (RP) e o estudo de como as maquinas
podem observar o meio ambiente, aprender a distinguir os objetos de interese, os padr~oes,
e tomar decis~oes seguras sobre a categoria a qual pertence um dado padr~ao (Jain, Duin e
Mao (2000)). O objetivo em Reconhecimento de Padr~oes, portanto, e esclarecer os com-
plicados mecanismos de identicac~ao/classicac~ao dos seres humanos e automatizar essas
func~oes usando computadores (Fukunaga (1990)).
Como posto acima, o termo objeto, ou padr~ao, diz respeito aquilo que nos temos interesse
em identicar. Alguns exemplos de padr~oes seriam uma imagem de uma impress~ao digital,
um paciente sob tratamento medico, um sinal de radar, um sinal de voz, os pixels em
uma imagem de satelite, uma imagem de uma assinatura em um cheque, entre outros.

As vezes os padr~oes est~ao associados a categorias que ser~ao denominadas de classes.
Alguns exemplos de classes s~ao: em diagnostico medico, o paciente pode pertencer a
classe de portador de uma doenca D ; o sinal de voz pode pertencer a classe de pessoas com
acesso autorizado a um laboratorio; a imagem da assinatura corresponde uma assinatura
verdadeira de um correntista.
Os problemas de RP, em geral, s~ao considerados como divididos em duas categorias,






1.2 RP Supervisionado e RP N~ao-Supervisionado
O problema de interesse aqui e o de classicac~ao de padr~oes: observado um padr~ao, esta-
mos interessados em associa-lo a uma classe que seja a mais apropriada as caractersticas
exibidas por esse padr~ao. Em muitos casos, as classes a serem considerados no problema
s~ao previamente denidas, como nos exemplos dados no paragrafo anterior. Os problemas
desse tipo s~ao denominados Reconhecimento de Padr~oes Supervisionado (RPS). Na lite-
ratura, as aplicac~oes de RPS tambem recebem a denominac~ao de Analise Discriminante
(Discriminant Analysis) ou, ainda, Discriminac~ao (Discrimination).
Em algumas situac~oes reais, alem das classes naturalmente denidas para o problema em
m~aos, e criada uma classe articial que corresponde aos objetos para os quais existe alguma
forma de duvida no momento da alocac~ao. Em diagnostico medico, por exemplo, um
paciente deve ser alocado a classe de doente ou de n~ao-doente; entretanto, as vezes, torna-
se necessario criar uma classe adicional a qual alocar aqueles pacientes cujas observac~oes
geram duvidas no diagnostico e necessitam de avaliac~oes complementares.
Existem tambem situac~oes em que as classes s~ao desconhecidas antes da apresentac~ao
dos padr~oes. O numero de classes e a composic~ao das mesmas s~ao denidos a partir
das informac~oes provenientes das caractersticas dos proprios padr~oes a serem classica-
dos. Os padr~oes v~ao sendo agrupados, ou seja, formando as classes, de modo que cada
classe seja constituda por padr~oes que apresentem caractersticas com alguma forma de
equivale^ncia. Nesses casos, o problema de classicac~ao e denominado Reconhecimento de
Padr~oes N~ao-Supervisionado (RPNS). Na literatura estatstica, os problemas de RPNS






Neste trabalho, o enfoque e sobre RPS. Salientamos, no entanto, que os problemas de
RPNS ocorrem em muitas situac~oes reais. Em Jain et al. (2000), os autores apresentam
algumas situac~oes cujo problema de classicac~ao e necessariamente de RPNS e discutem
varias abordagens para essas aplicac~oes. Algumas refere^ncias para RPNS s~ao Hand (1981,
Captulo 7), Jain e Dubes (1988), Fukunaga (1990, Captulo 11), Ripley (1996, Captulo
9) e as diversas refere^ncias citadas em Jain et al. (2000).
1.3 Vetor de Caractersticas e Classicadores
Na sec~ao anterior, mencionamos que a classicac~ao e feita com base na informac~ao contida
no padr~ao. Essa informac~ao e determinada atraves de mensurac~oes feitas sobre o padr~ao,
quanticando, em princpio, os aspectos considerados mais relevantes para diferenciar os
padr~oes que pertencam a classes distintas. Os aspectos mensurados s~ao considerados
como observac~oes de variaveis que caracterizam os padr~oes. Em geral, varios aspectos do
padr~ao s~ao mensurados e, dessa forma, cada padr~ao gera um conjunto de mensurac~oes
que, tomadas conjuntamente, recebem a denominac~ao de vetor de caractersticas (feature
vector), que denotaremos por X, enquanto as variaveis que o comp~oem s~ao denominadas
variaveis preditoras. Para realizar a classicac~ao, portanto, o que importa e o valor
observado x de X no padr~ao a ser classicado. Em virtude disso, na literatura o padr~ao e
simplesmente denominado de observac~ao e o problema de RPS e a predic~ao da natureza
desconhecida de uma dada observac~ao (Devroye, Gyor e Lugosi (1996)).
Uma quest~ao adicional que, como pode ser deduzido dos comentarios acima, e de funda-






tersticas. Essa discuss~ao n~ao sera abordada aqui, onde assumimos que foram selecionadas
as melhores variaveis, ou seja, as caractersticas que descrevem os objetos de forma mais
completa e com suciente capacidade de discriminac~ao das classes. Para uma discuss~ao
sobre selec~ao de variaveis indicamos Hand (1981, Captulo 6), McLachlan (1992, Captulo
12), Ripley (1996, Captulo 10) e Devroye et al. (1996, Captulo 32).
O vetor de caractersticas pode ser visto como um ponto em um espaco de d-dimensional,
onde d e o numero de variaveis em X, a dimens~ao de X ( d = dim(X)). Esse espaco e
as vezes denominado Espaco das Caractersticas. O que se busca e escolher as variaveis
preditoras que permitam que os vetores de caractersticas de classes diferentes ocupem
regi~oes compactas disjuntas no espaco das caractersticas. Nesse contexto, o problema de
classicac~ao seria estabelecer fronteiras que separem os pontos correspondentes a classes
distintas, fronteiras essas que recebem a denominac~ao de Fronteiras de Decis~ao.
Em algumas aplicac~oes, o numero de caractersticas mensuradas se torna excessivamente
grande, como nas aplicac~oes onde o padr~ao e uma imagem e as classes s~ao texturas. Nesses
casos, e importante tentar reduzir a dimens~ao de X de uma maneira que sua capacidade
de discriminac~ao seja preservada. Essas quest~oes est~ao associadas aos problemas deno-
minados na literatura como selec~ao de caractersticas (feature selection) e extrac~ao de
caractersticas (feature extraction). Na selec~ao de caractersticas, busca-se selecionar um
numero de caractersticas m < d que melhore o desempenho do classicador. Na extrac~ao
de caractersticas, o objetivo e obter transformac~oes do vetor de caractersticas visando
a uma reduc~ao de dimens~ao para d
0
< d. Alguns autores n~ao fazem distinc~ao entre esses
dois problemas e os consideram simplesmente como um problema de reduc~ao de dimens~ao






para lidar com selec~ao e extrac~ao de caractersticas e s~ao indicadas varias refere^ncias sobre
esses assuntos.
Uma quest~ao importante e que, em geral, a relac~ao entre os vetores de caractersticas e
as classes n~ao e determinstica. Na pratica, o vetor de caractersticas varia entre padr~oes
de uma mesma classe; por exemplo, os sintomas de um paciente com uma determinada
doenca n~ao s~ao exatamente os mesmos de um outro paciente com a mesma doenca ou,
ainda, a assinatura de uma indivduo apresenta variac~oes a cada vez que ele assina um
cheque.
Observado o vetor de caractersticas para um padr~ao cuja classe e desconhecida, e necessa-
rio um procedimento para tomar a decis~ao de como classicar esse padr~ao. O procedimen-
to estabelecido e denominado de classicador ou regra de alocac~ao ou, ainda, func~ao de
decis~ao. O classicador, portanto, e uma func~ao de X e, sendo r() o classicador denido
para o problema, o valor de r(x) indicara a qual classe o padr~ao com observac~ao x deve ser
alocado. Surgem, ent~ao, duas quest~oes: como construir o classicador e como avaliar o seu
desempenho. Para a construc~ao do classicador, em RPS, dispomos de um conjunto com
exemplos distintos de padr~oes das classes, isto e, observac~oes de X para padr~oes em cada
uma das classes. A avaliac~ao do desempenho faz-se necessaria para termos informac~ao
sobre o que podemos esperar com respeito aos erros na classicac~ao dos padr~oes. Essas
quest~oes ser~ao abordadas neste trabalho.
O conjunto de exemplos mencionado no paragrafo acima e denominado de Conjunto de
Treinamento. Considerando que temos M classes e que cada classe tem n
j
exemplos,



























representa a observac~ao do vetor de caractersticas para i-esimo objeto da j-esima
classe. O termo exemplos rotulados e as vezes empregado na literatura para designar as
observac~oes em T
(n)
. O emprego desse termo e para diferenciar dos exemplos de padr~oes
nos problemas de RPNS, cujos exemplos s~ao ditos n~ao rotulados pois, como mencionado,
as classes n~ao s~ao conhecidas previamente.
Pelo exposto, o planejamento de um sistema de Reconhecimento de Padr~oes envolve basi-
camente tre^s componentes: (1) a aquisic~ao das medic~oes das caractersticas; (2) a selec~ao
e extrac~ao das caractersticas; e (3) a denic~ao e avaliac~ao do classicador.

As vezes, e
estabelecido um processo de iterac~ao entre as etapas (2) e (3) visando melhorar o desem-
penho do classicador. Dessas tre^s etapas, a denic~ao do classicador e a avaliac~ao do
seu desempenho, s~ao os interesses centrais deste trabalho.
1.4 Abordagem Estatstica para RPS
1.4.1 A Modelagem do Problema
O problema de RPS pode ser colocado da seguinte forma: suponha que tenhamos um pro-
blema com M classes e considere uma variavel Y que assume valores em f1; 2; 3; : : : ;Mg.
O valor de Y indica a classe a qual pertence um dado padr~ao. Nos conjecturamos que






por F() e modelada como tendo uma parte determinstica e uma componente aleatoria. O
problema, ent~ao, e estimar essa func~ao desconhecida ou, ainda, construir um classicador
r() que aproxime a func~ao F(). Abordagens distintas podem ser consideradas para
determinar o classicador r().
Na abordagem estatstica, que recebe a denominac~ao de Classicac~ao Estatstica de
Padr~oes ou, num sentido mais amplo, Reconhecimento Estatstico de Padr~oes, o vetor de
caractersticas e considerado como um vetor aleatorio. Para cada classe, o comportamento
de X e modelado por uma distribuic~ao de probabilidade que e denominada distribuic~ao
condicional da classe. Nessa modelagem, para cada classe, e tambem includa a proba-
bilidade do padr~ao provir da classe, sendo essa probabilidade denominada probabilidade
a priori. A relac~ao de X com as classes e, ent~ao, estabelecida atraves das distribuic~oes
condicionais e das probabilidades a priori. O objetivo nessa modelagem e descrever a
incerteza inerente a X, procurando caracteriza-lo em termos de seu comportamento mais
representativo.
Como sera visto neste trabalho, as distribuic~oes condicionais e as probabilidades a priori
s~ao combinadas de uma forma apropriada, a saber, atraves do Teorema de Bayes, para
que sejam obtidas as probabilidades a posteriori das classes. A probabilidade a posteriori
de uma dada classe e a probabilidade de o padr~ao provir dessa classe, condicionada ao
valor observado de X. A ideia basica, portanto, e que o classicador deve alocar o padr~ao
a classe com a maior probabilidade a posteriori.
Na construc~ao do classicador, podem ser consideradas duas abordagens distintas: estimar
diretamente as probabilidades a posteriori ou estimar as distribuic~oes condicionais com as






essas abordagens, respectivamente, como aprendizagem discriminativa e aprendizagem
informativa. A aprendizagem informativa, as vezes denominada abordagem por estimac~ao
de densidade, e a abordagem de interesse neste trabalho e sera discutida em maiores
detalhes.
Para a aprendizagem discriminativa, varias refere^ncias discutem os metodos destinados a
essa abordagem, como por exemplo, Ripley (1996). Em Holmstrom, Koinstinen, Laakso-
nen e Oja (1997), onde denomina-se a aprendizagem discriminativa como abordagem por
tecnicas de regress~ao, e feita uma descric~ao simplicada dos metodos para essa abordagem
e s~ao indicadas varias refere^ncias para uma discuss~ao mais aprofundada (e atualizada)
desses metodos. Nesse artigo, tambem e discutido o emprego de redes neurais articiais
para construc~ao de classicadores, sendo as redes empregadas para estimar as probabili-
dades a posteriori das classes. Para o emprego de redes neurais articiais em problemas
de RP em geral, veja Bishop (1995).
1.4.2 Estimac~ao Parametrica e N~ao-Parametrica
Para a modelagem considerada na aprendizagem informativa, e necessario estimar as dis-
tribuic~oes condicionais e as probabilidades a priori das classes. Em Holmstrom et al.
(1997), e observado que, na pratica, a estimac~ao das probabilidades a priori n~ao apre-
senta grandes diculdades, sendo a parte mais difcil a estimac~ao das distribuic~oes condi-
cionais. Na estimac~ao dessas distribuic~oes, duas abordagens s~ao consideradas usualmente:
a estimac~ao parametrica e a estimac~ao n~ao-parametrica. Na estimac~ao parametrica, as






cuja forma funcional e conhecida sendo desconhecidos apenas os valores dos seus para^metros.
As observac~oes em T
(n)
s~ao empregadas para estimar esses para^metros desconhecidos. A
distribuic~ao normal multivariada e o modelo mais empregado na pratica, sendo as dis-
tribuic~oes das classes diferenciadas pelos para^metros dessa famlia de distribuic~oes: o
vetor de medias e a matriz de covaria^ncias.
De forma diferente, na estimac~ao n~ao-parametrica nenhuma suposic~ao e feita sobre a forma
funcional das distribuic~oes condicionais, sendo essas distribuic~oes estimadas diretamente
a partir das observac~oes em T
(n)
. Os estimadores por func~ao nucleo (kernel estimators),
tambem denominados de janelas de Parzen(Parzen windows), e os metodos dos k-vizinhos
mais proximos(k-nearest neighbour) s~ao os metodos mais utilizados em estimac~ao n~ao
parametrica, o primeiro por suas propriedades teoricas, exaustivamente estudadas, e o
segundo por facilidade de implementac~ao (veja, por exemplo, Hand (1982) e Hand (1981)).
Dessas ideias iniciais, vemos que os metodos parametricos s~ao mais simples de serem uti-
lizados, uma vez que, sendo suposto um certo modelo para as distribuic~oes (desconhecidas)
nas classes, e necessario apenas estimar os valores dos para^metros. Em muitas aplicac~oes,
no entanto, qualquer suposic~ao a respeito das distribuic~oes nas classes e completamente
inadequada. Para esses casos, os metodos n~ao-parametricos s~ao mais seguros por sua
exibilidade em n~ao incorporarem restric~oes com respeito as distribuic~oes subjacentes.
Em teoria, os metodos n~ao-parametricos podem lidar com distribuic~oes de qualquer nvel
de complexidade. Na pratica, por outro lado, os modelos empregados apresentam uma
complexidade crescente com o numero de observac~oes e s~ao inadequados para lidar com
dados de dimens~ao alta (Scott (1992)).






sec~ao ser~ao descritos e discutidas suas propriedades mais relevantes com respeito aos
problemas de classicac~ao estatstica de padr~oes.
1.4.3 Sobre o Conjunto de Treinamento
Com a modelagem empregada na Classicac~ao Estatstica, as observac~oes em T
(n)
s~ao
consideradas como valores observados de uma variavel aleatoria. Temos, portanto, que as
observac~oes de cada uma das classes e suposta ser uma amostra aleatoria da respectiva
distribuic~ao de probabilidade, ou seja, observac~oes independentes e identicamente dis-
tribudas. Nesse ponto, faz-se necessario comentar dois aspectos relativos a T
(n)
, um com
relac~ao ao numero de observac~aoes por classe, n
j
, e outro com respeito a independe^ncia
das observac~oes.
O numero de observac~oes por classe pode ser obtido de duas formas: xando-se n
j
para





pelo numero de padr~oes observados para cada uma das classes. No segundo caso,
as proporc~oes amostrais n
j
=n dariam informac~oes a respeito das proporc~oes das classes




n~ao conteria essa informac~ao. A situac~ao de interesse
aqui e a do segundo caso, pois, na maioria das aplicac~oes, as probabilidades a priori das
classes n~ao s~ao conhecidas e, como sera visto, elas s~ao estimadas com base nas proporc~oes
n
j
=n. Em alguns problemas reais pode haver um especialista que disponha de alguma
informac~ao sobre essas probabilidades.
Com respeito a independe^ncia das observac~oes em T
(n)
, para algumas aplicac~oes, isso n~ao e






de treinamento correspondem aos pixels das imagens (as vezes considerando uma vizi-
nhanca do pixel) e, dessa forma, a independe^ncia n~ao se verica. Na pratica, no entanto,
metodos que sup~oem independe^ncia no conjunto de treinamento, mesmo sob a condic~ao
de depende^ncia, apresentam desempenhos considerados satisfatorios (veja, por exemplo,
Popat e Picard (1997b)). Neste trabalho, e suposto a independe^ncia das observac~oes e
indicamos McLachlan (1992, Captulo 13) para uma discuss~ao e refere^ncias adicionais
sobre metodos para analise estatstica de imagens que n~ao sup~oem a independe^ncia das
observac~oes.
1.5 Modelos de Mistura Finita de Distribuic~oes
Os modelos de mistura nita de distribuc~oes considerados aqui, s~ao combinac~oes lineares










onde as componentes f
l
() s~ao densidades (func~oes densidade de probabilidade ou func~oes








= 1. Na pratica, as
densidades f
l
() s~ao especicadas como distribuic~oes parametricas e, nesse caso, cada com-
ponente e denida por um vetor de para^metros 
j
. Nesse contexto, o modelo de mistura e










; : : : ; 
k
).
O principal emprego dos modelos de misturas nitas tem sido para denir uma abordagem
formal para os problemas RPNS. Com esssa abordagem, denominada agrupamento basea-






mistura de distribuic~oes, sendo cada componente da mistura representante de um grupo
(cluster) e os respectivos coecientes as probabilidades de a observac~ao provir do respec-
tivo grupo (Baneld e Raftery (1993), Fraley e Raftery (1998)). Os aspectos teoricos do
emprego de modelos de misturas nitas em RPNS s~ao discutidos em maior profundidade
em McLachlan e Basford (1988).
O aspecto de interesse neste trabalho, e que os modelos de misturas nitas podem ser
empregados como uma classe geral de modelos para representar densidades de qualquer
complexidade (Ripley (1996, Captulo 6), Jain et al. (2000)). Dessa forma, esses modelos
s~ao convenientes para modelar as distribuic~oes condicionais das classes nos problemas de
RPS. Do ponto de vista teorico, um modelo de mistura com dimens~ao e componentes
escolhidas \apropriadamente", pode aproximar qualquer distribuic~ao com uma precis~ao
arbitraria. Em particular, qualquer distribuic~ao contnua multivariada pode ser aproxi-
mada arbitrariamente por uma mistura nita de densidades normais com a mesma matriz
de covaria^ncias, como observado em McLachlan e Peel (2000, Sec~ao 6.1).
A modelagem por misturas nitas, as vezes denominada estimac~ao semiparametrica, com-
bina as vantagens dos metodos parametricos e n~ao-parametricos. Esses modelos n~ao s~ao
restritos a uma forma funcional especca, como no caso parametrico, e sua complexidade
(em termos de dimens~ao) cresce com a complexidade do problema e n~ao simplesmente com
o tamanho do conjunto de dados, como ocorre no caso n~ao-parametrico (Bishop (1995)).
Em algumas aplicac~oes, ha indicac~oes de que as distribuic~oes das classes s~ao descontnuas
e, nesses casos, ca mais evidente a convenie^ncia do emprego de modelos de mistura.
Esses casos s~ao exemplicados em Zhu e Cai (1998), na classicac~ao de letras impressas






O modelo de mistura nita de densidades normais tem sido o mais empregado nas apli-
cac~oes que aparecem na literatura. Oliver, Pulsen, Toussaint e Louis (1979) empregam
uma mistura de normais para modelar as densidades das classes para um problema em
citologia, a classicac~ao de celulas como normais ou anormais; Sclove (1983) prop~oe a seg-
mentac~ao de imagens modelando a distribuic~ao dos pixels por uma mistura de densidades
normais; Roeder (1990) estima a densidade de observac~oes relativas a velocidade com que
determinadas galaxias se afastam da nossa empregando uma mistura de normais; Traven
(1991) usa uma mistura de normais com uma abordagem por redes neurais, aplicando-a
na classicac~ao de pixels em imagem e em reconhecimento de voz; Kurita, Otsu e Abdel-
malek (1992) modelam histogramas de imagens por uma mistura de normais, utilizando
\Thresholding" de Maxima Verossimilhanca em segmentac~ao de imagens; Hastie e Tib-
shirani (1996)utilizam mistura de normais para modelar a distribuic~ao das classes na
classicac~ao de dgitos manuscritos.
Os modelos de mistura nita se constituem no interesse central deste trabalho e ser~ao
discutidos num contexto mais formal. No Captulo 3, as suas propriedades e as diculdades
inerentes a seu emprego na pratica como, por exemplo, a estimac~ao dos para^metros e a
determinac~ao da dimens~ao do modelo, ser~ao abordadas em maior profundidade.
1.6 A proposta do trabalho
Foi mencionado que modelar as distribuic~oes condicionais empregando modelos parametri-
cos especcos imp~oe uma restric~ao quanto a forma funcional dessas distribuic~oes. A






principalmente, com vetores de caractersticas de dimens~ao alta. Em muitas aplicac~oes,
o vetor de caractersticas tem dimens~ao alta, por exemplo d > 10, e se torna inadequado
restringir as distribuic~oes das classes a qualquer forma funcional especca.
A proposta deste trabalho e modelar as distribuic~oes condicionais empregando misturas
nitas de densidades. A motivac~ao e o fato de que as misturas podem modelar dis-
tribuic~oes de probabilidades arbitrarias, mesmo em situac~oes onde n~ao hajam raz~oes para
supor que a distribuic~ao verdadeira seja uma mistura (Popat e Picard (1997b)). A pre-
cis~ao da aproximac~ao, no entanto, depende das densidades componentes utilizadas e a
determinac~ao da dimens~ao adequada aos dados, como ja mencionado.
Com respeito as componentes, ser~ao empregadas misturas nitas de densidades normais.
Essa escolha decorre, em parte, da abrange^ncia que a distribuic~ao normal apresenta em
termos de modelagem, bem como sua relativa facilidade de manuseio com relac~ao as
quest~oes computacionais. Alem disso, como mencionado na Sec~ao 1.5, com misturas de
densidades normais e possvel aproximar qualquer distribuic~ao contnua com uma precis~ao
arbitraria. Denidas as densidades componentes, permanecem as quest~oes de como esti-
mar os para^metros que denem o modelo e como determinar um numero de componentes
para o modelo.
O metodo de estimac~ao de maxima verossimilhanca sera empregado para a estimac~ao
dos para^metros. Sera visto que a estimac~ao em misturas nitas apresenta algumas di-
culdades. Resultados teoricos, no entanto, permitem contornar essas diculdades, em
particular, para as misturas com componentes normais. Para a determinac~ao das estima-
tivas, faz-se necessario o emprego de metodos iterativos, sendo para esse m utilizado o






sua implementac~ao bastante simplicada.
Com relac~ao a determinac~ao do numero de compoentes, em algumas aplicac~oes, um
numero de componentes xo e imposto ao modelo (por exemplo, Hastie e Tibshirani
(1996)) ou, ainda, e feito um agrupamento das observac~oes e a cada grupo formado e as-
sociada uma componente (Popat e Picard (1997b)). Para estimar a dimens~ao do modelo,
ser~ao adotados procedimentos baseados na teoria geral de selec~ao de modelos, cuja ideia
e estimar a dimens~ao de forma que uma dada func~ao-criterio, envolvendo a qualidade
do ajuste e a complexidade do modelo, seja otimizada. Dois criterios ser~ao utilizados:
o Criterio de Informac~ao de Akaike e o Criterio de Informac~ao Bayesiano. Nos uti-
lizaremos as siglas AIC e BIC da teminologia original para denotar, respectivamente, os
dois criterios: AIC de Akaike's Information Criterion e BIC de Bayesian Information
Criterion .
Os criterios AIC e BIC foram desenvolvidos sobre bases teoricas distintas, mas te^m o
objetivo comum de comparar a adequac~ao de modelos as observac~oes. Nas aplicac~oes tem
sido observado que o AIC apresenta uma tende^ncia de selecionar modelos com dimens~ao
maior do que aqueles selecionados pelo BIC (Kass e Raftery (1995)). No caso particular
em que o modelo verdadeiro e uma mistura de distribuic~oes, estimando o numero de com-
ponentes atraves da otimizac~ao desses criterios, e demonstrado que, assintoticamente, esse
numero de coponentes estimado sera t~ao grande quanto o verdadeira numero de compo-
nentes (Leroux (1992)). Devido as diverge^ncias dessas tende^ncias na pratica, a proposta
e adotar para as distribuic~oes condicionais um modelo que seja uma ponderac~ao entre







No Captulo 4, a abordagem proposta nesta sec~ao sera discutida em maiores detalhes. Na
Sec~ao 1.7 a seguir sera descrita a organizac~ao deste trabalho.
1.7 A organizac~ao do trabalho
No Captulo 2, a abordagem estatstica para os problemas de RPS e descrita detalhada-
mente, onde estabelecemos a terminologia empregada neste trabalho. Denimos o clas-
sicador de Bayes e discutimos suas propriedades. S~ao descritos os principais metodos
estatsticos, parametricos e n~ao-parametricos, empregados nos problemas de RPS, abor-
dando suas propriedades e as quest~oes praticas de suas utilizac~oes. Discutimos, tambem,
a estimac~ao do erro de classicac~ao e uma abordagem para reduc~ao de dimens~ao dos
dados.
A teoria das Misturas Finitas de Densidades e discutida no Captulo 3. Nesse captulo,
denimos o modelo e abordamos quest~oes, teoricas e praticas, com relac~ao a estimac~ao
dos para^metros, enfatizando o metodo da Maxima Verossimilhanca, e a determinac~ao
da dimens~ao do modelo. Nas discuss~oes sobre a a determinac~ao do numero de compo-
nentes, s~ao descritos o Criterio de Informac~ao de Akaike (AIC) e o Criterio de Informac~ao
Bayesiano (BIC), abordando algumas de suas propriedades. Para a determinac~ao das es-
timativas para os para^metros, denimos o algoritmo EM (Expectation and Maximization)
e discutimos suas principais propriedades. No contexto de misturas nitas de densidades







No Captulo 4, a proposta do trabalho e apresentada de forma detalhada. Discutimos as
raz~oes empricas que motivaram a proposta, bem como detalhamos sua implementac~ao.
Para a regra de classicac~ao obtida com a proposta para a estimac~ao das densidades
condicionais, discutimos a propriedade de consiste^ncia para o risco de Bayes.
No Captulo 5, est~ao os resultados de experimentos computacionais e uma aplicac~ao em um
problema real. Os experimentos computacionais, que s~ao aplicac~oes do metodo proposto
com dados simulados, s~ao descritos e te^m seus resultados discutidos de forma detalhada.
O problema real e uma aplicac~ao em classicac~ao de assinaturas de um indivduo.
As conclus~oes e sugest~oes para o prosseguimento das investigac~oes feitas neste trabalho,
s~ao apresentadas no Captulo 6.
No Ape^ndice A s~ao apresentadas as varias denic~oes e os conceitos empregados neste
trabalho.
Captulo 2
Classicac~ao Estatstica de Padr~oes
Neste captulo, descrevemos a abordagem estatstica, em termos da Teoria da Decis~ao,
para os problemas de Reconhecimento de Padr~oes Supervisionado (RPS). Denimos o
classicador de Bayes e, considerando a aprendizagem informativa, discutimos os princi-
pais metodos parametricos e n~ao-parametricos para implementa-lo. Abordamos, tambem,
a metodologia estatstica mais usual para avaliar o desempenho das regras de classicac~ao.
2.1 O Classicador de Bayes
Como mencionamos, o objetivo principal em RPS e alocar objetos a classes previamente
denidas. Cada objeto e descrito por um vetor de caractersticas e o classicador utiliza


















; : : : ; C
M
denotam asM classes denidas no problema e que o vetor de caracte-
rsticas e um vetor aleatorioX, que assume valores em <
d
. Em cada C
j
, X e distribudo de
acordo com uma func~ao de distribuic~ao F
j
() e densidade f
j
() com respeito a uma medida
 sobre <
d
, adequada as variaveis preditoras, de modo que f
j
() pode ser uma func~ao de
densidade de probabilidade ou uma func~ao de probabilidade. Considere ainda que P (C
j
)
denota a probabilidade de um objeto provir da classe C
j
, para j = 1; 2; 3; :::;M . As
densidades f
j
() s~ao denominadas densidades condicionais das classes e as probabilidades
P (C
j
) denominadas probabilidades a priori das classes.
Do ponto de vista probablstico, os objetos s~ao modelados como um par aleatorio (X; C),
onde C e uma variavel aleatoria que assume valores em f1; 2; 3; :::;Mg, o conjunto dos
ndices que identicam as classes e, dessa forma, temos que P (C
j
) = Pr(C = j).
Sendo conhecida a densidade condicional f
j
(), a probabilidade P (C
j
) e dado que observa-
mos X = x, empregamos o teorema de Bayes para determinar a probabilidade a posteriori
da classe C
j
, que e dada por
P (C
j
















) e a densidade marginal de X. A ideia principal e empregar
(2.1) na construc~ao do classicador.
Denic~ao 2.1.1 Um classicador (ou regra de alocac~ao ou func~ao de decis~ao) e qualquer
func~ao r() para a qual temos r : <
d










Da denic~ao 2.1.1, dado um classicador r e um objeto para o qual observamos X =
x, r(x) = j signica que o objeto e alocado para a classe C
j
. Vemos, ainda, que um












= fx : r(x) = jg.
Em decorre^ncia disso, muitas vezes um classicador e denido simplesmente como uma
partic~ao de <
d
(veja, por exemplo, Breiman, Friedman, Olshen e Stone (1984)).
Pela Denic~ao 2.1.1, temos que, para um dado problema existe uma innidade de classi-
cadores e surge, ent~ao, a necessidade de estabelecer criterios para avalia-los. Poderamos
considerar na avaliac~ao, por exemplo, as probabilidades








(x) d; i; j = 1; 2; 3; :::;M; (2.2)
denominadas taxas de alocac~ao do classicador r. A taxa de alocac~ao e(i; j) e a probabi-
lidade de alocar um objeto a uma classe C
j
, dado que o objeto e da classe C
i
e que, para
cada i 6= j, e uma probabilidade de classicac~ao errada pelo classicador r.
Usando as ideias da Teoria da Decis~ao, a maneira usual de formalizar um criterio para
avaliar classicadores e estabelecer uma func~ao de perda. A func~ao de perda, que deno-
taremos por (; ), da a perda decorrente do processo de alocac~ao. Dessa forma, (i; j) e a
perda decorrente de alocar um objeto da classe C
i
para a classe C
j
. Temos que (i; i) = 0,
para i = 1; 2; 3; :::;M e, em muitos casos, onde os custos de ma classicac~ao podem ser
considerados iguais, e comum adotar (i; j) = 1 para i 6= j. Nesse ultimo caso (; ) e
denominada func~ao de perda 0-1.











variavel aleatoria. Se vamos emprega-la para comparar classicadores, ent~ao isso deve ser
feito em termos de seu valor esperado. Considerando essas observac~oes, denimos a seguir
a func~ao de risco e o risco total para um classicador com uma dada func~ao de perda.
Denic~ao 2.1.2 Para um classicador r, com uma func~ao de perda (; ), temos que:
(a) A Func~ao de Risco e a perda esperada como func~ao de uma classe C
i
, ou seja







(i; j)Pr(r(X) = jjC
i
): (2.3)
(b) O Risco Total, ou Risco de r, e a perda total esperada como func~ao das variaveis
aleatorias X e C, ou seja,




















Pela Denic~ao 2.1.2, R(r; i) e a perda esperada na alocac~ao dos objetos da classe C
i
enquanto R(r) e a perda total esperada em todo o processo de alocac~ao empregando o
classicador r.






























De (2.5) e (2.6), vemos que R(r; i) e R(r) s~ao func~oes das taxas de alocac~ao dadas em
(2.2). Para a func~ao de perda 0-1, portanto, R(r; i) e a probabilidade de classicac~ao
errada dos objetos da classe C
i
e R(r) e a probabilidade total de classicac~ao errada do
classicador r. A probabilidade total de classicac~ao errada para r tambem recebe a
denominac~ao de erro de classicac~ao de r.
Estabelecida a func~ao de perda, o objetivo e construir um classicador que minimize o
risco total. Para esse m, considere o seguinte classicador:
r
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No caso de o mnimo ocorrer para mais de uma classe, o objeto e associado a
qualquer uma das classes que o atingirem.
Como as express~oes para as probabilidades a posteriori das classes te^m o mesmo de-


















Teorema 2.1.1 Para uma dada func~ao de perda (; ), o classicador r

minimiza o
risco total, ou seja, R(r

)  R(r) para qualquer classicador r.
Prova: Usando a propriedade de que para duas variaveis aleatorias Y e Z e uma func~ao
















E[(C; r(x))jX = x]f(x) d: (2.9)
Vemos de (2.9) que, para minimizar R(r), e suciente minimizar a esperanca condicional































) e um mnimo. Isso equivale empregar a regra r

. 2









Pr(C = ijX = x) = 1  Pr(C = kjX = x); (2.11)
ou seja, temos que a esperanca condicional sera minimizada se tomarmos a classe C
k
para






) e um maximo, a classe com maior probabilidade a posteriori.
Para a func~ao de perda 0-1, portanto, o classicador r

pode ser expresso como
r

































valendo para (2.12) e (2.13) o procedimento ja descrito no caso de o maximo das proba-
bilidades a posteriori ser atingido por mais de uma classe (veja pagina 24).
O classicador otimo r

e denominado Regra de Bayes de Mnimo Risco ou, no caso





j = 1; 2; 3; :::;M , podemos determinar o valor do risco R(r

), denominado Risco de Bayes.
Uma vez que a regra r

minimiza o risco total, o valor do risco de Bayes e o menor valor
que pode ser atingido por qualquer classicador e, por isso, serve como refere^ncia para
comparac~ao de classicadores. Denominaremos r






) como Erro de Bayes. No caso da func~ao de perda 0-1, e

e equivalente ao erro
de classicac~ao de r

.
Uma rigorosa descric~ao teorica da Regra de Bayes para o caso de duas classes (M = 2) e
apresentada em Devroye et al. (1996, Captulo 2). Em Ripley (1996, Captulo 2) e feito o
desenvolvimento dessa regra considerando a classe correspondente a duvida na alocac~ao
dos objetos.
Em problemas reais, as probabilidades a priori P (C
j
) e as densidades condicionais das
classes f
j
() s~ao desconhecidas, impossibilitando a construc~ao do classicador de Bayes.
O procedimento e, ent~ao, estimar essas quantidades com o objetivo de obter uma aprox-
imac~ao emprica para r

. Como mencionado na Sec~ao 1.3, uma abordagem consiste em
estimar a regra na forma dada em (2.7), a aprendizagem informativa, ou na forma dada
em (2.8), a aprendizagem discriminativa. Neste trabalho, como mencionado tambem, sera
considerada a aprendizagem informativa, ou seja, a estimac~ao de r

atraves da modelagem












Nas sec~oes a seguir, discutiremos os procedimentos mais utilizados na estimac~ao da regra
de Bayes considerando a aprendizagem informativa.

E assumida a existe^ncia de um


















(veja Sec~ao 1.3) e os procedimentos ser~ao discutidos considerando a func~ao de perda 0-1.
Na Sec~ao 1.4, foram introduzidas as ideias basicas da aprendizagem informativa, mencio-
nando as duas abordagens consideradas usualmente para a estimac~ao das distribuic~oes
condicionais: a estimac~ao parametrica e a estimac~ao n~ao-parametrica. Na estimac~ao
parametrica, foi mencionado que o procedimento usual e empregar a distribuic~ao nor-
mal multivariada para modelar essas distribuic~oes. Na Sec~ao 2.2 a seguir, a classicac~ao
empregando a distribuic~ao normal e discutida em maiores detalhes.
2.2 Classicac~ao com Modelos Normais
A ideia basica nesta abordagem e modelar as distribuic~oes das classes como distribuic~oes
normais multivariadas, diferenciando-as com base nos seus para^metros. Na classe C
j
,
j = 1; 2; 3; :::;M , a densidade condicional f
j
() e suposta ser uma normal multivariada










































e o vetor de medias e 
j
a matriz de covaria^ncias.

E suposto que cada 
j
e n~ao-
singular. Uma matriz de covaria^ncias singular implica em que as observac~oes da classe
est~ao num subespaco de <
d










lineares e, dessa forma, o problema pode sempre ser contornado por uma apropriada
reduc~ao de dimens~ao.
Sendo conhecidas as probabilidades a priori P (C
j
), o modelo dado em (2.14) e utilizado
para determinar r

na forma dada em (2.12). Empregando a func~ao logartmica, a regra
torna-se: r
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Para a regra dada em (2.15), algumas simplicac~oes podem ser obtidas considerando-
se casos particulares para as matrizes de covaria^ncias: matrizes de covara^ncias iguais e
matrizes de covaria^ncias distintas. O modelo normal com matrizes de covaria^ncias iguais
e denominado modelo normal homocedastico e, com matrizes diferentes, modelo normal
heterocedastico.
No caso de 
j
= , j = 1; 2; 3; :::;M , expandindo-se a forma quadratica em (2.15) e
desprezando-se os termos que s~ao constantes para todas as classes, a regra e dada por:
r

























O emprego da regra denida em (2.16) e denominadado Analise Discriminante Linear
(ADL), isso em virtude de a func~ao d
L
k


























)  2 lnP (C
k
): (2.17)
O primeiro termo no segundo membro em (2.17) e, por denic~ao, a dista^ncia de Maha-
lanobis ao quadrado, entre x e 
k
. Se as probabilidades a priori forem iguais para todas
as classes, ent~ao, para um objeto com observac~ao x, a regra seleciona a classe cujo ve-
tor de medias e o mais proximo de x em termos da dista^ncia de Mahalanobis. Vemos
tambem que, se a matriz  for proporcional a matriz identidade, essa proximidade pode
ser mensurada em termos da dista^ncia Euclidiana.
Para o caso em que as matrizes s~ao distintas, somente o termo  
d
2
ln(2) pode ser des-
prezado em (2.15). Para esse caso, a regra torna-se: r
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Para regra formulada em (2.18), temos que d
Q
k
(x) e uma func~ao quadratica em x e, por
isso, o emprego desta regra e denominado Analise Discriminante Quadratica (ADQ).
Ao modelar as classes por distribuic~oes normais multivariadas, estamos admitindo que as
observac~oes do vetor de caractersticas pertencem a elipsoides no espaco d-dimensional.
Essas elipsoides s~ao centradas nos vetores de medias 
j
e suas formas s~ao determinadas
pelas matrizes 
j
. Alem disso, as regras de alocac~ao obtidas denem as fronteiras de
decis~ao atraves de hiperplanos no caso de as matrizes 
j
serem ide^nticas e, para o caso de
serem distintas, essas fronteiras s~ao hiperquadricas (veja Duda e Hart (1973, Sec~ao 2.7)

















) e as probabilidades P (C
j
) sejam estimados. As estimativas s~ao obtidas
empregando-se as observac~oes no conjunto de treinamento T
(n)
.
Em algumas aplicac~oes, um especialista pode dispor de informac~oes sobre as probabili-




















), o Metodo da Maxima Verossimilhanca e o mais empregado
na pratica. O desenvolvimento dos passos necessarios a determinac~ao dos estimadores
de maxima verossimilhanca para os para^metros em distribuic~oes normais ja s~ao bastante
























































onde o denominador n
j









s~ao, respectivamente, o vetor de medias amostrais e a matriz de covaria^ncias










Para o caso em que 
j

































  1). A quantidade em (2.22) e denominada matriz combinada de
covaria^ncias amostrais e temos que
b





































) substituem os para^metros desconhecidos na regra
em (2.18) (ou em (2.16)) e obtemos uma vers~ao emprica para essa regra. O emprego
desses estimadores, infelizmente, n~ao garante que a regra estimada ainda minimizara o




tenha excelentes propriedades para estimar 
j
















boa aproximac~ao para r

. Apesar dessas diculdades, espera-se que, quando o conjunto
de treinamento for grande, isto e, cada um dos n
j
for sucientemente grande, a regra
estimada possa apresentar um bom desempenho com relac~ao aos erros de classicac~ao.
Outra quest~ao a ser observada com relac~ao ao emprego da ADL ou ADQ na pratica,
diz respeito ao numero de para^metros a serem estimados. Na ADL, esse numero de e
Md+ d(d+ 1)=2 enquanto que, na ADQ, o numero aumenta para Md+Md(d+ 1)=2 e,
alem disso, nesse segundo caso, e necessario termos n
j
 d + 1 em cada uma das classes
para estimar 
j
. Isto pode ser bastante problematico em aplicac~oes onde a dimens~ao dos
dados e relativamente grande como, por exemplo, quando lidamos com imagens. Assim,










melhor que a ADL para conjuntos de treinamento grandes, e possvel que em conjuntos
de treinamento de tamanho moderado a ADL tenha um desempenho superior.
A ttulo de ilustrac~ao, considere o caso particular de duas classes, com as matrizes de























































A regra estabelecida em (2.24) foi obtida por Fisher (1936), empregando argumentos in-
teiramente diferentes dos considerados aqui. Fisher derivou a regra acima, tomando a
combinac~ao linear a
T
x que maximiza o quociente entre a soma de quadrados entre as
classes e a soma de quadrados dentro das classes (Mardia et al. (1979, Sec~ao 11.5)). A
abordagen de Fisher n~ao sup~oe distribuic~ao normal nas classes, porem, implicitamente
assume que as matrizes de dispers~ao s~ao ide^nticas. O classicador em (2.24) e denomina-
do Func~ao Discriminante Linear de Fisher, sendo uma vers~ao emprica do classicador
(otimo) de Bayes para duas classes, com modelo normal homocedastico e com probabili-
dades a priori iguais.
2.3 Classicac~ao N~ao-Parametrica
Na sec~ao anterior, foi considerada a situac~ao onde e assumido que as distribuic~oes condi-
cionais nas classes s~ao normais multivariadas e, portanto, a quest~ao e estimar os para^me-
tros dessas distribuic~oes. Nesta sec~ao, consideramos a estimac~ao n~ao-parametrica das
densidades condicionais f
j














() s~ao obtidas diretamente com base no conjunto de
treinamento. Ser~ao considerados os dois principais metodos de estimac~ao para determinar
o classicador: os Estimadores por Func~ao-Nucleo e os Estimadores pelos k-Vizinhos Mais
Proximos.
2.3.1 Metodo dos Estimadores por Func~ao-Nucleo
A ideia aqui e usar os estimadores de densidade por func~ao-nucleo (Kernel density estima-
tors) para estimar as densidades condicionais das classes. O estimador por func~ao-nucleo
para a densidade f
j































) e denominado para^metro de suavizac~ao (smoothing parameter) e K
0
e a
func~ao-nucleo (kernel function). Geralmente e imposto que K
0




d = 1, de
forma que K
0
seja uma densidade. Tambem e assumido que K
0
e uma func~ao simetrica






) usada como uma medida da proximidade de
x e y.
Na literatura de Reconhecimento de Padr~oes, o metodo de estimac~ao de densidades por
func~ao-nucleo e as vezes denominado Janelas de Parzen (Parzen Windows). Esse metodo
de estimac~ao e discutido e tem suas propriedades estabelecidas em varia refere^ncias na
literatura sobre estimac~ao de densidades, entre os quais citamos Devroye e Gyor (1985)































(x)j d <1 (2.28)




(x) d = 1: (2.29)
Se as condic~oes (2.26) a (2.29) se vericam e se h
j
! 0 quando n
j



















(x) e assintoticamente n~ao-tendenciososo.
Considere que, alem das condic~oes (2.26) a (2.29), temos K
0












! 1 quando n
j





















nos pontos de continuidade x de f
j

















Considerando a express~ao para as probabilidades a posteriori dada em (2.1), com as




































































































































; j = 1; 2; 3; :::;M: (2.33)
Usando (2.33), desprezando o denominador (que e constante para todas as classes) obte-






































com as considerac~oes ja estabelecidas para o caso de o maximo ser atingido por mais de
uma classe (veja pagina 24). O ndice (n) em r
(N)
(n)
visa enfatizar a depende^ncia da regra
no tamanho do conjunto de treinamento.
A regra estabelecida em (2.34) e uma aproximac~ao para o classicador de Bayes, logo,










e tambem de n
j































d = 1 e que, para todo j, temos
h
j





o risco associado a regra r
(N)
(n)
. Sob essas condic~oes, temos o
resultado a seguir.
Teorema 2.3.1 Se X tem uma densidade, h
(n)
! 0 e nh
d
(n)
! 1, ent~ao, 8  2 (0; 1)
existe n
0








> )  exp( an
2
); (2.35)
onde a > 0 e uma constante que depende somente de K
0
.
Prova: Devroye e Gyor (1985, Sec~ao 10.3). 2




assintoticamente com taxa exponencial do erro de Bayes. O teorema, entretanto, n~ao




de maneira a encontrar uma \melhor"
taxa de converge^ncia. Embora as propriedades assintoticas sejam importantes, na pratica
estaremos lidando com n nito e possivelmente pequeno. Assim, em vez de conhecermos
como h
j





um tamanho particular de conjunto de treinamento.
Uma das diculdades para o emprego do metodo de estimac~ao por func~ao-nucleo e a escol-
ha deK
0
. Considerando as restric~oes impostas emK
0
, vemos que a func~ao-nucleo pode ser
qualquer densidade. Tem sido uma pratica comum escolher K
0
como sendo a densidade
normal multivariada. Sendo empregada essa densidade, o vetor de medias deve ser 0, mas










tendo em vista que a proximidade dos pontos sera mensurada com uma metrica basea-
da nessa matriz. Uma alternativa para essa escolha tem sido empregar transformac~oes
no vetor de caractersticas visando eliminar as correlac~oes entre as variaveis preditoras,














poderia ser, por exemplo, a densidade normal univariada. A func~ao-nucleo da
forma dada em (2.36) e denominada nucleo produto. Em McLachlan (1992, Sec~ao 9.3), e
apresentada uma discuss~ao sobre a escolha da func~ao-nucleo, onde s~ao consideras algumas
situac~oes com respeito ao tipo de variaveis que comp~oem o vetor de caractersticas.
Um aspecto importante a ser considerado na escolha da func~ao-nucleo, deveria ser a
capacidade de o estimador identicar corretamente a regi~ao do espaco onde P (C
j
jx) e um
maximo e as regi~oes onde ocorrem igualdades entre essas probabilidades. Geralmente, as






seja capaz de estimar corretamente esses extremos e isso depende
da func~ao nucleo empregada.
Embora a escolha da func~ao-nucleo seja de muita importa^ncia, o seu efetivo desempenho
depende da escolha do para^metro de suavizac~ao h
j
. Geralmente, a func~ao-nucleo e xada
e o para^metro h
j








tera um \pico" em cada ponto do conjunto de treinamento,
mas, por outro lado, se ele for muito grande, ocorre uma excessiva \suavizac~ao" o que
resultara em uma tende^ncia na estimac~ao (veja Bishop (1995, Sec~ao 2.5)). A escolha de
h
j














(veja Sec~ao 4.3). Na pratica, a escolha de h
j
e baseda em um criterio a ser otimizado
com as observac~oes no conjunto de treinamento como, por exemplo, minimizar o erro
medio quadratico estimado. Esses procedimentos visam determinar o melhor valor de
h
j
para uma determinada func~ao nucleo e um dado numero de observac~oes no conjunto
de treinamento. Para problemas de classicac~ao, alguns criterios para selec~ao de h
j
s~ao
apresentados em McLachlan (1992, Sec~ao 9.4), discutindo suas qualidades e decie^ncias,
tanto do ponto de vista teorico como pratico, e sendo um exemplo desses criterios a
validac~ao cruzada mensurando a taxa de erro de classicac~ao (veja Sec~ao 2.4).
Fukunaga (1990, Captulo 7) prop~oe uma func~ao nucleo que depende de alguns para^metros,
cuja variac~ao inclui as func~oes-nucleo normal e uniforme. O autor apresenta ainda uma
ampla discuss~ao sobre os efeitos da func~ao nucleo, do para^metro de suavizac~ao e do tama-
nho da amostra na construc~ao do classicador.
Uma grande desvantagem do emprego da estimac~ao por func~ao-nucleo, e que todas
as observac~oes no conjunto de treinamento precisam ser armazenadas, pois todas s~ao
necessarias para estimar as probabilidades para as novas observac~oes. Outro aspecto, e
a necessidade de um conjunto de treinamento excessivamente grande para se obter um
razoavel grau de suavizac~ao das estimativas quando a dimens~ao de x for relativamente
grande como, por exemplo, se tivermos d > 5 (veja Scott (1992, Sec~ao 7.2)).
Uma refere^ncia especca sobre o emprego dos estimadores por func~ao nucleo nos proble-
mas de RPS e Hand (1982). Nessa refere^ncia, s~ao discutidas desde a escolha da func~ao
nucleo, passando pelas quest~oes relativas aos para^metros de suavizac~ao, ate a estimac~ao
do erro de classicac~ao, considerando, em separado, vetores de caractersticas contnuos










2.3.2 Metodo dos Estimadores pelos k-Vizinhos Mais Proximos
Um metodo simples para estimar f
j
(x) e estabelecer uma vizinhanca em torno de x, com
hipervolume denotado por V
j
(x), e contar o numero N
j
(x) de observac~oes do conjunto
de treinamento da classe j contidos nessa vizinhanca. Com esse procedimento, temos o


































() e a func~ao indicadora de A.
O hipervolume V
j
(x) em (2.37) e constante sobre todo o espaco e isso pode trazer desvan-
tagens na estimac~ao. Em regi~oes de densidade baixa, isso poderia levar a estimativas
com muitos \picos" desnecessarios, enquanto que em regi~oes de alta densidade, poderia
ocorrer uma excessiva \suavizac~ao", o que impediria a identicac~ao das utuac~oes de f
j
.
Uma maneira de evitar essas desvantagens seria deixar V
j
(x) variar sobre as observac~oes:
a ideia e xar um valor k
n
j
e determinar o hipervolume necessario para conter os k
n
j





(x) . Esse procedimento dene o


















onde, como descrito, k
n
j





(x) e func~ao de k
n
j
e de x. No estimador em
(2.38), temos que V
(k)j


































(x) convergir em probabilidade para f
j
(x) em
todos os pontos de continuidade de f
j
. O estimador em (2.38), entretanto, n~ao e uma
densidade pois, como observado em Hand (1981, Sec~ao 2.4), sua integral e innita. Como
o objetivo e estimar as densidades condicionais, para obter uma estimativa da regra de





(x), que leva ao
classicador conhecido como a regra dos k vizinhos mais proximos, que descrevemos a
seguir.
Inicialmente, com todas as observac~oes das M classes no conjunto de treinamento, e






= n). Seja V
(k)
(x) o volume
de uma hiperesfera em torno de x necessaria para conter um numero xo k de pontos
e suponha que entre os k pontos, k
j




E denido o estimador pelos k
























g s~ao as observac~oes do conjunto de treinamento em
ordem crescente de acordo com a dista^ncia d(x
j;i
;x). Lembrando que, a cada observac~ao
x
(l)
esta associada a variavel indicadora de classe y
(l)




































) = 1 se l  k e w(x
(l)
) = 0 se l > k.






=n (veja (2.19)), a densidade marginal























































; j = 1; 2; 3; :::;M: (2.43)












Da denic~ao de r
(kV P )
(n)
, vemos que, para k = 1, a regra aloca o objeto a classe a que
pertence seu vizinho mais proximo. Para esse caso, a regra e denominada regra do vizinho




Na descric~ao da abordagem para denir r
(kV P )
(n)
, vimos que e necessario estabelecer uma
metrica para mensurar a dista^ncia entre x e cada uma das observac~oes x
j;i
. Na pratica,
geralmente e empregada a dista^ncia Euclidiana, mas isso n~ao e apropriado quando as
variaveis preditoras s~ao mensuradas em unidades muito distintas. Para o emprego da
dista^ncia Euclidiana, portanto, primeiro deve ser feito um conveniente reescalonamento
das variaveis. Se as matrizes de dispers~ao das classes forem aproximadamente similares,










matriz combinada dessas matrizes como dado em (2.23). Para uma discuss~ao sobre a
escolha da metrica e refere^ncias sobre o assunto, indicamos Ripley (1996, Sec~ao 6.2).




maioria desses resultados e assintotica, ou seja, abordando o comportamento da proba-
bilidade do erro quando n!1. A seguir apresentaremos alguns desses resultados.







. No caso de k = 1, escrevemos e
(V P )
(n)
. Um dos primeiros resultados,
devido a Cover e Hart (1967), e dado no teorema a seguir.























Prova: Hand (1981, Sec~ao 2.4). 2
Pode ser vericado que o termo a direita em (2.45) e dominado por 2e

; portanto, o




valor limitado superiormente pelo dobro do erro de Bayes. Desse resultado, temos que
e
(V P )
e no maximo o dobro da probabilidade do erro de qualquer outro classicador quando


























erro com pelo menos o valor a direita da desigualdade em (2.46)(veja Hand (1981, Sec~ao




, temos que valores pequenos para e
(V P )
indicam
que as classes apresentam algum grau de separac~ao no espaco do vetor de caractersticas.
No Teorema 2.3.2, o valor de k e mantido xo quando n cresce. Quando k varia com n,
explicitamente, k = k(n) = k
n




Geralmente, nos n~ao esperamos obter um classicador que atinja exatamente o erro de
Bayes, mas e desejavel que a probabilidade de erro do classicador se aproxime de e

quando o conjunto de treinamento for sucientemente grande. O teorema a seguir abor-
da essa quest~ao com respeito a e
(kV P )
(n)
, considerando que k
n
apresenta um determinado
comportamento com relac~ao ao aumento de n.
Teorema 2.3.3 Se X tem uma densidade, k
n
! 1 e k
n
=n ! 0, ent~ao, para todo  2
(0; 1), existe n
0








> )  exp( bn
2
); (2.47)
onde b > 0 e uma constante que depende da dimens~ao d.
Prova: Devroye e Gyor (1985, Sec~ao 10.5). 2
O Teorema 2.3.3 estabelece a consiste^ncia da regra r
(kV P )
(n)
com relac~ao ao erro de Bayes




e o erro de Bayes ser muito pequena sera arbitrariamente proxima de
1. Teoricamente, a partir de um conjunto de treinamento com um numero sucientemente











Muitos outros resultados assintoticos para a regra r
(kV P )
(n)
s~ao apresentados e rigorosamente
provados em Devroye et al. (1996) para o caso de M = 2. Considerando valores de k par
e mpar, s~ao discutidos resultados de converge^ncia e as relac~oes da magnitude de e
(kV P )
(n)
para esses dois casos de k (veja tambem Ripley (1996, Sec~ao 6.2)).
Os bons resultados apresentados nos Teoremas 2.3.2 e 2.3.3 s~ao de natureza assintotica,
mas, na pratica, estaremos lidando com n nito. Com um conjunto de treinamento
nito, a regra r
(kV P )
(n)
pode ter uma taxa de erro muito maior que o dobro do erro de
Bayes, principalmente, com o aumento da dimens~ao das observac~oes(McLachlan (1992,
Sec~ao 9.7.4)). Em Fukunaga (1990, Sec~ao 7.4), considerando a diferenca entre o erro
assintotico e o erro da regra r
(kV P )
(n)
com n nito, para k = 1; 2, s~ao obtidas express~oes
que permitem analisar separadamente o efeito do tamanho de n e da dimens~ao d dos
dados. Da analise dessas express~oes, e concludo que o tamanho de n necessario para
estimar o erro assintotico seria absurdamente grande quando d for relativamente alta.
Outras refere^ncias sobre a discuss~ao com respeito a n nito s~ao dadas em McLachlan
(1992, Sec~ao 9.7.4).
Outra quest~ao importante para o emprego da regra r
(kV P )
(n)
diz respeito a escolha de k.
Nos resultados assintoticos, devemos ter k
n
! 1 e k
n
=n ! 0 quando n ! 1. Como
so podemos dispor de n nito, a escolha de k assume um papel importante na pratica.
Algumas propostas aparecem na literatura, uma das quais sugere que, para M = 2 e com
aproximadamente o mesmo numero de observac~oes de treinamento dentro das classes, o




, dependendo de as matrizes de covaria^ncias das
classes serem ou n~ao muito diferentes (veja McLachlan (1992, Sec~ao 9.7.5)). Na pratica,










a taxa do erro de classicac~ao (veja Sec~ao 2.4)
Na sec~ao a seguir, apresentaremos alguns metodos para mensurar o desempenho de um
classicador em termos dos erros de classicac~ao. A proporc~ao desses erros nos da indi-
cac~oes sobre a probabilidade de ma classicac~ao do classicador considerado.
2.4 Estimac~ao do Erro de Classicac~ao
Nas sec~oes anteriores, vimos que o objetivo e construir um classicador cujo risco seja
proximo a e

. Para o caso relativamente simples de duas classes com densidades condi-
cionais normais homocedasticas, a taxa de erro e

pode ser computada explicitamente
(veja Ripley (1996, Sec~ao 2.1)). Embora e

esteja bem denido em termos das densi-
dades condicionais, em geral, em situac~oes mais complexas, com modelos parametricos
ou n~ao-parametricos, e muito difcil, as vezes impossvel, obter express~oes analticas que
o determinem.
Em problemas reais, e essencial obtermos uma estimativa da probabilidade de ma classi-
cac~ao (pmc), o erro de classicac~ao, para o classicador sendo empregado. Essa estimativa
e uma medida do desempenho do classicador e serve como um criterio de comparac~ao
entre possveis classicadores para o problema.

E importante observar que um estimador
para a pmc e uma variavel aleatoria, uma vez que esta baseado nas observac~oes do con-
junto de treinamento. Na pratica, as distribuic~oes das observac~oes n~ao s~ao conhecidas e,
por isso, e necessario empregar metodos n~ao-parametricos para estimar a pmc. Para um
classicador r construdo com um conjunto de treinamento T
(n)













, mas, nas discuss~oes a seguir, o ndice (r) sera omitido.
2.4.1 Metodo da Contagem dos Erros
Com esse metodo, a ideia central e estimar e
(n)
atraves da contagem das classicac~oes


















= mg o conjunto de teste
































) e a proporc~ao de classicac~oes erradas das







, e Binomial(m; e
(n)





























































e um estimador n~ao-tendencioso para e
(n)
e, por (2.50), que e
consistente (veja Denic~ao A.2.1). Pode ser mostrado tambem que, para todo  > 0 (veja
























Um aspecto importante e que os resultados acima s~ao validos quaisquer que sejam as





empregado em diversas circunsta^ncias. Agora, considerando o resultado dado em (2.51)


















vemos que a precis~ao das estimativas dependem diretamente do tamanho do conjunto
de teste.

E necessario que m seja muito grande para que a varia^ncia do estimador seja
relativamente pequena ou que o intervalo de conanca seja relativamente pequeno.




apresenta muito boas qualidades como estimador de
e
(n)
. O problema e que o estimador necessita de um conjunto de teste muito grande e,
em situac~oes reais, entretanto, nem sempre e possvel dispormos de um conjunto de teste
nessas condic~oes. Na pratica, o conjunto de observac~oes disponvel e geralmente dividido
em duas partes, uma para construir o classicador, o conjunto de treino, e a outra para
teste, o conjunto de teste. Nessas circunsta^ncias, temos um dilema: tomar o conjunto de
teste muito grande implica em diminuir o tamanho do conjunto de treino. A construc~ao do
classicador, no entanto, tambem exige um conjunto de treino de tamanho relativamente
grande, para que ele seja capaz de absorver toda a variabilidade inerente ao vetor de
caractersticas e, dessa forma, obtermos uma boa generalizac~ao. Como observado em Jain
et al. (2000), n~ao existem diretrizes satisfatorias para efetuar essa divis~ao do conjunto de
treinamento de modo a satisfazer as exige^ncias, a menos que o numero de observac~oes
disponvel seja extremamente grande.
Uma discuss~ao sobre o tamanho do conjunto de teste necessario para estimar o erro de










e Vapnick (1998). Baseada na teoria estatstica de estimac~ao por intervalos de conanca,
nesse artigo os autores denem o tamanho do conjunto de treinamento para se obterem
estimativas do erro de classicac~ao com um certo nvel de signica^ncia. De forma analoga,
os autores determinam o tamanho do conjunto de teste para comparar dois classicadores,
atraves da estimativa de seus erros de classicac~ao, numa estrutura de teste de hipoteses.
O estudo tambem considera as situac~oes onde as observac~oes no conjunto de teste n~ao s~ao
independentes. Numa aplicac~ao da metodologia proposta a classicac~ao de manuscritos,
e determinado que o tamanho do conjunto de teste necessario e realmente muito grande,
na ordem de 10:000 observac~oes.
2.4.2 Estimac~ao por Validac~ao Cruzada
Vimos que a necessidade de um conjunto de teste independente do conjunto de treina-
mento e um obstaculo para o estimador pela contagem dos erros. Mesmo no caso de o
conjunto de treinamento ser grande, poderia ser mais proveitoso usar todas as observac~oes
para construir o classicador com maior precis~ao. A motivac~ao da estimac~ao por vali-
dac~ao cruzada, agora considerada, e usar o maximo possvel de observac~oes na construc~ao
do classicador.
Considere que o conjunto de treinamento e dividido em v partes. O classicador e constru-
do empregando-se (v 1) partes, sendo a parte restante usada como teste e o procedimento
e repetido para cada uma das v partes. O caso de interesse e tomar v = n, ou seja,
em cada repetic~ao, o classicador e construdo usando (n   1) observac~oes e empregado










empregada como teste. Nesse caso de tomar-se v = n, o procedimento e denominado na
literatura metodo \leave-one-out".










) i = 1; 2; 3; : : : ; n; (2.53)



















e uma varavel aleatoria com dis-
tribuic~ao Binomial(1; e
(n 1)





























e um estimador n~ao tendencioso para e
(n 1)
, ou seja, para
o erro de classicac~ao do classicador construdo com n   1 observac~oes do conjunto de
treinamento. Se, para o classicador considerado, e
(n)





sera desprezvel para n sucientemente grande.





e denominado de estimador










g, considerando-se alguns classicadores especcos.

E observado que,
uma das grandes desvantagens desse estimador, e a sua varia^ncia ser muito grande e s~ao















, e necessario que o classicador seja estimado n vezes
empregando-se n  1 observac~oes. Isso, a princpio, representa um esforco computacional
muito grande. Para alguns classicadores, no entanto, foram desenvolvidas formas que
atualizam os para^metros dos classicadores em cada repetic~ao sem a necessidade de serem
refeitos todos os calculos. Para os classicadores baseados na distribuic~ao normal, essas
formas s~ao apresentadas em McLachlan (1992, Sec~ao 10.2.2) e, para os classicadores
n~ao-parametricos, em Fukunaga (1990, Captulo 7).
Apesar das suas desvantagens, o metodo \leave-one-out" e considerado como uma boa
maneira de empregar o conjunto de treinamento, tanto para se construir o classicador
como tambem para se estimar o erro de classicac~ao. Mesmo no caso de um conjunto
de treinamento grande, esse metodo ainda e mais apropriado por tomar \quase" todas as
observac~oes para construir o classicador.
2.5 Reduc~ao da Dimensionalidade
Nas sec~oes anteriores, mencionamos que a dimens~ao dos dados e crucial na construc~ao
dos classicadores. Para estimar as densidades das classes, s~ao necessarios numeros de
observac~oes por classes extremamente grandes, se a dimens~ao d das observac~oes for rel-
ativamente alta. Alem disso, Scott (1992, Sec~ao 7.1) observa que, para dados em <
d
, a
estrutura subjacente esta quase sempre numa dimens~ao menor que d. Uma quest~ao im-















Uma abordagem para a reduc~ao de dimens~ao e substituir a variavel original X 2 <
d
por uma projec~ao Y = T (X) em um subespaco de dimens~ao d
0




sa projec~ao deve ser obtida de maneira que as propriedades geometricas e estatsticas
das variaveis originais sejam preservadas tanto quanto possvel. Em problemas de classi-
cac~ao, por exemplo, as projec~oes deveriam ter pelo menos o mesmo poder de discriminac~ao
das variaveis originais. Como descrito no Captulo 1, Sec~ao 1:3, essa abordagem se en-
quadra nas quest~oes de Extrac~ao de Caractersticas mas sera abordada aqui simplesmente
como uma quest~ao de Reduc~ao de Dimens~ao.
A seguir, sera descrito o metodo da Analise de Componentes Principais que e o mais
empregado para abordar a quest~ao da reduc~ao de dimens~ao.
2.5.1 Analise de Componentes Principais
O objetivo na Analise de Componentes Principais (ACP) e descrever a estrutura de vari-
abilidade das variaveis originais atraves de suas combinac~oes lineares. O metodo deter-
mina uma rotac~ao dos eixos originais (dados pelas variaveis originais), para obter outros
eixos que s~ao ortogonais, de forma que as projec~oes dos pontos sobre esses novos eixos se-
jam n~ao correlacionadas. Esses novos eixos coincidem com as direc~oes de variac~ao maxima
no espaco das variaveis originais.










, com vetor de medias  e matriz
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(X  ) j = 1; 2; 3; :::; d: (2.56)
Note que, obtemos a transformac~ao
X  ! Y = E
T
(X  ); (2.57)








g. Pela decomposic~ao espectral, a matriz E satisfaz  =
EE
T








). Desde que E
T
E = I, essa transformac~ao e









X = kXk: (2.58)
A transformac~ao para as componentes principais, dada em (2.57), e tambem denominada
transformac~ao de Karhunen{Loeve. Essa tranformac~ao tem uma serie de propriedades
interessantes que s~ao resumidas no teorema dado a seguir.
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Prova: Mardia et al. (1979, Sec~ao 8.2), Teoremas 8.2.1, 8.2.2 e 8.2.3. 2
Do Teorema 2.5.1, pelo tem (i), as componentes principais s~ao n~ao-correlacionadas e que
a varia^ncia da j-esima componente principal e igual ao j-esimo auto-valor, j = 1; 2; 3; ::; d.
Lembrando que a Varia^ncia Total e denida como o tr() e a Varia^ncia Generalizada
como jj, pelos itens (ii) e (iii), temos que essas medidas de variabilidade para as com-
ponentes principais s~ao iguais as das variaveis originais. Os itens (iv) e (v) armam,
respectivamente, que Y
1
e a combinac~ao linear de X com maxima varia^ncia e que Y
j
maximiza a varia^ncia das combinac~oes lineares de X que sejam n~ao-correlacionadas com
as j   1 primeiras componentes principais. Dos resultados no teorema, salientamos dois
aspectos importantes: as componentes principais s~ao ortogonais entre si e preservam a
varia^ncia total das variaveis originais.
Resultados adicionais podem ser estabelecidos se X tem distribuic~ao normal. Suponha,
por exemplo, que X  N(;) ent~ao temos que Y  N(E
T
;). Nesse caso, qualquer
subconjunto n~ao vazio das componentes principais tem distribuic~ao normal e as mesmas
s~ao variaveis aleatorias independentes. Considerando isso, podem ser construdos os pro-











Em situac~oes reais, os para^metros  e  s~ao desconhecidos e, portanto, e necessario




































































































); i = 1; 2; 3; :::; n: (2.60)
Uma quest~ao a ser levantada e a vericac~ao de que as componentes principais estimadas
s~ao ainda a \melhor" reduc~ao da varia^ncia das observac~oes x
i
. A resposta para essa
quest~ao e armativa, pode ser vericado que essencialmente n~ao existe diferenca entre as
propriedades das componentes principais Y e as das componentes principais estimadas y
i
(veja Seber (1984, Sec~ao 5.2.4), Teorema 5.5 e os comentarios sobre o teorema).
Pela denic~ao das componentes principais, temos que X 2 <
d
e transformada em Y 2 <
d
,
ou seja, as componentes principais tem a mesma dimens~ao de vetor original. Para obter-
se uma reduc~ao de dimens~ao, a ideia e selecionar um subconjunto das componentes que
descrevam parte substancial da varia^ncia total das variaveis originais. Na pratica, essa
reduc~ao de dimens~ao e efetuada por tomar um d
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onde o valor de v e xado, de maneira a manter as componentes principais estimadas que
descrevem uma grande parte da varia^ncia total. Poderamos, por exemplo, tomar v = 0; 95
e ent~ao seriam selecionadas as componentes principais que descrevem pelo menos 95% da










































As componentes principais podem tambem ser empregadas como um meio para selecionar
um subconjunto de variaveis diretamente no vetor de caractersticas. A ideia e basica-
mente descartar as variaveis que mais contribuem para as componentes principais a serem
eliminadas na reduc~ao de dimens~ao. Para ver isso, lembrando que as componentes prin-




































, considere que, para um v xo, s~ao mantidas d
0
componentes principais.
Na d-esima componente principal, determina-se a variavel que esta associada com o maior
coeciente (em valor absoluto) e descarta-se essa variavel. Esse procedimento e repetido
com as componentes de ordem d   1, d   2,... ate a componente de ordem d
0
+ 1, sem
considerar em cada repetic~ao as variaveis que ja tenham sido eliminadas previamente. Ao
nal do processo a dimens~ao do vetor de caractersticas estara reduzido para d
0
.
A ideia do metodo para descartar variaveis no vetor de caractersticas esta baseda na
noc~ao de que, se uma dada componente pode ser considerada sem importa^ncia, a variavel
dominante nessa componente poderia igualmente ser menos importante ou redundante.










O emprego da ACP como um procedimento de reduc~ao de dimens~ao tem sido uma pratica
constante em problemas de Reconhecimento de Padr~oes. Deve ser enfatizado, no entanto,
que o metodo n~ao tem por objetivo realcar qualquer aspecto de separac~ao de classes. Para
os eixos dados pelas componentes principais, onde as observac~oes originais s~ao projetadas,
n~ao ha garantias que sejam as direc~oes que evidenciem a separac~ao das classes (veja, por
exemplo, Seber (1984, Sec~ao 7.8)).

E importante salientar, portanto, que o emprego de
ACP para reduc~ao de dimens~ao pode obscurecer a separac~ao das classes.
Por n~ao considerar a informac~ao relativa as classes das quais se originam as observac~oes,
a ACP e considerada uma tecnica para reduc~ao de dimens~ao n~ao-supervisionada.
Em muitas aplicac~oes, as componentes principais s~ao empregadas apenas como um meca-
nismo para eliminar a correlac~ao existente entre as variaveis originais (veja, por exemplo,
Cooley e MacEachern (1998)). Isto pode ser de grande utilidade no que diz respeito a
estimac~ao das matrizes de covaria^ncias, pois, nesse caso, seria necessario estimar matrizes
diagonais (apenas d para^metros) e, em procedimentos onde e necessaria a invers~ao dessas
matrizes, as quest~oes computacionais seriam bastantes simplicadas.
Captulo 3
Misturas Finitas de Densidades
Neste captulo, denimos o modelo de mistura nita de densidades e discutimos suas pro-
priedades. Abordamos a estimac~ao dos para^metros, com e^nfase na estimac~ao de Maxima
Verossimilhanca, e o emprego do algoritmo EM para obter as estimativas. Discutimos,
tambem, a determinac~ao da dimens~ao do modelo adequada aos dados. As misturas nitas
de normais s~ao abordadas de forma particularizada.
3.1 O Modelo de Mistura Finita de Densidades
A situac~ao a ser considerada e a de um vetor aleatorio X, assumindo valores em <
d
, cuja
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onde k e um inteiro, 
j






= 1 e as func~oes f
j
() s~ao
func~oes densidade com respeito a uma mesma medida  (de Lebesgue ou de contagem)
sobre <
d
. Em (3.1), estamos restringindo, portanto, que todas as f
j
() sejam func~oes de
probabilidade (X e discreto) ou todas sejam func~oes densidades de probabilidade (X e
contnuo). Com essas denic~oes, temos, portanto,




p(x) d = 1:
Para os dois casos considerados, as func~oes f
j
() em (3.1) ser~ao denominadas simplesmente
func~ao densidade.
Denic~ao 3.1.1 Um vetor aleatorio X com func~ao densidade p() da forma dada em
(3.1), e dito ter uma distribuic~ao de mistura nita de densidades. A func~ao p() e





; : : : ; 
k




(); : : : ; f
k
()
denominadas componentes da mistura.
Se as componentes f
j






















s~ao os para^metros denindo cada uma das componentes f
j
()
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; j = 1; 2; 3; : : : ; k):
Na maioria das aplicac~oes, as componentes da mistura s~ao membros de uma mesma
famlia parametrica de distribuic~oes e, para esses casos, nos denotaremos a mistura nita

















; : : : ; 
k
s~ao elementos em um
mesmo espaco de para^metros, que sera denotado por , ou seja 
j
= , j = 1; 2; 3; : : : ; k.








; : : : ; 
k
)
dene uma distribuic~ao de probabilidade sobre  com

j
= Pr( = 
j
); j = 1; 2; 3; : : : ; k:
Com essa conjectura, se G

() denota uma medida de probabilidade sobre  denida por







A formulac~ao dada em (3.4) sugere uma generalizac~ao para uma forma de mistura geral de
densidades (termo empregado em Titterington, Smith e Makov (1985)), por permitir que
G

() seja uma medida mais geral sobre  e n~ao apenas uma medida discreta com suporte
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nito como no caso que estamos considerando. Na forma dada em (3.4), a distribuic~ao
G

() e denominda distribuic~ao de mistura(mixing distribution) (Lindsay (1983)).
Na forma dada em (3.3), vemos uma justicativa para o emprego do termo estimac~ao
semiparametrica ao modelar dados atraves de uma mistura nita de densidades. Embora
as componentes sejam de famlias parametricas (o aspecto parametrico), os modelos de
mistura n~ao s~ao restritos a uma forma funcional especca (o aspecto n~ao-parametrico).
Como mencionado no Captulo 1, Sec~ao 1:5, com um numero de componentes sucien-
temente grande e os para^metros escolhidos corretamente, os modelos de mistura podem
aproximar com precis~ao arbitraria uma ampla classe de densidades (veja, por exemplo,
Priebe (1994)) e, dessa forma, podem ser empregados para modelar distribuic~oes desco-
nhecidas, como por exemplo, as distribuic~oes condicionais das classes em RPS.
Outra forma de ver a quest~ao do paragrafo acima, e considerarmos os estimadores por
func~ao-nucleo. Se, em (3.1), tomarmos


































com base em um conjunto de n observac~oes (veja Subsec~ao 2.3.1). Dessa forma, as
misturas nitas, podem ser vistas como um modelo completamente parametrico, no caso
de k = 1 representando uma unica famlia parametrica, e, no outro extremo, um modelo
n~ao-parametrico, se k = n, representando o estimador por func~ao-nucleo. Nesse sentido,
um dos objetivos neste trabalho e determinar um valor para k de forma a preservar as
vantagens da abordagem parametrica e da n~ao-parametrica, como mencionado acima.
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3.2 Distribuic~oes Marginais
Em determinadas aplicac~oes em RP, torna-se necessario obter alguma distribuic~ao marginal
do vetor de caractersticas. Um exemplo dessas aplicac~oes, e na modelagem dos pixels de
uma imagem para classicac~ao de texturas: para um xado tipo de vizinhanca, modelamos






























; : : : ; x
d 1
) do pixel da-











(veja, por exemplo, Popat e Picard (1997a)).
No teorema dado a seguir, ve^-se que as distribuic~oes marginais em misturas nitas de
densidades com uma dada dimens~ao s~ao tambem misturas nitas de mesma dimens~ao.
Teorema 3.2.1 Seja X um vetor aleatorio cuja distribuic~ao e uma mistura nita de
densidades com k componentes. Ent~ao, a distribuic~ao de qualquer vetor aleatorio formado
com variaveis em X e tambem uma mistura nita de densidades com k componentes.
Prova: Seja X
(1)
um vetor aleatorio cujas variaveis componentes formam um subconjunto













onde a notac~ao d(x
( 1)
) signica tomar a integral com relac~ao as componentes de X que

















































A passagem da integral da soma para a soma das integrais acima e justicada pelo Teorema








) satisfaz as condic~oes do teorema (veja
Ash (1972, Sec~ao 1.6)). As integrais em (3.6) d~ao as densidades marginais de X para as
variaveis em X
(1)
com relac~ao a cada densidade componente f
j



















() e a distribuic~ao marginal para X
(1)
com relac~ao a f
j
(). 2







). Um vetor de dimens~ao q, formado por um subconjunto das variaveis em
X, pode ser denido tomando-se X
(1)
= AX, onde A e uma matriz q d cujas linhas tem
1 nas posic~oes correspondentes as variaveis de interesse e 0 nas outras. Nesses termos,
temos o corolario a seguir.







j = 1; 2; 3; ::k. A distribuic~ao de um vetor com q das variaveis em X e uma mistura








), j = 1; 2; 3; :::; k, onde A e a matriz que determina as
variaveis includas no vetor.
Prova: Da teoria de probabilidade temos que as distribuic~oes marginais para vetores com
distribuic~ao normal s~ao tambem normais (veja Mardia et al. (1979, Teorema 3.1.1)). Alem
disso, se X  N
d
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et al. (1979, Teorema 3.2.1)). O corolario segue por empregar esses resultados no Teorema
3.2.1. 2
O resultado estabelecido no teorema acima se aplica tambem em situac~oes cujo interesse
seja obter uma \reduc~ao" da dimens~ao de X, eliminando-se variaveis redundantes na
descric~ao dos objetos. Se o vetor de caractersticas e modelado como uma mistura nita
de densidades, eliminadas as variaveis redundantes, a distribuic~ao conjunta das variaveis
restantes e ainda uma mistura nita de densidades. O corolario considera o caso particular
de mistura nita de normais; para esse caso, a distribuic~ao das variaveis mantidas para a
classicac~ao e tambem uma mistura nita de normais.
Na sec~ao a seguir, sera considerada a quest~ao das condic~oes para uma mistura nita
de densidades ser identicavel, isto e, possuir uma caracterizac~ao unica a partir de seus
para^metros. Essa e uma quest~ao crucial na estimac~ao dos para^metros pois, na ause^ncia
dessa condic~ao, os procedimentos de estimac~ao n~ao ser~ao exatos.
3.3 Misturas Finitas Identicaveis
A condic~ao de que a mistura nita seja indenticavel se faz necessaria para que todos os
para^metros em  possam ser estimados de forma unica. O exemplo abaixo ilustra essa
quest~ao.
Exemplo 3.3.1 Considere a famlia de distribuic~oes Binomial(2; ), 0 <  < 1, e uma
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; x 2 f0; 1; 2g:
Ent~ao, em particular, temos


















Das equac~oes acima, vemos que podem ser obtidos valores iguais para cada uma das pro-




). Assim, o modelo em quest~ao
n~ao pode ser representado unicamente em termos dos seus para^metros.
Em geral, uma famlia parametrica F de fdp's f(;) e dita ser identicavel se valores
distintos de  determinam membros distintos na famlia. Para famlias de misturas nitas
de densidades, no entanto, e necessario uma denic~ao mais especca.
Denic~ao 3.3.1 Seja F = ff(x; ) :  2 ;x 2 <
d
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temos que p(x;)  p(x;
0
) se, e somente se, k = k
0
e podemos permutar os ndices das







) = f(x; 
0
j
) q.t.p.; j = 1; 2; 3; : : : ; k:
Em Titterington et al. (1985), s~ao discutidas as quest~oes teoricas sobre as condic~oes
para uma mistura nita de densidades ser identicavel e s~ao apresentados resultados que
estabelecem as condic~oes necessarias e sucientes. Os resultados, em forma de teoremas,
s~ao dados a seguir.
Teorema 3.3.1 (Teicher (1963)). Seja F = fFg uma famlia de func~oes de distribuic~ao
univariadas com transformac~ao (t) denida para t 2 S

(o domnio da denic~ao de ),
tal que a transformac~aoM : F !  e linear e injetiva. Suponha que exista uma ordenac~ao

















sendo independente de 
2







(t) = 0. Ent~ao, a classe P de todas
as misturas nitas de F e identicavel.
Prova: Teicher (1963) 2
O teorema acima permite aplicac~oes diretas utilizando a func~ao geratriz de momentos
como a transformac~ao (t). Empregando o Teorema 3.3.1, segue uma proposic~ao que diz
respeito as misturas de normais univariadas.
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O Teorema 3.3.2 a seguir permite estender para as distribuic~oes multivariadas alguns dos
resultados dados em Teicher (1963).
Teorema 3.3.2 (Yakowitz e Spragins (1968))Considere F e P da forma dada na De-
nic~ao 3.3.1.Uma condic~ao necessaria e suciente para que P seja identicavel e que F
seja um conjunto linearmente independente sobre o corpo dos numeros reais <.
Prova: Titterington et al. (1985) 2
O resultado na proposic~ao a seguir diz espeito as misturas de normais multivariadas. O
resultado e decorrente do Teorema 3.3.2 e demonstrado em Yakowitz e Spragins (1968).
Proposic~ao 3.3.2 Uma famlia F de func~oes densidades normais d-dimensionais gera
misturas nitas identicaveis.
Em Titterington et al. (1985), alem dos teoremas aqui apresentados, e feita uma revis~ao
da literatura abordando a quest~ao de misturas nitas identicaveis. Da revis~ao, os au-
tores concluem que, a menos de casos especiais , principalmente envolvendo misturas de
distribuic~oes discretas com espacos amostrais nitos, as misturas nitas de densidades
s~ao, em geral, identicaveis
Em McLachlan e Basford (1988, Sec~ao 1.5), s~ao abordadas algumas das diculdades que
podem ocorrer quando as componentes f
j
(; ) pertencem a uma mesma famlia de dis-
tribuic~oes. Nesse caso, p(;) tera o mesmo valor se os ndices j forem permutados em
, ou seja, embora a mistura seja identicavel, temos que  n~ao o e. De fato, se todas as
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f
j
(; ) pertencerem a mesma famlia de distribuic~oes, ent~ao p(;) sera invariante para
as k! permutac~oes dos ndices em . Duda e Hart (1973) ilustram esta quest~ao com uma



































) a densidade p(x;) tera o mesmo valor em cada x.
Na pratica, entretanto, o fato de  n~ao ser identicavel pode ser totalmente superada por
meio da imposic~ao de uma apropriada restric~ao sobre  (McLachlan e Basford (1988)).





     
k
na estimac~ao dos para^metros em modelos de mistura nita com
componentes de uma mesma famlia de distribuic~oes.
A seguir, sera discutida a quest~ao da estimac~ao dos para^metros em mistura nita de
densidades. Na discuss~ao, e suposto que o numero de componentes no modelo e xa e o
objetivo e apenas estimar .
3.4 Estimac~ao dos Para^metros
As duas principais abordagens para a estimac~ao dos para^metros em mistura nita de
densidades s~ao a estimac~ao de maxima verossimilhanca e a estimac~ao Bayesiana. Nesta
sec~ao, ser~ao descritas as duas abordagens, sendo a estimac~ao de maxima verossimilhanca
mais detalhada por ser a abordagem empregada neste trabalho. Com relac~ao a estimac~ao
CAP

ITULO 3. MISTURAS FINITAS DE DENSIDADES 68
Bayesiana, ser~ao apresentadas apenas as ideias basicas e indicadas refere^ncias comple-
mentares sobre o assunto.
3.4.1 Estimac~ao de Maxima Verossimilhanca
O metodo de estimac~ao de Maxima Verossimilhanca e a abordagem mais utilizada na
estimac~ao dos para^metros em mistura nita de densidades (Redner e Walker (1984)).
A ideia do metodo e a seguinte: dado um conjunto de observac~oes independentes do
modelo considerado (identicamente distribudas), o metodo determina os estimadores dos
para^metros a partir da maximizac~ao da distribuic~ao conjunta dessas observac~oes como
func~ao dos para^metros. A ideia, portanto, e que, sobre todo o espaco parametrico, os
valores dos para^metros devem ser aqueles para os quais os valores observados s~ao mais
verossmeis sob o modelo considerado.









; : : : ;x
n
g um conjunto de n observac~oes independentes de X, a Func~ao














Considerando os objetivos deste trabalho, na denic~ao acima, as observac~oes em A
(n)
cor-
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Denic~ao 3.4.2 (Lehmann (1983))Se existe um unico valor
b
 2 
 que maximiza a
Func~ao de Verossimilhanca, ent~ao
b
 e denominado Estimador de Maxima Verossimi-
lhanca (EMV) de 
A Denic~ao 3.4.2 sera referida como a denic~ao classica do EMV nas discuss~oes a seguir.
Pela Denic~ao 3.4.2, se as densidades componentes forem diferenciaveis com respeito as




l() = 0; l = 1; 2; 3; ::::; m; (3.9)
onde 
l
denota as componentes de , e uma condic~ao necessaria que deve ser satisfeita
pela FV. Esse sistema de equac~oes, formado pelas derivadas parciais da FV com relac~ao
as componentes de , que recebe a denominac~ao de Equac~oes de Verossimilhanca, pode
ser utilizado para obter uma estimativa para . Na pratica, no entanto, e mais comum























)g = 0; l = 1; 2; 3; :::; m (3.10)
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Para muitos modelos parametricos, os estimadores de maxima verossimilhanca s~ao rela-
tivamente simples de serem determinados (modelos para os quais a FV tem seu maximo
global no interior do espaco dos para^metros). Com modelos de mistura nita de densi-
dades, no entanto, a determinac~ao dos estimadores de maxima verossimilhanca n~ao e t~ao
imediata. Dois problemas podem ocorrer na pratica: (i) as equac~oes de verossimilhanca
te^m varias razes; e (ii) a FV n~ao e limitada superiormente.
O primeiro problema diz respeito a situac~oes em que a FV atinge seu maximo local em
diferentes valores de . Na sec~ao anterior, isso foi abordado no caso de misturas cujas
densidades componentes pertencem a uma mesma famlia parametrica de distribuic~oes,








) forem permutados em
. Como observado em Redner e Walker (1984), esse problema pode ser grave ou n~ao,
dependendo de haver um interese especco nas componentes da mistura ou apenas em
uma aproximac~ao da mistura. Nessa segunda situac~ao, a quest~ao n~ao e crucial e pode
ser superada na pratica impondo restric~oes nos para^metros, como mencionado na sec~ao
anterior. Em particular, em Ripley (1996, Sec~ao 6.4), e observado que para os propositos
em RPS e necessario somente obter uma \boa" aproximac~ao para a mistura nita de
densidades.
Com relac~ao ao segundo problema, existem situac~oes onde L() n~ao e limitada supe-
riormente e, por isso, n~ao existe o estimador de maxima verossimilhanca para . Essa
situac~ao e ilustrada no exemplo dado a seguir para uma mistura nita de densidades
normais multivariadas (Hand (1981)).
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Agora, se tivermos que a media 
1














e se , alem disso, tivermos j
1
j ! 0 ent~ao l()!1.
Pela exposic~ao dos problemas acima, para modelos de mistura nita de densidades, a
equac~ao de verossimilhanca pode ter multiplas razes ou L() pode ser n~ao limitada
superiormente e, ent~ao, por sua denic~ao, o estimador de maxima verossimilhanca para
 pode n~ao existir. Considerando essas diculdades praticas mas, como sera visto a frente,
sem perder o objetivo essencial da estimac~ao de maxima verossimilhanca, Redner e Walker
(1984) consideram a estimativa de maxima verossimilhanca em termos de maximo local
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Como enfatizado em Lehmann (1983), o objetivo essencial da estimac~ao de maxima ve-














; : : : ;x
n
) de  para cada





g que seja consistente e assintoticamente eciente (veja Sec~ao A.2). Sob algumas
condic~oes de regularidade, essa seque^ncia de razes existe e, com probabilidade tendendo
a 1, essas razes correspondem ao maximo local no interior de espaco dos para^metros,
mas n~ao necessariamente ao maximo global. As condic~oes para existe^ncia dessa seque^ncia
consistente de razes sera abordada a frente (veja, tambem, as discuss~oes em McLachlan
e Peel (2000, Sec~oes 2.2 e 2.5)).
Pela exposic~ao acima, admitir o maior maximo local de L() como o estimador de maxima
verossimilhanca n~ao gera nenhuma incoere^ncia se o objetivo e a determinac~ao de esti-
madores de maxima verossimilhanca que sejam consistentes. Dessa forma, neste trabalho
procedemos como em Redner e Walker (1984), ou seja, admitimos a \estimativa de maxima
verossimilhanca" para  como sendo o valor
b
 2 
 para o qual a func~ao L() atinge
seu maior maximo local em 
.
A seguir, apresentaremos dois teoremas que resumem a existe^ncia dos resultados men-
cionados sobre a existe^ncia da seque^ncia consistente de estimadores. Para a exposic~ao dos
teoremas, e assumido que p(x;) e identicavel e que 
j
> 0; j = 1; 2; 3; : : : ; k. Com
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k
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Estabelecemos inicialmente as condic~oes de regularidade para o teorema. Ao estabelecer as
condic~oes e nas exposic~oes a seguir, denotaremos por 

o verdadeiro valor do para^metro
 e sugerimos Sering (1980, Sec~oes 4.1 e 4.2) para uma discuss~ao sobre as condic~oes.
Veja Ape^ndice A para as denic~oes necessarias.
Condic~ao 1: Para todo  2 
, para quase todo x 2 <
d
e para i; j; k = 1; 2; 3; ::; m,
as derivadas parciais de primeira, segunda e terceira ordem de p(x;) com relac~ao













































































), e nita e denida
positiva.
Teorema 3.4.1 Considere que as condic~oes 1 e 2 s~ao satisfeitas e que seja dada uma vizi-
nhanca qualquer, sucientemente pequena, de 

em 
. Ent~ao, com probabilidade 1, para














; : : : ;x
n
) unico, soluc~ao das equac~oes de verossimilhanca
















Prova: Peters e Walker (1978); Lehmann (1983). 2
O Teorema 3.4.1 estabelece que, se as condic~oes de regularidades s~ao satisfeitas, existe
uma unica soluc~ao das equac~oes de verossimilhanca que e consistente, maximizando (pelo
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menos) localmente a func~ao de log-verossimilhanca, e assintoticamente eciente como
estimador do verdadeiro valor do para^metro (sobre as condic~oes, veja Sering (1980, Sec~oes




e realmente uma estimativa de
maxima verossimilhanca, ou seja, um ponto onde a func~ao de verossimilhanca atinge seu




e um EMV, existem




? O proximo teorema,
embora de forma restrita, da uma resposta a essas quest~oes.
O teorema a seguir e uma vers~ao mais fraca do resultado apresentado em Redner (1981),
onde o autor considerou tambem famlias de distribuic~oes n~ao-identicaveis. Primeira-
mente, e necessario denir duas func~oes para estabelecer as condic~oes do teorema: sendo
N
r
() uma bola fechada de raio r > 0 em torno de , s~ao denidas as seguintes func~oes










(xj; r) = maxf1; p(xj; r)g:
Condic~ao 3: Para cada  2 


















Teorema 3.4.2 Seja 

o
um subconjunto compacto de 
 contendo 

no seu interior e
considere o conjunto
C = f 2 

o
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Prova: Redner (1981); Redner e Walker (1984). 2
O Teorema 3.4.2 implica que, se 

o
e qualquer subconjunto compacto de 
 contendo 









grande (veja tambem Redner (1981, Teoremas 2 e 4)) . Dado que a mistura e identicavel,
qualquer outra estimativa em 

o




pela permutac~ao dos ndices e,
por isso, levando a mesma densidade limitante p(xj

).
Do ponto de vista teorico, os Teoremas 3.4.1 e 3.4.2 s~ao adequados para os problemas
de estimac~ao em mistura nita de densidades, ao assegurar a existe^ncia do estimador
de maxima verossimilhanca fortemente consistente e caracterizar seu comportamento
assintotico como soluc~ao das equac~oes de verossimilhanca. O teorema, entretanto, n~ao es-
tabelece como lidar com as situac~oes onde a func~ao de verossimilhanca tem varios maximos
locais, por exemplo. No caso de varias razes, n~ao ca estabelecido qual delas tomar para
obter uma seque^ncia consistente. Lehmann (1999) sugere que teramos uma soluc~ao se













tambem seria consistente. O obstaculo
dessa abordagem e a necessidade de serem determinadas todas as razes, o que pode
ser uma tarefa difcil. Salientamos tambem, que os resultados nos teoremas dependem
das condic~oes estabelecidas. Com respeito a isso, em McLachlan e Basford (1988, Sec~ao
1.8), os autores comentam que a forma dessas condic~oes sugere que elas s~ao validas para
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muitas famlias de distribuic~oes. Para mais discuss~oes sobres essas quest~oes e refere^ncias
adicionais sobre o assunto sugerimos, Lehmann (1983) e Lehmann (1999).
Na pratica, por outro lado, a determinac~ao dos estimadores de maxima verossimilhanca
para mistura nita de densidades envolvem varias diculdades devido a complexidade da
depende^ncia da func~ao de verossimilhanca nos para^metros. Geralmente, as equac~oes n~ao
s~ao lineares e n~ao e possvel obter soluc~oes analticas e, por isso, a sada e recorrer a pro-
cedimentos iterativos na busca das soluc~oes. Em Redner e Walker (1984), s~ao discutidos
varios aspectos praticos da determinac~ao de EMV consistentes, a relac~ao da matriz de
informac~ao de Fisher com as quest~oes numericas envolvidas, bem como relatam resultados
de estimac~ao obtidos com outros metodos em mistura nita de densidades. Esses autores
concluem que, apesar das diculdades envolvidas, o metodo da maxima verossimilhanca
tem sido muito bem sucedido quando comparado a outros metodos de estimac~ao.
3.4.2 Estimac~ao Bayesiana
A ideia basica na infere^ncia Bayesiana e que, dado um modelo com um para^metro desco-
nhecido  2 
, antes de tomarmos uma amostra de observac~oes do modelo, introduzimos
no processo de estimac~ao uma conjectura sobre . A conjectura e expressa por meio
de uma distribuic~ao de probabilidade p() para . Essa conjectura e ent~ao avaliada
num segundo estagio, apos ter sido observada uma amostra A
(n)
do modelo, atraves
da distribuic~ao condicional p(jA
(n)
). A distribuic~ao p() e denominada distribuic~ao a
priori e p(jA
(n)
) distribuic~ao a posteriori.
Sendo l() a func~ao de verossimilhanca para , as ideias acima s~ao formalizadas com o
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Das ideias descritas acima, temos a quest~ao de como escolher a distribuic~ao a priori para
p(), distribuic~oes essas que, em geral, tambem dependem de outros para^metros, que
s~ao denominados hiperpara^metros. Para a escolha de p(), geralmente e considerado o
conceito de famlias conjugadas, propriedade de que, para algumas famlias de distribuic~ao,
tomando a priori pertencente a famlia, esta assegurado que a posteriori tambem pertence
a mesma famlia (veja Berger (1985, Captulo 4 )). O emprego de famlias conjugadas
simplica bastante o processo de infere^ncia.
As infere^ncias sobre  s~ao obtidas com o emprego de (3.11) que, em geral, tem forma
bastante complicada. Mesmo trabalhando com famlias conjugadas, quando l() e prove-
niente de uma mistura nita de densidades, n~ao e possvel um tratamento analtico de
(3.11) (Titterington et al. (1985)). Varias abordagens te^m sido propostas para a resoluc~ao
desses problemas e, atualmente, os metodos de simulac~ao te^m sido os mais utilizados na
pratica. Os metodos de simulac~ao empregados s~ao denominados metodos de Monte Carlo
via Cadeias de Markov(MCMC)(Markov Chain Monte Carlo).
Uma refere^ncia basica para os metodos MCMC aplicados para estimac~ao em misturas
nitas de densidades e Gilks, Richardson e Spiegelhalter (1996, Captulo 24). Nessa
abordagem, a ideia basica e estabelecer as distribuic~oes a priori e a posteriori convenientes
e obter, atraves de dados simulados por meio dessas distribuic~oes, as estimativas para os
para^metros da mistura (veja, tambem, Gamerman (1996)).
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Como refere^ncia, citamos tambem Lavine e West (1992), onde os autores consideram
uma mistura nita de normais para modelar problemas de RPS e RPNS, estabelecem as
prioris convenientes e desenvolvem os passos necessarios a estimac~ao dos para^metros. No
contexto de estimac~ao de densidades atraves de mistura nita de densidades, empregando
a abordagem Bayesiana para a estimac~ao dos para^metros, citamos Roeder e Wasserman
(1997), onde os autores apresentam um metodo que gera uma distribuic~ao a posteriori
para os para^metros consistente e citam varias refere^ncias sobre o assunto.
Na sec~ao a seguir, sera considerada a quest~ao da escolha da dimens~ao da mistura. A esco-
lha do numero de componentes e de fundamental importa^ncia para o emprego adequado
dos modelos de misturas nitas.
3.5 A Estimac~ao do Numero de Componentes
Nas sec~oes anteriores, os modelos de misturas nitas foram abordadas considerando a
dimens~ao xa. Nesta sec~ao, abordaremos a quest~ao de como estimar a dimens~ao k para o
modelo. Essa e uma das quest~oes mais crticas para o emprego desses modelos e tem resis-
tido a uma abordagem estatstica completamente satisfatoria (Roeder (1990), Polymenis
e Titterington (1998), McLachlan e Peel (2000, Sec~ao 6.1)). Em geral, duas principais
abordagens estatsticas te^m sido adotadas para esse problema, o emprego de Testes de
Hipoteses e a abordagem denominada Selec~ao de Modelos, que consiste em selecionar o
modelo por otimizar uma dada func~ao-criterio.
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3.5.1 Teste de Hipoteses para determinar k
A abordagem por Teste de Hipoteses consiste em formular hipoteses estatsticas relativas
ao numero de componentes para o modelo e efetuar testes sobre essas hipoteses, para





, s~ao considerados as hipoteses estatsticas
H
o




: k = k
1
;
que correspondem, respectivamente, a um modelo de dimens~ao k
0
e outro de dimens~ao
k
1
. Para testar as hipoteses acima, o procedimento obvio seria empregar o teste da raz~ao



















) e o maximo da FV para o modelo de dimens~ao k
c
, c = 0; 1.

E conhecido da





distribuic~ao assintotica Qui-quadrado (
2
) com graus de liberdade dados pela diferenca
entre o numero de para^metros nas duas hipoteses (Lehmann (1986)). Para misturas nitas
de densidades, no entanto, as condic~oes de regularidades n~ao se vericam (McLachlan
e Peel (2000, Sec~ao 6.4)). Para contornar esse problema, varias alternativas te^m sido
propostas, muitas delas sugerem ajustes para os graus de liberdade numa tentativa de
aproximar a distribuic~ao de 
n
. Para uma discuss~ao sobre algumas dessas propostas e
outras refere^ncias, sugerimos McLachlan e Basford (1988, Sec~ao 1.10) e McLachlan e Peel
(2000, Captulo 6). Em Soromenho (1994) e apresentado um estudo comparativo entre
algumas dessas propostas.
Outra abordagem e utilizar o metodo de bootstrap. Nesse caso, a ideia e encontrar uma
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aproximac~ao da distribuic~ao nula de 
n
, empregando-se a reamostragem dos dados, ou se-
ja, gerando amostras de bootstrap e determinando em cada uma delas o valor da estatstica

n
. Com esses valores determinados, e construda uma distribuic~ao emprica para 
n
que
e empregada para testar as hipoteses. Sobre essa abordagem, veja McLachlan e Peel
(1997), Polymenis e Titterington (1998) e McLachlan e Peel (2000, Sec~ao 6.6).
3.5.2 Selec~ao de Modelos
A ideia dos metodos nesta abordagem, e estabelecer uma func~ao-criterio cuja otimizac~ao
indique o verdadeiro numero de componentes da modelo. Em geral, s~ao da forma
b




















) poderia ser visto como um criterio, porem, como a FV e uma func~ao n~ao
decrescente em k, esse criterio escolheria sempre a maior dimens~ao possvel e, dessa forma,
n~ao seria uma formalizac~ao da noc~ao intuitiva de modelo mais \adequado". Dois criterios
de selec~ao de modelos bastantes conhecidos na literatura, o Criterio de Informac~ao de
Akaike e o Criterio de Informac~ao Bayesiano, podem ser empregados para obtermos
estimativas de k.
O Criterio de Informac~ao de Akaike
A ideia subjacente ao Criterio de Informac~ao de Akaike (AIC) (de Akaike's Information
Criterion), e estimar a informac~ao de Kullback-Leibler do verdadeiro modelo com respeito
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ao modelo estimado. Sendo p(xj

) a modelo verdadeiro e p(xj
b
) o modelo estimado, a
































que e uma medida de diverge^ncia entre o modelo verdadeiro e o modelo estimado, sendo o
objetivo, portanto, minimizar essa diverge^ncia. Na express~ao acima, vemos que somente








































denominada log-verossimilhanca media, que e um estimador consistente para essa quanti-
dade. Assumindo as condic~oes de regularidade, que asseguram a distribuic~ao assintotica
qui-quadrado para o teste da raz~ao de verossimilhanca generalizada, o seguinte forma






Todo o desenvolvimento para a determinac~ao do AIC e apresentado em Bozdogan (1987).
No contexto de misturas nitas de densidades, a forma empregada e (veja McLachlan e








ITULO 3. MISTURAS FINITAS DE DENSIDADES 82
onde v(k) e o numero de para^metros livres, no modelo com dimens~ao k. O termo v(k) pode
ser visto como um fator de \penalizac~ao" para o crescimento do numero de componentes
k no modelo.
Algumas considerac~oes te^m sido feitas sobre o AIC. Do ponto de vista teorico, o proble-
ma com esse criterio e que, na sua formulac~ao, e assumido que o modelo verdadeiro e
o modelo conjecturado pertencem a uma mesma famlia parametrica de distribuic~oes e,





Como mencionado, essas condic~oes n~ao se vericam no contexto de misturas nitas.
Na pratica, tem sido observado que o AIC n~ao e consistente em ordem (um criterio e
consistente em ordem se, quando n ! 1, com probabilidade tendendo a 1 o criterio
e minimizado na dimens~ao verdadeira do modelo) e tende a superestimar a dimens~ao
do modelo (Celeux e Soromenho (1996)). No contexto de mistura, isso signica que o
AIC apresenta uma tende^ncia a selecionar um modelo com um numero de componentes
superior ao do modelo verdadeiro.
O Criterio de Informac~ao de Bayesiano
O Criterio de Informac~ao Bayesiano (BIC) (de Bayesian Information Criterion) esta
baseado na teoria Bayesiana de selec~ao de modelos. Nessa teoria, s~ao considerados varios
possveis modelos, com suas probabilidades a priori, e o objetivo e selecionar o modelo com










os modelos considerados e p(M
k
); k = 1; 2; 3; :::; K, as respectivas probabilidades a priori,
CAP

ITULO 3. MISTURAS FINITAS DE DENSIDADES 83




























Da express~ao acima, vemos que, para a posteriori deM
k





Quando existem para^metros desconhecidos nos modelos, essa distribuic~ao e obtida por in-
























) e a distribuic~ao a priori para 
(k)
(veja Kass e Raftery (1995)).

E






) e a func~ao de verossimilhanca para o modelo
M
k







) recebe a denominac~ao de verossimilhanca integrada. Se as
probabilidades a priori p(M
k
) forem todas iguais, o procedimento seleciona o modelo com
a maior verossimilhanca integrada.
A maior diculdade com essa abordagem Bayesiana e avaliar a integral que dene a
verossimilhanca integrada. A principal abordagem para aproximar essa integral e atraves





) + v(k) lnn;
onde, como antes, v(k) e o numero de para^metros livres, no modelo de dimens~ao k. A
aproximac~ao dada pelo BIC foi desenvolvida em Schwarz (1978) e, por isso, na literatura
tambem recebe a denominac~ao de criterio de Schwarz.
O BIC e considerado consistente em ordem, o que implica que assintoticamente tende a
selecionar o modelo de dimens~ao correta (Celeux e Soromenho (1996)). Esse criterio foi
CAP

ITULO 3. MISTURAS FINITAS DE DENSIDADES 84
desenvolvido sob condic~oes de regularidade que n~ao se vericam para modelos de mistura
nita. Seu emprego na pratica, entretanto, tem demonstrado resultados considerados, no
mnimo, razoaveis. Em particular, esses bons resultados te^m se vericado empregando-
se esse criterio para selecionar o numero de componentes para uma mistura nita em
estimac~ao de densidades (Biernacki, Celeux e Govaert (2000)).
Para o emprego com mistura nitas, a forma do BIC sugere que esse criterio tende a
favorecer os modelos mais simples, com um menor numero de componentes, que o AIC.
Na sec~ao a seguir, descrevemos o algoritmo EM e a sua aplicac~ao na determinac~ao da
soluc~ao das equac~oes de verossimilhanca.
3.6 Estimac~ao de Maxima Verossimilhanca via o
algoritmo EM
O algoritmo EM, E de \Expectation" e M de \Maximization", e um metodo iterati-
vo empregado para maximizar a func~ao de verossimilhanca. Nesta sec~ao, descrevemos
o algoritmo EM e discutimos suas principais propriedadades. No contexto de mistura
nita de densidades, desenvolvemos os passos necessarios a determinac~ao das razes das
equac~oes de verossimilhanca.

E suposto que as densidades envolvidas s~ao diferenciaveis
com relac~ao as componentes dos seus vetores de para^metros.
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3.6.1 O Algoritmo EM
A abordagem que adotadamos na descric~ao do algoritmo EM, e conhecida na literatura
como estimac~ao a partir de dados incompletos. Essa denominac~ao e devida ao trabalho
de Dempester, Laird e Rubin (1977), que e a refere^ncia basica para o emprego desse
algoritmo em misturas nitas de densidades.
A ideia subjacente em estimac~ao com dados incompletos, e considerar os dados observados
(x
i
) como dados incompletos e aumenta-los com a inclus~ao de variaveis latentes (z
i
),







)) simplique as as analises a serem desenvolvidas.

E observado emWu (1983)
que, em muitos problemas estatsticos de estimac~ao, a maximizac~ao do problema em
termos de dados completos e mais simples do que especicando-o como dados incompletos.
Para formalizar as ideias acima, considere que temos dois espacos amostrais Y e X . Os
dados incompletos, x 2 X , s~ao observados e consideramos uma variavel latente z para
formar os dados completos y = (x; z) 2 Y. Seja g(x;) a densidade denida sobre
X , parametrizada por  2 
, e suponha que existe uma densidade (conjunta) f(y;)
sobre Y. Dado x 2 X , o objetivo e estimar  de forma a maximizar a func~ao de log-
verossimilhanca L() = ln g(x;), para  2 
 empregando as relac~oes entre f(y;) e
g(x;).
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a partir da qual podemos escrever
ln g(x;) = ln f(y;)  ln k(yjx;): (3.12)
A ideia do algoritmo e tomar a esperanca condicional em (3.12) com relac~ao a variavel
desconhecida z, dado x e um valor 
0
2 














onde assumimos que as esperancas existem para todos os pares (;
0
).




g = ln g(x;), adotando a notac~ao mais






















Com a notac~ao acima, o algoritmo EM e denido como segue: dado uma aproximac~ao

(s)
para um maximizador de L(), obtemos a aproximac~ao 
(s+1)
por:
1. Passo E: Determinar Q(j
(s)
).
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: s = 0; 1; 2; 3; : : :g, onde 
(0)
e um valor inicial fornecido ao
algoritmo.
A aplicac~ao do algoritmo consiste em repetir, alternadamente, os passos E e M. Numa
dada repetic~ao do passo E, a aproximac~ao 
(s)
e substituida pela aproximac~ao 
(s+1)
determinada na ultima repetic~ao do passo M.











alem disso, empregando a desigualdade de Jensen para esperanca condicional (Ash (1972,








) (veja Dempester et al.





























O resultado em (3.15) implica que as aproximac~oes geradas pelo algoritmo EM, f
(s)
g,
geram uma seque^ncia fL(
(s)
)g monotona n~ao-decrescente e, sendo limitada superior-
mente, essa seque^ncia converge para algum L

(Rudin (1976, pag. 55)). Essa e, portanto,
uma propriedade fundamental do EM que o qualica como um algoritmo para maximizar
a func~ao de log-verossimilhanca (equivalentemente, a func~ao de verossimilhanca).
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Os aspectos teoricos da converge^ncia do algoritmo EM foram discutidos em Wu (1983),
onde s~ao abordadas duas quest~oes fundamentais: (i) a caracterizac~ao da converge^ncia
de L(
(s)
), no sentido de vericar se e para um maximo global sobre 
, ou para um
maximo local ou, ainda, para um ponto estacionario; e (ii) a converge^ncia da seque^ncia
de estimativas
(s)
geradas pelo algoritmo. As propriedades estabelecidas nessa discuss~ao,
est~ao resumidas em um teorema estabelecido em Redner e Walker (1984) que apresentamos
a seguir. Ressaltamos, entretanto, que os resultados estabelecidos no teorema s~ao validos
para o algoritmo EM em geral, n~ao apenas no contexto de mistura nita de densidades.





g uma seque^ncia em 
 gerada pelo algoritmo
EM. Ent~ao, a func~ao de log-verossimilhanca, L(), e monotona n~ao-decrescente sobre
f
(s)
g, convergindo para um limite L

que pode ser innito. Tambem, sendo L o conjunto
dos pontos limites de f
(s)
g, temos que:




g esta contida em um subconjunto compacto de 
, ent~ao L e compacto.
(iii) Se f
(s)








0, para uma norma sobre 
, ent~ao L e conectado e compacto.
(iv) Se L() e contnua em 
 e L 6= , ent~ao, L





























) s~ao contnuas para  e 
0
em 
 e diferenciaveis em ,
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 2 L, ent~ao, L() e diferenciavel em  =
b
 e as equac~oes de
verossimilhanca s~ao satisfeitas para  =
b
.
Prova: Wu (1983); Redner e Walker (1984). 2
O Teorema 3.6.1 estabelece os resultados globais de converge^ncia para a seque^ncia gerada
pelo algoritmo EM. As declarac~oes em (i); (ii) e (iii), s~ao genericas, validas para qual-
quer seque^ncia numerica. As declarac~oes em (iv); (v) e (vi), est~ao baseadas nos fatos ja
mencionados de que a func~ao de log-verossimilhanca e monotona n~ao-decrescente sobre
a seque^ncia gerada pelo algoritmo. Para uma discuss~ao mais aprofundada do ponto de
vista tecnico, sugerimos consultar Redner e Walker (1984), onde s~ao apresentados outros
resultados complementares. Como um exemplo, no caso onde as densidades componentes
f(x; 
j
) s~ao completamente especicadas, sendo necessario apenas estimar as proporc~oes
da mistura, os autores mostram que as estimativas geradas pelo EM convergem para o
estimador de maxima verossimilhanca.
Um aspecto interessante discutido em Wu (1983), e a quest~ao de que a converge^ncia de
L(
(s)
) para um L





. Um exemplo sobre
essa quest~ao e apresentado em Boyles (1983), onde L(
(s)
) e limitada superiormente e,
no entanto, 
(s)
converge para um crculo de raio unitario e n~ao para um unico ponto. A
despeito do Teorema 3.6.1 caracterizar o conjunto de pontos limites da seque^ncia f
(s)
g,
ele n~ao estabelece se essa seque^ncia, no caso de convergir para um valor nito, converge
para um estimador de maxima verossimilhanca. Visando responder essa quest~ao, Redner
e Walker (1984) apresentam um teorema que da as condic~oes sob as quais se obtem
localmente essa converge^ncia. O teorema, que assume as condic~oes dos Teoremas 3.4.1 e
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3.4.2, para as quais nos referimos como condic~oes de regularidades, e dado a seguir.





um subconjunto compacto de 
, que contem 

no seu interior, para o qual p(x;) =
p(x;

) em q.t.p. em x, para  2 

o
, somente se  = 

. Suponha ainda que, com
probabilidade 1, a func~ao Q(j
0






disso, que L() e diferenciavel em  2 

o














































Prova: Redner e Walker (1984). 2





, em um subconjunto compacto de 
, e a continuidade de L().
Dado que a seque^ncia f
(s)
g esta nessa vizinhanca, pelo item (iv) do Teorema 3.6.1, cada





unica das equac~oes de verossimilhanca, decorre o resultado de que a seque^ncia converge
para o estimador de maxima verossimilhanca, considerando a continuidade de L().
A utilizac~ao do Teorema 3.6.2 na pratica pode n~ao ser t~ao imediato, n~ao e uma quest~ao
simples determinar um valor inicial que saibamos estar proximo da soluc~ao desejada. Uma
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situac~ao onde haveria alguma orientac~ao, seria no caso onde houvesse uma amostra su-
cientemente grande e com as observac~oes identicadas quanto a procede^ncia com relac~ao as
densidades componentes. Sendo conhecidas as distribuic~oes das componentes, poderamos
dar como o valor inicial, 
(0)
, as estimativas obtidas separadamente para cada compo-
nente, onde os valores iniciais das proporc~oes da mistura seriam dados pelas respectivas
proporc~oes amostrais das observac~oes para cada componente.
Resultados importantes para ao algoritmo EM, se vericam para misturas nitas cujas
componentes s~ao membros da famlia exponencial de distribuic~oes (veja Sec~ao A.3 para
denic~oes). Para esses casos, cada sucessiva aproximac~ao 
(s+1)
do estimador de maxima
verossimilhanca e unica e explicitamente determinada a partir da aproximac~ao anteri-
or 
(s)
, quase sempre de uma forma contnua. Pode ser mostrado tambem, veja Sec~ao
3.6.3, que as aproximac~ao 
(s+1)
j
das componentes de 
(s+1)
s~ao func~oes das estatsticas
sucientes para as distribuic~oes em quest~ao (veja a Denic~ao A.3.1 para estatstica su-
ciente).
O teorema a seguir, trata das condic~oes de converge^ncia da seque^ncia gerada pelo EM
para mistura nitas com componentes na famlia exponencial. Sob algumas condic~oes,
o teorema estabelece que, com n sucientemente grande, para a seque^ncia f
(s)
g de






, a uma taxa linear, quando s!1.
Teorema 3.6.3 Suponha que a matriz de informac~ao de Fisher seja denida positiva
em 











g a seque^ncia gerada pelo
algoritmo EM em 





das equac~oes de maxima verossimilhanca e bem denida e existe
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uma norma k  k sobre 
, na qual f
(s)




, sempre que 
(0)

















k s = 0; 1; 2; 3; : : : ;
sempre que 
(0)





Prova: Redner e Walker (1984). 2
A prova do teorema baseia-se no fato de que a condic~ao de regularidade 1 esta satisfeita
e, se necessario, por restringir 
 para uma pequena vizinhanca de 

, a condic~ao 2
tambem esta satisfeita para o tipo de mistura sob considerac~ao. Com essas considerac~oes,







e demonstrado a existe^ncia da norma k  k e da constante .
Uma discuss~ao sobre estimac~ao de maxima verossimilhanca com dados incompletos da
famlia exponencial, incluindo mistura nita de densidades, e dada em Sundberg (1974).
Uma ampla discuss~ao quanto ao desempenho do algoritmo EM em aplicac~oes praticas,
bem como comparac~oes com outros metodos para aproximac~ao numerica da estimativa de
maxima verossimilhanca, e apresentada em Redner e Walker (1984). O metodo de New-
ton, o metodo de \scoring" e os metodos de gradiente conjugado s~ao alguns dos metodos
comparados ao EM. Da analise de suas comparac~oes e das refere^ncias consideradas na dis-
cuss~ao, esses autores concluem que por sua simplicidade, sua propriedade de n~ao decrescer
a func~ao de verossimilhanca, aliadas as suas boas propriedades de converge^ncia, o algo-
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Por ser uma quest~ao importante na pratica, mencionamos que na literatura ha relatos
considerando que a converge^ncia do algoritmo EM e relativamente lenta. Com relac~ao
a essa quest~ao, ha varias propostas de extens~oes do EM visando acelerar sua taxa de
converge^ncia, mantendo sua simplicidade e estabilidade. Embora muito importante, esta
quest~ao n~ao sera discutida aqui, para isso, indicamos o trabalho de Meng e van Dyk (1997)
para uma discuss~ao sobre o assunto. Outra refere^ncias s~ao Jamshidian e Jennrich (1997)
e Liu, Rubin e Wu (1998).
A literatura sobre o algoritmo EM e bastante extensa e dispersa em varias publicac~oes
cientcas. Em Moon (1996), no entanto, est~ao relacionadas mais de 50 refere^ncias que
abordam desde a teoria do EM, ate as suas aplicac~oes nas mais diversas areas.
3.6.2 O Algoritmo EM para Mistura Finita de Densidades








; : : : ;x
n
g, de observac~oes inde-












); x 2 <
d
; (3.16)






; : : : ; 
k






; : : : ; 
k
). Nas aplicac~oes
que consideramos neste trabalho, as observac~oes em A
(n)
correspondem aos exemplos de
uma dada classe.
Como mencionado na sec~ao anterior, a abordagem a ser adotada e modelar o problema
no contexto de dados incompletos. Para esse m, considere agora um conjunto de ve-
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; : : : ; z
ik
), onde as componentes s~ao





























; : : : ; z
n
s~ao independentes e identicamentes distribuidos com dis-

























; : : : ; z
n
, respectivamente, s~ao condicionalmente indepen-
dentes. No contexto sendo considerado, as variaveis z
i
representam as variaveis latentes
n~ao observaveis com informac~ao sobre a distribuic~ao de cada x
i
. Em analogia com ex-










) s~ao os dados
completos, para i = 1; 2; 3; :::; n.








; : : : ; z
ik
), as vezes recebe a deno-
minac~ao de modelo multinomial oculto. Se n~ao ha independe^ncia e assumindo que essas
variaveis formam uma cadeia de Markov, ent~ao o modelo recebe a denominac~ao de modelo
oculto de cadeia de Markov, um modelo muito utilizado para modelar os problemas em
reconhecimento de fala.
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Considerando agora a independe^ncia dos dados completos e (3.19), temos que a func~ao































































































uma dada aproximac~ao de .
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Como A
(n)

































































onde a segunda igualdade decorre da denic~ao de z
ij
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Da express~ao acima, vemos que 
(s)
ij
representa uma estimativa da probabilidade de x
i





), com base em uma
dada estimativa 
(s)
do vetor de para^metros .











































































) pode ser escrita como a soma de uma func~ao de  e uma func~ao de
, o problema de maximizac~ao pode ser considerado, separadamente, para  e para .
De (3.30), temos que o passo de maximizac~ao de Q(j
(s)


















; : : : ; ln
k
est~ao linearmente relacionados, o primeiro
problema de maximizac~ao tem uma soluc~ao unica que e explicitamente determinada, inde-
pendente da forma funcional das componentes da mistura. No problema de maximizac~ao
com relac~ao a , vemos que a soluc~ao depende da forma funcional das componentes
CAP










E interessante observar que, se as componentes de  forem variaveis mutu-
amentes independentes, a maximizac~ao se divide em k problemas, cada um envolvendo
somente um 
j











Para determinar as aproximac~oes 
(s)
j






= 1, empregamos o




() + G(); (3.33)
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1 = n, em (3.36) temos  = n e, substi-













; j = 1; 2; :::; k: (3.37)






atraves de (3.29) e as aproximac~oes 
(s+1)
j






















) = 0; (3.38)









; : : : ; 
(s)
k
















) = 0; j = 1; 2; 3; :::; k: (3.39)
Da soluc~ao em (3.37), vemos que na determinac~ao de 
(s+1)
j
est~ao satisfeitas as restric~oes
de serem n~ao negativos e somarem 1. Para o problema em (3.38), ou em (3.39), n~ao
podemos garantir, a princpio, uma soluc~ao unica e bem denida. Para esse problema,
no entanto, para famlias de distribuic~oes com o estimador de maxima verossimilhanca
determinado explicitamente e de forma unica, cada aproximac~ao 
(s+1)
e tambem deter-
minada explicitamente de forma unica. Como sera visto a seguir, isso se verica quando
as componentes da mistura s~ao membros da famlia exponencial.
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3.6.3 O EM para componentes na Famlia Exponencial
Em muitas aplicac~oes, as densidades componentes da mistura nita s~ao membros da
famlia exponencial de distribuic~oes. No Ape^ndice A, denimos a famlia exponencial
e comentamos algumas de suas principais propriedades. Se as densidades componentes
s~ao membros da famlia exponencial, com parametrizac~ao de valor medio, obtemos uma
soluc~ao explcita em (3.39). Para ver isso, considere as componentes na parametrizac~ao





































































































)g = 0; j = 1; 2; 3; :::; k; (3.41)
onde a
0
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) = 0 (3.43)





























a qual e estatstica suciente para 
j
. Em Redner e Walker (1984) s~ao
apresentados alguns exemplos de mistura nita de densidades da famlia exponencial, com
discuss~oes sobre as propriedades da seque^ncia gerada pelo algoritmo EM em cada um dos
exemplos.

E importante salientar que, a maioria das distribuic~oes parametricas empregadas na
pratica, s~ao membros da famlia exponencial. As distribuic~oes binomial, de Poisson,
normal e a gama, s~ao alguns exemplos de distribuic~oes da famlia exponencial.
3.7 Mistura Finita de Densidades Normais
Como mencionado anteriormente, o modelo de mistura nita de normais e o mais empre-
gado na pratica. Nesta sec~ao, discutimos algumas quest~oes relativas a mistura nita de
normais e desenvolvemos os passos do algoritmo EM para determinar as estimativas de
maxima verossimilhanca dos para^metros que, nesse caso, s~ao as proporc~oes da mistura,
os vetores de medias e as matrizes de covaria^ncias das componentes.
CAP

ITULO 3. MISTURAS FINITAS DE DENSIDADES 102
3.7.1 Mistura Finita de Normais



































; : : : ; 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matrizes de covaria^ncias 
j
s~ao matrizes d d simetricas e denidas positivas.
Ja vimos anteriormente, que a func~ao de verossimilhanca para mistura nita de normais
com matrizes de covaria^ncias diferentes pode n~ao ser limitada superiormente e, nesse
caso, no sentido da denic~ao classica, o EMV n~ao existe. Apesar dessa diculdade, foi
visto que existe um maximizador local para L(), o EMV admitido neste trabalho, que e
consistente e assintoticamente eciente. Outra diculdade e que, para mistura de normais,
existem diversos maximizadores locais, as equac~oes de verossimilhanca te^m varias razes.
A abordagem para lidar com essa diculdade adicional, tem sido impor restric~oes sobre

, o espaco dos para^metros.








)  c > 0, com c 2 (0; 1], e mostrou que existe um maximizador global de L()
sobre o espaco dos para^metros restringido, assumindo que o conjunto de observac~oes
contem, pelo menos, k + 1 observac~oes distintas e sob as condic~oes de 
j











); 8i 6= j. Para o caso multivariado, em Hathaway (1985) tambem e






(1  i 6= j  k) sejam iguais ou maiores que uma constante c > 0.
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Em Redner (1981) e observado que, as condic~oes para a consiste^ncia de uma maximizador
global restrito de L(), s~ao satisfeitas por uma mistura de normais, onde a restric~ao e
um subconjunto compacto de 
. Esta restric~ao tem aplicac~oes praticas, por exemplo,
ao modelar os pixels de uma imagem, as medias e as varia^ncias das observac~oes estar~ao
restritas a um subconjunto compacto.
Outra forma de restric~ao, e impor que as matrizes de covaria^ncias das componentes sejam
todas iguais. No modelo em (3.45), com 
j
= , j = 1; 2; 3; :::k, denominado mistura
nita de normais homocedasticas, a ideia e \manter as matrizes de covaria^ncias afastadas
da fronteira dos para^metros" e, nesse caso, o EMV, no sentido da denic~ao classica,
existe e e fortemente consistente (Basford e McLachlan (1985)). O emprego do modelo
homocedastico, no entanto, nem sempre e adequado na pratica e, para uma discuss~ao
sobre esse assunto, sugerimos Basford e McLachlan (1985) e McLachlan e Basford (1988,
Sec~ao 2.2).
Com visto anteriormente, para misturas nitas em geral, a existe^ncia dos resultados men-
cionados aqui, dependem das condic~oes de regularidade. Em McLachlan e Basford (1988,
Sec~ao 2.1), os autores argumentam que essas condic~oes, por serem relativamente fracas,
possivelmente s~ao satisfeitas por misturas nitas de densidades normais.
3.7.2 O Algoritmo EM para as Componentes Normais




tamente, porem, as aproximac~oes 
(s+1)
j





). Descrevemos a seguir, as formas para as aproximac~oes dos para^metros para as
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misturas nitas de normais.




























normal na express~ao para 
(s)
ij







































































Na mistura nita de normais, os para^metros 
j
s~ao mutuamente independentes e, dessa
forma, as aproximac~oes 
(s+1)
j















) = 0; j = 1; 2; 3; :::; k:
As aproximac~oes para 
j
:
Das equac~oes acima, vemos que e necessario derivar o logaritmo natural das densidades
normais com relac~ao a 
j
e com relac~ao a 
j
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g = 0; j = 1; 2; 3; ::; k: (3.50)
Rearranjando os termos em (3.50) e multiplicando a esquerda por 
j




















; j = 1; 2; 3; :::; k: (3.51)
Observamos em (3.51) que as aproximac~oes 
(s+1)
j
s~ao dadas por uma soma ponderada
das observac~oes, onde o fator de ponderac~ao para cada x
i
e a estimativa da probabilidade





As aproximac~oes para 
j
:
Para obter as aproximac~oes 
(s+1)
j
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Desenvolvemos, agora, os passos para determinac~ao de 
(s+1)
j
como dado em Mardia et al.
(1979, Sec~ao 4.2), derivando as express~oes com relac~ao a 
 1
j




















































































]g = 0; (3.54)



























] = 0 =) M
j






























e determinada pela soluc~ao de (3.55) usando a aproximac~ao 
(s+1)
j
como estimativa para 
j





























; j = 1; 2; 3; :::; k: (3.56)
Em (3.56) vemos, novamente, que as aproximac~oes 
(s+1)
j
s~ao dadas por uma soma pon-
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g gerada pelo algoritmo EM permanecera limita inferiormente, no sentido de n~ao
convergir para uma soluc~ao singular. Pode ser mostrado, no entanto, que se um numero
suciente de observac~oes rotuladas forem includas no conjunto de observac~oes esse pro-
blema sera evitado. Em outras palavras, se tivermos n
j
observac~oes rotuladas como
sendo provenientes da componente f(; 
j
) e sendo n
j




g e limitada inferiormente por uma matriz denida positiva e, assim, n~ao
tera matrizes singulares como pontos limites (veja Redner e Walker (1984)).
Componentes Homocedasticas, as aproximac~oes para :






















































































) = 0: (3.58)






























]g = 0: (3.59)
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Apresentamos a seguir um resumo dos passos do algoritmo EM para as misturas nitas
de normais











. para os para^metros da mistura;
2. Determinar as estimativas das probabilidades a posteriori 
(s)
ij






















































































































para i = 1; 2; 3:::; n e j = 1; 2; 3:::; k;
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4. Repetir alternadamente os passos 2 e 3 ate que um criterio de converge^ncia estabe-
lecido seja atingido.
Da descric~ao do algoritmo acima temos duas quest~oes: como determinar os valores iniciais
em 
(0)
e qual o criterio de parada das iterac~oes a ser adotado.
Para a escolha dos valores iniciais algumas propostas aparecem na literatura. Uma pro-
posta, por exemplo, e selecionar aleatoriamente k observac~oes dentro do conjunto A
(n)















para todo j. Uma discuss~ao mais aprofundada sobre essa quest~ao, com varias
refere^ncias sobre o assunto, e apresentada em McLachlan e Basford (1988, Sec~ao 1.7) e em
McLachlan e Peel (2000, Sec~ao 2.12). Essa quest~ao sera abordada no proximo captulo
visando as aplicac~oes de interesse neste trabalho.
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Com respeito ao criterio de converge^ncia, um procedimento seria parar as iterac~oes quan-
do, em duas iterac~oes sucessivas, a maior das diferencas entre os elementos que comp~oem
as aproximac~oes e menor que um valor xado sucientemente pequeno. Em muitas apli-
cac~oes, a diferenca entre as estimativas sucessivas da func~ao de log-verossimilhanca e




)j < , para um
 muito pequeno, por exemplo, da ordem de 10
 6
. Em particular, a diferenca entre as
estimativas de L(
(s)
) e o criterio que adotamos neste trabalho.
A seguir sera considerada a determinac~ao das aproximac~oes para os para^metros das dis-
tribuic~oes marginais em misturas nitas de normais.
3.7.3 O EM para as Marginais em Mistura de Normais
Foi visto na Sec~ao 3.2 que as distribuic~oes marginais em uma mistura nita de nor-







































































































, i = 1; 2; 3; :::; n.
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; j = 1; 2; 3; :::; k: (3.67)
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Dos desenvolvimentos acima, temos tambem que, no caso de mistura de normais ho-












Das express~oes dadas em (3.66), (3.67) e (3.68), vemos que as aproximac~oes para os
para^metros das distribuic~oes marginais podem ser determinadas a partir das aproximac~oes
para as estimativas dos para^metros da distribuic~ao do vetor original. Esses resultados im-
plicam que, para as misturas nitas de normais, n~ao e necessario executar o algoritmo EM
separadamente para as distribuic~oes marginais, em cada iterac~ao com a distribuic~ao orig-
inal, podem ser determinadas as aproximac~oes para as marginais atraves das express~oes
acima.
Captulo 4
Classicac~ao com Misturas Finitas
de Densidades
Neste captulo, propomos uma vers~ao emprica do classicador de Bayes em que mode-
lamos as distribuic~oes condicionais das classes atraves de misturas nitas de densidades.
S~ao discutidas suas propriedades e abordados alguns aspectos teoricos que justicam o
procedimento proposto.
4.1 A Modelagem das Densidades Condicionais
Como mencionado em captulos anteriores, neste trabalho estamos interessados na apren-
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mar a distribuic~ao do vetor de caractersticas em cada uma das classes denidas para o
problema, as distribuic~oes condicionais das classes (veja as Sec~oes 1.4 e 2.1). Em muitas
aplicac~oes, n~ao ha qualquer justicativa para o emprego de distribuic~oes parametricas
para modelar essas distribuic~oes condicionais. Para esses casos, como discutido na Sec~ao
2.3, podemos utilizar os metodos n~ao-parametricos. A nossa proposta, no entanto, e uti-
lizar as misturas nitas de densidades, em particular misturas nitas de normais, para
estimar as distribuic~oes das classes e empregar essas estimativas para obter uma vers~ao
emprica da regra de Bayes.
Foi comentado no Captulo 1, Sec~ao 1.5, que os modelos de misturas nitas te^m sido
muito empregados na abordagem baseada em modelos para os problemas de RPNS, onde
a suposic~ao e que cada observac~ao e proveniente de uma distribuic~ao dentre um conjunto
de distribuic~oes distintas. Nesse contexto, emprega-se um modelo de mistura nita, onde
cada componente modela a distribuic~ao de um grupo e os coecientes s~ao as probabi-
lidades de a observac~ao provir do respectivo grupo. Foi acrescentado, no entanto, que
as misturas nitas constituem uma classe de modelos com exibilidade suciente para
modelar distribuic~oes desconhecidas arbitrariamente complexas (Jain et al. (2000)). Com
essa capacidade de modelagem, as misturas nitas s~ao convenientes para modelar as
distribuic~oes condicionais desconhecidas nos problemas de RPS (Ripley (1996)).
Algumas vantagens do emprego das misturas nitas na estimac~ao das densidades condi-
cionais s~ao imediatas. Com relac~ao a estimac~ao parametrica, as misturas n~ao restrigem
as densidades condicionais a uma forma funcional rgida, no sentido de que as misturas
nitas geram uma classe muito ampla de formas funcionais. Para o emprego de um xado
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metodos n~ao-parametricos, mas apenas as estimativas dos para^metros do modelo, ou seja,
as misturas reduzem os dados. De certa forma, as misturas nitas combinam a vantagem
de menor complexidade dos modelos parametricos com a vantagem da capacidade de
modelagem dos metodos n~ao-parametricos.
Na decis~ao para empregar as misturas nitas de normais, foi levada em considerac~ao,
principalmente, a capacidade de modelagem da famlia de distribuic~oes normais e sua sim-
plicidade com respeito a estimac~ao dos para^metros. Em relac~ao a essa segunda quest~ao,
foi visto no Captulo 3 que as diculdades inerentes a estimac~ao dos para^metro para as
misturas nitas s~ao bastantes simplicadas quando as componentes s~ao densidades nor-
mais. Com essas considerac~oes e a capacidade de modelagem das misturas em geral,
nos acreditamos que empregando misturas nitas de normais e possvel modelar as dis-
tribuic~oes condicionais de forma bastante satisfatoria, tanto no que diz respeito a ecie^ncia
da modelagem como em relac~ao as quest~oes de implementac~ao computacional.
Sendo feita uma modelagem adequada das distribuic~oes condicionais e com boas estima-
tivas das probabilidades a priori das classes, espera-se obter uma vers~ao emprica da regra
de Bayes que, em algum sentido, aproxime o erro de Bayes. Essas considerac~oes levam a
quest~ao da consiste^ncia da regra emprica obtida, o que sera discutido na Sec~ao 4.5.
Uma das diculdades para estimar densidades em espacos de dimens~ao alta e que, em
conjuntos de observac~oes de tamanho moderado, ocorre a ause^ncia de pontos correspon-
dentes a extensas regi~oes nesses espacos. Esse comportamento para os dados amostrais, e
reexo da grande dispers~ao das distribuic~oes em dimens~oes altas, feno^meno denominado
a maldic~ao da dimensionalidade (veja as discuss~oes em (Silverman (1986, Captulo 4) e
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de amostras extremamente grandes para estimar essas distribuic~oes. Na pratica, com
amostras de tamanho moderado, temos a quest~ao da localizac~ao das componentes da mis-
tura no espaco das caractersticas visando amenizar esse problema de representatividade
no conjunto de dados. Fixado o numero de componentes para a mistura, nos aplicamos
um metodo de agrupamento buscando identicar as regi~oes no espaco das caractersticas
que necessitam ser cobertas pelas componentes da mistura e, em cada uma das regi~oes
denidas pelo agrupamento, e colocada uma componente da mistura. Com esse procedi-
mento, torna-se crucial a selec~ao de um numero de componentes capazes de descrever de
forma adequada as observac~oes, quest~ao essa que sera discutida na Sec~ao 4.3.
Em McLachlan e Peel (2000, Sec~ao 1.1), e observado que os modelos de mistura podem
modelar distribuic~oes bastantes complexas atraves de uma escolha apropriada de suas
componentes para representar, de forma precisa, as regi~oes locais do suporte da verdadeira
distribuic~ao. O agrupamento tem esse objetivo, detectar as regi~oes crticas do espaco
das caractersticas que sejam importantes para a denic~ao do modelo. As caudas das
distribuic~oes condicionais, por exemplo, assumem um papel importante pois, em teoria,
s~ao as regi~oes onde ocorrem as intersec~oes dessas distribuic~oes e, em virtude disso, devem
ser bem estimadas. Nos acreditamos que com o procedimento proposto, e possivel estimar
de forma eciente a distribuic~ao em toda sua extens~ao.
Na determinac~ao das estimativas dos para^metros da mistura, empregamos o algoritmo
EM, da forma discutida na Sec~ao 3.7. No emprego do EM, uma quest~ao crucial e como
determinar os valores iniciais para os para^metros no processo de iterac~ao do algoritmo.
Para esses valores iniciais, nos utilizamos as estimativas de Maxima Verossimilhanca dos
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de agrupamento. Com esse procedimento, espera-se que os valores iniciais fornecidos dessa
forma possam contribuir para acelerar a converge^ncia do algoritmo.
O metodo k-Means e empregado para efetuar o agrupamento. Essa escolha se deve a
conhecida ecie^ncia desse metodo (Ripley (1996, Captulo 9)) e ao fato de que suas pro-
priedades ja s~ao bastante discutidas na literatura (veja, por exemplo, Pollard (1981)).
4.2 A Estimac~ao da Regra de Bayes
De acordo com a abordagem proposta, considerando um problema com M classes, deve-
mos estimar as densidades condicionais f
j
(), as probabilidades a priori P (C
j
) e as proba-
bilidades a posteriori P (C
j
jx), j = 1; 2; 3; :::;M (veja Sec~ao 2.1). Para esse m, o conjunto













g, sendo as ob-
servac~oes em cada um deles utilizadas separadamente para estimar suas correspondentes
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onde, no caso de o maximo ocorrer para mais de uma das classes, o objeto com observac~ao
x e classicado em qualquer uma das classes empatadas (veja Sec~ao 2.1). Na implemen-
tac~ao da regra, no caso de m classes empatadas, o objeto e alocado aleatoriamente a

























































), e selecionar as dimens~oes
k
j






s~ao obtidas empregando-se o algo-
ritmo EM como mencionado na Sec~ao 4.2, utilizando-se as observac~oes do conjunto de
treinamento T
j
(veja tambem a Sec~ao 3.7).
Com relac~ao a k
j
, a proposta e selecionar a dimens~ao do modelo para cada classe atraves
do emprego do Criterio de Informac~ao de Akaike (AIC) e do Criterio de Informac~ao
Bayesiano (BIC). Na sec~ao a seguir essa quest~ao sera abordada.
4.3 A Selec~ao dos Numeros de Componentes
Como mencionado, uma quest~ao crucial para o emprego das misturas nitas para mode-
lar distribuic~oes desconhecidas, e determinar a dimens~ao do modelo adequada aos dados.
Um dos obstaculos para isso, e que n~ao dispomos de um procedimento estatstico com-
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terington (1998)). Considerando essa diculdade, nos propomos determinar a dimens~ao
direcionada pelas proprias observac~oes nos conjuntos de treinamentos T
j
, efetivando isso
atraves da otimizac~ao das func~oes-criterio estabelecidas pelo AIC e BIC (veja a Sec~ao 3:5
para a discuss~ao desses criterios).
Os criterios AIC e BIC foram desenvolvidos sob condic~oes de regularidades que n~ao s~ao
satisfeitas pelos modelos de misturas nitas. A motivac~ao para emprega-los em nossa
abordagem, no entanto, e o fato de que resultados na literatura indicam desempenhos
satisfatorios desses criterios em selecionar a dimens~ao para misturas nitas. Em estimac~ao
bayesiana de densidades univariadas, Roeder e Wasserman (1997) usam umamistura nita
de normais, estimando a dimens~ao com o BIC e obte^m uma a posteriori consistente. Solka,
Wegman, Priebe, Poston e Rogers (1998) empregam um modelo de mistura adaptativa
para estimar densidades e concluem que o AIC e conveniente para avaliar a complexidade
do modelo. Leroux (1992) mostrou que, no caso em que a distribuic~ao a ser estimada
e uma mistura, selecionando a dimens~ao do modelo estimado baseada no AIC ou BIC,
assintoticamente, essa dimens~ao n~ao sera menor que a verdadeira dimens~ao (veja a Sec~ao
4.5).
Na pratica, quando utilizados para selecionar a dimens~ao de misturas nitas, os criterios
AIC e BIC apresentam tende^ncias divergentes: o AIC tende a selecionar modelos de
dimens~ao maior do que aqueles selecionados pelo BIC (veja Sec~ao 3:5). Em situac~oes onde
ocorra essa diverge^ncia, uma alternativa e adotar um modelo dado por uma ponderac~ao

































() s~ao os modelos de mistura nita de normais com suas dimens~oes
determinadas, respectivamente, pelos criterios AIC e BIC.
Algumas quest~oes podem ser consideradas com relac~ao a proposta em (4.5). Quando se
trata de estimac~ao de densidades, n~ao existe um estimador n~ao-tendencioso (veja Denic~ao
A.2.1) que satisfaca razoaveis condic~oes de regularidade (veja a discuss~ao em Scott (1992,





variavel aleatoria, a precis~ao da estimac~ao da densidade pode ser mensurada pontualmente







































(x) em (4.6), s~ao condi-
cionadas ao conjunto de treinamento T
j
, ou seja, s~ao realizac~oes para um particular
conjunto T
j









) n~ao foram empregadas visando simplicar a
apresentac~ao.


















(x) com relac~ao ao conjunto de treinamen-
to; uma menor sensibilidade signica maior estabilidade da estimativa contra as variac~oes
amostrais. O vies reete a sensibilidade com relac~ao a f
j
; ele representa a precis~ao com
que, em media, a estimativa aproxima o valor de f
j
(x). Vemos, ent~ao, que o desejavel
e que a varia^ncia e o quadrado do vies sejam pequenos, uma vez que ambos contribuem
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nunca sera maior que o \pior caso", por outro lado, nunca sera inferior ao \melhor caso".
Dessa forma, o procedimento de ponderar as estimativas e conservativo com relac~ao ao
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Das considerac~oes acima com respeito a (4.7) e (4.8), temos que a ponderac~ao proposta












Na sec~ao a seguir discutiremos alguns aspectos relativos a consiste^ncia da regra de clas-
sicac~ao proposta neste captulo.





denotara as probabilidades a priori estimadas das classes. Ressaltamos que





















(x), sendo os ndices n
j
omitidos para simplicar a
notac~ao.




, se aproxima, em alguma sentido, do erro de Bayes e

. Isso e uma
maneira de avaliar a regra pois, como discutido na Sec~ao 2.1, e

e o menor valor para a
probabilidade do erro de classicac~ao que pode ser atingido por qualquer classicador.
Ja foi comentado que, em geral, nos n~ao esperamos que uma regra emprica atinja exata-
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que estivesse proximo de e

com alta probabilidade. Essa ideia e formulada na denic~ao
de consiste^ncia a seguir.
Denic~ao 4.4.1 Uma regra de classicac~ao, com erro de classicac~ao e
(n)
, e consistente,







> ) = 0:





. Para uma regra consistente, portanto, ca garantido que, aumentando a quantidade
de observac~oes no conjunto de treinamento, a probabilidade de que o erro de classicac~ao
esteja dentro de uma dista^ncia muito pequena do valor otimo sera arbitrariamente proxima
de 1. Intuitivamente, temos uma probabilidade alta de que a regra \aprenda" a decis~ao
otima a partir de um conjunto de treinamento sucientemente grande.
Um primeiro resultado, fundamental para a nossa discuss~ao, e estabelecido no Teorema
4.4.1 a seguir.
Teorema 4.4.1 Seja e
(mf)
(n)
o erro de classicac~ao da regra r
(mf)
(n)
em (4.4). Sendo e

o























Prova: Em Devroye e Gyor (1985, Captulo 10, Teorema 1) e provado que a desigualdade





AO COM MISTURAS FINITAS DE DENSIDADES124
e as probabilidades a priori estimadas, seleciona a classe com a maior probabilidade a
































(x) em norma L
1
(d) para cada j.
Em Priebe (1994), e observado que, no emprego de modelos de mistura nita para es-
timar densidades, s~ao necessarias algumas suposic~oes bastantes restritivas para se obter
consiste^ncia no procedimento de estimac~ao, em particular, a suposic~ao de que a densidade
a ser estimada seja uma mistura do mesmo tipo da empregada no estimador. Tambem
e observado, no entanto, que permitindo o numero de componentes do estimador crescer
de forma adequada com relac~ao ao numero de observac~oes, a suposic~ao da verdadeira
densidade ser uma mistura pode ser relaxada. Essa quest~ao e abordada a seguir.
Na apresentac~ao dos teoremas a seguir, o ndice j e omitido, uma vez que diz respeito as
estimativas para uma classe generica.
O Teorema 4.4.2 a seguir, estabelece as condic~oes para a converge^ncia em norma L
1
para a estimac~ao de densidades atraves de modelos de mistura. Para esse m, seja C a
classe das densidades contnuas e limitadas, C
0
o conjunto das func~oes que se anulam em
1, a entropia denida por H(; ) =
R







 f 2 C
0
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Teorema 4.4.2 Seja f 2 F e considere um conjunto de treinamento T
(n)
com obser-




o estimador de densidades denido por uma mistura de densidades
normais com k
(n)
componentes baseado em T
(n)


















Prova: Priebe (1993) e Priebe (1994). 2
O Teorema 4.4.2 e provado em Priebe (1994) para uma mistura adaptativa de normais,
onde as componentes v~ao sendo acrescentadas ao modelo recursivamente de acordo com
novas observac~oes que chegam ao conjunto de treinamento. A importa^ncia desse teorema







para f , desde que a seque^ncia fk
(n)





























































































  f j d
n!1
 ! 0
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2
Usando os resultados nos Teoremas 4.4.2 e 4.4.3 no Teorema 4.4.1, vemos que, se o numero
de componentes para misturas modelando cada uma das classes for selecionado de forma
adequada ao crescimento de n, a regra em (4.4) sera consistente.











































































  f j d;




  f j d
n!1
 ! 0: (4.13)
Empregando o resultado em (4.13), vemos que, sob as condic~oes de converge^ncia do es-
timador com modelos de mistura, sendo empregada a ponderac~ao proposta em (4.5), a
regra em (4.4) ainda sera consistente.
A quest~ao agora, e discutir a forma empregada para selecionar a dimens~ao das misturas em
cada uma das classes. No Capitulo 3, foi mencionado que, para uma famlia de densidades
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onde G e a distribuic~ao de mistura.
A estimac~ao de Maxima Verossimilhanca pode ser empregada para obter-se uma estima-
tiva para a distribuic~ao de mistura, uma vez que e provado a existe^ncia de um estimador
de maxima verossimilhanca
b
G para G (Lindsay (1983)).

E observado em Leroux (1992),
no entanto, que para uma mistura nita com k componentes, embora
b
G forneca uma esti-
mativa de k, ela pode incluir mais componentes que o necessario para um bom ajuste dos
dados. Em virtude disso, um procedimento que \penalize" esse ajuste excessivo seria mais
adequado que a estimac~ao de maxima verossimilhanca sem restric~ao, pois a eliminac~ao
de componentes desnecessarias pode levar a uma estimac~ao mais precisa dos para^metros
na mistura nita.


































, que desencoraja a selec~ao de
um modelo com um numero excessivo de componentes. Vemos, ent~ao, que o procedimento




































], sendo d a dimens~ao do vetor de caractersticas.
Um procedimento de estimac~ao como o proposto em (4.15) e denominado estimac~ao de
maxima verossimilhanca penalizada.
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todo  ponto de continuidade de G

quando n!1, ou seja, converge em distribuic~ao.
Teorema 4.4.4 Seja f da forma dada em (4.14), identicavel e que satisfaz algumas
condic~oes de regularidade. Seja G














































em distribuic~ao quando n!1.
Prova: Leroux (1992, Teorema 4). 2
As condic~oes de regularidade mencionadas no Teorema 4.4.4 s~ao estabelecidas em Leroux
(1992) e, em particular, essas condic~oes s~ao satisfeitas pelas misturas nitas de normais.




obtido maximizando (4.15), no limite, n~ao subestima o numero de componentes da dis-





Dos resultados apresentados nesta sec~ao, concluimos que e possvel obter estimativas de
densidades consistentes atraves do emprego de misturas nitas de normais como estimador
e o procedimento adotado para selecionar as dimens~oes dos modelos. Em conseque^ncia,
a regra de classicac~ao proposta sera consistente. As condic~oes sob as quais se obtem
a converge^ncias, a princpio, podem parecer muito restritivas, no entanto, elas s~ao satis-
feitas por uma classe muito ampla de distribuic~oes. Os modelos de mistura, por exemplo,
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se G e discreta com suporte nito, ent~ao, f() e uma mistura nita de densidades; se
G e degenerada com probabilidade 1 para algum , temos que f() e uma distribuic~ao
parametrica ordinaria, ou seja, a classe dos modelos de mistura contem as diversas dis-
tribuic~oes parametricas conhecidas.
4.5 A Implementac~ao do Classicador
Nesta sec~ao, discutimos alguns aspectos praticos para a implementac~ao da regra de clas-
sicac~ao. Apresentamos, a seguir, os passos necessarios para essa implementac~ao.






, j = 1; 2; 3; :::;M ;















































































































onde L() s~ao as func~oes de log-verossimilhanca e d a dimens~ao do vetor de carac-





















































4. Para cada x
0

























































). Se m classes
atingirem o maximo, atribuir a probabilidade de
1
m
para cada uma dessas classes e
selecionar uma delas segundo essas probabilidades.
Discutiremos agora, alguns aspectos relativos a implementac~ao do passo 2 acima, com
respeito a inicializac~ao do algoritmo EM para estimar os para^metros em cada um dos






testados, e feito um agrupamento com esses numeros




empregando-se o algoritmo k-Means. Com as




































, estimados pelas proporc~oes de observac~oes
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Mencionamos no Captulo 3, que uma das diculdades com o emprego do algoritmo EM
e a sua depende^ncia com relac~ao aos valores de inicializac~ao. Visando amenizar essa
diculdade, nos propomos que sejam feitas varias repetic~oes do algoritmo k-Means, com
inicializac~oes aleatorias para os centros dos grupos e um xado numero de iterac~oes. Dessa
forma, s~ao apresentadas diferentes inicializac~oes para o EM e, apos a converge^ncia com
cada uma delas, segundo o criterio de parada estabelecido, selecionamos como estimativa
nal aquela que apresentar o maior valor para a func~ao de log-verossimilhanca.
Captulo 5
Estudos de Simulac~ao e Aplicac~ao
Neste captulo, apresentamos alguns resultados de aplicac~oes do procedimento de classi-
cac~ao proposto no Captulo 4. S~ao empregados dados simulados com estruturas de classes
distintas com respeito a separac~ao das classes, a distribuic~ao nas classes, a dimens~ao do
vetor de caractersticas e o tamanho do conjunto de treinamento.

E feita uma aplicac~ao
em um problema de classicac~ao de assinaturas.
5.1 Problemas com Dados Simulados
No Captulo 4, propomos uma regra de classicac~ao como sendo uma vers~ao emprica
do classicador de Bayes, em que estimamos as densidades condicionais atraves de mis-









desenvolvido um experimento computacional, onde foram simulados conjuntos de dados
com estruturas de classes bastante distintas. Foram consideradas diferencas com relac~ao
a forma da fronteira de decis~ao, as densidades condicionais das classes, a dimens~ao do
vetor de caractersticas e o tamanho do conjunto de treinamento. Os dados simulados
foram submetidos para serem classicados pela regra proposta e pelos metodos de classi-
cac~ao considerados no Captulo 2, a saber, Analise Discriminante Linear(ADL), Analise
Discriminante Quadratica (ADQ), o metodo Estimadores por Func~ao Nucleo (EFN), o
metodo dos Vizinhos Mais Proximos (VP) e o dos k-Vizinhos Mais Proximos (kVP). O
metodo proposto sera denominado Misturas Finitas Ponderadas (MFP).
As situac~oes simuladas, num total de 6 distintas estruturas, s~ao denominadas de Pro-
blemas. Todos os problemas foram simulados considerando duas classes (M = 2). Nos
Problemas 1, 2, 3 e 4, a dimens~ao das observac~oes foi mantida xa em d = 2, enquanto
nos outros problemas essa dimens~ao variava, sendo d = 2, 3, 6 e 10 no Problema 5 e d =
2, 3, 5 e 10 no Problema 6.
Em todas os problemas simulados, o experimento foi realizado em duas etapas: (1) foram
simuladas observac~oes para selecionar a dimens~ao do modelo para o MFP e o ajuste dos
para^metros no EFN e kVP; e (2) denidos os para^metros, foram simuladas observac~oes
para estimar os para^metros necessarios para os metodos, a fase de treinamento, e outras
diferentes observac~oes para serem classicadas, a fase de teste.
Na etapa (1), em cada problema, para o metodo MFP foram gerados conjuntos de 1000













, sendo esse procedimento repetido 11 vezes (por tratar-se de dados
simulados, n~ao havia muita variabilidade na selec~ao dos criterios). Em cada uma dessas
CAP






repetic~oes, foi determinada o numero de componentes que maximizava os criterios de



















, o modelo empregado
no treinamento e teste foi uma mistura de normais com k
j














componentes, e na fase de teste foi empregado o modelo ponderado (veja as
Subsec~oes 4.3 e 4.5). Consideramos k
j
max
= 10 de acordo com as observac~oes em Roeder
e Wasserman (1997).
Com os metodos EFN e kVP, foi feita uma simulac~ao a parte para determinar o valor
de seus para^metros, respectivamente, o para^metro de suavizac~ao e o numero de vizinhos
(veja Sec~oes 2.3.1 e 2.3.2). Para cada problema, foram geradas observac~oes e selecionou-se
o valor para esses para^metros baseado na classicac~ao dessas observac~oes, escolhendo-se
aqueles valores que produziam um menor erro de classicac~ao estimado. Para o metodo
EFN, a func~ao nucleo foi mantida xa, empregando-se a densidade normal multivariada
com a matriz de covaria^ncias estimada para cada classe. Com o kVP, a dista^ncia de
Mahalanobis, baseada na matriz de covaria^ncias combinadas amostral, foi empregada
como metrica para mensurar a dista^ncia entre observac~oes.
Na etapa (2), o numero de observac~oes na fase de treinamento (n
TRE
) variava segundo o
problema considerado e, na fase de teste, as observac~oes a serem classicadas (n
TES
) foi
mantido xo com n
TES
= 1000. Nos Problemas 1, 2, 3 e 4, foram considerados conjuntos
de dados com n
TRE
= 200, 500 e 1000, enquanto nos Problemas 5 e 6 foram n
TRE
=
500 e 1000. Em cada Problema e para cada uma das situac~oes consideradas, as fases de
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treinamento e de teste foram repetidas 100 vezes, determinando-se a estimativa do erro

















s~ao, respectivamente, a probabilidade a priori e a proporc~ao de classicac~oes
erradas nos conjuntos de teste para a classe j, j = 1; 2. Obteve-se, portanto, 100 obser-
vac~oes da estimativa do erro de classicac~ao para cada um dos metodos considerados.
A simulac~oes foram realizadas empregando procedimentos do Sistema de Programas SAS
(The SAS System). A implementac~ao do metodo MFP e a gerac~ao das observac~oes, foram
efetuadas no Procedimento IML, onde a func~ao normal() foi empregada para gerar as
observac~oes normais univariadas independentes, utilizando como semente o sistema clock
do microcomputador. Para os outros metodos de classicac~ao empregamos as implemen-
tac~oes dadas no Procedimento DISCRIM e, para o metodo k-Means, o Procedimento
FASTCLUS.
Nas subsec~oes a seguir, s~ao descritas as estruturas simuladas e os resultados dos experi-
mentos para cada um dos problemas.
5.1.1 Problema 1
Neste problema, para uma das classes, denominada Classe 1, foi simulada uma distribuic~ao
com forma alongada e aproximadamente n~ao convexa. Para a outra classe, a Classe 2,
a distribuic~ao simulada foi descontnua, composta de duas subclasses separadas pela dis-
tribuic~ao da Classe 1. As observac~oes para essas classes foram geradas, respectivamente,
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Figura 5.1: Distribuic~ao das Classes no Problema 1
com probabilidades a priori P
1
= 0; 6 e P
2
= 0; 4. Na Figura 5.1, e apresentado um
exemplo com 1000 pontos das observac~oes simuladas neste problema, 603 da Classe 1 e
397 da Classe 2. Como pode ser visto dessa gura, uma das diculdades neste problema
e a forma da fronteira de decis~ao, de um lado a fronteira poderia ser linear e do outro
lado, no entanto, e certamente n~ao linear.
Para este problema a dimens~ao foi xa, d = 2, e variamos o tamanho do conjunto de
treinamento, fazendo n
TRE
= 200, 500 e 1000.
As distribuic~oes foram simuladas atraves de misturas de normais. Na Classe 1, o modelo
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foi uma mistura de tre^s normais com os valores dos para^metros dados por
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Na etapa 1 do experimento, os criterios AIC e BIC selecionaram o mesmo numero de
componentes em cada classe, k
1
= 3 e k
2
= 2, coincindindo com o numero de componentes
empregados para gerar os dados. Os melhores valores para os para^metros do EFN e kVP
foram, respectivamente, 0,1 e 9.
Na Tabela 5.1, s~ao apresentados os resultados para as estimativas do erro de classicac~ao
no conjunto de teste, segundo os tamanhos dos conjuntos de treinamento, para cada um
dos metodos. S~ao apresentadas a media, o desvio-padr~ao (entre pare^nteses) e o Intervalo
de Conanca para media (IC), ao nvel de 95%, das estimativas do erro para cada um
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ADL 31,30(9,03) [29,50;33,09] 30,30(6,12) [29,09;31,52] 29,56(4,80) [28,61;30,51]
ADQ 9,42(1,58) [9,11;9,73] 9,49(1,11) [9,27;9,72] 9,37(1,57) [9,12;9,62]
EFN 1,07(0,35) [1,00;1,14] 0,71(0,31) [0,65;0,77]* 0,46(0,42) [0,38;0,55]*
kVP 0,70(0,23) [0,65;0,74]* 0,67(0,25) [0,61;0,72]* 0,60(0,31) [0,54;0,66]
MFP 0,71(0,25) [0,66;0,77]* 0,64(0,23) [0,59;0,69]* 0,57(0,27) [0,52;0,63]*
VP 0,94(0,34) [0,87;1,01] 0,65(0,35) [0,59;0,73]* 0,42(0,57) [0,30;0,53]*
Os valores s~ao: media (desvio-padr~ao) [IC a 95%]
dos metodos. Para cada n
TRE
, a menor media das estimativas do erro e apresentada
sublinhada.
Da Tabela 5.1, vemos que, para os metodos parametricos, os decrescimos com o aumento
de n
TRE
n~ao s~ao signicativos e que esses metodos apresentaram as maiores medias. Com
os metodos n~ao-paramericos, a excec~ao do kVP, vericou-se decrescimos signicativos
nas medias das estimativas do erro ao aumentar n
TRE
. O metodo MFP n~ao foi afetado
signicativamente com o aumento do conjunto de treinamento.
Analisando os resultados para cada n
TRE
, vemos que, com n
TRE
=200, a menor media foi
obtida pelo kVP, entretanto, n~ao apresentando diferenca siginicativa com relac~ao a media
do MFP. Para n
TRE
=500, o MFP alcancou a menor media, sem diferenca signicativa
com as medias dos metodos EFN, kVP e VP. No caso de n
TRE
=1000, a menor media foi
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a do VP, porem, sem diferenca signicativa para as medias do kVP e do MFP.
Para cada n
TRE
considerado, est~ao assinaladas com \ * " as medias estatisticamente
menores. Vemos, ent~ao, que, para todos os casos, a media das estimativas do erro de clas-
sicac~ao do metodo MFP foi estatisticamente menor ao nvel de signica^ncia adotado.

E interessante observar, que as distribuic~oes neste problema s~ao misturas cujas compo-
nentes, em princpio, deveriam ser bem estimadas e, de certa forma, isso explica o bom
desempenho do MFP. Por outro lado, o ADL n~ao e adequado a este problema, isso se
vericando pelos resultados apresentados por esse metodo.
5.1.2 Problema 2
Para este problema, onde temos d = 2, as observac~oes foram simuladas de maneira que
as formas geometricas das distribuic~oes nas classes n~ao fossem convexas, com as classes
relativamente bem separadas, porem, com uma fronteira de decis~ao estritamente n~ao





= 0; 5. Um exemplo com 1000 pontos para essas distribuic~oes e apresentada na Figura
5.2, onde 494 s~ao da Classe 1 e 506 da Classe 2. Dessa gura, vemos que, apesar da boa
separac~ao das classes, a forma das distribuic~oes pode causar diculdades para estimar as
densidades condicionais.
Como no Problema 1, aqui variamos o tamanho do conjunto de treinamento, considerando-
se n
TRE
= 200, 500 e 1000.
Para gerar as observac~oes neste problema, para cada classe, foi adotado um modelo de
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Figura 5.2: Distribuic~ao das Classes no Problema 2
mistura de cinco normais com proporc~oes de mistura iguais. Para a Classe 1, os valores





























































































































































































































































Os criterios AIC e BIC selecionaram numero de componentes diferentes. Para as duas












= 5, estes ultimos
coincindindo com o numero de componentes empregados para gerar os dados. Como
os criterios selecionaram dimens~oes diferentes para os modelos, estimou-se os modelos
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ponderados para cada uma das classes. Para o EFN e o kVP, os valores 0,15 e 10 foram,
respectivamente, os melhores para os para^metros desses metodos.
A Tabela 5.2 mostra os resultados referentes as estimativas do erro de classicac~ao, segun-
do os tamanhos do conjunto de treinamento, para cada metodo. Como no Problema 1,
as informac~oes s~ao a media, o desvio-padr~ao e o IC para media (95%). Est~ao assinalados
com \ * " os resultados cujas medias n~ao apresentam diferencas signicativas com relac~ao
a menor das medias, que aparece sublinhadas, para cada n
TRE
considerado.
Da Tabela 5.2, os resultados sugerem que os metodos parametricos n~ao foram afetados
pelo aumento do tamanho do conjunto de treinamento, uma vez que, para esses metodos,
n~ao se vericam diferencas signicativas entre as medias para os diferentes valores de
n
TRE
. Com os metodos n~ao-parametricos, as medias decresceram signicativamente com
o aumento de n
TRE
, exceto para o kVP quando n
TRE
aumenta de 500 para 1000. Para o




=1000 n~ao e signicativa.
Para cada n
TRE
, os metdos ADL e ADQ tiveram as medias mais altas, sem diferencas




=500, os metodos EFN, MFP
e VP obtiveram as medias signicativamente menores que os demais metodos. Para
n
TRE
=1000, a menor media foi obtida pelos metodos EFN e VP, porem, n~ao se vericando
diferenca signicativa para a media do MFP.
Vimos que BIC selecionou o modelo com a mesma dimens~ao do modelo empregado para
gerar as observac~oes e o AIC adicionou uma componente a mais. Para ns de analise, na
Tabela 5.3, s~ao apresentados os resultados do metodo MFP com os modelos selecionados
pelos dois criterios, que denotamos por MFP
A















ADL 12,58(1,11) [12,36;12,80] 12,59(1,09) [12,37;12,81] 12,50(0,97) [12,30;12,69]
ADQ 12,58(1,14) [12,36;12,81] 12,55(1,00) [12,33;12,77] 12,49(0,98) [12,29;12,68]
EFN 0,31(0,23) [0,26;0,36]* 0,18(0,15) [0,15;0,21]* 0,11(0,15) [0,08;0,14]*
kVP 0,60(0,36) [0,53;0,68] 0,27(0,18) [0,24;0,31] 0,21(0,15) [0,18;0,24]
MFP 0,26(0,17) [0,23;0,29]* 0,16(0,11) [0,14;0,18]* 0,13(0,12) [0,10;0,15]*
VP 0,32(0,24) [0,27;0,37]* 0,19(0,15) [0,16;0,22]* 0,11(0,17) [0,07;0,14]*
Os valores s~ao: media (desvio-padr~ao) [IC a 95%]
a selec~ao do BIC. Dessa tabela, vemos que, apesar do MFP
B
, em teoria, ser o modelo
correto, as medias das estimativas do erro para os dois modelos n~ao apresentam diferencas
signicativas para cada n
TRE
considerado. Com relac~ao ao aumento de n
TRE
, esses dois
modelos tiveram um comportamento semelhante ao do modelo ponderado, apresentaram
decrescimo nas medias apenas quando n
TRE
passou de 200 para 500.
Considerando as analises apresentadas, podemos concluir que, para este problema, a media
da estimativas do erro de classicac~ao para o metodo MFP foi sempre estatisticamente
menor. Outro aspecto observado e que, o emprego do modelo ponderado, n~ao compro-
meteu o desempenho do MFP, tendo em vista os resultados com o modelo \correto",
o MFP
B
. Com relac~ao aos resultados dos metodos parametricos, isso era esperado, em
virtude das distribuic~oes das classes serem bastante distintas de uma normal e, em partic-
ular para o ADL, da forma da fronteira de decis~ao, estritamente n~ao linear. Os metodos
CAP













0,26(0,19) [0,22;0,30]* 0,14(0,12) [0,11;0,16]* 0,12(0,11) [0,09;0,14]*
MFP
B
0,34(0,23) [0,29;0,38]* 0,17(0,16) [0,14;0,20]* 0,12(0,12) [0,10;0,15]*
Os valores s~ao: media (desvio-padr~ao) [IC a 95%]
n~ao-parametricos, por outro lado, foram capazes de modelar o problema, em particular,
com o aumento do tamanho do conjunto de treinamento, apesar da complexidade das
distribuic~oes consideradas.
5.1.3 Problema 3
Neste problema, a distribuic~ao de uma das classes era completamente circundada pela
distribuic~ao da outra classe. A distribuic~ao da classe mais interior, a Classe 2, foi simulada
atraves de uma normal com probabilidade a priori P
2
= 0; 20, enquanto para a outra
classe, a Classe 1, atraves de uma mistura de normais com P
1
= 0; 80. Na Figura 5.3,
apresentamos um exemplo com 1000 pontos para essas distribuic~oes, sendo 800 pontos da
Classe 1 e 200 da Classe 2. Pode ser visto dessa gura, que as classes s~ao relativamente
bem separadas e que a fronteira de decis~ao e estritamente n~ao linear, contornando a Classe
2. Pela forma das distribuic~oes condicionais, a estimac~ao da densidade para a Classe 2 n~ao
apresenta diculdades, no entanto, para a Classe 1, essa estimac~ao e bem mais complexa.
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Figura 5.3: Distribuic~ao das Classes no Problema 3
As observac~oes para a Classe 1 foram geradas empregando-se uma mistura de oito normais,
com os valores para os para^metros dados por
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= 1, coincindindo com os modelos empregados para gerar as observac~oes.
Dessa forma, foi estimado o modelo com k
1
= 8 componentes para a Classe 1 e com
k
1
= 1 para a Classe 2. Na selec~ao dos para^metros para o EFN e kVP, os valores que
apresentaram melhores resultados foram , respectivamente, 0,15 e 5.
Os resultados para as estimativas do erro de classicac~ao, para cada metodo e segundo
os tamanhos de n
TRE
, s~ao apresentados na Tabela 5.4. Como nos problemas ja descritos,
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ADL 20,00(0,00) 20,00(0,00) 20,00(0,00)
ADQ 5,89(0,88) [5,71;6,06] 5,49(0,51) [5,39;5,59] 5,32(0,60) [5,20;5,44]
EFN 2,74(0,97) [2,55;2,93] 1,09(0,51) [0,99;1,20] 0,41(0,60) [0,29;0,53]
kVP 0,45(0,23) [0,40;0,49]* 0,33(0,17) [0,30;0,36] 0,28(0,16) [0,24;0,31]
MFP 0,35(0,21) [0,31;0,40]* 0,22(0,15) [0,19;0,25]* 0,20(0,12) [0,17;0,22]*
VP 0,49(0,28) [0,43;0,54] 0,26(0,16) [0,22;0,29]* 0,13(0,21) [0,08;0,17]*
Os valores s~ao: media (desvio-padr~ao) [IC a 95%]
s~ao apresentadas a media, o desvio-padr~ao e o IC para media das estimativas do erro.
Tambem, como nas descric~oes anteriores, para cada n
TRE
considerado, os resultados assi-
nalados com \ * " n~ao apresentam diferenca signicatica com relac~ao a menor das medias
(sublinhada).
Analisando a Tabela 5.4, vemos que os metodos parametricos apresentaram as maiores
medias. O metodo ADL, em particular, classicou todas as observac~oes dos conjuntos de
teste na Classe 1, independentemente do tamanho do conjunto de treinamento. Com os
metodos n~ao-parametricos, vericou-se decrescimos signicativos em suas medias com o
aumento de n
TRE
, exceto para o kVP ao aumentar n
TRE
de 500 para 1000. Para o MFP,





Considerando os resultados para cada n
TRE
em separado, vemos que a media do erro de
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classicac~ao do MFP foi signicativamente menor para todos os tamanhos de conjunto de
treinamento.

E possvel que esses resultados sejam decorrentes de que o MFP adotou o
modelo que, em teoria, era o correto.

E importante observar, tambem, que as componentes
da mistura da distribuic~ao na Classe 1, est~ao relativamente bem separadas, o que facilita o
processo de estimac~ao do modelo. Com relac~ao aos resultados dos metodos parametricos,
temos uma situac~ao em que esses metodos poderiam modelar apenas uma das classes,
sendo as diferencas entre os resultados desses metodos decorrentes da forma da fronteira
de decis~ao que geram, linear com o ADL e quadratica com o ADQ. De forma diferente,
os metodos n~ao-parametricos modelaram o problema de forma equivalente ao modelo
\correto" do MFP.
5.1.4 Problema 4
A estrutura de classes simuladas para este problema, consistia de uma classe com dis-
tribuic~ao descontnua composta por duas normais, denominada Classe 1, e a outra com
uma distribuic~ao normal, a Classe 2. A localizac~ao das classes foi montada de maneira
que a distribuic~ao da Classe 1 tivesse suas componentes separadas pela distribuic~ao da
Classe 2. As probabilidades a priori foram P
1
= 0; 60 e P
2
= 0; 40. Na Figura 5.4 e apre-
sentado um exemplo dessas distribuic~oes com 607 observac~oes da Classe 1 e 393 da Classe
2. Vemos que para esse problema, com um erro de classicac~ao pequeno, uma fronteira de
decis~ao composta de duas retas pode separar as classes. Pelas formas das distribuic~oes, a
estimac~ao das densidades condicionais n~ao apresentam grandes diculdades, pois em uma














































































































= 1. Temos, portanto, que os criterios decidiram por
modelos equivalentes aos empregados para gerar as observac~oes. Para os metodos EFN
e kVP, os valores para seus para^metros que apresentaram os melhores resultados foram,
respectivamente, 0,15 e 5.
Na Tabela 5.5 s~ao apresentados os resultados referentes as estimativas do erro de classi-
cac~ao para os metodos, segundo os valores de n
TRE
considerados neste problema. Em
geral, os resultados sugerem que, com o aumento do tamanho do conjunto de treinamento,
ocorre um decrescimo nas medias da estimativa do erro de classicac~ao. Para o MFP,
os decrescimos nas medias n~ao foram signicativos com o aumento de n
TRE
. Com os
metodos parametricos, que apresentaram as maiores medias, os decrescimos n~ao s~ao sig-
nicativos, exceto com o ADL quando n
TRE
foi aumentado de 200 para 500. Com relac~ao
aos metodos n~ao-parametricos, o EFN e o kVP tiveram decrescimos signicativos em suas
medias em todas as mudancas de n
TRE
, ja o VP apenas no caso de 500 para 1000.
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Figura 5.4: Distribuic~ao das Classes no Problema 4
Analisando os resultados para os valores de n
TRE





=500, as medias do MFP e do VP foram signicativamente
menores. Com n
TRE
=1000, os metodos EFN, kVP, MFP e VP apresentaram as menores
medias sem diferencas signicativas entre elas.
Considerando as analises feitas, os resultados do MFP eram esperados, dado que as dis-
tribuic~oes eram adequadas a modelagem desse metodo e, em teoria, sem diculdades
para a estimac~ao dos para^metros. Deve ser ressaltado, tambem, que os metodos n~ao-
parametricos foram capazes de lidar com a distribuic~ao descontnua da Classe 1, em
particular, com o aumento do conjunto de treinamento. Com os metodos parametricos,
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ADL 40,68(1,44)[40,40;40,97] 40,13(0,67)[39,99;40,26] 40,02(0,11)[40,00;40,04]
ADQ 6,01(0,97) [5,82;6,21] 5,66(0,65) [5,53;5,79] 5,50(0,55) [5,39;5,61]
EFN 3,14(1,01) [2,93;3,34] 1,42(0,55) [1,31;1,53] 0,69(0,63) [0,56;0,81]*
kVP 1,33(0,45) [1,24;1,42] 0,95(0,32) [0,89;1,01] 0,72(0,30) [0,66;0,78]*
MFP 0,78(0,26) [0,73;0,83] 0,68(0,29) [0,63;0,74]* 0,72(0,26) [0,66;0,77]*
VP 1,36(0,52) [1,26;1,46] 0,79(0,42) [0,71;0,88]* 0,62(0,56) [0,51;0,72]*
Os valores s~ao: media (desvio-padr~ao) [IC a 95%]
era possvel modelar adequadamente apenas uma das classes e, em particular para o ADL,
a forma da fronteira de decis~ao era uma diculdade a mais.
5.1.5 Problema 5
Neste problema, o objetivo era simular uma estrutura de classes em que as classes fossem
diferenciadas apenas em termos de suas matrizes de dispers~ao. Foram, ent~ao, simuladas
duas classes com distribuic~ao normal, com vetores de medias iguais e matrizes de co-
varia^ncias diferentes, onde a matriz para uma das classes era oito vezes a da outra. Essa
estrutura, retrata algumas situac~oes reais como, por exemplo, dados relativos a assina-
turas verdadeiras e falsicadas, onde conjectura-se que os vetores de medias s~ao aproxi-
madamente iguais, porem, a classe das falsas apresentam dispers~ao muito superior a das
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Figura 5.5: Distribuic~ao das Classes no Problema 5
verdadeiras.
As classes foram simuladas com probabilidades a priori P
1
= 0; 40 para a Classe 1
P
2
= 0; 60 para a Classe 2. Um exemplo das distribuic~oes dessas classes, com d = 2,
e apresentado na Figura 5.5, onde temos 407 observac~oes da Classe 1 e 593 da Classe 2.
Dessa gura, vemos que este problema e bastante complexo em com relac~ao a separac~ao
das classes.
Para este problema, a dimens~ao das observac~oes variava, tendo sido consideradas as di-
mens~oes d= 2, 3, 6 e 10. Os tamanhos dos conjuntos de treinamento considerados foram
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=500 e 1000. Para gerar as observac~oes, nas duas classes, empregou-se como modelo




















e a matriz identidade de dimens~ao d.
Na selec~ao dos modelos para o MFP, os criterios AIC e BIC selecionaram o numero de
componentes diferentes para o modelo na Classe 1, sendo k
(A)
1
= 2 e k
(B)
1
= 1. Para a







Com relac~ao aos metodos EFN e kVP, os valores selecionados para seus para^metros foram,
respectivamente, 0,1 e 9.
Na Tabela 5.6 s~ao apresentados os resultados referentes as estimativas do erro de classi-
cac~ao para cada um dos metodos. Para cada uma das combinac~oes de d e n
TRE
, s~ao
apresentadas a media, o desvio-padr~ao e IC para media, a 95%, das estimavas do erro.
Inicialmente, analisamos os resultados na Tabela 5.6 considerando-se o aumento de n
TRE
para cada valor de d. Dos resultados na tabela, vemos que, com relac~ao aos metodos
parametricos, o ADL apresentou decrescimos signicativos nas medias para todo d e
o ADQ apenas no caso de d=10. Para os metodos n~ao-parametricos, no entanto, a
aumento de n
TRE
decresceu as medias para todos os valores de d. Com relac~ao ao MFP,
os resultados indicam um decrescimo nas medias somente para d=2 e d=10.
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ADL 2 40,38(0,69) [40,22;40,55] 40,10(0,28) [40,04;40,16]
3 40,91(1,52) [40,61;41,22] 40,22(0,56) [40,11;40,33]
6 43,12(2,69) [42,59;43,66] 40,63(1,00) [40,43;40,83]
10 45,98(3,05) [45,38;46,59] 41.61(1,46) [41,32;41,90]
ADQ 2 18,80(1,17) [18,57;19,03] 18,60(1,33) [18,34;18,87]
3 12,74(1,22) [12,50;12,99] 12,66(1,09) [12,44;12,88]
6 4,66(0,68) [4,53;4,80] 4,48(0,67) [4,34;4,61]
10 1,57(0,36) [1,50;1,65] 1,28(0,31) [1,22;1,34]
EFN 2 17,70(2,99) [17,10;18,29] 13,41(4,00)[12,61;14,20]
3 16,24(5,13) [15,22;17,26] 7,11(8,54) [5,42;8,81]
6 19,52(6,42) [18,24;20,79] 10,26(15,77) [7,13;13,39]
10 23,88(8,32) [22,22;25,53] 7,14(14,83) [4,20;10,08]
kVP 2 19,23(1,67) [18,89;19,56] 17,74(1,91) [17,36;18,12]
3 14,05(1,37) [13,77;14,32] 12,56(1,31) [12,30;12,82]
6 14,09(1,59) [13,77;14,40] 10,19(1,44) [9,91;10,48]
10 15,93(2,23) [15,49;16,37] 12,33(2,02) [11,93;12,73]
MFP 2 19,99(1,26) [19,74;20,24] 12,93(1,44)[12,64;13,22]
3 13,34(1,29) [13,08;13,59] 13,36(1,16) [13,12;13,59]
6 4,72(0,72) [4,58;4,86] 4,62(0,68) [4,48;4,75]
10 1,51(0,36) [1,43;1,58] 1,23(0,35) [1,16;1,30]
Os valores s~ao: media (desvio-padr~ao) [IC a 95%]
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VP 2 15,22(5,03) [14,22;16,22] 4,66(10,02)[2,67;6,65]
3 11,70(4,43) [10,82;12,58] 4,24(8,07) [2,64;5,84]
6 7,16(2,42) [6,68;7,64] 3,16(4,89) [2,19;4,13]
10 10,31(3,50) [9,61;11,00] 2,43(5,07) [1,42;3,43]
Os valores s~ao: media (desvio-padr~ao) [IC a 95%]
Consideramos, agora, os resultados da Tabela 5.6 dentro de cada valor de n
TRE
. Para
os metodos parametricos, vemos que o aumento da dimens~ao das observac~oes produziu
acrescimos nas medias para o ADL, porem, levou a decrescimos signicativos nas medias
do ADQ. Com relac~ao aos metodos n~ao-parametricos, n~ao se vericou um comporta-
mento bem denido com relac~ao ao aumento de d, as vezes aumentando e outras vezes
decrescendo as medias. O metodo MFP, por outro lado, apresentou um comportamento
bem denido, aprensentado decrescimos signicativos para as medias com aumento da
dimens~ao dos dados.
Comparando os metodos, vemos da Tabela 5.6 que o metodo VP apresentou as menores
medias no caso de d=2, para os dois casos de n
TRE
. Para d=3, com n
TRE
=500 a media do
VP e do ADQ foram equivalentes e, para n
TRE
=1000, o metodo VP teve media inferior aos
demais. Com a dimens~oes maiores, as medias do ADQ e do MFP foram signicativamente
inferiores as dos outros metodos.
Na Tabela 5.7, s~ao apresentados as medias das estimativas do erro de classicac~ao para
MFP com os modelos selecionados pelo AIC (MFP
A

















2 18,87(1,19) [18,63;19,11] 18,56(1,27)[18,31;18,81]
3 12,77(0,94) [12,58;12,95] 12,41(1,28) [12,15;12,66]
6 4,65(0,78) [4,50;4,81] 4,32(0,85) [4,15;4,49]
10 1,44(0,42) [1,36;1,52] 1,06(0,35) [0,99;1,13]
MFP
B
2 18,82(1,11) [18,60;19,04] 18,80(1,28)[18,54;19,05]
3 13,90(8,76) [12,16;15,64] 12,67(1,14) [12,44;12,89]
6 4,66(0,69) [4,52;4,79] 4,58(0,71) [4,44;4,73]
10 1,53(0,42) [1,44;1,61] 1,44(0,45) [1,35;1,53]
Os valores s~ao: media (desvio-padr~ao) [IC a 95%]
Considerando a variac~ao de n
TRE
para cada d, vemos um decrescimo signicativo na
medias apenas para o MFP
A
quando d=6 e d=10. Analisando as resultados com relac~ao
a variac~ao de d em cada n
TRE
, os dois modelos tiveram decrescimos em sua medias com
o aumento da dimens~ao das observac~oes, isso para os dois valores de n
TRE
considerados.
Das analises apresentadas, temos que o metodo ADL apresentou um desempenho muito
inferior aos dos outros metodos, no entanto, isso era esperado, tendo em vista que esse
metodo e completamente inadequado a estrutura de classes do problema considerado aqui.
Os reultados mostraram, tambem, uma certa diculdade dos metodos n~ao-parametricos
em lidar com o aumento da dimens~ao das observac~oes. No que diz respeito ao MFP, vimos
que, para os tre^s modelos, os resultados indicam um comportamento muito semelhante
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e, por outro lado, esses resultados s~ao equivalentes aos do ADQ. Esse ultimo resultado





Para este problema, foram simuladas duas classes relativamente bem separadas, de maneira
que, para d = 2, a fronteira de decis~ao fosse aproximadamente linear. Um exemplo das
distribuic~oes das classes e apresentada na Figura 5.6. Dessa gura, vemos que as dis-
tribuic~oes geradas n~ao s~ao convexas, apresentam uma boa separac~ao e, admitindo-se um
pequeno erro de classicac~ao, podemos adotar uma fronteira de decis~ao linear. A partir
dessa congurac~ao bidimensional, foi, ent~ao, aumentada a dimens~ao das observac~oes por
acrescentar variaveis independentes e redundantes para efeito de discriminac~ao, obtendo-
se vetores de observac~oes com d = 3, 5 e 10.
Para gerar as observac~oes com d = 2, para cada classe, empregou-se uma mistura de cinco
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; j = 1; 2; :::; 5.
O procedimento para aumentar a dimens~ao com variaveis redundantes foi acrescentar aos
vetores de observac~oes bidimensionais, variaveis independentes geradas por uma N(3; 1),
isso sendo feito para as observac~oes das duas classes. Dessa forma, as variaveis acres-
centadas n~ao continham informac~ao discriminativa. Esse procedimento foi repetido para
obter-se observac~oes com dimens~oes 3, 5 e 10, como mencionado.
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Figura 5.7: Distribuic~ao das Classes no Problema 6 com d = 3
Para termos uma ideia das distribuic~oes das classes com d > 2, a Figura 5.7 apresen-
ta um exemplo das observac~oes com d = 3. Pode ser visualizado dessa gura que, no
plano (Caracterstica 1;Caracterstica 3), as classes ainda apresentam algum grau de sepa-
rac~ao, no entanto, considerando o plano (Caracterstica 2;Caracterstica 3), as classes est~ao
completamente superpostas.
Para a selec~ao do numero de componentes dos modelos para o MFP, foi levada em con-


























= 1. Por esses resultados, para todas as dimens~oes
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consideradas para as observac~oes, foi estimado o modelo ponderado.
Os valores empregados para os para^metros do EFN e kVP foram, repectivamente, 0,8883 e
8. No experimento para selec~ao dos para^metros, os valores dos para^metros desses metodos
n~ao foram afetados de forma signicativa pelo aumento da dimens~ao das observac~oes.
A Tabela 5.8 apresenta os resultados referentes as estimativas do erro de classicac~ao.
S~ao apresentadas a media, o desvio-padr~ao e o IC para a medias das estimativas, segundo
o tamanho dos conjuntos de treinamento e a dimens~ao dos dados, para cada um dos
metodos.
Da Tabela 5.8, vemos que as medias das estimativa da taxa de erro foram pequenas
para todos os metodos, isso se vericando para todas as dimens~oes consideradas. Para os
metodos parametricos, nos dois casos de n
TRE
, os resultados indicam que esse metodos n~ao
foram afetados signicativamente pela inclus~ao das variaveis redundantes. Com relac~ao
aos metodos n~ao parametricos, o kVP apresentou um aumento signicativa na media ao
considerar d =5 e 10, para os dois valores de n
TRE
, o EFN no caso d=5 e n
TRE
=500 e
o VP com d=5 e n
TRE
=1000. O metodo MFP, para todos os valores de n
TRE
, teve um
aumento signicativo somente no caso de d=10.
Com relac~ao tamanho do conjunto de treinamento, a excec~ao do EFN e do kVP, os
metodos n~ao foram afetados com o aumento do conjunto de treinamento. O metodo EFN
teve um aumento na media no caso de d=2 e o kVP apresentou um decrescimo com d=10.





vemos que os metodos n~ao foram afetados signicativamente com o aumento no valor de
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ADL 2 0,91(0,38) [0,84;0,99] 0,89(0,29) [0,84;0,95]
3 0,91(0,38) [0,83;0,98] 0,92(0,33) [0,85;0,98]
5 0,91(0,42) [0,82;0,99] 0,94(0,30) [0,88;1,00]
10 0,94(0,42) [0,86;1,03] 0,92(0,28) [0,86;0,97]
ADQ 2 0,88(0,38) [0,80;0,96] 0,90(0,29) [0,84;0,96]
3 0,91(0,40) [0,83;0,99] 0,92(0,31) [0,86;0,98]
5 0,93(0,40) [0,85;1,01] 0,94(0,33) [0,88;1,01]
10 0,95(0,42) [0,86;1,03] 0,92(0,31) [0,86;0,98]
EFN 2 0,47(0,36) [0,39;0,54] 0,89(0,29) [0,84;0,95]
3 0,14(0,35) [0,07;0,21] 0,27(0,34) [0,20;0,34]
5 0,33(0,43) [0,25;0,42] 0,41(0,37) [0,33;0,48]
10 0,43(0,73) [0,28;0,57] 0,36(0,70) [0,22;0,50]
kVP 2 0,39(0,24) [0,34;0,44] 0,36(0,21) [0,32;0,40]
3 0,45(0,30) [0,39;0,51] 0,41(0,21) [0,36;0,45]
5 0,64(0,38) [0,57;0,72] 0,53(0,23) [0,48;0,57]
10 0,96(0,47) [0,86;1,05] 0,76(0,30) [0,70;0,82]
MFP 2 0,38(0,27) [0,32;0,43] 0,35(0,18) [0,32;0,39]
3 0,33(0,25) [0,28;0,38] 0,35(0,19) [0,31;0,39]
5 0,39(0,32) [0,32;0,45] 0,39(0,19) [0,35;0,43]
10 0,55(0,37) [0,48;0,63] 0,50(0,21) [0,46;0,55]
Os valores s~ao: media (desvio-padr~ao) [IC a 95%]
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VP 2 0,17(0,35) [0,10;0,24] 0,23(0,31) [0,16;0,29]
3 0,14(0,34) [0,07;0,21] 0,14(0,29) [0,08;0,20]
5 0,30(0,54) [0,19;0,40] 0,31(0,45) [0,22;0,40]
10 0,58(0,96) [0,39;0,77] 0,42(0,78) [0,26;0,58]
Os valores s~ao: media (desvio-padr~ao) [IC a 95%]
n
TRE
. Com relac~ao ao aumento da dimens~ao, o MFP
B
apresentou um aumento signica-
tivo no caso de d=10 para os dois valores de n
TRE
.
Para este problema, em teoria, a situac~ao mais difcil seria n
TRE
=500 com d=10 e a
mais confortavel n
TRE
=1000 com d=2. Na primeira situac~ao, os metodos EFN, MFP e
VP, apresentaram as menores medias sem diferencas signicativas entre elas. Na segunda
situac~ao, o VP teve uma media inferior a dos outros metodos.
A expectativa era que a inclus~ao das variaveis redundantes afetasse todos os metodos.
De maneira geral, no entanto, essas inclus~oes n~ao afetaram de forma mais acentuada o
desempenho dos metodos. Vemos que as medias das taxas de erros, apesar de aumentarem
com o aumento da dimens~ao, foram sempre muito pequenas. Possivelmente, a forma
adotada para incluir essa perturbac~ao as variaveis n~ao foi adequada para alterar, de
forma signicativa, o desempenho dos metodos.
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2 0,33(0,28) [0,28;0,39] 0,34(0,21) [0,29;0,39]
3 0,36(0,260 [0,31;0,41] 0,36(0,18) [0,32;0,39]
5 0,30(0,26) [0,25;0,35] 0,34(0,19) [0,31;0,38]
10 0,40(0,31) [0,34;0,46] 0,41(0,19) [0,37;0,45]
MFP
B
2 0,42(0,27) [0,37;0,48] 0,43(0,19) [0,39;0,47]
3 0,35(0,24) [0,31;0,40] 0,42(0,19) [0,38;0,46]
5 0,38(0,27) [0,33;0,44] 0,44(0,20) [0,40;0,48]
10 0,89(0,40) [0,81;0,97] 0,95(0,30) [0,89;1,01]
Os valores s~ao: media (desvio-padr~ao) [IC a 95%]
5.1.7 Considerac~oes Sobre os Problemas Simulados
Nestes experimentos computacionais, n~ao havia a intenc~ao de estabelecer a superioridade
de qualquer um dos metodos considerados. Determinac~oes desse tipo, inclusive, n~ao
fazem sentido aqui, tendo em vista que os problemas simulados eram mais apropriados a
modelagem por mistura de densidades normais. A intenc~ao era gerar estruturas, com um
certo grau de complexidade, e observar o comportamento do metodo proposto, o MFP,
com respeito a sua capacidade de classicar corretamente as observac~oes. Nesse sentido,
os outros metodos serviram de refere^ncia para avaliar esse comportamento.
Com respeito a modelagem, a nossa preocupac~ao n~ao foi recuperar exatamente os mo-
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delos simulados mas, sim, obter aproximac~oes para esses modelos capazes de estimar
as probabilidades a posteriori de forma satisfatoria, avaliadas pelas estimativas do erro
de classicac~ao. Essa perspectiva, esta baseada nas observac~oes de Ripley (1996, Sec~ao
6.4), onde o autor argumenta que, para os problemas de RPS, e necessario somente uma
boa aproximac~ao da mistura, no sentido de uma alta verossimilhanca, em vez de uma
estimac~ao precisa dos para^metros do modelo. Por esse argumento, inclusive, se justica o
emprego do algoritmo EM para a estimac~ao dos para^metros, desde que n~ao ha garantias
de atingirmos o maximo global no espaco dos para^metros.
Dos resultados observados, tendo em vista nossos objetivos, temos que o MFP apresentou
um desempenho satisfatorio. Nos casos onde foi necessario, nos Problemas 2, 5 e 6, vimos
que o emprego do modelo ponderado apresentou resultados estatisticamente equivalentes
aos dos modelos \corretos". No caso das distribuic~oes das classes, ou de uma das classe,
n~ao serem misturas (Problemas 2, 4, e 5), o metodo se adaptou ao problema, selecionando
um modelo que demonstrou ser capaz de descrever os dados. Para o Problema 6, onde as
componentes da distribuic~ao simulada estavam muito proximas, o que diculta a identi-
cac~ao do modelo, o MFP modelou o problema de forma satisfatoria, a considerar seus
resultados com relac~ao aos dos metodos n~ao-parametricos. Para esse ultimo problema,
como ja comentado, a forma adotada para perturbar os dados n~ao permitiu uma avaliac~ao
mais precisa dos objetivos com esse problema.
Ainda com relac~ao ao numero de componentes para os modelos, condizente com a teoria,
em alguns caso o criterio AIC indicou um numero de componentes maior que o BIC.

E importante ressaltar, no entanto, que as taxas de erros com o modelo superestimado
foram equivalentes as dos modelos \corretos". Esses resultados indicam uma concorda^ncia
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com a literatura, em que e argumentado que e necessario apenas uma aproximac~ao das
distribuic~oes condicionais nos problemas de RPS.
Embora os resultados com emprego do modelo ponderado tenham sido satisfatorios, temos
que considerar o custo computacional. Para esse caso, torna-se necessario estimar os
para^metros para os dois modelos e, dependendo da dismens~ao das observac~oes e o numero
de componentes necessarios na mistura, isso pode demandar um esforco computacional
muito grande. No Problema 2, por exemplo, onde foi necessario estimar um modelo de
mistura com 6 componentes e outro com 5, mesmo as observac~oes sendo bidimensionais,
o algoritmo EM foi lento e consumindo muita memoria computacional (memoria RAM).
Outra quest~ao, diz respeito a dimens~ao das observac~oes com relac~ao a estimac~ao das
matrizes de covaria^ncias das componentes. Como n~ao foi imposta nenhuma restric~ao sobre
a forma dessas matrizes, vericou-se a necessidade de conjuntos de treinamento realmente
grandes para efetuar suas estimac~oes. No Problema 6, por exemplo, onde foi estimado um
modelo com 3 componentes com a dimens~ao igual a 10, em muitas repetic~oes ocorreram
singularidades para as matrizes de covaria^ncias, mesmo quando tinhamos n
TRE
=1000.
Estavamos lidando com observac~oes geradas computacionalmente, nos conjecturamos que
isso pode agravar-se em problemas com dados reais.
Uma altenativa a quest~ao do paragrafo acima, seria impor restric~oes sobre as matrizes de
covaria^ncias, considera-las todas iguais ou diagonais. Foram feitos alguns pequenos ex-
perimentos exploratorios para essas alternativas e, em geral, vericou-se a necessidade de
mais componentes para os modelos, porem, as estimativas do erro de classicac~ao se man-
tiveram nos mesmos nveis. Observou-se, tambem, que, com as matrizes diagonais, parece
ser necessario mais componentes que com as matrizes iguais. Seriam necessarios experi-
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mentos mais planejados, no entanto, isso pode indicar que, em problemas reais, e possvel
empregar modelos homocedasticos, ao custo de um maior numero de componentes, sem
prejudicar o erro de classicac~ao do metodo.
5.2 Aplicac~ao com Dados Reais
Nesta sec~ao descrevemos a aplicac~ao do metodo MFP em um problema de classicac~ao
de assinaturas para um indivduo. O problema e classicar uma dada observac~ao de um
vetor de caractersticas que corresponde a uma assinatura, ou seja, a observac~ao deve ser
classicada como sendo da classe das falsas ou da classe das verdadeiras. Para aplicac~oes
nesse contexto, s~ao considerados dois tipos de erros: o de Falsa Aceitac~ao (FA), que
consiste em classicar uma assinatura falsa como verdadeira, e o de Falsa Rejeic~ao (FR),
em que se classica uma assinatura verdadeira como falsa. A aplicac~ao feita aqui, utiliza
um conjunto de dados apresentado em Lee, Berger e Aviczer (1996).
O conjunto de dados utilizados refere-se a assinatura de um indivduo. O conjunto e
composto de 1825 observac~oes, sendo 1000 correspondentes a assinaturas genunas e 825
a falsicadas. Esses dados foram adquiridos atraves de processo de digitalizac~ao, onde
as sadas desse processo s~ao dados relativos a uma func~ao temporal bidimensional, di-
gamos (X(t); Y (t)), indicando a posic~ao relativa da caneta sobre a superfcie da mesa





)g, foram transformados em vetores de caracterstias composto de
42 variaveis preditoras, havendo variaveis discretas e contnuas, que correspondem aos
aspectos estaticos e dina^micos da assinatura. Com mencionado, n~ao sera discutida a
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quest~ao das variaveis selecionadas, assumimos que essas variaveis s~ao sucientemente dis-
criminativas das classes. Os detalhes da obtenc~ao das assinaturas, o processo de extrac~ao
de caractersticas empregado e a descric~ao das variaveis preditoras, s~ao apresentados em
Lee et al. (1996).
Para esta aplicac~ao, tinhamos o vetor de caractersticas com d = 42, o conjunto de
treinamento para a classe das verdadeiras (1) com n
1
= 1000 e, para classe das falsicadas
(2), com n
2
= 825. Seguindo a suposic~ao assumida de que o cojunto de treinamento
contem a informac~ao sobre as probabilidades a priori das classes (veja Subsec~ao 1.4.3),
para essas probabilidades adotamos como estimativa as proporc~oes das classes dentro do
total de observac~oes, ou seja, P
1
= 0; 548 e P
2
= 0; 452.
Na analise dos dados, primeiramente zemos um estudo visando a uma reduc~ao de di-
mens~ao, para isso, seguimos as sugest~oes dadas em Nelson, Turin e Hastie (1994). Esses
autores argumentam que, alem da capacidade de discriminac~ao, as caractersticas em-
pregadas no problema devem ser insensveis as variac~oes tpicas dentro das assinaturas
verdadeiras visando manter o erro de FR relativamente pequeno. Com essa nalidade,
os autores prop~oem uma ordenac~ao das variaveis preditoras no vetor de caractersticas,
em ordem crescente, segundo seu coeciente de variac~ao (cv) e, para obter a reduc~ao




< d) primeiras variaveis que satisfacam algum criterio
estabelecido.














e o r-esimo menor coeciente de variac~ao entre os cv
0
s das variaveis preditoras.
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Os vetores de caractersticas, ent~ao, te^m suas variaveis preditoras ordenadas segundo a
posic~ao dos seu coeciente de variac~ao nesse vetor. Dessa forma, a primeira variavel no
vetor de caractersticas sera aquela com menor cv e, a ultima, aquela com o maior cv. O












s~ao, respectivamente, o desvio-padr~ao amostral e a media amostral da l-esima
variavel.
Efetuada a ordenac~ao do vetor de caractersticas, a reduc~ao de dimens~ao foi efetuada
analisando as estimativas dos erros de classicac~ao dos metodos ADL, ADQ e VP, so-
bre um conjunto de teste. Esses metodos foram escolhidos por serem aqueles que n~ao
dependem de ajuste de para^metros. O procedimento foi o seguinte: (i) foram retiradas
aleatoriamente 200 observac~oes, sendo 110 da classe da verdadeiras e 90 das falsicadas
para serem as observac~oes de teste; (ii) as 1625 observac~oes restantes foram empregadas
para estimar os metodos ADL, ADQ e VP; e (iii) esses metodos foram aplicados para
classicar as 200 observac~oes com diferentes dimens~oes para os dados e determinadas as
estimativas do seus erros de classicac~ao. Na Tabela 5.10, s~ao apresentados alguns dos re-
sultados para as estimativas dos erros no conjunto de teste para os metodos considerados,
segundo a dimens~ao das observac~oes. Nessa tabela, temos as taxas dos erros de FR e FA,
mensuradas pelas proporc~oes de classicac~oes erradas segundo o conceito desses erros, e o
erro total (ET), determinado pelos erros FR e FA poderados pelas probabilidades a priori
estimadas.
Dos resultados na Tabela 5.10, consideramos razoavel empregar vetores de dimens~ao
d = 20. Denida a dimens~ao dos dados, prosseguimos para selecionar o numero de
componentes dos modelos para o MFP. Para esse m, empregamos o conjunto das 1625
CAP






Tabela 5.10: Taxas de Erro (%) no Subconjunto de Teste
Dimens~ao
Metodo Erro
42 30 20 15 12 10 7 5
ADL ET 2,01 4,02 5,52 5,02 8,04 7,53 8,54 16,07
FR 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
FA 4,44 8,89 12.22 11,11 17,78 16,67 18,89 35,56
ADQ ET 0,00 0,00 0,00 0,00 0,00 0,00 1,00 1,00
FR 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
FA 0,00 0,00 0,00 0,00 0,00 0,00 2,22 2,22
VP ET 2,51 1,51 1,00 1,00 1,00 0,50 0,00 1,00
FR 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,91
FA 5,56 3,33 2,22 2,22 2,22 1,11 0,00 1,11
Nota: ET=Erro Total, FR=Falsa Rejeic~ao, FA=Falsa Aceitac~ao
observac~oes para determinar os valores dos criterios AIC e BIC, com o numero de com-
ponentes no modelo em cada uma das classe variando de 1 a 10. Esse procedimento foi
repetido quinze vezes, isso representando, quinze inicializac~oes distintas para o algoritmo
EM. Nos experimentos iniciais, ocorreram problemas de singularidade para as matrizes
de dispers~ao, em virtude disso, consideramos modelos homocedasticos para cada classe.
Para ilustrac~ao, na Tabela 5.11 apresentamos os resultados para a escolha da dimens~ao
dos modelos, os valores na tabela s~ao o numero de vezes que o numero de componentes foi
selecionado pelos criterios em cada classe. Na Figura 5.8, apresentamos um exemplo tpico
do comportamento dos criterios AIC e BIC de acordo com o numero de componentes para
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Tabela 5.11: Numero de Componentes para os Modelos
Numero de Componentes
Classe Criterio
1 2 3 4 5 6 7 8 9 10
1 AIC 11 - - - - 2 1 1 - -
BIC 12 - - - - 1 1 1 - -
2 AIC - - - - - 3 11 1 - -
BIC - - - - - 4 10 - 1 -
o modelo, em cada uma das classes (para melhor visualizac~ao, no graco est~ao os valores
de -AIC e -BIC).













= 7, dessa forma, n~ao sendo necessario
empregar o modelo ponderado. Denidas as dimens~oes dos modelos, os para^metros foram
estimados via o algoritmo EM para cada uma das classes, sendo, ent~ao, os modelos es-
timados empregado no metodo MFP para classicar as 200 observac~oes de teste. Os
resultados da classicac~ao do conjunto de teste para o MFP, foram (em %)
FR = 0; 00; FA = 0; 00 e ET = 0; 00:
Os resultados observados para os erros de FR e FA, s~ao para um particular conjunto
de teste. Com a nalidade de estimar esses erros com maior precis~ao, realizamos um
experimento onde repetimos 100 vezes o procedimento de classicar conjuntos de teste com
200 observac~oes. Em cada repetic~ao, foram selecionadas, aleatoriamente 200 observa~oes,
110 da classe das verdadeiras e 90 das falsicadas, as quais foram classicadas pelo MFP
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Figura 5.8: Criterios AIC e BIC
e pelos outros metodos que estamos considerando, sendo os para^metros dos metodos
estimados com as 1625 observac~oes restantes.
Para o experimento, os valores para os para^metros dos metodos EFN e kNN, foram
selecionados com base no mesmo conjunto de teste empregado para determinar o numero
de componentes para o MFP. O valores foram, respectivamente, 0,6669 e 3, escolhidos
empregando o mesmo procedimento adotado nos problemas com dados simulados.
Na Tabela 5.12, temos os resultados para os erros de FR e de FA observados no experi-
mento, s~ao apresentadas a media, o desvio-padr~ao (DP) e o intervalo de conanca para
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Tabela 5.12: Taxas de Erro (%) nas 100 Repetic~oes
Taxas (%)
Metodo Erro
Media DP IC (95%)
ADL FR 0,00 0,00 -
FA 13,48 3.16 [12,86;14,11]
ADQ FR 0,00 0,00 -
FA 1,02 1,14 [0,79;1,24]
EFN FR 0,00 0,00 -
FA 1,21 0,48 [1,12;1,31]
kNN FR 0,07 0,24 [0,02;0,12]
FA 8,67 3,02 [8,07;9,27]
MFP FR 0,00 0,00 -
FA 1,03 1,14 [0,80;1,26]
VP FR 0,10 0,31 [0,03;0,16]
FA 3,93 1,95 [3,54;4,32]
Nota: FR=Falsa Rejeic~ao, FA=Falsa Aceitac~ao
media (IC), a 95%, das 100 repetic~oes. Dessa tabela, vemos que, a excec~ao do kNN e VP,
os metodos classicaram corretamente as assinaturas verdadeiras em todas as repetic~oes,
ou seja, a media para o erro de FR foi igual a 0,00. Por outro lado, todos o metodos
apresentaram erros ao classicar as assinaturas falsas, isto e, todos com a media do erro
de FA maior que 0,00. Pode ser visto, tambem, considerando os dois tipos de erros, os
metodos ADQ , EFN e o MFP, apresentaram os melhores resultados, somente com erros
de FA, cujos valores das medias n~ao te^m diferencas signicativas.
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Os resultados na Tabela 5.12, indicam uma mesma tende^ncia para os erros, as medias
para o erro de FR s~ao pequenas, enquanto para o de FA, s~ao sempre maiores com todos
os metodos. Isso pode estar sugerindo, que os metodos modelaram de forma adequada
a distribuicao na classe das verdadeiras, encontrando uma maior diculdade com a dis-
tribuic~ao na classe das falsicadas.

E possvel que isso seja decorrente de uma maior
dispers~ao para as variaveis preditoras dentro da classe das assinaturas falsicadas, o que
seria uma comprovac~ao da conjectura a esse respeito mencionada anteriormente na sec~ao
anterior.
Os resultados apresentados pelo ADQ e MFP, parecem indicar que a distribuic~ao normal
seria compatvel com a distribuic~ao condicional da classe das assinaturas verdadeiras. Isso
tambem sugere, que o procedimento de selec~ao do numero de componentes no MFP, foi
eciente neste problema. Com relac~ao a distribuic~ao na classe das assinaturas falsicadas,
a tende^ncia demonstrada por todos os metodos para o erro de FA, pode estar indicando
uma limitac~ao propria desse conjunto de dados.
Embora n~ao tenha sido empregado neste trabalho, nos problemas de classicac~ao de
assinaturas, e adotado um limiar para os erros FA e FR de modo que se obtenha uma
relac~ao otimizada entre esses erros. Esse limiar depende dos objetivos da classicac~ao,
em que poderia ser xado um valor maximo para um desses erros e os modelos seriam
selecionados procurando minimizar o outro erro, porem respeitando a restric~ao imposta.
Veja as discuss~oes sobre essas quest~oes em Nelson et al. (1994) e em Lee et al. (1996).
Captulo 6
Conclus~oes e Sugest~oes
Neste captulo, discutimos os principais resultados obtidos para a proposta apresentada
neste trabalho. S~ao feitas sugest~oes de para trabalhos futuros, em continuidade a pesquisa
aqui desenvolvida.
6.1 Discuss~oes e Conclus~oes
Na modelagem estatistica para os problemas de Reconhecimento de Padr~oes Supervi-
sionado, considerando a aprendizagem Informativa, torna-se necessario a estimac~ao da
distribuic~oes condicionais para as classes consideradas no problema. Para isso, podemos
empregar modelos parametricos ou n~ao-parametricos. Neste trabalho, no entanto, foi









densidades normais, para aproximar essas densidades condicionais.
No desenvolvimento do trabalho, inicialmente, zemos uma revis~ao da literatura sobre
os metodos estatsticos parametricos e n~ao-parametricos, visando caracteriza-los por suas
qualidades e decie^ncias, considerando os aspectos teoricos e praticos. Foi feita uma re-
vis~ao da teoria das misturas nitas de densidades, abordando as quest~oes de estimac~ao
dos para^metros em um modelo com o numero de componentes xo, enfatizando a es-
timac~ao de maxima verossimilhanca, e a determinac~ao de um numero de componentes
para o modelo baseada nas observac~oes amostrais. A determinac~ao das estimativas de
maxima verossimilhanca via o algoritmo EM, tambem foi abordada, onde dicutimos al-
gumas quest~oes teoricas e outras relativas a implementac~ao desse algoritmo.
A motivac~ao da proposta estava baseada, num primeiro instante, em que qualquer dis-
tribuic~ao contnua pode ser aproximada, com precis~ao arbitraria, por um de modelo de
mistura de densidades normais. Para esse m, em teoria, e necessario um numero muito
grande de componentes para modelo. Num segundo instante, foram levados em conta os
aspectos praticos dos problemas em RPS, em que pesquisadores da area argumentam ser
necessario apenas uma \boa" aproximac~ao para as densidades condicionais para obter-se
regras de classicac~ao com um desempenho satisfatorio. Essa \boa" aproximac~ao, pode
implicar em um numero menor de componentes, desde que haja uma escolha apropria-
da das componentes para representar com maior precis~ao as regi~oes do suporte da dis-
tribuic~ao verdadeira importantes para o objetivo da modelagem. Com essas considerac~oes
em mente, a proposta foi empregar misturas nitas de normais com a determinac~ao do
numero de componentes direcionada pelas proprias observac~oes da classe no conjunto de








dados, foram empregados o Criterio de Informac~ao de Akaike (AIC) e o Criterio de In-
formac~ao Bayesiano (BIC) e, havendo determinac~oes diferentes, adotamos como modelo
uma ponderac~ao dos modelos indicados por esses dois criterios. Pelo nosso conhecimento,
essa abordagem n~ao havia sido mencionada na literatura.
Com a proposta de modelagem das densidades condicionais, foi contruda uma regra de
classicac~ao, sendo uma vers~ao emprica da regra de Bayes, que denominamos metodo de
Mistura Finitas Ponderadas (MFP). Foi mostrado que, sob algumas condic~oes de regu-
laridades, essa regra e consistente para o risco de Bayes, inclusive, quando empregada a
ponderac~ao dos modelos selecionados pelo AIC e BIC. Entre as condic~oes de regularidade,
esta a da distribuic~ao verdadeira ser uma mistura, embora isso possa parecer restritivo, a
classe das distribuic~oes que podem ser geradas por misturas e extremamente abrangente,
sucientemente grande para incluir as distribuic~oes parametricas ordinarias.
Realizamos experimentos computacionais visando avaliar alguns apectos do metodo pro-
posto, tendo como refere^ncia, os principais metodos estatsticos para RPS. Dos resulta-
dos desses experimentos, vericou-se que o MFP modelou distribuic~oes bastante com-
plexas, onde os metodos parametricos n~ao eram adequados, com resultados estatistica-
mente equivalentes aos dos metodos n~ao-parametricos. Quando utilizada a ponderac~ao
do modelo, os resultados indicaram um desempenho estatisticamente equivalente ao do
modelo que, em teoria, era o correto.
O metodo foi aplicado a um problema com dados reais, referentes a assinaturas de um
indivduo. O problema era classicar uma dada observac~ao de um vetor de caractersticas
relativo a uma assinatura como sendo de uma assinatura verdadeira ou de uma assinatura








dos outros metodos estatsticos com os melhores desempenhos. Em particular, vericou-se
que os resultados indicaram que o procedimento de selec~ao do numero de componentes se
mostrou eciente para o problema. Temos, portanto, que o metodo proposto modelou as
distribuic~oes das classes de forma satisfatoria, tendo em vista as pequenas taxas de erros
observadas.
O procedimento de classicac~ao proposto aqui, pode ser efetuado com o emprego de uma
rede neural de func~oes de base radial (RNFBR), explorando a capacidade de modelar
superfcies discriminantes complexas das redes neurais articiais. O criterio para a de-
terminac~ao da dimens~ao dos modelos, pode ser empregado para selecionar o numero de
func~oes de base na rede. Existem, no entanto, algumas diferencas entre as abordagens
pelo MFP e por RNFBR. No MFP temos um certo controle sobre as componentes no
modelo, no sentido de que, sendo possvel atribuir alguma signicado fsico a essas com-
ponentes, podemos identicar e analisar essas componentes separadamente. Esse situac~ao
se aplica aos casos em que sabemos que as classes s~ao compostas por subclasses. Outra
diferenca, e o fato de que, uma vez estimados os modelos para o MFP, sera necessario
apenas armazenar as estimativas dos para^metros para posteriores utilizac~oes da regra de
classicac~ao, ou seja, e feita uma \sumarizac~ao" das observac~oes.
As diculdades com o MFP, basicamente, s~ao relativas a \lentid~ao" de converge^ncia do
algoritmo EM e as diculdades com relac~ao a estimac~ao das matrizes de covaria^ncias das
componentes, principalmente, n~ao havendo restric~oes nessas matrizes. Essas quest~oes,
limitam a emprego do metodo em problemas com dados de alta dimens~ao e conjunto de
treinamento relativamente pequenos e, tambem, em aplicac~oes on line.








apresentada seja eciente para os problemas de RPS. O que foi feito, nos consideramos
apenas como um passo inicial de pesquisa, mais investigac~oes s~ao necessarias visando
superar as dicie^ncias observadas e buscar melhoramentos para o procedimento. Na sec~ao
a seguir, apresentamos algumas sugest~oes para a continuidade da pesquisa nessa direc~ao.
6.2 Sugest~oes para a Continuidade da Pesquisa
Nas avaliac~oes feitas com relac~ao ao metodo proposto, exploramos a aplicac~ao do apren-
dizado e n~ao o aprendizado em si mesmo. No entanto, um dos passos necessarios em
busca de melhorar o desempenho do metodo, seria investigar sua capacidade de mo-
delagem propriamente dita, avaliando os aspectos do procedimento como estimador de
densidades pertinentes aos objetivos de classicac~ao. Nesse sentido, poderiam ser em-
pregados os modelos para gerar observac~oes apresentados em Marron e Wand (1992),
investigando meios de gerar observac~oes de alta dimens~ao correlacionadas com esses mo-
delos e empregando-os para avaliar o erro de estimac~ao da densidade, com o erro medio
quadratico, por exemplo, comparando os modelos determinados pelo AIC, pelo BIC e o
ponderado.
Outro aspecto fundamental, seria implementar o procedimento com vers~oes do EM que
procuram aumentar a taxa de converge^ncia desse algoritmo. Propostas desse tipo s~ao
apresentadas em Jamshidian e Jennrich (1997) e em Liu et al. (1998).
Podem ser consideradas alternativas a ponderac~ao que empregamos aqui. Na literatura,








quanto os classicadores combinados, em particular, sendo os classicadores combinados
consistentes, o classicador resultante sera consistente. Propostas desse tipo s~ao apre-
sentadas, por exemplo, em Mojirsheibani (1999) e Mojirsheibani (2000). Nesse sentido,
poderamos considerar o MFP, com os modelos selecionados pelo AIC e pelo BIC, co-




A.1 Algumas Formas de Converge^ncia
Considere que 
 e um conjunto de pontos, A e uma -algebra de subconjuntos de 

e  uma medida denida sobre A, dessa forma, (
;A; ) denota um espaco de medida.
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Denic~ao A.1.1 Seja f uma func~ao mensuravel sobre (
;A; ) e considere uma se-
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Nas denic~oes a seguir, a medida  e uma medida de probabilidade e a denotaremos por
P , assim, (
;A; P ) denota um espaco de probabilidade.
Denic~ao A.1.2 Seja fX
n
g uma seque^ncia de variaveis aleatorias e X uma variavel
aleatoria, todas denidas em (
;A; P ). Essa seque^ncia converge para X em probabili-





 Xj < ) = 1
Denic~ao A.1.3 Considere uma seque^ncia de variaveis aleatorias fX
n
g e uma variavel
aleatoria X, todas denidas em (
;A; P ). Essa seque^ncia converge para X com proba-
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A.2 Propriedades de Estimadores
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alguma distribuic~ao especca (porem desconhecida) P

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), sendo, portanto, uma variavel aleatoria,
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uma seque^ncia de estimadores para um para^metro desco-
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Denic~ao A.2.3 Considere agora que em P
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A.3 Estatstica Suciente e Famlia Exponencial
Nesta sec~ao, consideramos o conceito de estatstica suciente e o de uma classe de dis-
tribuic~oes denominada de famlia exponencial. Como na sec~ao anterior, temos uma famlia
de espacos de probabilidade (
;A; P












nessa famlia, com  desconhecido.
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ciente para
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n~ao depende de .
A denic~ao A.3.1 diz que a distribuic~ao condicional da amostra, dado o valor da es-
tatstica, e independente de . Em outras palavras, uma estatstica suciente contem
toda a informac~ao sobre , no sentido de que, se conhecemos o valor da estatstica, as
observac~oes na amostra nada te^m a informar sobre o para^metro.
Denic~ao A.3.2 Uma famlia de distribuic~oes fP

;  2 
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As distribuic~oes na classe da famlia exponencial, te^m propriedades bem denidas com
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famlia s~ao continuamente diferenciaveis com relac~ao aos seus para^metros, a matriz de
informac~ao de Fisher e denida positiva e as equac~oes de maxima verossimilhanca te^m,
no maximo, uma raz no interior do espaco dos para^metros que, quando existe, maximiza
a func~ao de verossimilhanca, ou seja, e o EMV.
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; : : : ; t
m
), s~ao conjuntamente su-
cientes para g(; ) e, quando existe o EMV, esse estimador e func~ao dessas estatsticas.
A representac~ao da famlia exponencial como dada em (A.1) e denominada parametrizac~ao
natural. Existe outra forma de representac~ao, denominda parametrizac~ao de valor medio,
que e dada em termos de um para^metro





sob a condic~ao que
e
 seja aberto e convexo. A parametrizac~ao de valor medio e discutida
em Redner e Walker (1984) e, uma observac~ao importante sobre esta parametrizac~ao, e
que a atribuic~ao  !  = E(t(X)j) e um mapeamento biunvoco de
e
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Sob as condic~oes estabelecidas na parametrizac~ao de valor medio, os membros da famlia
exponencial podem ser representados como





t(x)g x 2 <
d
; (A.2)
para  2 , onde () satisfaz  = E(t(X)j()).
As distribuic~oes da famlia exponencial s~ao muito importantes tanto pelas suas pro-
priedades, como pelo fato de que a maioria das distribuic~oes empregadas na pratica per-
tencem a essa famlia. As distribuic~oes binomial, Poisson, normal e gama s~ao alguns
exemplos de distribuic~oes da famlia exponencial. Para uma descric~ao mais completa da
famlia exponencial e a discuss~ao de suas propriedades quanto a estimac~ao de maxima
verossimilhanca sugerimos Sundberg (1974) e Barndor{Nielsen e Cox (1994).
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