Correlation tracking is used in civilian and military automatic target recognition and surveillance systems, to track objects based on their 2-dimensional shape. However traditional correlation-tracking systems have difficulty robustly detecting an object when the object is partially obscured by clutter. This paper describes one of the main problems of image-based correlation tracking systems, and proposes a novel solution. The reference image update problem occurs when the tracked object undergoes rapid shape change in the presence of clutter, here the reference image of the target is updated with an image corrupted by clutter, this can cause the system to walk-off and lose track of the target-object. The novel solution presented is based on research into modelling biological vision systems. We developed a prototype system designed to track an object changing size and shape in the presence of obscuring clutter. The system was tested on both real and simulated infrared imagery of aircraft found to be robust in the presence of obscuring clutter.
INTRODUCTION
Image based target tracking systems are found in civilian and military applications, such as automated cueing of video surveillance cameras, in modern imaging missiles and within the electronic-warfare systems used to detect, track and counter the approaching missile. An electronic imaging tracking system may consist of various subsystems. However all electronic imaging tracking systems will consist of, one or more imaging sensor(s) that observe the scene and generate a series of images, and an electronic subsystem that processes the imagery generated by the sensor. Many of these systems will include some form of motion tracking to predict where the tracked object or objects will be from one image frame to the next. However, a motion tracker by itself is useless; it needs some information about the location of the tracked object in the scene. This location information is usually provided as the angular position of the object by an image-detection based tracking subsystem. There are three common detection methods for imaging tracking systems, pixel tracking, centroid tracking, and correlation tracking; an excellent summary of these methods can be found in Blackman and Popoli 1 . This paper is concerned with correlation based tracking [2] [3] [4] [5] and in particular the correlation matching and referenceimage-update subsystem. A typical system behaves as follows: 1. The reference image is correlated with the current frame of the scene image to produce a correlation surface. 2. The location of the target object is extracted from the scene image; the location corresponds to the peak of the correlation surface. 3. The object is extracted from the scene image and used to update the reference image. The sequence is repeated for every frame.
Such correlation tracking systems are stated to be robust in the presence of noise; however this is not the case when the tracked object is obscured by clutter. Updating the reference image without introducing noise or clutter is critical to the performance of correlation tracking systems, and previous research in correlation tracking has focused on this problem. This includes the process of time based smoothing of the reference image by Fitts 5 and Brunson 4 to reduce noise, which we term alpha tracking, as well as Chien's adaptive window method 2 of updating the reference image.
This paper demonstrates that alpha tracking is not sufficiently robust in the case where the tracked object is rapidly changing shape in the presence of obscuring clutter. Also, although using an adaptive window for selecting the reference image will reduce the amount of surrounding clutter from being introduced, it will not stop obscuring clutter from being introduced into the reference image. To improve the performance of the correlation tracking system we introduce a novel technique inspired by research into modelling of biological vision systems, which we found to be robust even in the presence of obscuring clutter.
CORRELATION
The correlation operation is the heart of a correlation tracking system. The performance of such a system is dependent on the correlator used. The correlator should produce a correlation surface with a strong response at the location of the target object while suppressing the response of false targets. Here some common correlators described in 6 will be summarized, some more advanced correlators can be found in 7 . This correlation process can be performed in the spatial domain or in the frequency domain.
Spatial correlation can be performed as follows. Let the reference image be described by the vector R and the section of the current scene image by the vector ij S . Then the correlation at each location ) , ( j i in the scene image is simply the dot product of two vectors, and is given by
When the reference image is large it may be more efficient to perform correlation in the frequency domain. 
One problem with the simple correlation matching process described in equations (1) and (2) is that intense objects in the scene image can cause false matches. This occurs because an area of high intensity in the scene image (large value pixels) will result in a large value when correlated with any reference image. To overcome this, both the reference image and the section of the scene image must be normalised. Normalised spatial correlation for a single pixel location can be described by
Normalised spatial correlation as described by equation (3) has some useful properties. The normalisation removes the bias of the algorithm to match with intense objects, and ensures that the correlation value is between zero and one, with small values a poor match, and one being a perfect match.
However the response of normalised spatial correlation has fairly broad peaks. A more powerful correlation method is symmetric phase-only correlation, given by
Here the amplitude of * S and R are removed from equation (2) through factorisation to create a symmetric phase only matched filter (SPOMF). Using equation (4) results in a very clean correlation surface, false matches are suppressed, leaving a distinct peak marking the location of the correct match.
UPDATING THE REFERENCE IMAGE
Once a match has been found for the target object, the reference image in memory must be updated. If the tracked object changes shape, due to relative motion between the object and the sensor, then it is important to update the reference image as often as possible. If the current reference image is simply replaced by the image of the best-matched object then problems can arise when the image of the best-matched object is corrupted by clutter. This leads to a corrupted reference image, which can cause the tracker to drift off the object and track the clutter instead. Consider for example the case where an aircraft is being tracked by a grey-scale infrared imaging seeker (fig 1) . Initially the reference image in memory matches the object in the scene image and the system is able to the track the aircraft. Next the aircraft ejects a flare, however there is still enough of a match to locate the aircraft, and the correlation tracker updates the memory image containing both the aircraft and the flare. In the next frame the aircraft has performed a manoeuvre and changed its shape. Now there is a higher correlation between the flare and the reference image, thus the tracker is seduced into following the flare instead of the aircraft.
The traditional method to improve the correlation tracking process in noise is to employ an alpha tracker to update the memory image, as described in 4, 5 . The alpha tracker smoothes the update of the reference image in memory; where the amount of change in the reference image is determined by the variable α. The new value of each pixel in the reference image R N , is computed from the previous reference image R O , the best matched section of the scene I, and the variable α, according to ) (
A large value of α, close to one, will cause a greater change in the reference image then a small value, with an α of zero resulting in no change. Fitts and Brunson 4, 5 use a small constant value for α. Using a small constant value of α reduces the effect of noise, which is short lived, by smoothing the update of the reference image over time. However, if the tracked object is rapidly changing shape then α should be large so as to avoid stagnation on the object's previous shape.
This paper suggests that the amount of change in the reference image should be determined by the quality of the correlated object. That is, α should be a function of the degree of match. A simple method of implementing this is to set the value of α to the result of the normalised correlation. Then a strong match will result in a large change in the reference image, whilst a poor match will result in little change.
However this method has problems when the target object changes shape rapidly in the presence of clutter, such as in the situation described previously. A noisy or partially obscured object has a lower normalised correlation value, which causes less of the reference image in memory to be updated. So the reference image may stagnate on a previous image while the object changes shape.
THE BIOLOGICAL LINK
Biological vision systems successfully perform visual tasks like object recognition and tracking with apparent ease. These systems have been heavily researched since the late 1960s, with a number of significant works produced in the late 1970s and early 1980s. Marr's work 8 is considered to be one of the influential and revolutionary theories of vision. The discovery of a learning algorithm 9 for feed-forward multi-layered perceptrons (MLPs) enabled the use of MLP neural networks for solving non-linear problems. Grossberg's Adaptive Resonance Theory (ART) 10, 11 provided a biologically plausible neural-network model for unsupervised learning of patterns. To solve the reference image update problem in correlation tracking, the ART neural network model and some of the recent extensions to ART were investigated.
The architecture of the ART neural network consists of two interconnected layers of neurons. The F1 layer contains feature detector neurons. The F2 layer is a 'winner take all' layer with each neuron representing a different category. The connections form a filter as they transfer activity from the F1 to the F2 layer. The neurons in the layers obey a set of non-linear differential equations. Stimulus is presented to F1 and the activity is transferred to the inputs in F2 (bottom-up input). These F2 neurons compete with each other so that only one becomes active. The active neuron in F2 then transfers activity back to F1 (top-down priming) reinforcing important features. This process continues until the network reaches a stable state and is known as adaptive resonance.
It is possible to configure an ART neural network to perform image based correlation tracking. Here each neuron in the F1 layer represents a separate pixel in the image. The reference image is stored in memory through the synaptic weight connections of every feature neuron to a single category neuron. Then each section of the current scene image is applied to the feature layer F1. Assuming that the applied image is a noisy representation of the reference image, then after resonance a better representation of the applied image will be present in F1. In a standard ART network if the applied input is sufficiently different from any existing category stored in memory then a new category will be created. The threshold level for creating new categories is determined by the vigilance parameter, and the degree of match by normalised spatial correlation as described by equation (3) . In a correlation tracking ART system the vigilance parameter is simply used to determine if the input image applied to F1 matches the reference image corresponding to the single neuron category node in F2. If the degree of match is less then the vigilance parameter, then the reference image will not be modified. However if the image applied to F1 is a noisy representation of the reference image stored in F2, and a match determined, then the network will undergo learning through changes to the synaptic weights. The result of the learning is that reference image stored in memory is a combination of the old reference image and the applied input image. This allows the network to accommodate changes in the reference image over-time, but also results in the reference image being corrupted by noise. This corruption is such that after a few slightly noisy inputs the ART network may no longer recognise a non-noisy input.
To overcome this and other problems the ART neural network model has been modified and extended several times. This includes the continuing work by Carpenter and Grossberg in the ART 11 Lozo's work is an extension to ART that endeavours to overcome the weakness of ART of not recognising learnt objects in the presence of noise. Based on findings from neurophysiology, Lozo proposes that feedback pathways from higher neural layers can selectively control the attention of lower (input) layers; this process is termed top-down modulation. It has been shown that Lozo's neural network can recognise familiar objects in the presence of noise 15 , however it is unable to recognise familiar images that are incomplete. Chong 16 further extends this work by proposing that in addition to top-down feedback from higher neural layers there should be a bottom-up feed-forward pathway for modulating topdown patterns. Chong 16 has shown that such an extended ART neural network is capable of recognising both partially occluded and incomplete objects in complex scenes. The extended ART neural network that includes top-down and bottom-up modulation is shown in fig 2. This extended ART neural network has four neural layers, F2, F1, F0 and the input layer. As the input is presented to the system the signal in the input layer is used to modulate the transfer of the reference signal from F2 to F1, this is bottom-up modulation. Similarly the reference signal in F2 is used to modulate the transfer of the input signal into layer F0.
Matching is then performed between the contents of F0 and F1. These concepts can also be applied to correlation tracking. However instead of implementing the modulation as a dynamic neural process, we approximate modulation using a number of image processing operations.
THE TRACKING SYSTEMS
In this section we present two correlation tracking systems a typical edge enhanced correlation tracking system, and an advanced correlation tracking (ACT) system that includes an approximation to top down modulation.
An edge enhanced correlation tracker
The edge enhanced correlation tracker is shown in fig 3. Edge enhancement attempts to overcome some of the problems associated with using greyscale imagery in a typical correlation tracker. Indeed the use of some form of edge enhancement can be found in the tracking systems described in 2, 4 . The main problems associated with a typical greyscale correlation tracker are: (a) the strong correlation between the reference image and the background, and (b) the tendency of 'bright' features to dominate the matching process. These problems may be improved by using edge-enhanced imagery, so that the shape of the object as defined by its edges is the important feature.
Here Sobel filters were used to generate imagery that emphasises the edges of objects. Both the scene image and reference image were edge enhanced using the Sobel image filter to produce gradient magnitude images; the gradient direction information was discarded. Ritter provides a good description of the Sobel image filter in 6 .
In this tracking system the value α used in the alpha tracker was modified so that if the correlation value drops below a threshold then the reference image is not updated. This can be described as follows. Given the normalised spatial correlation value of the best-matched object c v and a threshold τ, above which a match is declared. Then α is given by
When α equals zero then equation (5) This edge enhanced tracker is much more robust than a simple greyscale tracker. However the edge enhanced tracker is still susceptible to introducing clutter objects into the reference image when the obscuring clutter appears slowly and persists for several frames, as is the case for tracking an aircraft that is ejecting flares. To improve the trackers robustness in the presence of obscuring clutter, the concept of top-down modulation can be used.
ACT I: An advanced correlation tracker
The ACT system is based on the edge-enhanced correlation tracker. However, it also includes top-down modulation but not bottom up modulation. The process diagram for the advanced correlation tracking system is shown in fig 4. The first correlation operation, Correlate (A), shown in fig 4, is performed using the SPOFM correlation. This has the advantages of faster execution, and better suppression of false matches when compared to normalised correlation. This correlation is used to select the best-matched object.
The top-down modulation is implemented as a series of image processing operations. In the diagram the memory image is first dilated to thicken the edges, then applied to the best-matched object as modulation to create a 'cleaned' best-matched object. The thickening of edges is used to account for small changes in the shape of the object from one frame to the next. The modulation operation can be approximated using image multiplication. However, a straight multiplication between two similar edge-enhanced images enhances strong edges but causes the loss of weak edges in the image.
It was found that the dilation operation needed to be modified slightly to achieve the desired amount of thickening of the edges. These problems with the dilation and multiplication operations were overcome using the procedure described in following paragraphs.
The process used to create the edge-enhanced imagery, convolving the image with the Sobel operator, has a bandresponse. With the peak response occurring on the 'centre' of the edge and decreasing response moving away from the edge. This band response of the edge can be used to thicken the edge to create an effect similar to dilation. By multiplying the edge-enhanced reference image by a constant, while limiting the maximum possible value in the image to the previous maximum, the effect is that the line defining the edge appears thickened. This also increases the strength of weak edges to that of strong edges, which prevents fading when the multiplication is performed later. Mathematically this can be described as follows. Given an edge enhanced reference image R with a maximum value of all pixels in the image m, a multiplier constant k, and the clipping function
Then multiplying R by k and applying the clipping function can form a mask image M, where,
This image M may be used as a mask to modulate the transfer of the best-matched object into another memory location. Indeed this mask worked well with the example imagery that it was tested against. However, a method of controlling the amount of thickening performed on the mask was desired. A method for achieving this is described below. 
is the dilation of image matrix A by structuring element ε .
Using the dilated mask in the multiplication step that follows does not provide effective modulation, as the dilated image mask is generally too thick and does not remove clutter sources after multiplication. To reduce the strength of the dilation in the image mask a method similar to the alpha tracker was used to create a new mask M ′ given by,
Here λ controls the strength of the contribution to the new mask M ′ by the dilation matrix D . The new modulated best-matched object N can now be generated through a simple multiplication,
where B is the best-matched object.
After modulation a second correlation operation is performed, Correlate (B) as shown in fig 4. Here normalised spatial correlation from equation (3) is used, and the result is fed into the alpha tracker. In this tracking system the value α was modified slightly from the previous tracking system, so that α is the square of the correlation value. Given the normalised spatial correlation value v c of the modulated-best-matched object and a threshold τ above which a match is declared, then α is given by
RESULTS VS IR IMAGERY OF AIRCRAFT EJECTING FLARES
The tracking systems described in the previous section have been tested against both real and simulated imagery of aircraft ejecting flares. In this section a detailed description of the results of the edge based correlation tracker and the advanced edge based correlation tracker against simulated imagery are presented. In addition some summary results of other tracking systems have been included for comparison (see table 1 ).
The algorithms were implemented in MATLAB. The imagery used for testing consisted of three image sequences denoted R1, R2, and S1. R1 is real imagery of an aircraft ejecting a cocktail of flares while travelling horizontally across the field of view of an infrared camera. R2 is real imagery of an aircraft ejecting a cocktail of flares while travelling vertically across the field of a view of an infrared camera. S1 features simulated infrared imagery from missile seeker that is homing in on an aircraft ejecting a flare.
The performance of the tracking systems can best be demonstrated by viewing the imagery generated by the implemented software. Due to space constraints only the results against S1 are presented in detail.
S1 provides a challenging scenario for correlation tracking, as the target aircraft is changing size, shape, and illumination whilst being partially obscured by clutter. The partial obscuration occurs on frame 10, denoted as S1-10, as the aircraft ejects a flare. The flare also results in a change of illumination causing the target to background contrast to invert, which presents a problem for non-edge-based trackers. S1-1 S1-5 S1-10 S1-15 S1-20 S1-30 The simple edge based tracker shown in fig 4 performed poorly against S1. For this scenario the threshold τ from (6) was set to 0.7. The system is able to track the aircraft until the flare is ejected, causing the reference image to be corrupted by the flare, and the system to be seduced into following the flare, shown in fig 6. Using a higher threshold for τ results in the system being unable to locate the aircraft while the flare is obscuring it. By the time the flare has moved away from the aircraft, the aircraft has sufficiently changed shape such that the tracker is no longer able to recognise it. The advanced correlation tracker with top down modulation was able to track the aircraft through S1. For this scenario the multiplication constant k from equation (8) was set to 6, the dilation variable λ from equation (10) The relative performance of the tracking systems can be described by the ability of the system to highlight the location of the correct object while suppressing clutter sources. This can be described as the ratio of the correlation value at the peak corresponding to the object verses correlation value at the peak of the largest clutter source. We found that the tracking systems with top-down modulation have a better signal to clutter ratio then the systems without modulation. This allows the system to track a target object that is partially obscured by clutter.
The results demonstrated that the advanced correlation tracking systems that included top-down modulation, were able to track the target aircraft in all image sequences, even when it was partially obscured by flares. By contrast the other tracking systems, which did not included modulation, were unable to the track the aircraft in the presence of noise and clutter. 
CONCLUSIONS
From the results we conclude that correlation tracking systems are not able to robustly track a target changing shape in the presence of obscuring clutter, without the use of other techniques. The performance of a correlation tracking system can be improved through image processing operations that approximate top-down modulation, a technique inspired from modelling of biological vision systems. The modulation process removes clutter from the tracked object in the scene, improving the signal to clutter ratio, and reducing the amount of clutter that is introduced into the reference image. We expect that results taken from investigating biological vision systems will have a role to play in further improving the performance of tracking and other electronic imaging systems.
