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FUNCTION SPACES OF COERCIVITY FOR THE FRACTIONAL LAPLACIAN IN
SPACES OF HOMOGENEOUS TYPE
HUGO AIMAR AND IVANA GO´MEZ
Abstract. We combine dyadic analysis through Haar type wavelets defined on Christ’s families
of generalized cubes, and Lax-Milgram theorem, in order to prove existence of Green’s func-
tions for fractional Laplacians on some function spaces of vanishing small resolution in spaces
of homogeneous type.
1. Introduction
The most elementary view of fractional Laplacian operators in the Euclidean space Rn is
provided by the Fourier transform. The symbol of a linear PDE with constant coefficients∑
|α|≤m cα∂
α, is the polynomial P(ξ) =
∑
|α|≤m cα(2πiξ)
α if we are considering the function ϕ̂(ξ) =∫
Rn
e2πiξ·xϕ(x)dx as the Fourier transform of ϕ. In some cases, such as the Laplacian, P is a
radial function. For − 1
4π2
∆, P(ξ) = |ξ|2. For 0 < s < 1, the powers Ps(ξ) = |ξ|2s of P(ξ) are also
symbols for operators which are well defined on smooth functions. Actually the most explicit
kernel realization of such operator is given by
(−△)sϕ(x) = p.v.
∫
Rn
ϕ(x) − ϕ(y)
|x − y|n+2s dy
with ϕ smooth. The principal value is taken in the usual way of symmetric truncation about
the origin. For 0 < s < 1
2
the integral is absolutely convergent and there is no need for the
principal value. When for s < 1 these operators loose the local character of the case s = 1.
Several important facts for the Laplacian remain in the family (−△)s (0 < s < 1). One of them
is its role in the variational approach of the theory. In fact, (−△)s is the Euler-Lagrange operator
associated to the energy given by the Dirichlet bilinear form∫
Rn
∫
Rn
(u(x) − u(y))(v(x) − v(y))
|x − y|n+2s dxdy.
There are several points of view for (−△)s. The probabilistic approach is provided by the
substitution of the Wiener process by the general Le´vy process to generate the diffusion based
on (−△)s. The analytic point of view, which in the case s = 1
2
leads to the Dirichlet to Neumann
operator, received an extraordinary impulse with the work of Caffarelli and Silvestre [CS07]. In
[CCV11] and [CS18] several aspects of the theory are considered for nonlocal operators with
kernels that are controlled by |x − y|−n−2s. Also the semigroup approach in [ST10] provides
an important tool of analysis. In this paper we explore some aspects of this robustness of the
theory in a different direction; the underlying geometric setting. In metric measure spaces and
in particular in spaces of homogeneous type. When the space has a well defined dimension,
as is the case of Ahlfors γ-regular spaces, the Dirichlet form, the associated energy and the
derived Euler-Lagrange operator are well defined at least for small s > 0. The interest for such
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a general setting is perhaps provided by some non differentiable structures like self similar
fractals.
Let us briefly describe a non Euclidean paradigmatic situation of our context. The Sierpinski
quadrant. Let S be the Sierpinski triangle with vertices at the points ~0 = (0, 0), ~e1 = (1, 0) and
~e2 = (0, 1) of R
2. The set S is the only fixed point of the iterated function system induced by the
affine contractions defined at the point (x, y) ∈ R2 by F1(x, y) = 12(x, y), F2(x, y) = (12 + 12 x, 12y)
and F3(x, y) = (
1
2
x, 1
2
+
1
2
y). Let X = ∪∞
m=1
2mS . The Haussdorf dimension of X is γ =
log 3
log 2
> 1.
Moreover, if µ denotes the restriction to the Borel subsets of X of the Hausdorff measure of
dimension γ, we have that µ(B(x, r)) ≃ rγ for every x ∈ X, every r > 0, with B(x, r) = {y ∈ X :
|x − y| < r}. In the terminology that we shall soon review, (X, d, µ) is a Ahlfors γ-regular space
of homogeneous type with d the restriction to X × X of the Euclidean distance.
There exist in X also some natural dyadic sets and corresponding Haar wavelets as orthonor-
mal basis for L2(X, µ). In the proof of our main result the role of Haar dyadic analysis will
be crucial. So, let us describe briefly the dyadic sets and the Haar system in the Sierpinski
quadrant (S , d, µ).
The basic Sierpinski triangle S , contained in the plane triangle T with vertices at ~0, ~e1 and
~e2, can be obtained as the limit, in the sense of Haussdorf, of the iteration of the operation
Φ(A) = ∪3
i=1
Fi(A) starting with A = T . With Φ
m we denote the m-iteration of Φ. For each
j ∈ Z the set A j = ∪m−k= j2kΦm(T ) is a union of non overlapping triangles of size 2− j. Set
T
j
l
to denote these triangles with l ∈ N and Q j
l
= T
j
l
∩ X. These sets in X satisfies all the
desired properties of nested partition of the space X with a metric control and homogeneity in
the number of offspring of each cube. Each Q
j
l
divides in exactly three cubes of the next scale
refinement level Q
j+1
l,1
, Q
j+1
l,2
and Q
j+1
l,3
. Since the space V
j
l
of real functions defined on Q
j
l
that
are constant on each Q
j+1
l,i
, i = 1, 2, 3, has dimension three, a basis for V
j
l
is given {1, h j
l,1
, h
j
l,2
}
where 1 is the constant function on Q
j
l
,
h
j
l,1
=
4√
42
3
j
2
(
X
Q
j+1
l,1
+
1
4
X
Q
j+1
l,2
− 5
4
X
Q
j+1
l,3
)
and
h
j
l,2
=
3√
14
3
j
2
(
−2
3
X
Q
j+1
l,1
+ X
Q
j+1
l,2
− 1
3
X
Q
j+1
l,3
)
The countable family H = {h j
l,1
, h
j
l,2
: j ∈ Z, l ∈ N} is an orthonormal basis for L2(X, µ).
Aside from its generality as a model for many problems in the sciences, variational methods
show also a remarkable geometric robustness. In the above setting (X, d, µ), a Dirichlet form
associated to an energy norm is naturally defined,∫
X
∫
X
u(x) − u(y)
ds(x, y)
v(x) − v(y)
ds(x, y)
dµ(x)dµ(y)
dγ(x, y)
also the associated energy "
X
(
u(x) − u(y)
ds(x, y)
)2
dµ(x)dµ(y)
dγ(x, y)
, (1.1)
are well defined at least for u and v compactly supported and with Ho¨lder regularity exponent
larger than s (see Lemma 6 below).
The Euler-Lagrange equation associated to the minimization of the energy (1.1) on an ade-
quate subspace of the L2(X, µ) functions with finite energy, is given by
D2sd u(x) =
∫
X
u(x) − u(y)
d2s(x, y)
dµ(y)
dγ(x, y)
.
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The search of a Green function for D2s, submitted to some specific boundary type condition,
through Lax-Milgram methods requires the analysis of the coercivity of the bilinear form. In
this note we provide subspaces of coercivity for Dirichlet form using Haar wavelet methods
built on Christ’dyadic families in (X, d, µ).
The paper is organized in brief sections that collect the main results of each topic which we
shall use to accomplish our aims. Section 2 contains the preliminary definitions. In Section 3
we introduce the generalized energy on any space of homogeneous type and we prove the
basic result relating this energy with the dyadic one. Then we use the characterization of the
dyadic energy in terms of the Haar systems proved in [AABG16] and we propose the spaces
of coercivity. Section 4 is devoted to a basic analysis of Ho¨lder regularity of functions with
finite energy when the space is Ahlfors γ-regular as a consequence of the results in [MS79]. In
Section 5 we apply the results of sections 3 and 4 and Lax-Milgram Theorem in order to prove
the existence of Green’s type functions on those spaces of coercivity.
2. Geometric setting. Dyadic and Haar systems
Let us briefly introduce in this section the basic definitions of space of homogeneous type,
Ahlfors γ-regular space, Christ’s dyadic families, Haar wavelets and dyadic distance.
A space of homogeneous type is a set X endowed with two structures. A quasi-distance d
on X is a symmetric, nonnegative real function on X × X such that d(x, y) = 0 if and only if
x = y and for some constant κ ≥ 1, the inequality d(x, y) ≤ κ(d(x, z)+ d(z, y)) holds for every x,
y and z in X. The second structure is given by a positive measure µ an a σ-algebra containing
the d-balls. Both structure are related by the doubling property; there exists a constant A > 0
such that 0 < µ(B(x, 2r)) ≤ Aµ(B(x, r)) < ∞ for every x ∈ X and every r > 0. Here B(x, r)
denotes the open ball {y ∈ X : d(x, y) < r}. Along this paper we shall assume that the space
has no atoms (µ({x}) = 0 for every x ∈ X and that µ(X) = +∞). The most important structure
properties of spaces of homogeneous type and quasi-metrics can be found in [MS79]. On the
other hand, the construction of metric controlled dyadic families in spaces of homogeneous
type, due to M. Christ, can be found in [Chr90]. Let us sketch the properties of these families
here,
(D1) D = ∪ j∈ZD j;
(D2) there exists 0 < ν < 1 such that for every cube Q ∈ D j we have that diameter Q ≃
ν j and eccentricity Q ≃ 1. Here, as usual diamQ = sup{d(x, y) : x, y ∈ Q} and
eccentricity Q = sup{ r(B1)
r(B2)
: B1 ⊆ Qand B2 ⊇ Q} where Bi, i = 1, 2 are d-balls;
(d3) each Q ∈ D is an open set;
(d4) except for a set of µ-measure zero eachD j is a partition of X;
(D5) for each Q ∈ D j+1 there exists one and only one Q˜ ∈ D j such that Q ⊆ Q˜;
(D6) for some geometric constant M and every Q inD j we have that 1 ≤ #ϑ(Q) ≤ M where
ϑ(Q) = {Q′ ∈ D j+1 : Q′ ⊆ Q} is the offspring of Q;
(D7) given Q and Q¯ inD then Q¯ ∩ Q = ∅, Q¯ ⊆ Q or Q ⊆ Q¯;
(D8) X is a quadrant for D, in other words, for every Q ∈ D the union of all those Qˆ in D
containing Q coincides with X.
After the application a the procedure of closure and difference properties (d3) and (d4) can be
changed into
(D3) each cube Q inD is a Borel set;
(D4) each D j is a partition of X.
See also [ABI07].
Once such a dyadic familyD is given on X we also have Haar orthonormal bases for L2(X, µ).
Actually these bases are built on a multiresolution analysis (MRA) induced by the sequenceD j
3
of dyadic cubes of level j. For a given integer j ∈ Z define
V j = { f ∈ L2(X, µ) : f restricted to Q is constant for every Q ∈ D j}.
The properties of the familyD induce the following properties for the MRA sequence {V j : j ∈
Z}.
(MRA1) V j ⊂ V j+1 for every j ∈ Z;
(MRA2) ∪ j∈ZV j = L2(X, µ);
(MRA3) ∩ j∈ZV j = {0};
(MRA4)
{
XQ√
µ(Q)
: Q ∈ D j
}
is an orthonormal basis for V j for every j ∈ Z. As usual we shall
denote by P j the orthonormal projector of L
2(X, µ) onto V j.
For a given Q ∈ D, set ϑ(Q) to denote the offspring of Q. That is ϑ(Q) is the family of all
Q′ ∈ D j(Q)+1 with Q′ ⊆ Q and j(Q) the level of Q. From (D6) we have that 1 ≤ #ϑ(Q) ≤ M
for some geometric constant M. Let Q be such that #(ϑ(Q)) > 1. Set VQ to denote the
finite dimensional (at most M) subspace of those functions in L2(X, µ) vanishing outside Q
and which are constant on each Q′ ∈ ϑ(Q). An algebraic basis for VQ is given by
{
XQ√
µ(Q)
}
∪{
XQ′ : Q′ ∈ ϑ˜(Q)
}
with ϑ˜(Q) any subset of ϑ(Q) with #ϑ(Q)−1 elements. If we orthonormalize
this basis for VQ preserving the first function XQ√
µ(Q)
, we get the basis B(Q) =
{
XQ√
µ(Q)
}
∪
{hl : l = 1, . . . , #ϑ(Q) − 1}. Set H =
⋃
Q∈D H (Q), where H (Q) = {hl : l = 1, . . . , #ϑ(Q) − 1}.
Then H is an orthonormal basis for L2(X, µ). Notice that each h has support in Q and mean
value zero. Hence
‖ f ‖2
L2(X,µ)
=
∑
h∈H
|〈 f , h〉|2
and H is an unconditional basis for Lp(X, µ) for every 1 < p < ∞. We shall write Q(h) to
denote the cube in which h is based in the above sense. Also j(h) denotes the level of Q(h).
For a γ > 0, an Ahlfors γ-regular space (X, d, µ) is a metric space (X, d) with a Borel measure
µ such that c1r
γ ≤ µ(B(x, r)) ≤ c2rγ for some positive constants c1 and c2, every x ∈ X, and
every r > 0. Ahlfors condition implies that the space is of homogeneous type and unbounded
and that µ({x}) = 0 for every point x ∈ X.
An elementary but central fact for the finiteness of the Dirichlet form, the corresponding
energy and the associated Euler-Lagrange operator is provided by the local and global integra-
bility of powers of d.
Lemma 1. Let (X, d, µ) be Ahlfors γ-regular, then
(a)
∫
B(x,r)
dµ(y)
dγ+s(x,y)
=
∫
d(x,y)≥r
dµ(y)
dγ−s(x,y) = +∞, for every x ∈ X, r > 0 and s ≥ 0; and
(b)
∫
B(x,r)
dµ(y)
dγ−s(x,y) ≃ rs and
∫
d(x,y)≥r
dµ(y)
dγ+s(x,y)
≃ r−s, for every x ∈ X, r > 0 and s > 0.
We use the notation A ≃ B if the quotient A
B
is bounded above and bellow by geometric
constants. The proof follow by dyadic decomposition of each integral and the γ- regularity of
the space.
In the next statement we introduce the dyadic distance induced by a dyadic familyD on X.
Lemma 2. Let (X, d, µ) be a space of homogeneous type with no atoms (µ({x}) = 0, x ∈ X). The
function δ : X × X → R+ defined as zero on the diagonal and
δ(x, y) = inf{µ(Q) : Q ∈ D, x ∈ Qand y ∈ Q}
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is a distance on X such that (X, δ, µ) is a Ahlfors 1-regular space. Moreover, for some constant
C > 0 we have that µ(B(x, d(x, y))) ≤ Cδ(x, y). When (X, d, µ) is Ahlfors γ-regular, we also
have dγ(x, y) ≤ Cδ(x, y).
Proof. Let us first check the triangle inequality. Let x, y and z be three given points in X. Let
Q(x, y) be the smallest cube in D such that x and y belong to Q(x, y). Similarly, set Q(y, z) to
denote the smallest cube inD containing y and z. Since y ∈ Q(x, y) ∩ Q(y, z), by (D7) we must
have Q(x, y) ⊂ Q(y, z) or Q(y, z) ⊂ Q(x, y). Hence x and z belong both to Q(y, z) or to Q(x, y).
This fact implies that δ(x, y) ≤ sup{µ(Q(y, z)), µ(Q(x, y))} = sup{δ(y, z), δ(x, y)}, and δ is in fact
an ultrametric.
Notice that if x , y are two points in X, since d(x, y) > 0, we have, from property (D2), that
for some large j, x and y can not belong to the same Q ∈ D j. Hence δ(x, y) > 0.
Let us describe the δ- ball centered at x ∈ X with radious r > 0. Notice that Bδ(x, r) = {y :
δ(x, y) < r} = ∪{Q∈D:x∈Q,µ(Q)<r}Q which is actually a the largest dyadic cube Qrx containing x
with measure less than r. Hence µ(Bδ(x, r)) = µ(Q
r
x) < r. On the other hand, since Q
r
x is the
largest cube containing x with measure less than r, Q˜rx the first ancestor of Q
r
x, must to satisfy
µ(Q˜rx) ≥ r. From (D2) and the doubling property for d-balls we obtain µ(Qrx) ≥ cµ(Q˜rx) ≥ cr
for some 0 < c < 1. In other words, crµ(Bδ(x, r)) ≤ r for every x ∈ X and every r > 0.
Let us prove that µ(B(x, d(x, y))) ≤ Cδ(x, y), for some constantC. Both sides of the inequality
vanish if x = y because X has no atoms. Assume x , y. Let Q be the smallest dyadic cube
in D such that x and y belong to Q. Then, with the notation in (D2), B1 = B(x1, r1) and
B2 = B(x1,mr1), δ(x, y) = µ(Q) ≥ µ(B1). On the other hand, B(x, d(x, y)) ⊂ mκ(2κ + 1)B1. In
fact, with B1 = B(x1, r1), B2 = B(x1,mr1), m constant, we have that, for z ∈ B(x, d(x, y)),
d(z, x1) ≤ κ[d(z, x) + d(x, x1)]
< κ[d(x, y) + mr1]
≤ κ[κ(d(x, x1) + d(x1, y)) + mr1]
< mκ[2κ + 1]r1.
The last statement follows from the above and the fact that µ(B(x, d(x, y))) ≃ dγ(x, y) in the
case of Ahlfors γ-regularity. 
Let us point out that the inequality δγ ≤ cd does not hold even in Euclidean settings. Since
(X, δ, µ) is Ahlfors 1-regular space, then satisfies the integral properties of powers of δ contained
in Lemma 1 with γ = 1.
3. Energy and spaces of coercivity
Let (X, d, µ) be a nonatomic space of homogeneous type with µ(X) = +∞. In the spirit of
[GKS10] and references there in, for generally non necessarily Ahlfors regular spaces, it is
natural to consider a generalized notion of energy given by
E
d,µ
σ (u) =
"
X×X
|u(x) − u(y)|2
µ(B(x, d(x, y)))1+2σ
dµ(x)dµ(y) =
"
X×X
∣∣∣∣∣ u(x) − u(y)µ(B(x, d(x, y)))σ
∣∣∣∣∣2 dµ(x)dµ(y)µ(B(x, d(x, y))) ,
for σ > 0.
It is not clear, at first glance, whether or not there are in general nontrivial (non constant)
functions with finite energy. Nevertheless, the subspace Hσ
d,µ of functions in L
2(X, µ) with finite
energy is a Hilbert space with the norm
‖u‖Hσ
d,µ
= ‖u‖L2(µ) +
√
E
d,µ
σ (u).
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We say that a Hilbert subspace Hσ,0
d,µ
of Hσ
d,µ is of coercivity for E
d,µ
σ if there exists a constant c,
depending on Hσ,0
d,µ
, such that the inequality
E
d,µ
σ (u) ≥ c ‖u‖2L2(µ)
holds for every u ∈ Hσ,0
d,µ
. In other words,
√
E
d,µ
σ (u) on H
σ,0
d,µ
becomes a norm, which is equiva-
lent to ‖u‖Hσ
d,µ
. In the search of spaces of type Hσ,0
d,µ
, we shall use dyadic analysis, the estimate for
µ(B(x, d(x, y))) in terms of δ(x, y) contained in Lemma 2 and a result in [AABG16] concerning
the characterization of Hσδ,µ in terms of Haar coefficients. Notice that from Lemma 2, H
σ
δ,µ is the
subspace of those functions u in L2(X, µ) such that
E
δ,µ
σ (u) =
"
X×X
|u(x) − u(y)|2
δ(x, y)1+2σ
dµ(x)dµ(y)
is finite. Let us state precisely the characterization of Hσδ,µ given in [AABG16].
Lemma 3 (Theorem 5 in [AABG16]). Let (X, d, µ) be a non atomic space of homogeneous
type with µ(X) = +∞. Let D be any dyadic system satisfying (D1) to (D8), let H be any
Haar system associated to D and let δ be the dyadic distance induced by D on X. Then,
for 0 < σ < 1, the space Hσδ,µ coincides with the subspace of L
2(X, µ) for which the series∑
h∈H
|〈u,h〉|2
µ(Q(h))2σ
converges. Moreover, E
δ,µ
σ (u) =
∑
h∈H
|〈u,h〉|2
µ(Q(h))2σ
and
‖u‖2σ,δ ≃ ‖u‖2L2(X,µ) +
∑
h∈H
|〈u, h〉|2
µ(Q(h))2σ
.
For λ > 0, let Mλ be the Hilbert subspace of L
2(X, µ) generated by all the Haar functions
h ∈ H with µ(Q(h)) > λ. In other words, Mλ is the L2 closure of the linear span of H =
{h ∈ H : µ(Q(h)) > λ}. Let us write Πλ to denote the orthogonal projection of L2 onto Mλ and
Ker Πλ to denote the kernel of Πλ. The main result of this section is now an easy consequence
of lemmas 2 and 3.
Theorem 4. Let (X, d, µ) be a nonatomic space of homogeneous type with µ(X) = +∞. Then
every space of the type Hσδ,µ ∩ Ker Πλ, λ > 0, is a space of coercivity for E d,µσ . In other words,
for u ∈ Hσδ,µ with Πλu = 0, for some λ, we have the inequality
E
d,µ
σ (u) ≥ C ‖u‖2L2 ,
with C depending on λ.
Proof. Notice that if Πλu = 0 and λ
′ > λ, then Πλ′u = 0. Hence, since µ(B(x, d(x, y))) ≤
cδ(x, y),
E
d,µ
σ (u) =
"
X×X
|u(x) − u(y)|2
µ(B(x, d(x, y)))1+2σ
dµ(x)dµ(y)
≥ C
"
X×X
|u(x) − u(y)|2
δ(x, y)1+2σ
dµ(x)dµ(y)
= CE δ,µσ (u)
= C
∑
h∈H
|〈u, h〉|2
µ(Q(h))2σ
= C
∑
{h∈H :µ(Q(h))≤λ}
|〈u, h〉|2
µ(Q(h))2σ
6
≥ C
λ2σ
∑
h∈H
|〈u, h〉|2
=
C
λ2σ
‖u‖2
L2
.

It might be important to remark that in a general space of homogeneous type, not of regular
Ahlfors type, the measure of cubes of the same level can be very different. This is the reason
why we are using Ker Πλ instead of Ker P j in the above result. When the space is Ahlfors γ-
regular the two approaches coincide. Elementary examples in which scales do not give a good
control of the measure of the cubes, are given by Muckenhoupt weights. Take X = R+, d the
usual distance and dµ = wdx with w(x) = x−1/2dx. The usual dyadic intervals in R+ satisfy
(D1) to (D8) with respect to d. On the other hand, the measure of the intervals I
j
k
of a fixed
level j tends to zero as k →∞ (I j
k
= [k2− j, (k + 1)2− j)).
Corollary 5. Let (X, d, µ) be an Ahlfors γ-regular space. Then every space of the type Hσδ,µ ∩
Ker P j, j ∈ Z, is a space of coercivity for E d,µσ . In other words, for every u ∈ Hσd,µ with P ju = 0,
for some j ∈ Z, we have
E
d,µ
σ (u) ≥ C ‖u‖2L2 ,
with C depending on j.
Proof. From (D2) if Q ∈ D j we have that µ(Q) ≃ νγ j, because of the Ahlfors γ-regularity of
the space. Hence if P ju = 0 then for some λ > 0 we also have that Πλu = 0. 
Let us observe that, for a given bounded set Ω in X, {u ∈ Hσ
d,µ
: u vanishes outside Ω and∫
udµ = 0} is also a space of coercivity for E d,µσ , since Ω ⊂ Q for some Q ∈ D and this space
is a closed subspace of some Hσδ,µ ∩ Ker P j.
4. Finite energy and regularity
For a given Ahlfors γ-regular space with γ > 0, we have that, with the notation of Section 3,
E
d,µ
σ (u) =
"
X×X
|u(x) − u(y)|2
µ(B(x, d(x, y)))1+2σ
µ(x)dµ(y) ≃
"
X×X
|u(x) − u(y)|2
d(x, y)γ+2γσ
dµ(x)dµ(y).
Then
E
d,µ
s/γ
(u) ≃
"
X×X
( |u(x) − u(y)|
d(x, y)s
)2
dµ(x)dµ(y)
d(x, y)γ
and the space
H
s/γ
d,µ
=
{
u ∈ L2 : E d,µ
s/γ
(u) < ∞
}
is a Hilbert space with the norm
‖u‖
H
s/γ
d,µ
= ‖u‖L2 +
√
E
d,µ
s/γ
(u).
The inner product is given by the usual in L2 plus the bilinear form
B
d,µ
s/γ
(u, v) =
"
X×X
v(x) − v(y)
ds(x, y)
u(x) − u(y)
ds(x, y)
dµ(x)dµ(y)
dγ(x, y)
.
Aside from constant functions, there are non constant functions with finite energy and finite
L2 norm. Set Λβ(X, d) to denote the functions which are of Ho¨lder-Lipschitz class. That is
u ∈ Λβ(X, d) if |u(x) − u(y)| ≤ cdβ(x, y) for x, y ∈ X and some constant C > 0.
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Lemma 6. Let u be a compactly supported Λβ(X, d) function defined on X. Then, with s < β
we have that E
d,µ
s/γ
(u) < ∞.
Proof. Notice that since the support of u is bounded, say supp u ⊂ B(x0,R), the function
U(x, y) =
(
u(x)−u(y)
d(x,y)s
)2
is supported in (B(x0,R) × X) ∪ (X × B(x0,R)) ⊂ (B(x0,R) × Bc(x0, 2R)) ∪
(Bc(x0, 2R) × B(x0,R)) ∪ (B(x0, 2R) × B(x0, 2R)), we may write"
X×X
U(x, y)
dµ(x)dµ(y)
dγ(x, y)
=
∫
d(x,x0)<R
∫
d(y,x0)≥2R
U(x, y)
dµ(x)dµ(y)
dγ(x, y)
+
∫
d(x,x0)<2R
∫
d(y,x0)<2R
U(x, y)
dµ(x)dµ(y)
dγ(x, y)
+
∫
d(x,x0)≥2R
∫
d(y,x0)<R
U(x, y)
dµ(x)dµ(y)
dγ(x, y)
= I + II + III.
For I we have the bound
I ≤ 4 ‖u‖2∞
∫
x∈B(x0 ,R)
(∫
y<B(x0,2R)
dµ(y)
d(x, y)γ+2s
)
dµ(x)
≤ c ‖u‖2∞
∫
x∈B(x0 ,R)
(∫
y<B(x0,2R)
dµ(y)
d(x0, y)γ+2s
)
dµ(x)
≤ c ‖u‖2∞ R1−2s.
In the second inequality we have used that d(x0, y) < 2d(x, y). In fact, d(x0, y) ≤ d(x0, x) +
d(x, y) < R + d(x, y) <
d(x0 ,y)
2
+ d(x, y). The third integral III can be bounded similarly. For the
second we use the Lipschitz condition for u which gives U(x, y) ≤ |u|2
Λβ
d(x, y)2(β−s). Hence
II ≤ c |u|2
Λβ
"
B(x0,2R)×B(x0,2R)
d(x, y)2(β−s)−γdµ(x)dµ(y)
= c
∫
d(x,x0)<2R
(∫
d(y,x0)<2R
d(x, y)2(β−s)−γdµ(y)
)
dµ(x)
≤ c
∫
d(x,x0)<2R
(∫
d(y,x)<4R
d(x, y)2(β−s)−γdµ(y)
)
dµ(x)
≤ c˜RR2(β−s)
= c˜ |u|2
Λβ
R2(β−s)+1.

On the other hand, the characterization of Lipschitz integral spaces given in [MS79] in the
abstract setting of spaces of homogeneous type, leads to the next result which in particular
proves the continuity of the functions with finite energy for some range of parameters.
Theorem 7. Let (X, d, µ) be Ahlfors γ-regular metric space and
γ
2
< s < 1. If E
d,µ
s/γ
(u) is finite
then u belongs to Λ
s−γ
2 (X, d). Moreover, the Λs−
γ
2 (X, d) seminorm of u is bounded above by a
constant times
√
E
d,µ
s/γ
(u).
Proof. With mB(u) we denote the mean value of u on the ball B. Then by Schwartz inequality
and Lemma 1, with B = B(x0, r), we have
µ(B)
−1−2( s
γ
−1
2
)
∫
B
|u(x) − mB(u)|2 dµ(x) = µ(B)−1−2(
s
γ
−1
2
)
∫
x∈B
∣∣∣∣∣∣ 1µ(B)
∫
y∈B
(u(x) − u(y))dµ(y)
∣∣∣∣∣∣
2
dµ(x)
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= µ(B)
−2(1+ s
γ
)
∫
x∈B
∣∣∣∣∣∣∣∣
∫
y∈B
u(x) − u(y)
ds(x, y)
1
d
γ
2 (x, y)
d
γ
2
+s(x, y)dµ(y)
∣∣∣∣∣∣∣∣
2
dµ(x)
≤ µ(B)−2(1+
s
γ
)
∫
x∈B
(∫
y∈B
∣∣∣∣∣u(x) − u(y)d(x, y)s
∣∣∣∣∣2 dµ(y)dγ(x, y)
) (∫
y∈B
d(x, y)γ+2sdµ(y)
)
dµ(x)
≤ µ(B)−2(1+
s
γ
)
∫
x∈B
(∫
y∈B
∣∣∣∣∣u(x) − u(y)d(x, y)s
∣∣∣∣∣2 dµ(y)dγ(x, y)
) (∫
y∈B(x,2r)
d(x, y)γ+2sdµ(y)
)
dµ(x)
= Cr
−2γ(1+ s
γ
)
r2γ+2sE
d,µ
s/γ
(u)
= CE
d,µ
s/γ
(u).
Hence (
1
µ(B)
∫
B
|u(x) − mB(u)|2 dµ(x)
) 1
2
≤ C
√
E
d,µ
s/γ
(u) µ(B)
s
γ
−1
2 ,
or in the notation of [MS79] u ∈ Lip( s
γ
− 1
2
, 2). From Theorem 4 in [MS79] we have that
|u(x) − u(y)| ≤ C
√
E
d,µ
s/γ
(u)µ(B)
s
γ
−1
2 for every ball containing x and y. Since B(x, 2d(x, y)) con-
tains x and y and µ(B(x, 2d(x, y))) ≃ dγ(x, y) we get that
|u(x) − u(y)| ≤ C
√
E
d,µ
s/γ
(u) d(x, y)s−
γ
2 ,
as desired. 
Corollary 8. If
γ
2
< s < 1 and E
d,µ
s/γ
(u) < ∞ then the function u is continuous.
5. Existence of weak solutions and Green’s functions
In this section we prove the existence of weak solution for the problem{
D2s
d
u = f
u ∈ Hs/γ,0
d,µ
for f in the dual of H
s/γ,0
d,µ
. Here D2s
d
u(x) =
∫
u(x)−u(y)
d2s(x,y)
dµ(y)
dγ(x,y)
and H
s/γ,0
d,µ
is any of the spaces of
coercivity for E
d,µ
s/γ
introduced in Theorem 4 and Corollary 5. The result follows from Lax-
Milgram Theorem and Theorem 4 in Section 3.
Theorem 9. The bilinear form
B
d,µ
s/γ
(u, v) =
∫
X
∫
X
u(x) − u(y)
ds(x, y)
v(x) − v(y)
ds(x, y)
dµ(x)dµ(y)
dγ(x, y)
.
is bounded and coercive on any space H
s/γ,0
d,µ
. Then for each f in the dual of H
s/γ,0
d,µ
there exists
a unique u ∈ Hs/γ,0
d,µ
such that B
d,µ
s/γ
(u, ·) = f . Precisely, there exists a unique u ∈ Hs/γ,0
d,µ
such that
B
d,µ
s/γ
(u, v) = 〈 f , v〉 for every v ∈ Hs/γ,0
d,µ
.
Proof. The proof of the boundedness of B
d,µ
s/γ
follows from Schwartz inequality in the space
L2(X × X, dµ(x)dµ(y)
dγ(x,y)
), since∣∣∣∣Bd,µs/γ(u, v)∣∣∣∣ ≤ √E d,µs/γ (u)E d,µs/γ (v) ≤ ‖u‖Hs/γ,0
d,µ
‖v‖
H
s/γ,0
d,µ
.
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The coercivity is proved in Theorem 4, since E
d,µ
s/γ
(u) = B
d,µ
s/γ
(u, u). Hence we can apply Lax-
Milgram Theorem. Given f in the dual of H
s/γ,0
d,µ
, there exists a unique u ∈ Hs/γ,0
d,µ
such that
B
d,µ
s/γ
(u, v) = 〈 f , v〉
for every v ∈ Hs/γ,0
d,µ
, as desired. 
In particular, from Corollary 5, for s >
γ
2
and x ∈ X, the functional 〈δx, ϕ〉 = ϕ(x) is well
defined for ϕ ∈ Hs/γ,0
d,µ
.
Theorem 10. For s >
γ
2
there exists a function G(x, y) defined on X × X such that for each
x ∈ X, G(x, ·) belongs to Hs/γ,0
d,µ
as a function of y and satisfies
B
d,µ
s/γ
(G(x, ·), v) = v(x),
for every v ∈ Hs/γ,0
d,µ
.
Proof. Take f = δx in Theorem 9. 
Since the Euler-Lagrange operator associated to the bilinear form B
d,µ
s/γ
is D2s
d
we may at least
formally write that, in the weak sense the Green function solves the problem{
D2s
d
G(x, ·) = δx
P0G(x, ·) = 0,
where P0 is the projector of L
2 onto H
s/γ,0
d,µ
.
Let us notice that in the example of the Sierpinski quadrant given in the introduction, γ =
log 3
log 2
. So that, for
γ
2
< s < 1, Theorem 10 provides Green functions with vanishing small
resolution in this setting.
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