Abstract. We study two resonant Hamiltonian systems on the phase space L 2 (R → C): the quintic one-dimensional continuous resonant equation, and a cubic resonant system that has appeared in the literature as a modified scattering limit for an NLS equation with cigar shaped trap. We prove that these systems approximate the dynamics of the quintic and cubic one-dimensional NLS with harmonic trapping in the small data regime on long times scales. We then pursue a thorough study of the dynamics of the resonant systems themselves. Our central finding is that these resonant equations fit into a larger class of Hamiltonian systems that have many striking dynamical features: non-trivial symmetries such as invariance under the Fourier transform and the flow of the linear Schrödinger equation with harmonic trapping, a robust wellposedness theory, including global wellposedness in L 2 and all higher L 2 Sobolev spaces, and an infinite family of orthogonal, explicit stationary wave solutions in the form of the Hermite functions.
Introduction
In recent years resonant systems have emerged as extremely useful tools for studying nonlinear Schrödinger equations (NLS). Resonant equations have been used to construct solutions of the cubic NLS on T 2 that exhibit large growth of Sobolev norms [10] . They have appeared as modified scattering limits for a number of equations, including the cubic NLS on R × T d [21] , the cubic NLS on R d with 2 ≤ d ≤ 5 and harmonic trapping in all but one direction [22] , and a coupled cubic NLS system on R × T [26] . The continuous resonant equation (CR) was originally shown to approximate the dynamics of small solutions of the twodimensional cubic NLS on a large torus T 2 L over long times scales (longer than L 2 /ǫ 2 , where ǫ is the size of the initial data) [12] . Recent work has extended this by showing that a whole family of CR equations approximate the dynamics of NLS on T d L for arbitrary dimension and arbitrary analytic nonlinearity [8] . The original two-dimensional cubic CR equation is the same resonant system that appears in the modified scattering limit in [22] for d = 3; it has also been shown to be a small data approximation for the cubic NLS with harmonic trapping set on R 2 [18] . One of the principal reasons that resonant systems are useful is that they generally exhibit a large amount of structure. They are often Hamiltonian and usually possess many symmetries, a good wellposedness theory, and an infinite number of orthogonal, explicit solutions. Extensive work has been done on studying such purely dynamical properties of the CR equations: starting in the paper that introduced the original two-dimensional cubic equation [12] , in subsequent works again on this cubic case [17, 18] , and a more recent paper on the general case [7] . This research fits into a larger program of studying the dynamics of nonlocal Hamiltonian PDEs; we mention, for example, work on the Szegö equation [16] and the lowest Landau level equation [15] .
The two-dimensional cubic CR equation has, in particular, been found to have many remarkable dynamical properties. The PDE is symmetric under many non-trivial actions such as the Fourier transform and the linear flow of the Schrödinger equation (with or without harmonic trapping); it is Hamiltonian, and through these symmetries admits a number of conserved quantities. The equation is globally wellposed in L 2 and all higher Sobolev spaces. It has many explicit stationary wave solutions, including all of the Hermite functions and the function 1/|x|. All stationary waves that are in L 2 are automatically analytic and exponentially decaying in physical space and Fourier space.
The present work was initiated by the question of whether these striking properties also hold for the only other continuous resonant equation that scales like L 2 : the one-dimensional quintic continuous resonant equation. Our investigation subsequently broadened to include another one-dimensional resonant equation that is somewhat more physically relevent, and turns out to be the modified scattering limit in [22] for d = 2. Our overall finding is that these Hamiltonian systems do display much of the remarkable dynamical structure of the two-dimensional cubic CR. In fact, we are able to show that both systems belong to a large class of Hamiltonian systems on the phase space L 2 (R → C), and that each system is this class bears many of the features of L 2 critical CR: each has a strong symmetry structure, global wellposedness in L 2 and all higher L 2 Sobolev spaces, and many explicit stationary wave solutions in the form of the Hermite functions. Typical members of the class lack much of the structure of both cubic two-dimensional and quintic one-dimensional CR -for example, it is not the case that all L 2 stationary waves are analyticbut our findings do suggest that a number of the properties of the L 2 critical CR equations are generic.
Presentation of the equations.
The two systems we study in this article are resonant systems corresponding to the nonlinear Schrödinger equation with harmonic trapping, (1.1) iu t − ∆u + x 2 u = iu t + Hu = |u| 2k u,
where the spatial variable is x ∈ R and k = 1, 2 is an integer, so that the nonlinearity is analytic. The cubic k = 1 equation is physically relevant: in this case, (1.1) is the Gross-Pitaevskii equation and is a model in the physical theory of Bose-Einstein condensates [20] . Let us first see how the resonant equations arise. Looking at the profile v(t) = e −itH u(t) (where e itH is the propagator of the linear equation iu t + Hu = 0), we find it satisfies,
Expressing v(t) in the basis of eigenfunctions of the operator H (namely the Hermite functions), the equation on v can be written as, (1.2) iv t (t) = n1,...,n 2k+2 ∈Z + e 2itL Π n 2k+2 k m=1 (Π nm v(t))(Π n k+1+m v(t)) Π n k+1 v(t) ,
where Π n v is the projection onto the eigenspace of H corresponding to eigenvalue 2n + 1. The phase L in (1.2) is given by L = n 1 + . . . + n k+1 − (n k+2 + . . . + n 2k+2 ). The resonant terms in the sum in (1.2) are the terms that are not oscillating in time; that is, those satisfying L = 0. The resonant system corresponding to (1.2) is obtained by considering only the resonant terms. We will show in Section 2 that this resonant PDE may be written more compactly in terms of a certain time average of the nonlinearity,
−π/4 e −isH |e isH w(t)| 2k e isH w(t) ds.
From this expression we are able to infer that the resonant system is, up to a rescaling of time, the Hamiltonian flow on the phase space L 2 (R → C) corresponding to the Hamiltonian,
The overall resonant program is to gain information on the dynamics of solutions to (1.1) by studying the associated resonant system (1.3) . This program has two, distinct components. The first is to establish approximation results that rigorously demonstrate that solutions of the resonant system well approximate solutions of the full system in certain function spaces and over certain timescales. In Section 2 we prove such an approximation result that is valid for all positive integers k. The second component of the resonant program is to understand the dynamics of the resonant equation itself. One then projects these dynamics back to the original equation through the approximation results. Our analysis focuses on the resonant system (1.3) in depth for the cubic case, when k = 1, and the quintic case, when k = 2. These two cases are particularly significant for separate reasons.
• The cubic case k = 1 is physically relevant, as previously mentioned. In addition, the resonant equation here is exactly the resonant equation obtained in [22] as the modified scattering limit of the NLS equation, (1.5) iu t − u xx − u yy + |y| 2 u = |u| 2 u, where the space variable is (x, y) ∈ R 2 . Precisely, consider small initial data u 0 (x, y). Suppose that u(x, y, t) solves (1.5) with initial data (x, y) → u 0 (x, y). For each fixed x, let w(x, y, t) be the solution of the resonant equation (1.3) with initial data y → u 0 (x, y). Then, lim t→∞ u(x, y, t) − e it(−∂xx−∂yy +|y| 2 ) w(x, y, 2 ln(t))
where H N is the usual Sobolev space. (This holds for any N ≥ 8 so long as the initial data is sufficiently small.) • In the quintic case, k = 2, we will prove that the resonant system (1. 
In particular if t ǫ −2k then u(t) − e itH w(t) H s ǫ 2k+1 .
1.2.2.
Representation formulas for the Hamiltonians. Following the approximation result, we focus on studying the resonant system (1.3) in the cases k = 2 and k = 1. In both cases the rights hand sides of the resonant PDE (1.3) can be written in terms of the multilinear operators,
so that the resonant equation reads iw t = T 2k+2 (w, . . . , w). The fact that Hamilton's equation can be expressed in terms of multilinear operators is a nontrivial structural property that guides much of the analysis.
In the study of resonant equations, it has turned out to be fundamental to determine alternative representations for the Hamiltonian H and the associated multilinear operator T . These alternative representations often reveal structure that is concealed by specific representations such as (1.4). In Sections 3.1 and 4.1 we derive numerous representations for H 6 and H 4 respectively. First, for H 6 , we find the two formulas, To describe our next representations, we require some notation. For an isometry A : R 3 → R 3 , let E A be the multilinear functional,
where (Ax) k = Ax, e k . The functional E A is a special case of the type of functional that appears on the left hand side in Brascamp-Lieb inequalities [6] . We then have the following representations: for the quintic equation, we prove that,
where R(θ) is the rotation of R 3 by θ radians about the axis (1, 1, 1); while for the cubic equation, we prove that,
where
2 /2 , and S(θ) is the rotation of R 3 by θ radians about the axis (0, 1, 1); The two representations (1.8) and (1.9) are extremely useful for studying H 6 and H 4 . They also place the two Hamiltonians in a larger class of Hamiltonians that, we will find, share much of the same structure. This is not obvious: a priori we might expect the Hamiltonians H 6 and H 4 to be quite unalike. The differences in (1.8) and (1.9) are also of note. The functional E A has many symmetries, and these are inherited directly by H 6 . The presence of the Gaussians G in H 4 causes the symmetry group of the cubic equation to be smaller. It also prevents the cubic Hamiltonian from inheriting the scaling law present in E A ; this has consequences for the possible stationary waves we can construct.
1.2.3.
Properties of the Hamiltonian systems. Using the representations (1.8) and (1.9) we begin our analyses of the Hamiltonian properties of the resonant equations.
Theorem (Theorem 3.8, page 14, and Theorem 4.5, page 28). The Hamiltonians H 6 and H 4 are invariant under the following actions (for any λ):
(vi) Schrödinger with harmonic trapping:
The Hamiltonian H 6 is, in addition, invariant under the following actions (for any λ):
We prove these symmetries by showing that the symmetries actually hold for the functional E A . The symmetries are simply inherited by H 6 , while for H 4 the Gaussian terms in (1.9) prevent the inheritance of some symmetries.
These symmetries of H 6 and H 4 lead directly, by Noether's Theorem, to conserved quantities for the associated resonant equations.
Corollary (Table 1, page 16, and Table 2 , page 29). The following are conserved quantities of the resonant equation (1.3) in the quintic (k = 2) and cubic (k = 1) cases,
In the quintic case k = 2, we have the additional conserved quantities,
We next examine the L 2 boundedness of the Hamiltonians.
Theorem (Theorem 3.10, page 16, and Theorem 4.7, page 29). There hold the sharp bounds,
We have equality in the bound for H 6 if and only if f = γ exp(−αx 2 + βx) for α, β, γ ∈ C and Re α > 0. We have equality in the bound for H 4 if and only if f = γ exp(−(1/2)x 2 + βx) for β, γ ∈ C.
This bound is actually an example of a geometric Brascamp-Lieb inequality, and the classification of the maximizers is already known [2] . We prove the inequality and classify the maximizers in the present case in a way that appears to be original.
Using the representation
, from (1.6), the L 2 bound on H 6 reads,
which is the homogeneous Strichartz inequality in dimension one. Our work shows that the constant here is the best possible, and that there is equality if and only if f is a Gaussian. These facts were previously determined in [14] .
1.2.4.
Wellposedness of the resonant equations. We then turn to the PDE problem associated to H 6 and H 4 ; i.e., the resonant PDE.
Theorem (Theorem 3.12, page 17, and Theorem 4.9, page 29). The mutilinear operators T 6 and T 4 are is bounded from
These bounds lead directly to local wellposedness for the resonant equations in all of these spaces. By pairing local wellposedness with the conservation of the L 2 norm, we get global wellposedness in L 2 . A persistence of regularity argument then gives global wellposedness in every H σ for σ > 0.
Corollary (Theorems 3.12, page 17, and 4.9, page 29). Hamilton's equations corresponding to H 6 and H 4 are locally wellposed in X for (i) X = L 2 , (ii) X = L 2,σ for any σ ≥ 0, and (iii) X = H σ for any σ ≥ 0. They are globally wellposed in L 2 and H σ .
It is expected that item (ii) here can be sharpened to show that
. This is equivalent to 1/ |x| being a stationary wave of the quintic Hamiltonian system, which we conjecture.
1.2.5. Stationary waves. As with the cubic continuous resonant equation in dimension 2, the resonant equations here admit many explicit stationary wave solutions.
Theorem (Theorem 3.18, page 21, and Theorem 4.13, page 32). For every n ≥ 0, the Hermite function φ n (x) is a stationary wave of the Hamiltonian systems H 6 and H 4 .
By letting the symmetries of each of the equations act on φ n we can construct more stationary waves; see (3.40) and (4.17).
Theorem (Theorem 3.18, page 21, and Theorem 4.13, page 32 ). Suppose that φ ∈ L 2 is a stationary wave solution of the quintic (k = 2) or cubic (k = 1) resonant equation (1.3). Then there is α, β > 0 such that φe
In particular, φ can be extended to an analytic function on the complex plane.
Our proofs of these results rely on a number of refined Strichartz estimates [3, 5, 24] . Using the representations for the Hamiltonians we are able to provide original proofs of these estimates in an elementary way. For example, in Proposition 3.16 we prove that if f 1 is supported in B(0, R) C and f 2 is supported in B(0, r), for R > 4r, then, 
1.3.
Plan of the article. In Section 2 we prove the main approximation result. In Section 3 we present results concerning the quintic Hamiltonian system defined by H 6 . Many of our proofs rely on studying the functional E A , and the needed properties of E A are proved as required. The cubic Hamiltonian system is treated in a similar fashion in Section 4.
Notations and conventions.
• For x ∈ R, the Japanese bracket is
2 is the operator corresponding to the quantum harmonic oscillator.
With this convention, the map f →f is an isometry of L 2 (R), and the identity F (F (f ))(x) = f (−x) holds. We will frequently use the Fourier inversion formula,
• A B means there is an absolute constant C such that A ≤ CB. A ∼ B means A B and B A.
An approximation theorem
We begin the article by treating more precisely the derivation of the resonant equation (1.3) and then proving the approximation theorem described in the introduction.
Before studying the nonlinear problem, we recall some basic properties of the linear problem corresponding to (1.1). These facts will be used extensively throughout the article. The linear equation corresponding to (1.1) is simply the equation for the quantum harmonic oscillator,
where H = −∆ + x 2 . For any initial data u 0 ∈ L 2 there is a unique solution to (2.1), which we denote e itH u 0 . An explicit representation of this solution is given by the Mehler formula,
(This and other properties of the linear flow may be found in [9] .) From this expression we see that the solution is time-periodic with period π. An alternative representation of the solution of (2.1) may be found by examining the Hermite functions {φ n } ∞ n=0 . The Hermite functions are eigenfunctions of H -they satisfy Hφ n = (2n + 1)φ n -and they form an orthonormal basis of L 2 . Each of these functions is a polynomial multiplied by the Gaussian e 2 )e −x 2 /2 , where the constants c n are normalizing constants that ensure φ n L 2 = 1. Using the eigenfunction property one finds that e itH φ n = e it(2n+1) φ n . Let Π n u 0 = u 0 , φ n φ n be the orthogonal projection onto the eigenspace spanned by φ n . Given any u 0 ∈ L 2 we may expand u 0 (x) = ∞ n=0 (Π n u 0 )(x), and then find, e itH u 0 (x) = ∞ n=0 e it(2n+1) (Π n u 0 )(x), so the flow has a simple description in the Hermite function coordinates. We finally note that the Hermite functions satisfy φ n (−x) = (−1) n φ n (x); this may be infered from the formula φ n (x) = c n e
We now turn to the nonlinear problem (1.1). The linear part of the equation may be absorbed into the nonlinearity by changing variables to the profile v(x, t) = e −itH u(x, t). The function v satisfies the equation,
where N t is the (2k + 1) multilinear operator,
We expand each of the functions f m in the basis of Hermite functions,
e it(2nm+1) Π nm f m , and then substitute into (2.4). This yields,
where L = k+1 m=1 n m − n k+m+1 . In (2.5), when L = 0 the associated term in the sum is oscillating, while when L = 0 the associated term is not. The resonant equation arises simply from neglecting the oscillatory terms. Define the multilinear functional T by
The resonant PDE is then given by,
Lemma 2.1. The resonant functional T is the time average of the functionals N r over the interval [−π/4, π/4]; that is,
Proof. We integrate the sum in (2.5) over [−π/4, π/4] term by term. If L = 0 nothing changes and we get the associated term in (2.6). If L is even then
e 2iLr dr = 0, and the term in (2.5) is 0. Finally if L is odd, then either n 2k+2 is even and L − n 2k+2 is odd, or n 2k+2 is odd and L − n 2k+2 is even. In the first case we have, using the Hermite function property
and hence the function here is odd. Projecting onto the eigenspace spanned by the even function φ n 2k+2 gives the 0 vector. The associated term in the sum (2.5) is thus 0. In the case when n 2k+2 is even and L − n 2k+2 is odd a similar analysis shows that the term in the sum is again 0. In conclusion, all of terms corresponding to L = 0 vanish, while those corresponding to L = 0 are unchanged.
By virtue of the lemma the resonant equation can be written as,
which is precisely (1.3). One can show that the resonant equation is the flow corresponding the Hamiltonian, H 2k+2 (f ) = We now prove the approximation theorem. The theorem is essentially a lower dimensional analog of Theorem 3.1 in [18], and our proof follows theirs closely. The function space in our theorem is, 
The result for general s follows from interpolation. 
Proof. Let v(x, t) = e −itH u(x, t), so that v satisfies the PDE (2.3). We note that v(x, 0) = u(x, 0) = u 0 (x). Using the previous Lemma, we find that,
To prove the theorem it therefore suffices to show that v and w are close in H s . Therefore let v and w be solutions of the equations (2.3) and (2.7) respectively with the same initial data u 0 ,
From the expressions of the multilinear operators N t and T in (2.11) and (2.12) (or their multilinear versions (2.4) and (2.8)), from Lemma 2.2, and from the fact that H s is an algebra, it follows that N t and T are uniformly bounded from (H s ) 2k+1 to H s . The same holds for D t from (2.13). Set φ(t) = v(t) − w(t). Because φ(0) = 0, the Duhamel form of the equation on φ is,
We will determine a priori bounds on φ. For the first term in the integrand here, we can expand by multilinearity to find,
For the second term in the integrand in (2.15) we need to look more closely at the operator D t . We first observe the identity,
π ⌋ e 2iθL dθ, where ⌊x⌋ is the smallest integer less that x. (Recall from the proof of the first lemma that only even values of L contribute to the sum in (2.14)
.) The interval of integration here has length less than 1. We can then handle the second term in (2.15) as follows,
Using integration by parts, we have,
Because the interval of integration
π , t has length less than 1, we get, 17) where in the last line we have used
3). Combining the estimates (2.16) and (2.17) we get,
Gronwell's inequality then implies that,
which, with (2.10), gives the result.
The quintic resonant equation
We now turn to the resonant Hamiltonian corresponding the quintic equation,
which has a corresponding multilinear functional,
The functional E 6 has a large number of permutation symmetries. For any two permutations of three elements σ, σ ′ ∈ S 3 , we have,
as well as the symmetry,
These symmetries are used to calculate Hamilton's equation corresponding to H 6 .
Theorem 3.1. Hamilton's equation corresponding to H 6 is,
which is precisely the resonant equation (1.3) up to rescaling of time.
Proof. In order to find Hamilton's equation of motion corresponding to H 6 , we first recall the Hamiltonian phase space structure of
In the present case H 6 (f ) = E 6 (f, . . . , f ), and we have, by multilinearity,
where in the last step we used the permutation symmetries (3.3) and (3.4). On the other hand, setting,
By the definition of the symplectic gradient, the right hand sides of this equation and (3.6) must match for all f and g. By replacing g by ig and using conjugate linearity, we see that this equality condition holding for all g actually implies that,
where we have used the fact that e isH is an isometry of L 2 (R → C) for all s. From this equation we determine the formula for T 6 (f, . . . , f ) and hence (3.5).
Our expression of Hamilton's equation is in terms of the 5-linear map
. It is central to much of the analysis below that the equation can be expressed in terms of such a multilinear operator.
Theorem 3.1 showed that the Hamiltonian flow corresponding to H 6 is precisely the resonant equation 2.9 in the quintic case k = 2. By the approximation result, Theorem 2.3, solutions of (3.5) with initial data of size ǫ are close to solutions of iu t − ∆u + |x| 2 = |u| 4 u in the space H s for s > 1/2 and times t ǫ −5 .
3.1.
Representations of the Hamiltonian and the flow operator. A highly useful approach to the study of Hamiltonians such as H 6 is to determine alternative representation formulas for H 6 , E 6 , and T 6 . Functionals such as E 6 can have a large amount of structure that is concealed by a specific representations such as (3.2) . This is will be illustrated clearly below. First, we show that E 6 is invariant under the Fourier transform.
Lemma 3.2. The functional E 6 and operator T 6 are invariant under the Fourier transform,
Proof. First let f k = φ n k be Hermite functions. Thenφ n k = (i) n k φ n k , and so,
On the other hand, using that e itH φ n = e it(2n+1) φ n , we have,
If n 1 + n 2 + n 3 − n 4 − n 5 − n 6 is a nonzero even integer, then the time integral in (3.11) is 0. If n 1 + n 2 + n 3 − n 4 − n 5 − n 6 is an odd integer, then by the Hermite function property φ n k (−x) = (−1) n k φ n (x), the integrand in the space integral in (3.11) is odd and hence the integral is 0. Therefore, using also (3.10), if n 1 + n 2 + n 3 − n 4 − n 5 − n 6 = 0, both E(φ n1 , . . . ,φ n6 ) and E(φ n1 , . . . , φ n6 ) are 0 and in particular equal.
Because the Hermite functions are a basis of L 2 , the formula (3.8) holds for all functions f k . The statement for T 6 follows from this and (3.7). Theorem 3.3. There holds the representations, 
, the lens transform reads,
We substitute these expressions into (3.2) and perform two changes of variable. In the time variable, we perform s = 1 2 tan(2t). This change of variables bijectively maps (−π/4, π/4) to (−∞, ∞) and has determinant cos(2t) −2 . In the space variable we perform y = x/ cos(t); this has determinant | cos(2t)| −1 . Then,
which gives (3.12). The expression for T 6 follows from this, (3.7), and the fact that e it∆ is an isometry of L 2 for all t. 
Proof. We evaluate (3.12) using the fundamental solution formula for the linear Schrödinger equation,
which is (3.14). Equation (3.15) follows immediately from definition (3.7) with the L 2 inner product integration in y 6 . Theorem 3.5. There holds the representations,
Proof. We start with formula (3.17). Introduce new variables α, β, γ, η, ξ by y 1 = β + ξ, y 2 = η + γ, y 3 = α, y 4 = η + ξ and y 5 = α + β. We calculate y 6 = y 1 + y 2 + y 3 − y 4 − y 5 = γ and Ω 2 (y 6 ) = y 
Now change variables from η to λ through η = λβ. This gives dη = |β|dλ and therefore,
Next we use the Fourier inversion formula R R e iatx φ(x)dxdt = 2π|a| −1 φ(0), with a = 2β and x(α) = ξ + γλ − ξλ − α. This gives,
which is (3.18). The representation (3.19) follows from the definition of T 6 in (3.7) with the L 2 inner product integration in γ.
Before starting the next result we recall the following notation from the introduction: for any matrix A : R 3 → R 3 the multilinear functional E A is defined by,
and T A is defined by duality using the formula,
Theorem 3.6. There holds the representations,
where, for all λ, A(λ) is an isometry and A(λ)(1, 1, 1) = (1, 1, 1). (The matrix A(λ) is given explicitly in (3.24) below.)
Proof. In formula (3.18), let y 1 , y 2 , y 3 be the arguments of f 1 , f 2 , f 3 respectively, and let x 1 , x 2 , x 3 be the arguments of f 4 , f 5 , f 6 respectively. We have,
and,
In equation (3.18), perform the linear change of variables x = C(λ)(β, γ, ξ). We find that det C(λ)
Changing variables then establishes (3.22) . The expression for T 6 follows using the definition of T A (3.21).
A calculation reveals that,
It remains to verify the two properties of A(λ). These can, of course, be determined from the formula (3.24); however it is more insightful to see how they arise naturally from the combinatorical structure of the arguments to the functions in (3.18).
(i) By inspecting (3.18), we find that the squares of the arguments in f 1 , f 2 , f 3 sum to the squares of the arguments in
This gives, for all
−1 y gives |A(λ)y| 2 = |y| 2 for all y ∈ R 3 , and hence A(λ) is an isometry. (ii) Again in (3.18), we see that the arguments in f 1 , f 2 , f 3 sum to the arguments in f 4 , f 5 , f 6 , (3.26) (β + ξ) + (λβ + γ) + (λγ + ξ − λξ) = (λβ) + (β + λγ + ξ − λξ) + (γ).
Setting e = (1, 1, 1), this means that for all x, B(λ)x, e = C(λ)x, e . Set y = C(λ)x to give A(λ)y, e = y, e . Because A is an isometry, A * = A −1 , and so y, A −1 e = y, e for all y, and hence Ae = e. We note that the expressions (3.25) and (3.26) arise naturally from the δ arguments in (3.14). The properties of A(λ) in (i) and (ii) should be considered generic for continuous resonant type equations. Theorem 3.7. We have the representations,
where R(θ) is the rotation of θ radians about the axis (1, 1, 1) .
Proof. Because the matrix A(λ) is an isometry, det A(λ) = +1, and A(λ) (1, 1, 1) = (1, 1, 1) , the matrix must, in fact, be a rotation about the axis (1, 1, 1) . For any rotation A of R 3 , the angle of rotation θ satisfies, 2 cos(θ) + 1 = Trace(A). In the present case, this means,
The formula (3.27) follows from performing the bijective change of variables λ → θ.
3.2.
Symmetries of the Hamiltonian and conserved quantities of the flow.
is invariant under the following actions (for all λ).
Proof. We will prove that if a matrix A : R 3 → R 3 is an isometry and satisfies A(1, 1, 1) = (1, 1, 1) then the functional E A as defined in (3.20) is invariant under all of these symmetries. By the representation (3.27) for E 6 , these symmetries are inherited by E 6 .
(i) Because A is an isometry, we have ξ, Ax = A −1 ξ, x for all ξ, x ∈ R 3 . Now calculating,
where in the last line we have used ξ, Ax + ν, x = A −1 ξ − ν, x . We first change variables y(ξ) = A −1 ξ − ν, or ξ(y) = Ay + Aν. The determinant of this change of variables is 1 because A is an isometry. Performing the change of variables then gives the required identity,
where in the second equality we used the Fourier inversion identity (1.10) with a = 1.
(ii) This is clear from the definition of
Writing out E A and performing the change of variables y = λx (with dy = λ 3 dx) gives the relation
(iv) Because A is an isometry, |Ax| 2 = |x| 2 for all x ∈ R 3 . Using this, we have,
(v) Using the previous part and the invariance of E A under the Fourier transform from part (a), we find, E A (e iλ∆ f 1 , . . . , e iλ∆ f 6 ) = E A (e
We substitute this expression into the functional. Using in turn the symmetries (iv) (with λ = tan(2t)/2), (iii) (with λ = 1/ cos(2t)), and (v) (with λ = tan(2t)/2), we determine that,
, . . .
(vii) Let e = (1, 1, 1) ∈ R 3 . We have,
where in the last step we used Ax, e = x, A −1 e = x, e . (viii) This follows immediately from the previous part and the invariance of the functional under the Fourier transform, as in item (iv), noting that the Fourier transform takes x → e iλx f (x) to ξ → f (ξ + λ).
Corollary 3.9. We have the following commuter equalities,
where Q are the operators:
Proof. For each of the operators Q, the flow map e iλQ is an isometry of L 2 for all λ, and,
from Theorem 3.8. For each g ∈ L 2 , we thus have,
which gives (3.31). To get (3.32), differentiate (3.31) with respect to λ and set λ = 0.
Because each of the flows e itQ can be realized as a Hamiltonian flow, Noether's Theorem gives that the Hamiltonian flow associated to H 6 has conserved quantities associated to symmetries (ii) through (viii). These symmetries and conserved quantities and summarized in Table 1 . Conserved quantity Operator commuting with T 6
Boundedness of the functional and wellposedness of Hamilton's equation.
Theorem 3.10. There holds the following sharp bound,
which means in particular 0
Equality holds in (3.33) if and only if each f k is the same Gaussian γe −αx 2 +βx for some α, β, γ ∈ C and Re α > 0.
Proof. First we let A : R 3 → R 3 be a linear isometry. We have,
In the second integral we perform the change of variables y = Ax. The change of variables has determinent 1, because A is an isometry, and hence the second term is transformed into a term identical in structure to the first. In the first term and the second term we can integrate over each variable seperately, and hence determine that
Now turning to E 6 , using representation (3.27) we have,
which is the inequality (3.33). For equality to hold, we must have equality in (3.34) for almost every R(θ); namely we must have
Our use of the Cauchy-Schwartz inequality in (3.34) means that this happens if and only if,
for almost every θ ∈ [0, 2π] and (x 1 , x 2 , x 3 ) ∈ R 3 . Using the fact that R(θ) is an isometry and that R(θ)(1, 1, 1) = R(θ) one readily verifies that this equality does hold if the functions f k are the same Gaussian e −αx 2 +βx for α, β ∈ C and Re α > 0. The inequality (3.35) is thus sharp. The converse statement, that functions f 1 , . . . , f 6 satisfy (3.36) only if each of the functions f k is the same Gaussian is more involved. A proof specifically adapted to the present circumstance is presented in [13] . However the L 2 equality on E A is in fact a special case of a geometric Brasscamp-Lieb inequality [1] , and hence the inequality being saturated by Gaussians is a special case of the general theorem in [2] . Theorem 3.11. We have the operator bound
Proof. (i) Follows by duality (3.7) and the L 2 bound on E 6 (3.33). (ii) Let x = √ 1 + x 2 be the Japanese bracket. We will first show that E 6 (f 1 , . . . , f 5 , t σ g) ≤ E 6 ( t σ f 1 , . . . , t σ f 5 , g), and then determine the bound on T 6 by duality. Let A : R 3 → R 3 be an isometry. Fix x ∈ R 3 . Because A is an isometry we have,
Therefore there is an integer l such that |x 3 | 2 ≤ 3|(Ax) l | 2 . With denoting the Japanese bracket, we then have x 3 ≤ 3 (Ax) l and so, 3 , because in all cases t ≥ 1. In terms of the functional E A , this gives,
and the same inequality is inherited by E 6 by (3.27). Now applying this to T 6 , we have,
which gives the result for X = L 2,σ . (iii) This follows from (ii) and using the invariance of the operator T 6 under the Fourier transform as given in Theorem 3.2.
The bound (iv) is proved in Theorem 3.20 below. The bound (v) comes from interpolating between the bounds in (iv) and (ii).
Theorem 3.12. Consider the Cauchy problem,
which is Hamilton's equation corresponding to H 6 and the resonant equation (1.3) in the quintic k = 2 case up to rescaling by time.
(i) The Cauchy problem (3.38) is locally wellposed in X for any of the spaces X in Theorem 3.11.
(ii) The Cauchy problem (3.38) is globally wellposed in L 2 . (iii) Propagation of regularity: the equation is globaly wellposed in H σ for every σ > 0.
Proof. (i) The Duhamel formulation of the Cauchy problem (3.38) is,
Using multilineariy of T 6 and the bounds in Theorem 3.11 it is easy to show that for any T > 0 there is an ǫ ball around 0 in the space C 0 ([0, T ], X) on which R is a contraction mapping. Local wellposedness then follows from Banach's Fixed Point Theorem.
(ii) By Banach's Fixed Point Theorem, the local time of existence of a solution to (3.38) in L 2 depends only on u 0 L 2 . Because u L 2 is conserved by the flow (3.38), by the usual argument the L 2 solution is global.
(iii) This is classical. We have
From this we see that the H σ norm cannot blow up, and hence the H σ solution is global.
3.4.
Analysis of the stationary waves. Stationary wave solutions are solutions of the form e iωt ψ(x) for some ω ∈ R and a function ψ. By substitution into (3.5), we find that ψ must satisfy,
Theorem 3.13. The Hermite functions are stationary waves. That is, for all n ≥ 0 there is a number ω n ∈ R such that u(x, t) = e itωn φ n (x) is an explicit solution of (3.5).
Proof. In the proof of Lemma 3.2 we found that for indices n 1 , . . . , n 6 we had E 6 (φ n1 , . . . , φ n6 ) = 0 unless n 1 + n 2 + n 3 = n 4 + n 5 + n 6 . In particular, setting n = n 1 = · · · = n 5 and m = n 6 , we have T 6 (φ n , . . . , φ n ), φ m = E 6 (φ n , . . . , φ n , φ m ) = 0, unless n = m. Because the Hermite functions are a basis of L 2 and T 6 (φ n , . . . , φ n ) ∈ L 2 by Theorem 3.11, this implies that , T 6 (φ n , . . . , φ n ) = ω n φ n for some ω n ∈ R. The result follows.
By letting the symmetries of T 6 act on φ n , we find that each of the functions
for a ∈ C and b, c, d, e ∈ R is a stationary wave solution of (3.5).
3.4.1. Regularity of stationary waves: introduction. All of the stationary waves (3.40) are analytic and decay in space like e −αx 2 for some α ∈ R. The remainder of this section is devoted to a proof any function ψ ∈ L 2 satisfying (3.39) is automatically analytic and exponentially decaying in space like e −αx 2 . Our proof follows closely the proof of the analogous result for the two-dimensional continuous resonant equation in [18] , which in turn is based on work in [23] ; there are also similar results in [11, 19] .
Our proof here has two main ingredients. Roughly speaking, once a multilinear functional can supply these ingredients, the associated Hamiltonian system will satisfy a result like Theorem 3.17 below. The first ingredient is an ability to transfer exponential weight from one input of the functional to the other inputs. The second ingredient is a refined multilinear estimate.
Exponential weight transfer.
For fixed µ, ǫ > 0, define,
Lemma 3.14. If {f 1 , . . . , f 6 } are positive functions, then
Proof. We will prove the result for the functional E A where A is an isometry; the result for E 6 then follows from the representation (3.27). Define F µ,ǫ = µ|x|/(1 + ǫ|x|), so that G µ,ǫ (x) = exp(F µ,ǫ (x 2 )). We record two properties of F µ,ǫ . First, for x > 0, F µ,ǫ is increasing, as may be seen from a simple calculation of the derivative. Next, we have
. This may be seen from,
Now because A is an isometry we have, for all x ∈ R 3 , x
2 and hence by the sublinearity property of F µ,ǫ ,
. Applying this to E A , we have,
which is what we wanted to prove.
3.4.3.
Refined multilinear Strichartz estimates. The second ingredient we need is a so-called refined multilinear Strichartz estimate. Such estimates are treated in a number of works [3, 5, 24] . Lemma 111 in [5] is prototypical of the type of estimate we require here: it states that if functions
The right hand side is decaying for large M and small N . In our case, under similar support assumptions on functions f i and f j , we would like to have analogous control on,
namely, we would like an L 2 bound that is decaying as the supports of f i and f j become further and further apart. Using the representations (3.18) and (3.22) we are in fact able to determine the required refined multilinear estimate in an elementary way.
Because we know that E 6 is invariant under the Fourier transform, it is equivalent to state the support assumptions in terms of f i and f j and not their Fourier transforms. C and the supports of f 3 , f 5 and f 6 are in B(0, r), with R > 4r. Then
Proof. We use the representation of E 6 given in (3.18),
We identify a large set in λ on which the integrand is 0. We will then use the representation (3.22) to obtain L 2 bounds, recalling that the integrand as a function of λ is the same in both representations. Under the assumptions of the proposition, the integrand is non-zero only when |β| ≤ |β + λγ + ξ − λξ| + |λγ + ξ − λξ| ≤ 2r, and only when, |λβ| ≥ |λβ + γ| − |γ| ≥ R − 2r ≥ R/2. It follows that the integrand is non-zero only when |λ| > R/4. Then, using the representation (3.22),
using the L 2 bound on E A from Theorem 3.10.
Proposition 3.16. Suppose that for some i and some j, the support of f i is in B(0, R) C and the support of f j is in B(0, r), with R > 4r. Then
Proof. We assume, by rescaling, that f k L 2 = 1 for all k. We have the crude bound
which is (3.43).
3.4.4.
Regularity of stationary waves. Using the weight transfer property (3.41) and the refined multilinear Strichartz estimate (3.43), we prove that stationary waves are necessarily analytic. We begin with an integrability result.
Then there exists α > 0 such that
Proof of Theorem 3.17. For the proof, we will find µ so that we have the bound φG µ,ǫ L 2 1 independently of ǫ. Taking the limit ǫ → 0 will the yield the result. We can clearly assume that φ(x) ≥ 0, and will do so throughout. For any M > 0 define,
We have the decomposition φ = φ > + φ ∼ + φ > , and the supports are all disjoint, which gives,
The first two terms are trivial to deal with. If |x| ≤ M 2 , we have,
, uniformly in ǫ. The same bound holds for φ ∼ . It remains then to bound φ > G µ,ǫ L 2 uniformly in ǫ.
Starting with equation (3.44), we multiply both sides by
Now integrating over R, using the relationship between E 6 and T 6 in (3.7), and passing the exponential weight using (3.41), we determine the bound,
For convenience, let ψ = φG µ,ǫ . The bound then reads,
Now write each ψ = ψ < + ψ ∼ + ψ > and expand the multinear functional. We will get many terms, which we bound in one of two ways.
• If there are three or more ψ > terms, bound by ψ > k L 2 (where k ≥ 3 is the number of ψ > terms appearing) using the standard L 2 bound (3.33). In this case the other terms are ψ < or ψ ∼ , which we know are uniformly bounded.
• If there are one or two ψ > terms, then there is either a ψ < term or a ψ ∼ term. We may assume M > 4. Then in the former case we can use the refined multilinear estimate (3.43) (with r = M and R = M 2 ) and bound by
Using these, we find,
for some constant C independent of ψ and ǫ. Set
Note that δ(M ) → 0 as M → ∞. Choose M sufficiently large so that Cδ(M ) ≤ ω/2. This gives,
Dividing through by x(ǫ, M ) > 0 and rearranging terms gives,
Observe that p 0 (0) = 0, p ′ 0 (0) = −ω/2C < 0 and p 0 (x) → ∞ as x → ∞. This shows that p 0 has another 0 in (0, ∞); call the smallest such zero x 0 . The zeroes of a polynomial are continuous functions of the coefficients. Hence if we choose M sufficiently large we can assume that p δ(M) has one zero in (−∞, x 0 /3) (coming from p 0 (0) = 0) and one zero (2x 0 /3, ∞) (coming from p 0 (x 0 ) = 0) and that p δ(M) (x) < 0 in (x 0 /3, 2x 0 /3). This shows that for all M sufficiently large,
. Now we know from the inequality (3.47) that x(ǫ, M ) ∈ Z δ(M) for all ǫ. If we set ǫ = 1 we get,
Recall that we set µ = M −4 , so that µ 1 and so
, and hence if we take M sufficiently large we will have x(1, M ) ≤ x 0 /3. But now because x(ǫ, M ) depends continuously on ǫ, and x(ǫ, M ) ∈ Z δ(M) for all ǫ, we have,
2 is a stationary wave solution of the Hamiltonian flow associated to H 6 ; that is, φ satisfies,
for some ω. Then there exists α > 0 and β > 0 such that φe αx 2 ∈ L ∞ and φe βx 2 ∈ L ∞ . As a result, φ can be extended to an entire function on the complex plane.
Proof. The condition (3.48) implies the condition (3.44) in the previous theorem, and hence there exists α > 0 such that φe 2αx 2 ∈ L 2 . Because T 6 commutes with the Fourier transform, condition (3.48) also holds with φ replaced byφ. Then, again by the previous theorem, there exists β > 0 such that φe
To turn these L 2 bounds into L ∞ bounds, we first assume φ is Schwartz and compute,
which gives φ(x)e αx 2 ∈ L ∞ . Because Schwartz functions are dense in L 2 , this holds for arbitrary φ ∈ L 2 . The L ∞ bound forφ follows similarly. Finally, using the L ∞ bound |φ(ξ)| e −βξ 2 , and the inverse Fourier transform formula,
we can extend φ to an entire function on the complex plane.
3.5. Smoothing and further boundedness properties. In this section we prove two further boundedness results for the operator T 6 . Unlike our previous boundedness results, which were simply inherited from the analogous results for T A , the present results rely on additional structure in T 6 . We first strengthen items (ii) and (iii) in Theorem 3.11. Item (ii) says that
to L 2,σ . Our first theorem here improves this by showing that
(The analogous result for s < 1/2 is false, by scaling.)
Proof. By duality we need to prove that for all
we have,
Unpacking this using (3.19), we see that this is the same as
The integral in λ for (−∞, −1) ∪ (1, ∞) can be transformed into this integral by the change of variables λ → 1/λ.)
The overall strategy is to identify a large set on which K is bounded, where controlling the integral is easy, and use a dyadic decomposition and finer bounds on T 6 to control the integral on the set where K is not bounded. On the set where K is bounded the boundedness property,
deals with the integral automatically. So we only need to worry about the set where K is unbounded. On the unbounded piece the refined estimate,
will be used to gain control. This refined bound is a clear consequence of representation (3.22) .
Fix ǫ small. We observe first that if ǫ|x| ≤ 1 then K 1. So we assume that ǫ|x| ≥ 1. Now the relation,
gives that, |x| ≤ max{|z − y + x|, |λz + x|, |λy − y + x|}, and hence,
|λz − y + x| ≥ ǫ|x| or |z + λy − y + x| ≥ ǫ|x|, then we automatically get K 1 as δ ≤ σ. Hence we assume that, |λz − y + x| ≤ ǫ|x| and |z + λy − y + x| ≤ ǫ|x|.
We now make some observations about how the sizes of |y| and |z| affect K. There are four cases.
(1) First, suppose |z| is large or comparable to |x|, so |z| ≥ 2ǫ|x|. Then, 2ǫ|x| ≤ |z| ≤ |λy − y + x| + |z + λy − y + x| ≤ |λy − y + x| + ǫ|x|, and hence ǫ|x| ≤ |λy − y + x|. (2) Next, suppose |y| is large or comparable to |x|, so |y| ≥ 2ǫ|x|. Then, 2ǫ|x| ≤ |y| ≤ |λz + x| + |λz − y + x| ≤ |λy − y + x| + ǫ|x|, and hence ǫ|x| ≤ |λz + x|. (3) Next, suppose |z| is small compared to |x|, so |z| ≤ 2ǫ|x|. Then,
and so (by the smallness of ǫ) we have ǫ|x| ≤ |λz + x|. (4) Finally, suppose |y| is small compared to |y|, so |y| ≤ 2ǫ|x|. Then,
and so (by the smallness of ǫ) we have ǫ|x| ≤ |λy − y + x|.
From these observations we see that if |z| and |y| are both large we get,
and hence K 1. If |z| and |y| are both small then we have the same bound on x and the same conclusion.
There are thus two regimes to consider: when |y| is large and |z| small, and when |z| is large and |y| small. For these regimes we will use a dyadic decomposition:
Regime One: |y| large, |z| small. From the observations above we have that |λz + x| ǫ2 j . We have,
if we assume in addition that |λ|2 j ǫ|λ||x|/2 ≥ |z + λy − y + x| = 2 l . Under this assumption we have,
|λ|. Hence in Regime One, K is bounded unless,
By the bound,
we then have,
Regime Two: |z| large, |y| small. From the observations above we have that |λy − y + x| ǫ2 j . We have,
if we assume in addition that |1 − λ|2 j ǫ|1 − λ||x|/2 ≥ |λz − y + x| = 2 k . Under this assumptions we have,
2 kσ 2 lσ , we then have
The bound (3.49) is thus established.
Theorem 3.20. For all s > 1/2, there is a constant C such that,
Proof. We have,
Taking square roots then gives (3.51).
Proof of Theorem 3.20. We may assume by rescaling that f k L ∞,s = 1, which means |f
We will show that the integral of the Japanese bracket terms over x 2 and x 3 can be bounded by an absolute constant independent of λ. Because (λ 2 − λ + 1) −1 is integrable over R, this will prove the bound. By Cauchy-Schwarz, we have, The second integral here splits as R x 2 −2s dx 2 R x 3 −2s dx 3 , and is thus finite as s > 1/2. To bound the first integral we must use some structure of A(λ), which is given by, First we observe that the matrix has the following property. If we fix a row k and column j, then the determinent of the matrix obtained by deleting row k and column j is precisely a kj -the element in row k and column j. This means that, We will show how the first integral may be bounded; the other two are bounded by an identical argument. We perform the change of variables z 2 = y 2 = (Ax) 2 and z 3 = y 3 = (Ax) 3 . Expressed as a matrix, this change of variables is,
The determinent of this change of variables is, by (3.53), simply |a 11 |. Therefore, using that |a 11 | ≤ 1 because A is an isometry, 
The cubic resonant equation
In this final section we study the system defined by the Hamiltonian, (4.1)
which has an associated multilinear functional,
The functional has a large number of permutation symmetries,
As in the case of quintic resonant system, Hamilton's equation is iu t = T 4 (u, u, u) where T 4 is defined by,
By an identical computation to the derivation of (3.5), we find that the operator T 4 is given explictely by, (4.5)
This shows that the flow corresponding to the Hamiltonian H 4 is the resonant equation (2.9) in the case k = 1, up to rescaling time. As discussed in the introduction, it was shown in [22] that this system is also the modified scattering limit of the NLS equation (1.5).
4.1.
Representations of the Hamiltonian and the flow operator. As for the quintic case, we devote a significant amount of work to determining alternative representations of E 4 , H 4 and T 4 . In contrast to the quintic case, we do not have representations for H 4 of the form,
These representations are inconsistent with the scaling of the inequality
L 2 which we prove in Theorem 4.7.
Theorem 4.1. There holds the representations,
(Compare with Theorem 3.5.) To prove this theorem we need a lemma.
Proof. It is clear that ψ is in L 2 . We will calculate the Fourier transform of ζ(ξ) and find that it equals ψ. The lemma then follows from Fourier inversion and the fact that ψ is even.
We have,ζ
where in the last equality we used the explicit Fourier transform of the Gaussian e −ax 2 with a = 1/(2v 2 ). In this last integral we perform the change of variables u = v(1 + x 2 ) −1/2 , which gives the result.
Proof of Theorem 4.1. We evaluate (4.2) using the Mehler formula (2.2), which reads,
For notational convenience, let Λ(x, t) = (e itH f 1 )(e itH f 2 )(e itH f 3 )(e itH f 4 ) be the integrand in (4.2). Using the Mehler formula, we have, 
where Ω = y . Changing variables w(y 3 ) = −y 1 − y 2 + y 3 + y 4 and integrating over x yields,
where to get the second equality we used the Fourier inversion formula (1.10) with a = 1/ sin(2t). We now integrate t on the interval [−π/4, π/4] and change of variables u = − cos(2t)/ sin(2t). This change of variables bijectively maps (−π/4, 0) ∪ (0, π/4] to (−∞, +∞) and satisfies du = 2dt/ sin 2 (2t). Moreover, u 2 = cos 2 (2t)/ sin 2 (2t) = (1/ sin 2 (2t)) − 1, which gives sin(2t) = (u 2 + 1) −1/2 . Using these, we find,
where in the second inequality we used Lemma 4.2.
which has determinent 1/|v 1 |. The inverse is given by, 
and we note specifically that Ω/2v 1 = [(y 1 − y 4 )/v 1 ](y 2 − y 4 ) = λv 2 . Performing this change of variables gives (4.6). To get (4.7), we simply use the relation
2 . There holds the representations,
where for every λ, B(λ) is an isometry and B(λ)(0, 1, 1) = (0, 1, 1).
We substitute this expression into (4.6). Using the fact that G(x) = G(x), this gives,
By looking at the arguments of the functions in the integrand, we are led to define the matrices C(λ) and D(λ) by,
We perform the change of variables w = D(λ)v, and set B(λ) = C(λ)D(λ) −1 . An identical process to the proof of Theorem (3.5) then gives (4.8). A calculation reveals that B(λ) is given explicitly by,
Theorem 4.4. There holds the representations,
where S(θ) is the rotation of R 3 by θ radians about the axis (0, 1, 1).
Proof. Because the matrix B(λ) is an isometry, det(B(λ)) = +1, and B(λ)(0, 1, 1) = (0, 1, 1), it must, in fact, be a rotation about the axis (0, 1, 1). An identical process to the proof of Theorem 3.7 then gives the formulae.
4.2.
Theorem 4.5. The function E 4 (f 1 , f 2 , f 3 , f 4 ) is invariant under the following actions:
Proof. Because S(θ) is an isometry for all θ, the properties of E A determined in the proof of Theorem 3.8 apply here too. Because G is invariant under the Fourier transform and the action G → e iλH G = e it G, the symmetries of E S(θ) carry are carried over to E 4 . Corollary 4.6. We have the following commuter equalities,
where Q are the operators: Q = 1, Q = x, Q = id/dx, and Q = H.
The Corollary follows immediately from Theorem 4.5 in the same way as Corollary 3.9. By Noether's Theorem, we determine four conserved quantities for the Hamiltonian flow corresponding to H 4 . These are summarized in Table 2. 4.3. Boundedness of the functional and wellposedness of Hamilton's equation. Proposition 4.7. We have the following sharp bound,
with equality if and only if the functions f k are the same Gaussian f k (x) = e The equality case here is a little different to the analogous result for E 6 in Theorem 3.10. For E 6 , the set of saturating functions is all Gaussians of the form e The proof is identical to that of Theorem 3.12.
4.4. Analysis of the stationary waves. Stationary waves ψ for the cubic equation are solutions of the equation ωψ = T 4 (ψ, ψ, ψ) for some ω ∈ R. As for the quintic equation, one may show that E 4 (φ n1 , φ n2 , φ n3 , φ n4 ) = 0 unless n 1 + n 2 = n 3 + n 4 . From the definition of T 4 by duality in (4.4), we then see that φ n is a stationary wave of the cubic resonant equation for all n ≥ 0. By applying the symmetries of H 4 , we find that all functions of the form,
are stationary waves for a ∈ C and b, c ∈ R. The set of stationary waves we can construct for the cubic case is smaller than the set we can construct for the quintic case in (3.40), because the cubic equation has fewer symmetries.
4.4.1. Regularity of stationary waves: technical issues. All of the stationary waves constructed in the previous subsection are analytic and exponentially decaying in space. In the remainder of this section we prove that all stationary waves that are in L 2 are automatically analytic and decay in space like e −αx 2 for some α > 0. This is analogous to Corollary 3.18 for the quintic resonant equation. Recall that the proof of that result relied on two ingredients: a refined multilinear Strichartz estimate (3.43) and a weight transfer property (3.41).
The weight transfer property for the quintic equation used the analogous property for the functionals E A given in (3.42) . In the present case we encounter a problem when trying to replicate this: when we try to transfer weight in the functional E 4 in the same way, the weight also hits the Gaussians,
and the right hand side here can't be related back to E 4 . To get around this, we observe that,
which, if µ < 1/2, is still decaying exponentially fast, and should be possible to handle in estimates.
Because of this consideration, we are led to define,
and we note that E 0 4 = E 4 . We now proceed to develop the two ingredients for the stationary wave result, noting that both ingredients need to be developed for E 
(ii) If µ < 1 2 then there holds the bound,
Proof. (i) This is immediate from the computations in (4.18) and (4.19).
(ii) Boundedness is proved in the usual way,
Evaluating the integrals appearing here yields the result. 4.4.3. Refined multilinear estimates. As for the quintic resonant equation, the refined multilinear estimates we need can be determined in an elementary way using the representations (4.6) and (4.8) for E 4 .
Lemma 4.11. There is an absolute constant C such that if f 1 and f 3 are supported in B(0, R) C and f 2 and f 4 are supported in B(0, r), with R > 4r, then,
Proof. From (4.6) we have, We will use these inequalities to impose constraints on |λv 2 + v 1 | and |λv 2 − v 1 |, which are the inputs to the Gaussians in representation (4.8). If we can ensure that these are large, the fast decay of the Gaussians will imply that E 4 is small. By inspection, we see that large values of |λ| pose a problem, but such large values can be dealt with separately by using the decay of 1/(1 + λ 2 ) in (4.8). Regime One: |λ| ≤ √ R/4. Observe that, |λv 2 + v 1 | ≥ |v 1 | − |λv 2 | ≥ R/(2|λ|) − 2|λ|, in the last step using (4.25). Because the function x → R/(2x) − 2x is decreasing for positive x, we have, 
We estimate,
and hence,
for some absolute constant C. Regime Two: |λ| ≥ √ R/4. This is easier: we have,
We estimate There is an absolute constant C such that if µ ∈ [0, 1/2), f k is supported in B(0, r) and f j is supported in B(0, R) C , with R > 4r, then
Proof. For fixed µ ∈ [0, 1/2), let α = (1/2) − µ. We will again adopt the notation f λ (x) = λ 1/2 f (λx). With this notation we have, Using the scaling property of E B(λ) , we have, Using (4.23), we get,
while for the other E 4 term we can use the usual L 2 boundedness. This gives,
Substituting back in α = (1/2) − µ gives the result. Using the proof of Corollary 3.18, this theorem is an immediate consequence of the following proposition. Proof of proposition. For the proof, we will find µ so that we have the bound φG µ,ǫ L 2 1 independently of ǫ. Taking the limit ǫ → 0 will the yield the result. The structure of proof here is extremely similar to that of Theorem 3.17. For brevity, we will only describe the start of the proof here, which is the only part that is essentially different to the proof of Theorem 3.17. First, we fix throughout µ ≤ 1/4. Using formulas (4.21), (4.22) and (4.26) , there are constants C independent of µ, such that,
where in the last inequality, f i is supported in B(0, r) and f j is supported in B(0, R) C for R > 4r. Now consider a function φ satisfying (4.28). We may assume φ is non-negative. For any M > 0 define,
We have the decomposition φ = φ > + φ ∼ + φ > , and the supports are all disjoint, which gives, . Now write each ψ = ψ < + ψ ∼ + ψ > and expand the multinear functional. We will get many terms, which we bound in one of two ways.
• If there are three or more ψ > terms, bound by ψ > k L 2 where k is the number of ψ > terms appearing, using (4.30) . In this case the other terms are ψ < or ψ ∼ , which are uniformly bounded.
• If there are one or two ψ > terms, then there is either a ψ < term or a ψ ∼ term. In the former case we can use the refined multilinear estimate (4.31), with R = M 2 , and bound by M −1/2 ψ > k (where k = 1 or k = 2). In the latter case we can bound by
using (4.29). In total, we get,
, for a constant C independent of µ. This formula has the same structure as equation (3.46) in the proof of Theorem 3.17. Replicating the same argument there, we find that if we choose M sufficiently large there is a constant independent of ǫ such that ψ > L 2 ≤ C. Letting ǫ → 0 then gives the result.
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