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Wind energy is commonly recognized as a major environmentally friendly renewable energy source.
Modern wind turbines are large, flexible structures that may suffer from reduced life owing to extreme
loads and fatigue when operated under highly turbulent wind field. In this dissertation, advanced controllers
are synthesized to reduce overall cost of wind energy production by regulating power capture and at the
same time decreasing the structural loading to enhance the durability of turbine components.
First, collective pitch control (CPC) methods are investigated to regulate speed and power, and to
mitigate symmetric loads in high wind speeds. A new adaptive control strategy is formulated for the pitch
control of wind turbine, aiming at making a trade-off between the maximum energy captured and the load
induced. The adaptive controller is designed to both regulate generator speed and mitigate component loads
under turbulent wind field when blade stiffness uncertainties exist. It is shown that the blade root flapwise
load can be reduced at a slight expense of optimal power output. In order to achieve better power regulation
in above-rated wind speeds, a disturbance observer (DOB) structure that is added to a proportional-integralderivative (PID) feedback controller is formulated, aiming at asymptotically rejecting disturbances to wind
turbines. The augmented DOB pitch controller demonstrates enhanced power and speed regulations in the
above-rated region. When large-scale wind turbines operate in turbulent wind fields, periodic loads on
blades are induced by wind shear, tower shadow effects and centrifugal forces. While collective pitch
control (CPC) is unable to deal with periodic loads, the advent of individual pitch control (IPC) provides
opportunities to mitigate periodic loads. A multivariable robust individual pitch control framework to reject
periodic loads under model uncertainties is then developed

Yuan Yuan – University of Connecticut, 2018
in this research. The robust structured singular values (μ)-synthesis approach can reduce response peaks at
high harmonic frequencies and guarantee the robust stability and robust performance with respect to
uncertainties. With the proposed IPC strategy, one can achieve significant periodic load mitigation as well
as fatigue alleviation in speed-varying wind fields.
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Chapter 1. Introduction
Wind energy has emerged as one of the leading renewable sources of delivering carbon-free electrical
power production. Technological advancements and manufacturing innovations have successfully driven
the cost of wind energy from $0.45 per kWh 30 years ago to $0.05-$0.06 per kWh recently [1]. Global
cumulative installed offshore wind capacity reached over 12.1 GW in 2015 [2], while confirmed worldwide
wind total capacity has reached 456 GW by June 2016. In the global market, China continues to lead in
cumulative installed wind capacity with over 145 GW [2]. In the United States, wind electricity installed
capacity increases by 12.3% in 2015 compared to the 7.8% increase in 2014 [2]. More than 8.1 GW of
additional wind capacity has been installed, accounting for more than 56% of U.S. renewable electricity
capacity installed in 2015 [2].
Wind turbine converts the kinetic energy in wind into generate electricity. According to Betz’s law, no
turbine is able to capture more than 59.3% of the kinetic energy [3]. Practically, modern industrial turbine
can capture about 80% of the maximum theoretical value. Modern wind turbines are categorized into two
basic groups: the horizontal axis wind turbine (HAWT) and the vertical axis wind turbine (VAWT) [3].
Horizontal axis wind turbines refers to those where the rotating axis of the turbine is horizontal, or parallel
to the ground, which are widely implemented in large scale wind farms. Vertical axis wind turbines, where
the rotating axis is perpendicular to the ground, are often used in small wind projects and residential
applications. Wind turbines can be installed both onshore and offshore [4]. Onshore wind turbines are
usually constructed in-land which allows easier connection to existing electrical grid. Although onshore
wind turbines are considered cost-effective, the noise pollution and visual pollution remain a problem.
Offshore wind turbines are built off the coast with either the concrete platforms extended to the bottom of
sea or the floating platforms in sea [4, 5]. The offshore turbines can avoid disturbance to human activities,
but have higher costs and the connection to electrical grid is difficult.
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A wind turbine is a complex mechanical system, consisting of interconnected components that feature
a variety of characteristic responses and behaviors at vastly different time frame and length scales [1, 3, 6].
With the development of modern turbines having larger and more flexible structures, they are expected to
achieve 25-year turbine operating performance with enhanced system reliability and turbine efficiency
(maximum power capture) [3]. The performance of a wind turbine, however, is significantly affected by
the stochastic nature of wind which leads to uncertainties of the energy capture and structural loads [7-10].
This survey aims to provide a comprehensive overview of different control approaches towards power
capture and structural load mitigation for wind energy application.
Although vertical axis wind turbine (VAWT) has been around for a long time, here we focus on
horizontal axis wind turbines (HAWTs) since they are dominant in utility-scale market. Active control is
more effective in larger HAWT, while passive control is often used in VAWT. A horizontal axis wind
turbine generally consists of blades, a hub, a nacelle, and a tower. The nacelle houses the gearbox,
drivetrain shafts and generator, and is mounted onto the top of the tower. The number of blades is usually
two or three. The actuator equipped at the root of a blade can regulate the pitch angle of the blade to change
the aerodynamic angle of attack. Collective pitch angle motion is widely used to pitch all the blades at the
same angle, while individual pitch control is to pitch each blade separately. The generator connected with
the high speed shaft uses the turning motion of the shaft to rotate a rotor which has oppositely charge
magnets and is surrounded by copper wire loops. When the rotor is spinning, it produce electromagnetic
energy and the electricity.

1.1 Aerodynamics
The aerodynamics of wind turbine is highly nonlinear, because of the complex, time-varying wind field.
Therefore, it is difficult to attain a perfectly accurate model and predict dynamic responses. With the
development of a series of computational tools, aeroelastic simulators have been used to simulate the
operation. Major aeroelastic codes used in industry to compute aerodynamic forces and moments are FAST
[11], BLADED [12], HAWC2 [13], and FLEX5(4) [14]. Here we introduce FAST code developed by the
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National Renewable Energy Laboratory (NREL) located in Colorado, United States. The aeroelastic
analysis part in FAST is called AeroDyn [15]. The underlying theory of AeroDyn is Blade Element
Momentum (BEM), a combination of the blade element theory and the momentum theory. The blade
element theory assumes that blades can be divided into small elements that act independently of surrounding
elements and operate aerodynamically as two-dimensional airfoils where aerodynamic forces can be
calculated based on the local flow conditions. These elemental forces are then summed along the span of
the blade. With the momentum theory, one can calculate the induced velocities form the momentum lost
in the flow in the axial and tangential directions. These induced velocities affect the inflow in the rotor
plane and therefore also affect the forces calculated by blade element theory. With the combination of these
two theories, AeroDyn can calculate the aerodynamic force and moments on a wind turbine.

1.2 Operating regions
The output power of a wind turbine varies significantly with the wind speed, and every wind turbine
has its own power curve. The aerodynamic power is a function of hub-height wind speed. The minimum
wind speed that wind turbine starts to work is called the cut-in speed. The rated wind speed is where wind
turbine gets rated mechanical power, and the cut-out wind speed is the maximum speed where wind turbine
needs to be stopped by a brake to avoid safety issues. The unique power curve corresponding to a wind
turbine is generally extracted from field test. A representative power curve of NREL offshore 5-MW wind
turbine is shown in Figure 1.1.

Power (kW)

Region 3

Region 2

Region 1

3

11.4

Wind Speed (m/s)

Figure 1.1. The power curve of NREL offshore 5-MW wind turbine.
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According to the power curve, the wind turbine operating conditions are typically divided into three
regions:
Region 1: The wind speed is very low (<3 m/s for 5-MW wind turbine). A brake is adopted to stop the
turbine to rotate.
Region 2: Wind speed is not strong, the objective is to capture maximum power from wind, i.e., obtain
the maximum aerodynamic coefficient.
Region 2 ½: This is a transition region from Region 2 and Region 3. The objective in this region is to
reach the rated power when approaching the rated wind speed.
Region 3: The wind speed is high. The objective is to achieve the rated power and rotor speed. The
aerodynamic power captured by the rotor is given as [4]
Pwind 

1
 R 2C p   ,   v 3
2

(1.1)

where R is the rotor radius and  is the air density. The power coefficient C p , which represents the
percentage of power capture by the turbine, is a nonlinear function of tip-speed ratio (TSR)  and pitch
angle  , and can be obtained from look-up table generated by field test data. The TSR is



R
v

(1.2)

where v is the wind speed and  is the rotor speed.
Take the 5-MW wind turbine as an example. The power coefficient curve is shown in Figure 1.2. From
the figure, we can observe the maximum C p is 0.4806 when pitch angle is -1 deg and TSR is close to 7.
Since the primary objective in Region 2 is to capture the maximum energy from wind, we can observe from
Figure 1.2 that the best choice is to maintain the pitch angle at the optimal value -1 deg, and attempt to
keeping the TSR to the optimal value 7. Form Equation (1.2) we can see TSR is indeed the ratio between
rotor speed and wind speed. Maintaining constant TSR means changing rotor speed along with the
fluctuating wind speed. The most often used method to track the optimal TSR is torque control, which will
be discussed in Chapter 2.2.
4

Figure 1.2. 𝐶𝑝 surface and 𝐶𝑝 contour.

1.3 Actuators
There are three types of actuators employed in wind turbine systems. The first type of actuators is the
pitch actuators which in the past were mostly hydraulic ones. Currently, in many utility-scale land-based
wind turbines, electromechanical pitch actuators have been adopted. The change of blade pitch angle can
produce aerodynamic attack angle change and therefore change the aerodynamic torque and force.
Commercial turbines nowadays are equipped with individual pitch actuators for independent adjustment of
each blade, which yields a major advantage of eliminating asymmetric blade loads. Generally, there is a
delay between the pitch command and the actual pitch, which can be represented by a first order transfer
function. The second type of actuators is in the generator, which can be set to track a reference torque or
load. It uses the generator and power electronics to decide how much torque to extract from the turbine by
the separation of magnets in the generator stator and rotor [6]. The net torque on the rotor is the difference
of the torque induced by wind in the low speed shaft and the load torque induced by the generator in the
high speed shaft. Therefore, the generator torque influences the acceleration of the rotor. The third type of
actuators is the yaw actuators which are generally motor-based. It is mounted to navigate the whole nacelle
to face to the wind direction. The yaw rate cannot be high due to the gyroscopic forces. Typically, the yaw
rate is less than 1 deg/s.

5

Chapter 2. Literature Review
Wind turbines have different control objectives in different operating regions. Generally, the strategy
is to maximize energy in Region 2 and limit the power or rotor speed in Region 3.

2.1 Pitch control
Pitch control is often adopted in Region 3 to regulate power or to mitigate structural loads. It is the
most widely studied subject in wind turbine controls. There are two forms of pitch control, the collective
pitch and individual pitch. The collective pitch means the pitch angles of all 2 or 3 blades change at the
same angle each time. The individual pitch means the pitch angles of all 2 or 3 blades change at different
angles based on individual needs which mostly depend on the blade azimuth when the rotor is rotating. The
function of collective pitch is often to regulate power and rotor speed, and mitigate symmetric blade loads,
while the direct goal of individual pitch is to mitigate asymmetric blade loads.
The intuitive idea for collective pitch control is to adopt Single-Input-Single-Output (SISO) feedback
loop to track the reference in Region 3 when the wind speed is time-varying. The reference signal can be
the rated rotor speed or the rated power. The most commonly used approach in industry is to track the rated
rotor speed using PID controller. The rotor speed error between the nominal value and the rated value is
fed back to the pitch actuator. The plant model is linearized from the nonlinear dynamics when the system
is at one equilibrium position, which means there is no acceleration or deceleration of the rotor. The
proportional, integral and differential gains are tuned at one operating point. Nevertheless, owing to the
time-varying nature of wind turbine, actual operating point keeps changing. The original proportional,
integral and differential gains cannot maintain the desired performance. Therefore, a gain-scheduling
corrector is added to change the gains with the changing operating point [4].
The form of GSPI control (gain scheduled proportional integral control) can be written as



  GS   K P   K I  

6

t

0



(2.1)

where  is the small perturbation of blade pitch angle around the operating point, and  is the error
between measured generator speed and the rated set point value. K P and K I are first calculated under the
initial operating point. The gain correction factor GS ( ) is a function of the blade pitch angle to regulate
the gains under different operating conditions [4],

GS   

1
1   / k

(2.2)

where  is the blade pitch angle, and  k is the blade pitch angle at which the pitch sensitivity value is
doubled from its value at the rated operating point. The gain-scheduling part is derived based on the pitch
sensitivity which is expressed as the sensitivity of the aerodynamic power to the rotor collective blade pitch.
Frost et al employed an adaptive control for speed regulation, which did not require knowing precisely
the wind turbine model parameters [16]. The reference signal was simply the rated generator speed. The
output of the nominal plant was forced to track the reference in the presence of various internal and external
uncertainties. All of the aforementioned methods use the generator speed error as the measurement and
feedback to obtain the blade pitch angle.
Wind turbine control loops actually Multi-Input-Multi-Output (MIMO) systems. The traditional PID
control may not deal with it effectively. Particularly, when the control objective encompasses mitigating
loads on individual blades, the multivariate system has to be decoupled into two SISO systems to facilitate
the usage of PID control. However, the system may not be perfectly decoupled especially at high
frequencies. The usage of SISO control method inevitably sacrifices some performance. Essentially, there
are many aspects in wind turbine control that we need to deal with at the same time which sometimes even
conflicting to each other, such as power capture, load mitigation, and pitch activity. The collective speed
control loop is coupled with the tower loads because the regulation of generator speed may excite the first
fore-aft and side-side tower modes. In addition, the mitigation of blade loads requires more activity of the
pitch actuator, but the actuator also has its own mechanical limitation. Otherwise, the reduction of loads
will also influence the power capture. Therefore, a strategy that can deal with multiple objectives is
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desirable. The most common methods for MIMO systems are disturbance accommodating control (DAC),
model predictive control (MPC), and H 2 / H  method.
2.1.1 Disturbance accommodating control (DAC)
To deal with speed regulation and load mitigation at the same time, disturbance accommodating control
(DAC) is a widely employed method implemented in conjunction with linear quadratic regulator (LQR)
method. The trade-off between different objectives can be made through proper selection of weighting
functions. The concept of DAC is originally proposed by Johnson [17-20], and Balas et al further extended
the DAC concept to large-scale horizontal axis wind turbines [21, 22]. In DAC, the wind disturbance is
assumed to be the variance from the wind speed at the operating point and have a known waveform but
unknown amplitude. The disturbance model can thus be augmented with the plant model to estimate the
disturbance and state variables. The full state feedback control gain can be computed by LQR [23].
There are further explorations of DAC in recent years. Since the periodic dynamics in a wind turbine
arise from both structural and aerodynamic effects, Stol and Balas studied the periodic DAC control which
used the time-varying feedback gain within a fixed time period. The results showed that the blade load
attenuation level was improved compared to PID and time-invariant DAC controller without a sacrifice of
speed regulation [24]. To better reject wind disturbance, Hand and Balas incorporated properties of
coherent turbulent inflow structures to DAC to mitigate the transient blade load response caused by the
Rankine vortex in the flow [25, 26]. In theory, the collective pitch controller can only reduce the blade
symmetric loads because only horizontal uniform disturbances can be taken care of in this case. In the
individual pitch control for mitigating the blade asymmetric loads, the wind disturbances were modeled as
the combination of a collective horizontal component and an asymmetric linear shear component [27, 28].
The harmonic component in the local blade wind speed can be included in the disturbance model, which
thus yields periodic disturbance rejection. The results showed 1P and 2P load reduction and better rotor
speed regulation. To compute the generalized inverse to minimize the disturbance, three methods, MoorePenrose Pseudoinverse, Kronecker product, and D-1 method were investigated [29]. Pace et al expanded
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DAC to prevent emergency shut downs by wind turbine overspeeds by using LIDAR to detect extreme
event. The key idea was to switch the operational controller from the baseline controller (a gain-scheduled
DAC) to an extreme event controller (a reduced generator speed tracking DAC). The results showed that
the switching controller improved the mean power [30]. Additionally, for offshore wind turbines, the wave
disturbance can also be included in DAC, where the platform yaw degree of freedom can be modeled in the
disturbance model. The result showed improved power and speed regulation [5].
2.1.2 Model predictive control
MPC is an advanced control method that can make use of the predictive model and current
measurements to obtain the control signal by minimizing a cost function. MPC can use the model to predict
the process output in the future horizon, and can calculate a control sequence by minimizing the desired
cost function with constraints existing in the inputs and outputs. This is a receding strategy in that at each
step, a few future control signals are calculated, but only the first calculated control sequence is applied to
the real plant [31]. A number of MPC approaches tailored for wind turbines have been presented in recent
years.
The prediction model is the cornerstone of MPC. A good design needs an accurate representation of
the necessary mechanisms that can fully capture the process dynamics and allow the predictions to be
calculated. In the literature, both linear MPC and nonlinear MPC are derived to solve the same optimal
problem in terms of the basic concept, whereas the models and optimization algorithms are different. A
linear model derived from simple physics including the aerodynamics, drive train, and generator was
introduced in Ref. [32]. Schlipf et al. [33] used FAST to directly linearize the model from nonlinear
dynamics. This provided another effective way to obtain the linear model, and can easily include more
DOFs. All of the aforementioned linear MPC approaches used one model for all the operating points. A
scheduled MPC, including multiple linear models in different operating points, was used for rotor speed
regulation and drivetrain load mitigation [34]. All of the linear models produced the output at the same time,
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and the final output was computed by the weighted sum method, where the weightings were chosen based
on the estimated wind speed.
MPC based on the nonlinear model is certainly promising because of the direct inclusion of inherent
aerodynamic nonlinearities [33, 35, 36]. One way to obtain the nonlinear model is from aeroelastic
simulators, such as FAST, which use BEM to calculate the effect of the wind field on the turbine. Although
the response predictions are accurate, the computation has to be carried out iteratively and thus becomes
more costly. A slightly different way of incorporating nonlinear dynamics is reduced-order modeling by
deriving the nonlinear aerodynamic thrust and torque using a look-up table [35]. An explicit comparison
between the linear model predictive control (LMPC) and nonlinear model predictive control (NMPC) is
presented in Ref. [33]. The LMPC used a linearized model of one operating point while the NMPC was
linearized for each prediction step. The results showed that the NMPC achieved better performance even
when the wind speed was far from the operating point.
Another important part of the prediction is how to represent the state variables and the disturbance. In
the past, wind speed was generally assumed to be an unmeasured variable and was calculated with the
Kalman filter (for linear systems) or the extended Kalman filter (for nonlinear systems) [32, 34]. With the
recent development of the wind speed sensor LIDAR, the state prediction in an MPC problem can be
simplified and can become more accurate. LIDAR is mounted on the nacelle and can measure upcoming
wind speed [37]. The investigation showed that the performance of a linear MPC could be enhanced quite
significantly, if a perfect wind speed preview was obtained [37, 38]. Another study showed that a nonlinear
MPC could enhance the load conditions on the tower and blades, and led to the reduction of the pitch
activity with the preview LIDAR measurements [35]. Although some studies indicated that the wind speed
preview by LIDAR was not perfectly accurate [39], it was demonstrated that even with imperfect but
realistic LIDAR measurements, load mitigation and pitch activity reduction could be realized with
nonlinear MPC [40].
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2.1.3 Robust 𝑯𝟐 /𝑯∞ control
For a typical three-blade wind turbine, an effective way to reject the periodic load disturbances is to
mitigate loads at the nP frequencies (where P is the per revolution frequency and n  1, 2, 3,

). The

periodic disturbances on the loads come from wind shear, the tower shadow, and the centrifugal force. It is
typical to only consider the periodic effects at low frequencies, that is, 1P, 2P, 3P, and 4P. Further reduction
of loads at higher frequencies requires higher pitch rates, which actually increase the loading in the pitch
actuator and therefore reduce its lifespan. In H 2 / H  methods, using the weighting function to perform
loop shaping is a promising way to deal with the performance within a certain bandwidth. Control efforts
and system performances can be penalized directly by this mixed-sensitivity optimization problem.
A linear matrix inequalities (LMI) formulation of the control problem is able to optimize a linear
parameter-varying controller by minimizing the H 2 / H  norm. The controller in Ref. [41] considered the
blades, shaft, and tower DOFs and showed enhanced performance compared with gain-scheduling LQG
and proportional-integral (PI) controller. Later, a robust LMI-based controller was designed to facilitate the
additional constraints under the entire operating conditions. This controller can include the parametric
uncertainties in the model with the presence of structural uncertainties [42]. In Ref. [43], it was shown that
generator speed control could increase the closed-loop disturbance rejection bandwidth and the tower foreaft displacement. Both performances can be enhanced with the collective H  multi-input single-output
controller. By considering that significant coupling exists between the yaw and tilt modes after MBC
transformation in the individual pitch loops, and that the modes of the blade vary with the rotational
frequency, a frequency-related MIMO plant was constructed to facilitate the H  mixed-sensitivity
optimization problem [44]. The periodic disturbance model was included in the control design stage, but
the results showed that it only had an obvious contribution in steady winds. Even at low-turbulence wind
disturbances, it did not lead to the expected load mitigation. This was because the turbulence had wide
spectrum energy and the reductions at the multiple frequencies were not important [45].
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2.2 Torque control
When wind level is in Region 2, torque control takes the main role. The most challenging aspect of the
wind turbine torque control is the uncertainties in aerodynamics. According to [7], the generator torque
that leads to the optimal tip-speed ratio (TSR) is expressed as

  k 2

(2.3)

where  is the generator speed, k is an optimal constant,

k

C
1
 R5 pmax
2
*3

(2.4)

R is the rotor radius,  is the air density, C pmax is the maximum power coefficient of turbine, and * is the
optimal TSR which leads to C pmax .
Johnson utilized adaptive control to reduce the negative effects of uncertainties [46]. An adaption law
was designed to optimize the gain for the maximum energy capture under time-varying turbulent wind
fields. The effectiveness of the adaptive controller was tested in real field test [46]. The stability analysis
was further investigated in [47]. From the C p surface, we know the maximum aerodynamic coefficient is
obtained when the optimal TSR is obtained. The adaptive control in [48] tracked the optimal TSR under
the time-varying wind conditions with wind speed estimated by the state estimator. Another study to
optimize the power capture by tracking the optimal aerodynamic torque was illustrated in [49], where a
second-order sliding model observer was used to deal with model uncertainties and

electric grid

disturbances. The nonlinear robust control can provide a balance of the conversion efficiency and torque
oscillation smoothing. In [43], it was discussed that two SISO H  torque controller can be used to reduce
the wind effect on the drive-train mode and tower side-side mode, respectively. In addition to these SISO
type torque controllers, a multivariable strategy was developed by combining the nonlinear dynamics state
feedback control for torque control and a linear strategy for pitch control [50]. Results showed that this
strategy could lead to a trade-off between power regulation and rotor speed regulation.
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2.3 Yaw control
The active yaw control can direct the turbine rotor to face into the wind direction. The sensor mounted
in the nacelle can measure the wind direction and determine the control signal of the yaw controller. The
yaw motor is triggered when the yaw error exceeds a certain amount, and it will yaw at a constant rate to
the ideal direction to capture the maximum power. Yaw control can help reducing the structural loads. For
example, with a periodic LQ controller used as suspension system, the lateral tower motion which is closely
related to the yaw dynamics can be reduced [51]. An optimal yaw control taking into account wake effects
was presented in [52], where the controller used an internal parametric model for wake effects to predict
turbine electrical energy production levels as a function of yaw angles. The results illustrated increased
energy production and an additional load reduction when simulated in computational fluid dynamics (CFD).
A very recent study of yaw control for wind farms was presented in [53, 54]. Yaw control can deflect the
wake in the near-wake region and change the wake trajectory downwind. Hence, it is possible to use yaw
control in individual turbine to manage the wind farm wake behavior and improve the overall performance
at wind farm level. A further study about wind plant annual energy production (AEP) using yaw-based
wake steering control and layout changes was studied in [55], and the outcome showed a 5% AEP
enhancement.

2.4 Passive control methods
Reducing loads at various components of wind turbines benefits the reliability and durability. Passive
controls can be adopted to facilitate such a goal. In [56], a tuned mass damper (TMD) is placed at the top
of the tower to reduce the tower top vibration. In [57], two independent, single degree-of-freedom (DOF)
tuned mass dampers were placed in the nacelle to deal with separately the fore-aft direction motion and the
side-side direction motion.
With the increasing size of wind turbine blades, blade load mitigation becomes more and more
important. The so-called smart rotor concept is built on blade equipped with several control devices which
can change the lift profile of the blade locally. This is inspired by the applications in aircraft and rotorcraft
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systems. Trailing edge flaps and strain sensors can be used to facilitate feedback control. The experiments
in [58] showed the proof-of-concept study of the smart rotor which effectively reduced 1P and 3P
frequencies.
Microtab is another device to control the aerodynamics to achieve load mitigation on the blades [59].
Microtabs are small translational devices attached near the trailing edge of an airfoil. They are deployed
approximately normal to the surface, and have a maximum deployment height on the order of the rotor
blades. The structure influences the lift with the change of trailing edge flow development and thus the
effective camber of the airfoil. A prototype can be found in [59], where a dynamic model representing the
influence of microtabs to the aerodynamics of the local airfoil was given. The frequency response of the
blade loads was investigated to guide its design to reject loads in various frequency regions. Such device
could extend the lifespan of blades [60]. The research was extended in [61] where a non-traditional
microtab was analyzed in terms of the discontinuous, draft, and lower and upper surface tab deployment
effects to the airfoil.
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Chapter 3. Dynamic Modeling
The wind turbine employed in this research is the National Renewable Energy Laboratory (NREL)
offshore 5-MW turbine that is widely used in control studies [3, 32, 62]. This is a three-bladed upwind
variable-speed variable blade-pitch-to-feather-controlled horizontal axis turbine [3]. The rotor diameter is
126 m, and the hub height is 90 m. The cut-in wind speed is 3 m/s, the rated wind speed is 11.4 m/s, and
the cut-out wind speed is 25 m/s. The rated generator speed is 1173.7 rpm. The main parameters are listed
in Table 1.1.
Table 1.1 Properties of NREL 5-MW Baseline Wind Turbine
Name

Value

Power Rating
Rotor Orientation, Configurations
Control
Gearbox Ratio
Rated Generator Speed
Rated Rotor Speed
Rotor, Hub Diameter
Hub Height
Cut-in, Rated, Cut-out Wind Speed
Minimum, Maximum Blade-Pitch Setting
Maximum Absolute Blade Pitch Rate
Rotor Mass
Nacelle Mass
Tower Mass

5MW
Upwind, 3 Blades
Variable Speed, Collective Pitch
97:1
1173.7 rpm
12.1 rpm
126 m, 3 m
90m
3m/s, 11.4m/s, 25m/s
0 deg , 90 deg
8 deg/s
110,000 kg
240,000 kg
347,460 kg

A variable-speed wind turbine generally consists of blades, a tower, a nacelle, a hub, drivetrain shafts,
a gearbox and a generator. The aerodynamic power captured by the rotor is given as [4]
Pwind 

1
 R 2C p   ,   v 3
2

(3.1)

where R is the rotor radius and  is the air density. The power coefficient C p is a nonlinear function of
tip speed ratio  , and the pitch angle  , and can be obtained from look-up table generated by filed test
data. Here
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R
v

(3.2)

where v is the wind speed and  is the rotor speed. From Equations (3.1) and (3.2), we can observe that
the aerodynamic power Pwind depends on wind speed, rotor speed and blade pitch angle. Pitch angle control
is therefore the key to adjust the aerodynamic power captured by rotor to achieve speed regulation and load
mitigation. The aerodynamic torque applied to the rotor can be expressed as [4]

Ta 

 C p   ,    R 2v 3
2

(3.3)

If we assume that the low speed shaft is rigid, we can derive a simple dynamic model for the turbine
system. The equations of motion for the rotor and the generator are as follows, respectively,

J rr  Ta  Crr  Tls , J gg  Ths  Cgg  Tem

(3.4)

where J r and J g are the moment of inertia of the rotor and that of the generator, g is the generator speed,
Tls and Ths are the low speed shaft torque and high speed shaft torque, Cr and C g are the external damping

coefficient of the rotor and that of the generator, and Tem is the generator electromagnetic torque.
We assume an ideal gearbox (i.e., 100% efficiency) with the transmission ratio n g given as

ng 

Tls g

Ths r

(3.5)

Substituting Equation (3.5) into Equation (3.4) yields a simplified relation

J tr  Ta  Ktr  Tg

(3.6)

J t  J r  ng2 J g , Kt  Kr  ng2 K g , Tg  ngTem

(3.7)

where

The governing equation (i.e., Equation (3.6)) can represent dynamics in all operating regions. It
indicates that the generator speed can be regulated by the aerodynamic torque Ta and the electromagnetic
torque Tem . Hence, two separate SISO control loops, i.e., torque controller and blade pitch controller, can
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be used. Usually in Region 2, torque controller is utilized to regulate the generator speed while the blade
pitch angle is held constant to maintain the maximum aerodynamic coefficient. In above-rated region (i.e.,
Region 3), however, pitch controller is often implemented to limit the aerodynamic torque Ta to avoid
extreme loads.
Observing Equation (3.3), one can see that there exists complex nonlinear relation between the pitch
angle  and the aerodynamic torque Ta . In addition, the vibrations on blades, drive-train, and tower
caused by aerodynamic load needs to be suppressed to avoid damage. Therefore a more accurate dynamic
model including more modes, such as the blade flap mode, drive-train torsional mode and tower vibration
mode is needed.
The general nonlinear aero-elastic equation of motion for the turbine can be expressed as [26],

M  q, u, t  q  f  q, q, u, ud , t   0

(3.8)

where M is the mass matrix, f is the nonlinear forcing function vector that contains the stiffness and
damping effects, q is the response vector, u is the vector of control inputs, u d is the vector of wind input
disturbances, and t is time.
In this approach, aerodynamic forces and moments are calculated in each segment of the blade, and the
distributed forces are obtained by integration from blade root to tip
FAST then numerically linearizes Equation (3.8) by perturbing each variable about their respective
operating points. After the Taylor series expansion, we obtain
Mq  Cq  Kq  Fu  Fd ud

(3.9)

where M, C, and K are, respectively, the linearized mass, damping, and stiffness matrices, F is the control
input vector and Fd is the wind disturbance vector.
Specifically, if we consider a typical 5-DOF dynamic model when we include the first flapwise blade
mode DOF (of three blades), the generator DOF, and the drivetrain torsional flexibility DOF. We can
obtain the equation of motion of the rotor as
J r q4  M 41q1  M 42q2  M 43q3  C41q1  C42q2  C43q3  Ta  Ts
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(3.10)

where J r is the rotor inertia, Ts is the reaction torque from shaft, qi ( i  1,2,3 ) represent the i-th blade-tip
flap displacement, q4 represents the rotor azimuth angle, q5 represents the generator azimuth angle, qi is
the speed state of qi and qi is the acceleration state of qi ( i  1,2,

,5 ). M jk represents the mass

coefficient which couples the j-th DOF mode to the k-th DOF mode, and C jk represents the damping
coefficient ( j, k  1,2,

,5 ). We omit other coupling terms because they are generally small for the turbine.

The reaction torque from shaft Ts can be represented as

Ts  Kd  q4  q5   Cd  q4  q5 

(3.11)

where K d is the drive-train torsional stiffness and Cd is the drive-train torsional damping.
Applying Taylor series expansion to aerodynamic torque Ta in terms of v,  and  in Equation (3.3),
we can derive





Ta  Ta v10 , v20 , v30 , , 10 ,  20 ,  30 

Ta
T
T
 v1  a  v2  a  v3
v1
v2
v3

T
T
T
T
 a   a 1  a  2  a  3  H.O.Ts

1
 2
 3

(3.12)

where H.O.Ts refers to the higher order terms and can be neglected under small input variations. vi and

vi0 ( i  1,2,3 ) are the nominal and operating wind speeds on the i-th turbine blade, respectively.  i and

 i ( i  1,2,3 ) are the nominal and operating blade pitch angle of the i-th turbine blade. We can transform
0

the right hand side of Equation (3.10) to a perturbed form,









Ta  Ts  Ta v10 , v20 , v30 , , 10 , 20 , 30   Ta v10 , v20 , v30 , , 10 , 20 , 30  Ts0   Ts

(3.13)

Hereafter the notation  indicates the perturbation of the related quantity in the vicinity of the
operating point. When the system is at steady state, the perturbations in aerodynamic torque and shaft
torque are zero. Also for the left hand side of Equation (3.10), all the perturbations of speed and acceleration
are zero. Then, Equation (3.13) yields





Ta v10 , v20 , v30 , , 10 , 20 , 30  Ts0
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(3.14)

Thus we can obtain the equation of motion of the rotor at the operating point, based on Equations (3.10),
(3.13) and (3.14), as
J r q4  M 41 q1  M 42 q2  M 43 q3  C41 q1  C42 q2  C43 q3   Ta   Ts

(3.15)

From Equations (3.11), (3.12) and (3.15), we can further derive

J r q4  M 41 q1  M 42 q2  M 43 q3  C41 q1  C42 q2  C43 q3 
Ta
T
T
T
T
T
T
 v1  a  v2  a  v3  a   a 1  a  2  a  3
v1
v2
v3

1
 2
 3

(3.16)

 K d  q4   q15   Cd  q4   q5 

All the forces and moments involved in these equations can be calculated by using AeroDyn that
employs the Blade Element Momentum (BEM) theory [32]. They are calculated in every segment of the
respective blade, and the distributed forces are obtained by integration from blade root to tip.
Similarly, the equation of motion for the i-th ( i  1,2,3 ) blade can be derived as

M ii qi  M i 4 q4  Cii qi  Ci 4 q4  Kii q1  Ki 4 q4   Faeroi

(3.17)

where M ii represents the i-th blade first mode mass coefficient, M i 4 represents the mass coefficient which
couples the i-th blade first flap mode to rotor rotation, Cii represents the i-th blade first mode damping
coefficient, Ci 4 represents the damping coefficient which couples the i-th blade first flap mode to rotor
rotation, Kii represents the i-th blade first mode stiffness coefficient, and Ki 4 represents the stiffness
coefficient which couples the i-th blade first flap mode to rotor rotation. Faeroi represents the perturbed
distributed aerodynamic flap force on blade i and is calculated by using AeroDyn [9]. The equation of
motion for the generator is given as

J g q5  Ts  Tg  Kd  q4   q5   Cd  q4   q5    Tg

(3.18)

where Tg is the generator torque.
When more DOFs are involved and the aeroelastics of wind turbines are highly nonlinear, f can be
calculated by using AeroDyn through the Blade Element Momentum (BEM) Theory. In this approach,
aerodynamic forces and moments are calculated in each segment of the blade, and the distributed forces are
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obtained by integration from blade root to tip. We employ the Fatigue, Aerodynamics, Structures, and
Turbulence (FAST) Code developed by NREL) [26] to establish the mathematical model of the wind
turbine. FAST then numerically linearizes Equation (3.13) by perturbing each variable about their
respective operating points.
The linear model can be simplified from the nonlinear model of the actual wind turbine. A wind turbine
system is a periodically rotating system even when the system is at the steady state because of the wind
shear and tower shadow effects. Thus, the first step of the linearization is to obtain a series of linearized
state-space models at a number of equally spaced rotor azimuths in one revolution. All the states are in the
rotating coordinates. Then, the state-space form representations are averaged from all the linearization sets
we obtained. Finally a linear time invariant (LTI) state-space representation can be obtained as

x  Ax  Bu  Bd u d
y  Cx  Du  Dd ud

(3.19)

where x  [qT , qT ]T is the state vector. A, B, C, and D are the state matrix, the control input matrix, the
output matrix, and the control input transmission matrix. B d and D d are the wind disturbance input matrix
and the wind disturbance input matrix. u is the control input (i.e., perturbed blade collective pitch angle),

u d is the disturbance input (i.e., perturbed wind speed), and y is the output.
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Chapter 4. Adaptive Pitch Control of Wind Turbines for Load Mitigation
under Structural Uncertainties
In this chapter, a new adaptive control strategy is formulated for the pitch control of wind turbine that
may suffer from reduced life owing to extreme loads and fatigue when operated under high wind speed and
internal structural uncertainties. Specifically, we aim at making a trade-off between the maximum energy
captured and the load induced. The adaptive controller is designed to both regulate generator speed and
mitigate component loads under turbulent wind field when blade stiffness uncertainties exist. The proposed
algorithm is tested on the NREL offshore 5-MW benchmark wind turbine. The control performance is
compared with those of the gain scheduled proportional integral (GSPI) control and the disturbance
accommodating control (DAC) that are used as baselines. The results show that with the proposed adaptive
control the blade root flapwise load can be reduced at a slight expense of optimal power output. Moreover,
the blade load mitigation performance under uncertain blade stiffness reduction is improved over the
baseline controllers. The control approach developed in this chapter is general, and can be extended to
mitigating loads on other components.

4.1 Introduction
There are three operating regions for wind turbines. In Region 1 where wind speed is very low, the
brake is equipped to stop the wind turbine operation, yielding no power generation. In Region 2, from the
cut-in wind speed to the cut-out speed, the objective is to achieve the maximum power output, i.e., to
maximize the aerodynamic power coefficient C p . The generator torque control is utilized to track the
optimal tip speed ratio in specific C p curve which is usually obtained from benchmark test data. In Region
3 where wind speed is high, the objective is to track the rated generator speed. There generally exists a
trade-off between tracking the generator speed (i.e., power output) and maintaining the mechanical loads
to turbine components (e.g., blades), due to the significant uncertainties in operating conditions and system
properties. Such external and internal uncertainties include varying wind speeds, weather changes, icing,
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assemblage error of the turbine, and rotor asymmetries caused by damaged in blades, etc. Intuitively, the
long-term productivity of a wind turbine may be higher if it is operated somewhat conservatively at the
presence of these uncertainties.
Blade pitch control adjusts the aerodynamic angle of attack. Currently, collective pitch angle control
is widely utilized to adjust the generator speed in Region 3 (above rated-speed). Typically, linear system
control methods can be adopted when accurate model can be acquired. Jonkman et al developed the PID
approach to regulate the generator speed, and a gain scheduling part was added to deal with the aerodynamic
sensitivity of the C p curve to blade pitch angle, which yields a gain scheduled proportional integral (GSPI)
control [4]. Wright investigated the state-space feedback control after linearizing the nonlinear model under
selected operating points. As the model depends on the operating point selection and wind disturbance may
not be directly measured, a Disturbance Accommodating Control (DAC) was developed to achieve
disturbance rejection and to attenuate loads by accounting for wind disturbances with additional state
estimators [7]. Nevertheless, the actual performance may still be affected by the wind estimator accuracy,
and the wind speed disturbances cannot be precisely cancelled out in high-order controllers [62]. Also the
wind disturbance gain should be redefined to track the set-point. Frost et al employed an adaptive control
for speed regulation, which does not require knowing precisely the wind turbine model parameters [16].
Connor et al formulated an 𝐻∞ controller to mitigate fatigue damage of wind turbine with known linear
model [63]. As the wind speed varies, the linear model is no longer time-invariant. Stol and Balas thus
extended the periodic DAC based on time-varying turbine model, aiming at improving blade load
attenuation level [24]. To better reject wind disturbance, Hand and Balas further incorporated properties
of coherent turbulent inflow structures to DAC to mitigate the transient blade load response caused by the
Rankine vortex in the flow [26]. Since it is difficult to optimize all performance metrics simultaneously,
Model Predictive Control (MPC) was proposed to realize trade-off between multiple objectives [32, 64, 65].
In order to realize better balance of the conflicting objectives such as power capture and tower fore-aft
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fatigue load in the entire operating region, multi-objective MPC tuned by Pareto curves was formulated
[66].
Along with the hardware advancement in newer wind turbines, there have also been recent studies
focusing on individual blade pitch control to attenuate blade root loads to counteract wind shear and
asymmetric disturbance across the rotor disc [67, 68]. Hassan investigated a mixed H2 /𝐻∞ with pole
placement to regulate generator speed and reduce once-per-revolution (1P) load [69]. More recently, light
detection and ranging (LIDAR) system has been developed to remotely measure the incoming wind speed
[70]. Using LIDAR measurement, Dunne and Pao [71] designed a combined feedback/feedforward blade
pitch controller to reduce the structural loads in blade root, tower base and top. In another study, FX-RLSbased feedforward control was suggested to mitigate both blade bending and tower moment while
regulating the rotor speed with slightly sacrificed energy, which takes the advantage of the robustness
characteristics and good disturbance rejection of the adaptive control [72].
In wind turbine blade pitch control, the fundamental challenge stems from the nonlinearity of the model,
unmodeled dynamics, as well as the internal and external uncertainties [73, 74]. Conceptually, the strategy
of adaptive control is appealing in tackling such challenge, as it has the potential of dealing with highly
nonlinear model with unknown parameters and complicated operating conditions. Indeed, this strategy has
been explored on wind turbines to achieve different goals. In order to realize the maximum power at belowrated wind speeds (Region 2), Johnson et al presented an adaptive pitch controller to obtain high
aerodynamic efficiency by using a discrete hill-climbing method . Balas et al developed an adaptive
Disturbance Tracking Control (DTC) technique to track the optimal tip speed ratio based on a wind speed
estimator with the linearized CART model [75]. Magar and Balas employed a simplified model in adaptive
control design, and demonstrated performance robustness in tracking optimal tip speed ratio under various
operating conditions [48].
In this chapter, we take into consideration the varying wind speeds and model uncertainties, and aim at
striking a balance between tracking the generator speed (i.e., near-term performance) and mitigating
mechanical loads (i.e., long-term reliability). We investigate the collective pitch control that can be applied
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to many existing wind turbines. We specifically focus on above-rated wind speeds, and assume the turbine
is subjected to blade stiffness reductions (possibly caused by minor damage). Specifically, a model
reference adaptive controller is formulated towards this goal. Mathematically, our control objective is to
balance the generator speed-tracking and the structural loads under blade stiffness uncertainties. A closedloop system based on the DAC strategy that is originally suggested by Lee and Balas [76] is selected as the
reference model in the adaptive control.

The reference signal is essentially the outcome of a trade-off

between the generator speed and structural loads, acquired based on an optimal control of flapwise
deflection modes and generator speed modes through selecting proper weighting matrices. The reduction
in flapwise moment at the slight expense of fluctuation of power and generator speed can lead to the
aforementioned trade-off. Meanwhile, adaptive control strategy has the capability of dealing with various
uncertainties by online updating the parameters at every sampling step according to the difference of the
nominal output and reference output while maintaining the stability robustness. While our formulation is
mainly based on blade load consideration, the approach can be extended to loads on other components.
Here we employ the linearized model that is simplified from the nonlinear model of the actual wind
turbine, which is obtained when the first flapwise blade mode DOF (degree-of-freedom), the generator
DOF, and the drivetrain torsional flexibility DOF are switched on. The design point for linearization is
chosen to be in Region 3. An operating point with wind speed v  15 m/s , pitch angle   10.45 deg , and
rotor speed r  12.1 rpm is used in the subsequent control investigations.
The rest of this chapter is organized as follows. In Chapter 4.2, the two existing controllers, i.e., the
GSPI control and the DAC approach, are outlined, followed by the new adaptive control proposed. Case
studies are presented in Chapter 4.3. In this chapter both the model development and the case simulations
are conducted by using the Fatigue, Aerodynamics, Structures, and Turbulence (FAST) code [11]. The
performance resulted from the new adaptive control are compared with those from the baseline GSPI
controller and DAC controller. Chapter 4.4 summarizes the concluding remarks.
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4.2 Control syntheses
In this section we first outline a GSPI controller that is one of the baselines to illustrate the mathematical
background and also the challenge, and then present the formulation of the proposed model reference
adaptive control with disturbance accommodation. For these controllers, we assume the filtered generator
speed measurement is the only input and the controllers provide the collective pitch command.
4.2.1 Baseline gain scheduled proportional integral control and generator torque control
One baseline controller used for comparison in this chapter is the gain scheduled proportional integral
control (GSPI) originally developed by Jonkman et al [4]. The conventional approach to controlling power
output involves two independent control loops, i.e., the generator torque control and the full-span rotor
collective blade pitch control. The purpose of blade pitch control is to regulate the generator speed to avoid
excessive structural loads at above-rated wind speed. The generator torque control aims at achieving the
maximum power capture in various regions.
The form of GSPI can be written as



  GS   K P   K I  
t

0



(4.1)

where  is the small perturbation of blade pitch angle around the operating point, and  is the error
between measured generator speed and the rated set point value. K P and K I are first calculated under the
initial operating point. The gain correction factor GS ( ) is a function of the blade pitch angle to regulate
the gains under different operating conditions [4],
GS   

1
1   / k

(4.2)

where  is the blade pitch angle, and  k is the blade pitch angle at which the pitch sensitivity value is
doubled from its value at the rated operating point. The pitch sensitivity refers to the sensitivity of
aerodynamic power to the rotor collective blade pitch angle.
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As mentioned, another component of wind turbine control is the generator torque control. In Region 2,
the control objective is to reach the maximum power by tracking the optimum tip speed ratio (TSR) whereas
the pitch angle is kept constant zero. Region 2

1
is a linear transition to capture the maximum power when
2

the generator speed approaches the rated-speed. According to [4], the baseline torque control can be
formulated as
0

Region1

k 2
Region 2

 
 rated   1
1
 1       1  Region2 2
rated
1

Region 3


rated

(4.3)

where  is the generator speed, k is an optimal constant, i.e., 0.0255764 Nm / rpm2 for this benchmark
wind turbine. The transitional generator speed 1 is 1,161.963 rpm (i.e., 99% of the rated-speed), the
generator rated-speed rated is 1173.7 rpm, the rated generator torque  rated is 43,093.55 Nm, and  1 is
43,092.38 Nm to yield the generator-slip percentage constant of 10%.
It is worth noting that GSPI is designed for generator speed tracking in the above-rated region, which
may indeed cause large fluctuation in component loads. In addition, the proportional and integral gains are
tuned without considering the possible uncertainties in the plant. Consequently, it may not work well when
inherent and external uncertainties exist.
4.2.2 Model reference adaptive control with disturbance accommodation
The life span of wind turbines is expected to be 20 years or longer. In reality, wind turbines are often
subjected to harsh environment with highly turbulent wind field. There is a large fluctuation in aerodynamic
forces and moments to the blade. Such situation, if not handled properly, may lead to unexpected failure
of turbine components. In high wind speeds, we also want to regulate the generator speed at the rated value
and reduce the oscillation. Thus an intelligent control system is desired to ensure both the near-term
performance (constant speed) and long-term reliability (less failure).

26

Wind

Reference Model

Linearized Model

+

LQR

Plant Estimator

Disturabnce
Cancellation

Disturbance
Estimator

Pitch Actuator

Nonlinear Wind
Turbine

+

+

Adaptive Updating

Figure 4.1. Direct model reference adaptive control approach with a disturbance accommodation
controller (DAC).
The model fidelity of the plant is essential for all control systems. In wind turbines, nevertheless, the
system parameters are usually not completely known, due to, for example, the inherent nonlinearities of the
model, unmodeled modes, manufacturing and assemblage tolerances, and external operating uncertainties.
One potential solution is to use an adaptive control approach which can deal with various uncertainties by
online updating parameters to force the error between reference and plant output to approach zero. Here in
this chapter we adopt the direct model reference adaptive control approach with a disturbance
accommodation controller (DAC) (Figure 4.1) [77]. There are two parts in this augmented controller. One
is the reference model which is chosen as the DAC scheme. The other is the adaptive part, where the
algorithms can adapt itself to the internal and external uncertainties. These two parts will be discussed as
follows.
Reference model formulation with disturbance accommodation
The concept of Disturbance Accommodating Control (DAC) was originally proposed by Johnson [17],
and Balas et al [22] further extended the DAC concept to large-scale horizontal axis wind turbines. In the
adaptive control to be developed in this chapter, we employ the DAC strategy to formulate the reference
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model. As the error between the reference and plant output approaches zero, the wind disturbance effect is
reduced and the component loads are mitigated. Furthermore, an optimal control inner loop is embedded
in the reference model in order to realize the trade-off between the load mitigation and generator speed
tracking.
Recall the linearized state-space equation of the system, Equation (4.13). In DAC, we assume that
wind disturbance is the variance from the wind speed at the operating point and has a known waveform but
unknown amplitude. Specifically, we can model it as step disturbance [7, 24, 26, 62], where the amplitude
of wind speed changes from one to another within a relatively short sampling interval. The wind
disturbance is denoted as u d , and is characterized by the following disturbance wave generator,
zd  Fzd , ud  Θzd

(4.4)

For the step disturbance, F and Θ are assumed to be known as

F  0, Θ  1

(4.5)

In Equation (10b), D and D d are both equal to zero according to the FAST linearization. When we
give a bounded control input u m (i.e., blade pitch angle signal) to the linearized model and maintain the
stability of the closed-loop system (i.e., the eigenvalues of the closed-loop system all having negative real
parts), the closed-loop DAC system, which is used as the reference model in the proposed adaptive control
strategy, can be expressed as

x m  A m x m  Bmum  Bdmudm
y m  Cm x m

(4.6)

where A m , B m , Bdm , and Cm are the state, input, disturbance input, and output matrices of the linearized
model.

In DAC, the control law is expressed as combination of full state feedback (which is intended to

take load mitigation into consideration) and disturbance state feedback to reject disturbances,
um  Gxm  Gd zdm

where G is the state gain and G d is the disturbance state gain. We then have
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(4.7)

xm   Am  BmGm  xm   BmGd  BdmΘ zdm

(4.8)

As mentioned, the first term at the right hand side of Equation (18) is related to the regulation of
generator speed with load mitigation being considered. As such, G can be obtained by Linear Quadratic
Regulator (LQR) approach, i.e., minimizing the quadratic performance index [78]:
J





1 
T
T
x m  t  Qx m  t   um  t  Rum  t  dt

0
2

(4.9)

where Q is a positive-semidefinite, real, symmetric matrix and R is a positive-definite, real, symmetric
matrix. For the NREL 5-MW benchmark wind turbine, the linearized system described by Equation (10)
is actually not state controllable because the rank of its controllability matrix is less than the order of the
system. Therefore, further reduction of the system is necessary in order to allow arbitrary selection of
system poles to enhance damping and improve system responses (with G) [7]. Here we reduce the original
six states (displacements and velocities) for flapwise mode of three blades to one symmetric displacement
state and one symmetric velocity state. Meanwhile, as the only available measurement is generator speed,
the corresponding system is not observable (i.e., the rank of the observability matrix is less than the order
of the system). We eliminate the state for generator deflection mode and only reserve generator speed state
to enable the placement of the poles of the estimators which will be discussed later.
After the reduction of the linearized model, we can use Equations (17), (18) and (19) to facilitate the
design of reference model with desired response. The diagonal elements in Q and R need to be adjusted
properly to move the poles further to the left in the complex plane [74]. In some scenarios, the
improvements of flapwise mode performance may deteriorate the generator mode response. Thus we
should carefully choose Q and R to obtain an optimal trade-off between speed regulation and flapwise
displacement response. An illustration will be presented in the case studies section.
The second term at the right hand side of Equation (18) concerns the disturbance. To mitigate the effect
of disturbance, we can generally choose G d in such a manner that the coefficient matrix of disturbance
BGd  Bd Θ in Equation (18) is equal to zero, i.e., to realize disturbance cancellation. In most cases, this
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matrix does not have full rank and is ill-conditioned. In those cases, we can opt to minimizing its L2 norm

BGd  Bd Θ and obtain
Gd  (ΒTmBmBTm )1 Bdm

(4.10)

As the only measurement considered to be available is the generator speed, here state estimator is used
to predict the unmeasured states. The plant state and output estimator are given as
xˆ m  A m xˆ m  Bmum  K1  y  yˆ   Bdmuˆ dm
yˆ m  Cxˆ m

(4.11)

where xˆ m , uˆ dm , and ŷ are the estimates of x m , u dm and y . The disturbance state estimator is used to
predict the unknown wind disturbance,
uˆ d  θzˆ d
zˆ d  Fzˆ d  K 2  y  yˆ 

(4.12)

where uˆ d and zˆ d are the estimates of u d and z d . Recall Equation (3.19). These two estimators can be
joined as an augmented state estimator form. K 1 and K 2 are adjusted by pole placement such that the
estimator has acceptable transient behavior and accuracy.
Adaptive algorithm development
The formulation of the DAC-type reference model, as explained in the preceding subsection, enables
us to reach a trade-off by balancing load mitigation and speed regulation while reducing the disturbance
effect. DAC controller, on the other hand, is not designed to be robust and it may be sensitive to errors in
the turbine model. As shown in Figure 4.1, the second part of the proposed adaptive control scheme is the
adaptation which allows us to take uncertainties into consideration. The uncertainties include 1) those
caused by the nonlinear aerodynamic loads on the turbine, 2) varying wind speed, and 3) unmodeled
dynamics.
For adaptive algorithm formulation, we assume the actual wind turbine is a linear, time-invariant, and
finite dimensional plant shown as follows,
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x p  Ax p  Bu p  Bd ud
y p  Cx p

(4.13)

where x p is the plant state vector, u p is the plant input vector, and y p is the plant output vector. In this
chapter, the input is the collective pitch angle, and the output is the generator speed. It is worth noting that,
in simulation, we will still employ the nonlinear NREL 5-MW benchmark as our actual plant. This
proposed linearized model is only adopted for theoretical analysis of the adaptive control.
The error between the reference output y m and the plant output y is defined as e y , i.e.,

e y  y  ym

(4.14)

where y is the actual plant output, and y m is the reference output obtained by the closed-loop DAC applied
in Equation (4.11). Here y and y m are both actually scalars, because the only available measurement is the
generator speed. The reference signal is essentially the result of a trade-off between the generator speed
and blade flapwise loads. The purpose of the adaptive algorithm is to force the actual plant output y to
follow the reference output y m , i.e. lim e y  0 , by online updating the parameters at every sampling step
t

with unknown or varied system dynamics or other specific uncertainties.
The general theory of model reference adaptive control and the associated stability analysis can be
found in [76]. Here we have

u  G y e y  G x xˆ m  Gu um  Gz zˆ d

(4.15)

Correspondingly, the adaptive gain laws are
G y  K y e y eTy , G x  K x e y xˆ Tm
Gu  K u e y uTm , G z  K z e y zˆ Td

(4.16)

where K y , K x , K u , K z can be arbitrary, positive-definite matrices. In order to guarantee the stability,
we must have the following conditions satisfied [16, 48, 76]:
1) All inputs to the reference model are bounded. In this chapter, the pitch angle input bound is
guaranteed by the pitch angle limits (0-90 degree). The disturbance bound is also guaranteed since
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the wind turbine is stopped to avoid excessive loads when the wind speed exceeds the cut-out value
(25 m/s).
2) The reference model (closed-loop DAC) described by Equation (4.8) is stable. In this chapter, all
the eigenvalues of closed-loop system are placed in the left-half s-plane.
3) The system described by Equation (4.13) is Almost Strict Positive Real (ASPR). This is satisfied
when the transfer function C p  sI  A p  B p is Strictly Positive Real [16]. The linearized model
1

has been examined at different operating points to validate this condition.
The selection of parameters in Equations (4.15) and (4.16) is based on the control objective which is to
regulate the generator speed according to the closed-loop DAC output and achieve simultaneously load
mitigation. Since we have considered the disturbance rejection in reference model by DAC approach, the
gain G z in Equation (4.15) is chosen to be 0. Our main task is to track the generator speed and we do not
need to track the control input. Thus we can also set Gu to be 0. Similarly, all the elements in matrix G x
are chosen to be 0 except the one that corresponds to the generator speed state. Therefore, in Equation
(4.16), the adaptive gains K u and K z are 0. We can adjust K y and K x to achieve the desired generator
speed regulation and load mitigation effect.
Table 4.1. Wind file parameters.
Case 1
Mean wind speed (m/s)
Turbulence model
Turbulence intensity
Height of reference wind speed
(m)

15

Case 2
12
IEC Kaimal spectral model
IEC category B (14%)

Case 3
17

90

4.3 Results and discussions
In this section, case analysis results based on the GSPI, DAC, and the proposed adaptive control
algorithm are compared. The simulations on the NREL offshore 5-MW benchmark wind turbine are carried
out by connecting FAST with the respective controllers in the Matlab/Simulink environment. The
simulation duration is 600 seconds with an integration step size of 0.0125 second. As mentioned, the model
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involves five DOFs including the first flapwise blade mode DOF of 3 blades, the generator DOF, and the
drivetrain torsional flexibility DOF. Aerodynamic forces and moments are calculated by using AeroDyn.
Turbulent wind fields are generated by using TurbSim [79]. Table 4.1 lists all the simulation parameters
used to obtain the wind fields. The mean wind speeds are set to be below, above and equal to the operating
point value (15 m/s), respectively, corresponding to three cases studied in this section. The Simulink model
of the adaptive pitch controller is shown in Figure 4.2.

Figure 4.2. Controller block diagram.
4.3.1 Selection of parameters in closed-loop DAC used as reference model
The design of closed-loop DAC is important, because it will be used as the reference model in the
proposed adaptive control, and DAC will also be used for performance comparison. As indicated in Chapter
4.2.2, we should carefully choose the weighting matrices Q and R in Equation (4.9) to facilitate an optimal
trade-off between speed regulation and flapwise displacement response. We may choose different Q and
R combinations and examine the closed-loop poles. Here the open-loop poles are -1.9010  13.892i ,
-2.4642  3.9884i , and -0.4524 . The first pair of poles corresponds to the drive-train torsional mode, the
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second pair corresponds to the symmetric first flapwise blade mode, and the last pole corresponds to the
generator mode. When we select, for example,
105

 0
R  1, Q   0

 0
 0

0
0
0
0 

0.1 0
0
0 
0 0.06 0
0 

0
0 100 0 
0
0
0 103 

(4.17)

we can obtain the closed-loop poles as -2.5578  13.6131i , -13.5563  3.1939i , -0.4180 . The damping in
the flap mode (i.e., the second pair) is increased as the corresponding poles are moved from
-2.4642  3.9884i to -13.5563  3.1939i . However, at the same time, the damping in the generator mode

is reduced as the corresponding pole is moved from -0.4524 to -0.4180 . Clearly, a trade-off exists between
the flapwise mode and generator mode. Alternatively, we may select
106
0

2
 0 10
R  1, Q   0
0

0
 0
 0
0

0
0
0 

0
0
0 
0.8 0
0 

0 0.01 0 
0
0 104 

(4.18)

The closed loop poles now become -14.0626  20.3352i , -6.0725  2.2044i , and -2.2319 , indicating
both the flapwise mode and generator mode can be enhanced after careful selection of Q and R. The
corresponding gain matrix G is [-802.7443,0.4439,21.7998,19.0430,0.0735] . This result is adopted in the
reference model for the following three case studies.

4.3.2 Results of GSPI, DAC and adaptive control under different turbulent wind fields
The DAC and the adaptive controller are simulated in all three abovementioned (below-rated, rated,
above-rated) wind fields, and compared to the baseline GSPI controller. The parameters of the controllers
involved in the case studies are summarized in Table 4.2. In order to compare these three different
controllers, four performance indices are analyzed: Root Mean Square (RMS) error of generator speed,
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mean power average, blade root flapwise moment DEL, and maximum flapwise moment. Here DEL refers
to the fatigue damage equivalent load (DEL), which serves as an important metric for comparing fatigue
loads across the entire spectrum of turbulent wind files. The equivalent fatigue damage is represented by a
constant load and calculated by MLife [80]. MLife is a post-processing code developed by NREL to assess
fatigue according to rainflow counting algorithm [81].

In high-cycle fatigue situations, materials

performance is usually characterized by an S-N curve (i.e., Wöhler curve). Here the S-N slope of 10 is
used which is typical for composite materials (blade).
Table 4.2. Parameters of controllers.
GS  

Gain correction factor

1
1   / 6.302336

KP

Proportional gain

0.01882681

KI

Integral gain

0.008068634

R

Weighting matrix

1

Q

Weighting matrix

G

State gain

[-802.7443,0.4439,21.7998,19.0430,0.0735]

Gd

Disturbance state gain

0.0264

Ky

Adaptive gain

107

Kx

Adaptive gain

1010

diag([106 ,102 ,0.8,0.01,104 ])

Case 1 results, under turbulent 15 m/s wind field
Case 1 concerns the results under turbulent 15 m/s wind field. 15 m/s is the mean speed of wind
distribution from 0 to 600 s. The wind file, generator speed, pitch angle and blade root flapwise moment
are shown in Figures 4.3(a) to 4.3(d), respectively. From Figure 4.3(b) we can see that there is less
fluctuation of generator speed under adaptive control than that under DAC. The pitch angle change rate is
smaller under adaptive control than that under DAC or GSPI, as shown in Figure 4.3(c). It is observed that
the GSPI yields higher flapwise root moment from 360 s to 480 s, compared with DAC and adaptive control,
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as shown in Figure 4.3(d). The overall performances are compared in Figure 4.4, where all performance
indices are normalized with respect to those obtained based on GSPI. It can be seen that the adaptive
controller reduces the flapwise moment DEL by 9% which is similar to DAC controller. The normalized
generator speed errors of GSPI, DAC and adaptive control are 0.1693, 0.2960, and 0.1727, respectively.
The DAC controller exhibits a much larger error than the adaptive controller. The average power output
of the adaptive controller is slightly less than those of GSPI and DAC. The extreme flapwise moment is
decreased about 11% in DAC and adaptive control. Therefore, at operating point, the flapwise fatigue can
be reduced by adaptive controller, although the generator speed regulation is not as good as GSPI since
GSPI is only designed for speed regulation without consideration of load mitigation.

Figure 4.3. Time-domain performance comparison of GSPI, DAC, and adaptive control under 15 m/s
turbulent field. (a) Wind speed; (b) Generator speed; (c) Pitch angle; and (d) Flapwise root moment.
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Figure 4.4. Performance comparison of GSPI, DAC and adaptive control under 15 m/s turbulent field.

Figure 4.5. Time-domain performance comparison of GSPI, DAC, and adaptive control under 12 m/s
turbulent field. (a) Wind speed; (b) Generator speed; (c) Pitch angle; and (d) Flapwise root moment.
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Case 2 results, under turbulent 12 m/s wind filed
For the situation where the wind speed is below the operating point, the turbulent wind field with mean
wind speed 12 m/s is chosen as Case 2. This wind file covers the switch region between Region 2 and
Region 3 (since the rated wind speed is 11.4 m/s for this 5-MW turbine). The parameters of DAC controller
and adaptive controller are kept the same as those used in Case 1. The wind file, generator speed, pitch
angle and blade root flapwise moment are shown in Figures 4.5(a) to 4.5(d), respectively. GSPI yields the
highest activity of the pitch actuator, as shown in Figure 4.5(c). The overall value of flapwise root moment
is higher under GSPI than those under DAC and adaptive controller, as shown in Figure 4.5(d). Therefore,
when pitch angle is adjusted rapidly to maintain constant generator speed, it will cause large oscillation in
blade flapwise deflection. The normalized performances are compared in Figure 4.6. Similar to DAC, the
adaptive controller reduces the flapwise moment DEL by 38% as compared to the baseline GSPI. However,
as a trade-off, the power output exhibits a decrease of 36% (under DAC) and 25% (under adaptive control),
respectively, as compared to that of GSPI. The normalized generator speed errors of three controllers are
0.1822, 0.5740, and 0.3316, respectively. The maximum flapwise moments are also reduced by 10% under
DAC and 9% under adaptive control.

Figure 4.6. Performance comparison of GSPI, DAC and adaptive control under 12 m/s turbulent field.
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Figure 4.7. Time-domain performance comparison of GSPI, DAC, and adaptive control under 17 m/s
turbulent field. (a) Wind speed; (b) Generator speed; (c) Pitch angle; and (d) Flapwise root moment.

Figure 4.8. Performance comparison of GSPI, DAC and adaptive control under 17 m/s turbulent field.
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Case 3 results, under turbulent 17 m/s wind field
In Case 3 we consider turbulent 17 m/s wind field. The wind file, generator speed, pitch angle and
blade root flapwise moment are shown in Figures 4.7(a) to 4.7(d), respectively. The curve of generator
speed under adaptive control is generally lower than the curve under DAC and higher than the curve under
GSPI, as shown in Figure 4.7(b). The pitch angle curve under adaptive controller is very close to that under
DAC, as shown in Figure 4.7(c). The flapwise root moment trends are shown in Figure 4.7(d), where three
curves generally overlap. The normalized performance comparison is given in Figure 4.8. When the wind
speed is above the operating point, the flapwise moment DEL values of three controllers are nearly the
same while the extreme moment is decreased by 5% under DAC and adaptive control. This can be ascribed
to the fact that the mean wind speed in Case 3 is far away from the operating point. GSPI still shows better
ability to regulate the generator speed, and the RMS errors are 0.1964, 0.6513, and 0.3217, respectively.
Because of the larger wind speed, the average power output increases by 15% (under DAC) and 6% (under
adaptive), respectively, compared to that of GSPI. Therefore, in the above-rated region, the load mitigation
performance of both DAC and adaptive control is still effective, and the adaptive control leads to better
speed regulation than DAC as well as increased average power than both GSPI and DAC.
4.3.3 Uncertainties analysis
The performance improvement and robustness of the adaptive controller are demonstrated in the
preceding section under different turbulent wind fields.

Here we will further investigate the effect of

inherent structural uncertainty of wind turbine to the controllers. Wind turbine operates in a very
complicated environment with many sources of uncertainties such as potential blade damage and mass
imbalance caused by rain and ice. Uncertainties may also be caused by manufacturing tolerance and inservice degradation. The benchmark 5-MW wind turbine blade has 49 elements with individual structural
and aerodynamic properties defined by NREL [11]. Each element has different blade properties, i.e.
aerodynamic center, structural twist angle, mass density, flapwise and edgewise stiffness. In this chapter
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Latin Hypercube Sampling is adopted to generate blade uncertainty which is used to assess the controller
performances. For n set of input stiffness values of blade elements K   K1 , K 2 ,

K n  , the

distribution of the corresponding inputs is assumed to be a multivariate Gaussian distribution. The mean
function   K i  and the covariance function   K i , K j  are pre-specified. In addition, we assume
K i and K j are independent of each other. Here we let the mean value of the stiffness uncertainty be
0.05 (i.e., 5% mean reduction, possibly caused by minor damage), and let the variance be 105 . 20

samples of stiffness uncertainty are generated and injected into the analysis. For each sample, FAST
linearization is utilized to obtain the new stiffness matrix K , which is different from the original one. One
example is shown in Appendix. The mass matrix M , the damping matrix C , the wind input matrix F and
the wind input disturbance matrix Fd all remain to be very close to the nominal values. The state matrix is
changed to A , while other matrices B, B d and C remain unchanged.
In GSPI control, the gain scheduled part is only designed to deal with the varying operating point and
cannot deal with model uncertainty. The performance of GSPI will then be sensitive to state matrix change.
In DAC approach, the wind disturbance G d is not affected by the change of state matrix A while the
response vector will be affected. Theoretically, the initial G (without the blade stiffness uncertainty) is not
able to maintain the exact same performance of speed regulation and load mitigation. However, the gain
G also possesses robustness. In practice, we still adopt the initial G to obtain the reference signal and
examine the robustness of the DAC and the adaptive controller under structural uncertainty.
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Figure 4.9. A summary of the flapwise moment DEL and generator speed RMS error for 20 blade
stiffness reduction sets under 12 m/s, 15 m/s and 17 m/s turbulent fields.
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The results obtained under GSPI, DAC and adaptive control with the blade stiffness
uncertainty/reduction are shown in Figure 4.9, where box whisker plots for 20 different blade stiffness files
are provided. The flapwise moment DELs of both DAC and adaptive control exhibit a significant decrease
compared to those of GSPI. The flap DEL is decreased by 20% to 28% at 15 m/s. Similar trend of DEL
decrease of 21% to 23% and 21% to 31% are observed at 12 m/s and 17 m/s respectively under DAC and
adaptive control. We can then conclude that GSPI is more sensitive to model uncertainty than DAC and
adaptive control. In nominal condition without uncertainty, a reduction of 9% in flap DEL is achieved by
both DAC and adaptive control as compared to GSPI. With uncertainty, the flap DEL reductions by DAC
and adaptive control have been increased to over 20% than GSPI. For generator regulation, we can see
from the 20 sets of results that DAC shows the largest variation and the generator speed error of adaptive
control is smaller than that of GSPI. GSPI still exhibits the best speed regulation performance, primarily
because it only tracks the reference value and does not contribute to load mitigation. When uncertainty is
present, DAC and adaptive control lead to much better performance as compared to GSPI. Also, we can
observe that all the absolute values of flap DEL with blade stiffness uncertainty are increased compared to
those in the nominal condition. On the other hand, the stiffness uncertainty does not affect the generator
speed error. The flap DEL values are increased when the mean wind speed changes from 12 m/s to 17 m/s
and thus the larger wind speed will lead to increased flap DEL.

4.4 Conclusion
In this chapter an adaptive control with disturbance rejection and load mitigation capability is studied,
aiming at improving the life span of wind turbines operating in high wind speeds. The proposed algorithm
is applied to the NREL offshore 5-MW baseline wind turbine. It is identified that the load mitigation
performances of the adaptive control and DAC are comparable which are both better than the baseline GSPI.
Furthermore, for generator speed regulation, adaptive control performs better than DAC. With the possible
existence of structural uncertainty such as stiffness reduction in wind turbine blades, GSPI will be sensitive
to model uncertainty. The adaptive control, on the other hand, can deal with such uncertainty. The results
indicate that adaptive control can both enhance the load mitigation over GSPI and improve speed regulation
over DAC. The formulation developed in this chapter is general, and can be extended to mitigating loads
on other components.
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Chapter 5. Disturbance Observer Based Pitch Control of Wind Turbines for
Enhanced Speed Regulation
Time-varying unknown wind disturbances influence significantly the dynamics of wind turbines. In
this chapter, we formulate a disturbance observer (DOB) structure that is added to a proportional-integralderivative (PID) feedback controller, aiming at asymptotically rejecting disturbances to wind turbines at
above-rated wind speeds. Specifically, our objective is to maintain a constant output power and achieve
better generator speed regulation when a wind turbine is operated under time-varying and turbulent wind
conditions. The fundamental idea of DOB control is to conduct internal model-based observation and
cancellation of disturbances directly using an inner feedback control loop. While the outer-loop PID
controller provides the basic capability of suppressing disturbance effects with guaranteed stability, the
inner-loop disturbance observer is designed to yield further disturbance rejection in the low frequency
region. The DOB controller can be built as an on-off loop that is independent of the original control loop,
which makes it easy to be implemented and validated in existing wind turbines. The proposed algorithm is
applied to both linearized and nonlinear National Renewable Energy Laboratory (NREL) offshore 5-MW
baseline wind turbine models. In order to deal with the mismatch between the linearized model and the
nonlinear turbine, an extra compensator is proposed to enhance the robustness of augmented controller.
The application of the augmented DOB pitch controller demonstrates enhanced power and speed
regulations in the above-rated region for both linearized and nonlinear plant models.

5.1 Introduction
In the above-rated region, pitch control is commonly implemented to avoid the over-speed of rotor. In
this process, the highly nonlinear nature of a wind turbine calls for a robust and intelligent control system
to tackle the time-varying turbulent wind field. Since the plant model is sensitive to wind speed, a collective
PID controller has been developed to regulate the generator speed where a gain scheduled part is added in
order to deal with the aerodynamic sensitivity change of the wind speed (which is treated as the baseline
controller for comparison in this chapter) [4]. The optimal power and speed in Region 3 under time-varying
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wind field may then be realized with unknown model parameters. By linearizing the nonlinear wind turbine
model under selected operating point, a linear turbine model can be obtained to formulate the state-space
feedback control for speed regulation. As the wind speed is generally unpredictable without proper sensor,
Disturbance Accommodating Control (DAC) has been adopted to facilitate disturbance rejection and
mitigate loads by estimating wind speed with additional state estimators [7, 62]. However, the estimator
accuracy is not usually guaranteed. Since the linearized model is dependent upon the operating point,
adaptive control has been attempted to achieve better speed regulation than the PID method, as wind turbine
model parameters are not precisely known [16]. With the recent development of Light Detection and
Ranging (LIDAR), feedforward strategy can be adopted to reject the varying wind disturbance to obtain
better rotor speed tracking and further mitigate structural loads. In [72], wind velocity is captured by
LIDAR and fed to a filtered-x recursive least square algorithm, which cancels the disturbance effect.
In wind turbines, one of the major challenges for control development comes from the time-varying
external wind disturbances [62, 72]. It is worth noting that in the field of high precision motion control, the
concept of disturbance observer (DOB) based control with internal model principle has been recently
explored to reject disturbances with unknown and/or time-varying spectra [82]. For example, a DOB-based
algorithm has been formulated and implemented to a wafer-scanning process in lithography [83]. The
fundamental idea of DOB control is to conduct an internal disturbance observation using model inversion
and then to achieve disturbance cancellation by using an inner feedback control loop. As such, the potential
effectiveness of DOB control for wind turbine applications is promising, since it may reject wind
disturbances in speed regulation without requiring real-time sensor such as LIDAR. In comparison, the
disturbance compensation in DAC [7] is facilitated by minimizing the norm of disturbance function

 BGd  Bd  .

B is the control input matrix, Gd is the disturbance state gain, Bd is the wind disturbance

input matrix, and  is the output matrix in disturbance wave generator. The performance of DAC would
thus be limited if the disturbance rejection function does not have full rank.
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In this chapter, we formulate a disturbance observer (DOB) based control scheme for wind turbines,
aiming at asymptotically rejecting disturbances at above-rated wind speeds. Specifically, our objective is
to maintain a constant output power and achieve better generator speed regulation when the wind turbine
is operated under time-varying and turbulent wind conditions. The disturbance observer structure consists
of a usual PID controller augmented with an inner loop feedback. While the outer-loop PID controller
provides the basic capability of suppressing disturbance effects with guaranteed stability, the inner-loop
disturbance observer (i.e., the Q filter) is designed to yield further disturbance rejection in the low frequency
region and at the same time maintain the original capability of the PID controller in terms of suppressing
disturbance effects in the high frequency region. Although disturbance rejection through disturbance
estimation with a traditional state estimator is well known [7, 62, 84], the disturbance observer structure
formulated in this chapter allows simple and intuitive tuning of the inner disturbance observer loop gains
that are independent of the outer-loop state feedback or PID gains [85]. The DOB controller may therefore
be built as an on-off loop that is independent of the original control loop employed in existing wind turbines.
This add-on feature makes it easy to be implemented and validated in existing wind turbines. In practice,
owing to model mismatch, applying the DOB that is designed from the linearized model to the actual,
nonlinear system may not lead to desired performance especially system stability. An extra compensator
is then proposed to enhance the robustness of the augmented controller, which can not only ensure the
stability but also widen the disturbance rejection bandwidth. The new algorithm is applied to both
linearized and nonlinear National Renewable Energy Laboratory (NREL) offshore 5-MW baseline wind
turbine models.
The operating point for linearization in this chapter is chosen to be wind speed v  18 m/s , pitch angle

  14.92 deg , and rotor speed r  12.1 rpm . We choose v = 18 m/s because it is in the middle between
the cut-in speed (11.4 m/s) and the cut-out speed (25 m/s).   14.92 deg is the corresponding blade pitch
angle that produces the rated power, and r  12.1 rpm is the rated rotor speed.
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The rest of this chapter is organized as follows. We start with the formulation of the DOB based control
in Chapter 5.2. The results and discussions are presented in Chapter 5.3 where DOB will exhibit better
generator speed regulation as well as stability robustness in a wide region of wind speeds. Concluding
remarks are summarized in Chapter 5.4.

5.2. Control design
In this chapter we adopt the torque controller designed in [4] for the same NREL offshore 5-MW
baseline wind turbine. Here in this section we formulate the disturbance observer (DOB) based pitch
controller. We assume that the generator speed is the only measurement available and that the controller
gives the collective pitch command. The pitch actuator dynamics is assumed to be first-order, since the
actuator inertia is negligible compared to those of other components. We employ pitch angle saturation
and pitch rate limiter to meet the hardware limitations.
5.2.1 Disturbance rejection in disturbance observer based control
As mentioned in Introduction, in order to deal with the time-varying turbulent wind condition, Jonkman
et al developed a gain scheduled PID type control, hereafter referred to as the GSPI control [4]. The gainscheduling part is derived based on the pitch sensitivity which is expressed as the sensitivity of the
aerodynamic power to the rotor collective blade pitch. It is worth noting that the relation between the pitch
sensitivity and the pitch angle, strictly speaking, is not linear. Thus, the disturbance effects may not be
perfectly cancelled. Here we propose to incorporate a disturbance observer structure to a traditional PID
controller to fundamentally enhance the disturbance rejection performance. In this structure, while the
outer-loop PID controller provides the basic capability of suppressing disturbance effects with guaranteed
stability, an inner-loop disturbance observer (i.e., the Q filter) is designed to yield further disturbance
rejection in the low frequency region and at the same time maintain the original capability of the PID
controller in terms of suppressing disturbance effects in the high frequency region.
The disturbance observer will lead to an inverse-based disturbance rejection scheme, as shown in Figure
5.1. Two discrete transfer functions can be obtained from Equation (3.19) to represent the model from
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perturbed blade pitch angle to perturbed generator speed ( P z 1 ) as well as the model from perturbed

 

wind speed to perturbed generator speed ( Pd z 1 ), respectively. The outer-loop feedback controller is a

 

PID controller C z 1 . The inner-loop feedback controller, depicted as the collection of blocks connected
through thick arrows in Figure 5.1, is the disturbance observer (DOB), which is an internal feedback of the
disturbance d 0  k  .

 

We lump all input disturbances to d  k  , and focus on the signal flow from d  k  to d̂  k  . If Pn1 z 1

 

 

is the exact model inversion of plant P z 1 , letting the filter Q z 1  1 will create the exact disturbance
estimation of d  k  , which will result in the perfect disturbance rejection at the input of the plant. We then
consider the flows of control input u  k  .

 

Practically, P 1 z 1

is acausal .

We thus introduce

Pn1  z 1   z  m P 1  z 1  . z  m is added to make it causal and implementable (i.e., the degree of numerator
not exceeding the degree of denominator), where m is the relative degree of P  z 1  . We can have

Pn1  z 1   P  z 1   z  m , which means u  k  will not influence d̂  k  [6].

Consequently, the raw

disturbance estimation d r  k  includes rich information of d  k  with the introduction of the inverse
architecture.

   

Nevertheless, in practical cases we usually have Pn1 z 1  P z 1  z  m and thus

d r  k   z  md  k  . Mismatch exists between d r  k  and d  k  , because d r  k  is a delayed estimate of
d  k  . In what follows we demonstrate how this issue can be handled.
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Figure 5.1. Structure of disturbance observer (DOB) based control.
Consider the original problem of wind turbine generator speed tracking. The signal d 0  k  is the timevarying wind disturbance, which will go through a disturbance model Pd  z 1  to affect the input of the
plant. r  k  is the set-point, u  k  is the pitch angle, and y  k  is the generator speed. When P  z 1  is
the linearized model, these signals become the perturbed values corresponding to the operating point. The
signal d̂  k  is a negative internal feedback of disturbance to cancel out the influence of d  k  . When
disturbance d  k  enters the plant directly, we can observe, from Figure 5.1, that

d  k   dˆ  k   d  k   Q  z 1  Pn1  z 1  P  z 1   d  k   u  k    Q  z 1  z  mu  k 
 1  z  mQ  z 1  d  k 

(5.1)

 

Let Ad  z 1  and Bd z 1 be the denominator and numerator of the z transform of disturbance source,
respectively. For a disturbance that satisfies the following condition in the asymptotic sense,

Ad  z 1  d  k   Bd  z 1    k   0

(5.2)

we can achieve disturbance rejection if [72]
1 z Q z
m

1

Ad  z 1 

  K z  A
1

d
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 z 
1

(5.3)

where K  z 1  is a polynomial of z 1 to assure causality, Ad  z 1  is a polynomial in which all z 1 in
Ad  z 1  are replaced by  z 1 ,    0,1 . The form of Ad  z 1  depends on the disturbance form and the

interested frequency region. To deal with the wind disturbance and to ensure the stability of the augmented
system (which is not always guaranteed due to the possible model mismatch in practice), the Q filter needs
to be carefully selected, which will be further discussed in details in Chapter 5.2.3 based on the stability
and robustness criteria.
In certain conventional cases such as vibration mitigation in precision manufacturing, the disturbance
frequency is either known or can be adaptively identified. For disturbance in wind turbines, however, it is
generally difficult to find or define its specific frequency contents, since the highly random wind can contain
many frequencies.

To determine Ad  z 1  , we model the wind disturbance through the following

disturbance wave generator [7],
zd  Fzd , ud  Θzd

(5.4)

Any waveform governed by a linear ordinary differential equation can be expressed by this generator.
We assume that the wind disturbance is the variance from the wind speed at the operating point and has a
known waveform but unknown amplitude. Specifically, we can model it as step disturbance. F and Θ are
assumed to be known as

F  0, Θ  1

(5.5)

If we take the z transform of the step disturbance and treat the disturbance as the response to an impulse
input   k  , we can obtain

d0  k  

M k 
 k 
1  z 1

where, owing to the time-varying nature, an unknown magnitude M  k  is added.
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(5.6)

When disturbance enters through a disturbance model Pd  z 1   Bp ,d  z 1  / Bp  z 1  , the output will be
y  k   Pd  z 1  P  z 1  d 0  k   P  z 1  u  k  as shown in Figure 5.1, and the disturbance entering the plant

is
d  k   Pd  z 1   d 0  k  

M  k  B p ,d  z 
 k 
1  z 1 B p  z 1 
1

(5.7)

Thus we have, asymptotically,

1  z  B  z  d  k   B z   k   0
 
M k 
1

1

1

p

(5.8)

p ,d

Recall Equations (7) and (8). Based on internal model principle [21], to asymptotically reject the
disturbance, the following equation should be satisfied,

1 z Q z
m

1



1  z  B  z 

1

1

p

(5.9)

M k 

 



To further ensure the causality and the capability of local loop shaping, filters K z 1 and B p  z 1



are added to the right hand side of Equation (5.9),

1 z Qz
m

1



B p  z 1  K  z 1 

M  k  B p   z 1 

(5.10)

It is worth noting that Equation (5.8) still holds after those two filters are introduced. K  z 1  is
selected as an FIR filter K  z 1   k0  k1 z 1 

 knk z  nk , and

Bp  z 1   1  z 1  Bp  z 1  , Bp   z 1   1   z 1  Bp   z 1 

(5.11)

where    0,1 . The design of Bp   z 1  is based on the damped pole-zero pair principle [6, 7], which
entertains the advantage of controlled waterbed effect in loop shaping.
Arranging Equation (5.10) in the form of polynomial Diophantine equation can yield
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Bp  z 1 

1

M k 

K  z 1   z  m BQ  z 1   B p   z 1 

(5.12)

where Q  z 1   BQ  z 1  / Bp   z 1  . The conditions required to guarantee that Equation (5.12) has a
unique solution are [86]:
(1) Bp   z 1  is divisible by the greatest common factor of B p  z 1  and z  m ;
(2) The order of BQ  z 1  plus m is greater than or equal to the order of B p  z 1  ;
(3) The order of BQ  z 1  plus m is equal to the order of B p  z 1  plus the order of K  z 1  .
Since M  k   ℝ (ℝ is the set of real numbers) and K  z 1  is an FIR filter, to solve Equation (5.12)
we can assume

1

M k 

K  z 1   k 0  k 1 z 1 

k nk z  nk

(5.13)

Also we can assume

B p  z 1   1  b p1 z 1 

 b p z   ,

B p   z 1   1   b p1 z 1 

   b p z  

(5.14)

According to the conditions mentioned above, a minimum order solution can be obtained,

BQ  z 1   bQ0  bQ1 z 1 

1

M k 

 bQ(  m) z  m

K  z 1   k 0

(5.15)

(5.16)

The filter Q  z 1  can be determined by equating the respective coefficients of z  i in Equation (5.12).
In addition, it can be observed that wind disturbance M  k  will only affect K  z 1  but not Q  z 1  .
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5.2.2 Nonminimum phase zeros and unstable poles

 

 

 

From Figure 5.1, Pn1 z 1  z  m P 1 z 1 . P 1 z 1 should be stable, in order to ensure the stability
of the augmented system. Nevertheless, in most realistic cases, the inverse model of a wind turbine may
not be stable. Let the transfer function of the plant be expressed as

P  z 1  

B p  z 1 

(5.17)

Ap  z 1 

 

where B p  z 1  and Ap  z 1  are the numerator and the denominator of P z 1 , respectively. When

 

implemented in DOB controller, the roots of polynomial B p  z 1  are the characteristic roots of P 1 z 1 .
They must be inside the unit circle in the z plane, in order to be implementable. If any of the zeros of
P  z 1  is outside of or on the unit circle, the output of the closed-loop system with DOB controller will

oscillate or diverge. In addition, the results will be highly oscillating if the zeros are on the unit circle or
close to -1. The Zero Phase Error Tracking (ZPET), which is a stable model-inverse approximation, is

 

adopted to obtain the stable model inversion P 1 z 1 approximately when there are nonminimum phase

 

zeros in P z 1

and to keep the output converge [87].

It is also worth noting that the disturbance signal d 0  k  is assumed to be bounded. The operation of a
turbine will be terminated to avoid excessive structural loads, if the wind speed exceeds the cut-out wind
speed. If Pd  z 1  has unstable poles, although d 0  k  is bounded, d  k  will not be bounded after d 0  k 
goes through Pd  z 1  . It will result in divergence of the whole system. Here we make a slight change of
the disturbance dynamics, by moving the unstable poles to the left plane and at the same time keeping the
DC gain of the modified Pd  z 1  the same as that of the original Pd  z 1  . We can therefore ensure that
the disturbance entering the plant is bounded.
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5.2.3 Stability analysis and robustness analysis
As mentioned in Chapter 5.2.1, the Q filter (shown in Equation (5.3)) needs to be carefully selected. In
this sub-section we focus on the analyses of the stability and robustness of the closed-loop system, which
provides the basis for properly selecting Q filter in practice to asymptotically reject the disturbance.
Stability analysis

d0  k 

Pn 1  z 1  Q  z 1 
0+
-

C  z 1 

Pd  z 1 

u k 

+

+

d k 

+

r k 

P  z 1 

yk 

-

e  k 

z  mQ  z 1 

Figure 5.2. Loop shaping of disturbance observer.
Figure 5.2 illustrates loop shaping based on Figure 5.1. The equivalent controller of the augmented
scheme from e  k  to u  k  can be expressed as

Caug  z

1



C  z 1   Pn1  z 1  Q  z 1 
1  z  mQ  z 1 

(5.18)

The complementary sensitivity function from r  k  to y  k  is

T  Gr y 

PCaug
1  PCaug



P  C  Pn1Q 
1  z  mQ  PC  PPn1Q

(5.19)

In Equation (5.19), all z 1 notations are omitted for brevity. When there is no plant mismatch between
the actual model and the nominal model, we have Pn1  z 1   z  m P 1  z 1  , and therefore
Gr y 

PCaug
1  PCaug
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PC  1
1
1  PC

(5.20)

One can obtain perfect tracking of reference generator speed when the Q filter is properly selected. The
sensitivity function S0 of the system with the PID controller only is
S0 

1
1  PC

(5.21)

Also, the current sensitivity function from d  k  to e  k  is
S

1
1  z  mQ

1  PCaug 1  PC   PPn1  z  m  Q

(5.22)

In frequency regions where the nominal model has a small mismatch with the actual model, we have

PPn1  z  m  0 . The frequency response of S will not be significantly influenced by the spectrum of

 PP

1
n

 z  m  Q , and thus S  S0 1  z  mQ  . The sensitivity function performance can be enhanced by the

proper selection of Q filter. When Q is stable, the stability of S will be guaranteed [7]. On the other hand,
in frequency regions where a large mismatch exists between the linearized reduced-order model and the
nonlinear model of the wind turbine, a very small Q  e  j  has to be selected to maintain S in the form of

1/ 1  PC  in order to suppress the disturbance effects through the original PID controller. As the
sensitivity function S is only determined by the frequency response of 1  z  mQ  , a large cut-off frequency
in Q is desired to reject wider disturbance bandwidth. However, due to physical limitations in hardware
and turbine components, the cut-off frequency cannot be very large in practice.
Robustness analysis
A high-fidelity model of wind turbine requires a very large number of DOFs. The aerodynamic load
imposed to the blades is often influenced by the time-varying wind speed, the asymmetric wind shear effect,
the tower shadow effect, and the varying azimuth position when the rotor rotates. The dynamics neglected
due to order-reduced modeling and the uncertainties/variations of the plant parameters introduce inevitably
model mismatch. From the preceding discussion of stability analysis, Q should be carefully selected in
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frequency regions where there is a mismatch between the nominal model and the actual turbine. The
conditions to satisfy the robust stability are discussed in details as follows.
The characteristic polynomial of the closed-loop augmented scheme is given as

1  P  z 1  Caug  z 1   0

(5.23)

Let that the bounded perturbed model uncertainty from the nominal plant be   z 1  . The nominal
model is an order-reduced linearized model (under uniform constant 18 m/s wind speed with 5 DOFs
switched on, as presented Chapter 5.1). The nonlinear turbine with unmodeled dynamics under timevarying wind speed can be approximately represented as



Pr  z 1   P  z 1  1    z 1 



(5.24)

The robust stability condition should be satisfied according to the Small Gain Theorem [88]

T  e j    e j 



1

(5.25)

T is the complementary sensitivity function in Equation (5.19). We can therefore choose the proper
cut-off frequency in the Q filter to maintain the stability of the augmented feedback system where there is
a model mismatch. In the Q filter, the cut-off frequency can be adjusted by selecting different values of

 , and the slope of high frequency response can be further tuned by an extra compensator as will be
shown in the next section.

5.3 Case analyses and discussion
In this section, case analyses and comparisons are conducted for both the linearized model and
nonlinear plant. First a 5-DOF linearized model of the NREL offshore 5-MW wind turbine is obtained
from FAST, and employed to verify preliminarily the effectiveness of the DOB controller. Both uniform
stepwise constant and uniform random wind disturbances are used to examine the DOB controller. Then,
the DOB controller designed based on the 5-DOF linearized model is applied to the nonlinear turbine model
and compared with the GSPI controller developed in [4] (which is treated as the baseline for comparison in
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nonlinear plant). Based on the robustness analysis presented in Chapter 5.3.3, we further introduce a
compensator to deal with the model mismatch to improve the DOB controller.
5.3.1 DOB controller implemented to linearized model
To examine the initial design principle and to gain the preliminary understanding of its effectiveness,
we first apply a DOB controller to the linearized model. For Q filter formulation, m (the relative degree of
P  z 1  ) is 1, and  is chosen to be 0.9953 which can yield the largest disturbance rejection bandwidth

and simultaneously guarantee the system convergence. Following the design strategy provided in Chapter
5.2.1,
Q  z 1  

we

can

compute,

based

on

Equation

(5.12),

that

0.003609  0.0009153z 1  0.009577 z 2  0.008121z 3  0.00123z 4
. For comparison purpose, a
0.3701  0.7643z 1  0.09668z 2  0.6728z 3 - 0.4269z 4 + 0.05161z 5

conventional PID controller is designed, where the proportional (-0.0018225), integral (-0.0040) and
derivative (-0.00031894) gains are carefully selected to yield small overshoot and fast settling time. Here
it is worth mentioning that we cannot use the GSPI gains in [4] because that GSPI controller is designed
for nonlinear plant. The stepwise wind disturbance and the corresponding time-domain generator speed
error responses of DOB and PID are shown in Figure 5.3(a) and 5.3(b). It is observed from Figure 5.3(b)
that the DOB has an overshoot of 50 rpm and the PID has an overshoot of 70 rpm. The DOB control leads
to a reduction of generator speed error overshoot by 28.57% while maintaining the same settling time. The
frequency-domain reponse under random wind disturbance is presented in Figure 5.4. The amplitude
spectrum of time-domain results show decrease in frequencies below 1 Hz.

5.3.2 DOB controller implemented to nonlinear wind turbine under turbulent wind field
As shown above, the DOB control with the linearized model exhibits promising performance under
stepwise and random disturbances. For the nonlinear plant, the response analysis of the 5-MW benchmark
wind turbine is carried out by connecting FAST with the respective controllers in the Matlab/Simulink
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environment. The time duration is from 0 to 600 seconds with an integration step of 0.0125 second. All
available 16 DOFs are turned on, which include


First flapwise blade mode (3 blades)



Second flapwise blade mode (3 blades)



First edgewise blade mode (3 blades)



Drivetrain rotational-flexibility



Generator



Yaw



First fore-aft tower bending-mode



Second fore-aft tower bending-mode



First side-to-side tower bending-mode



Second side-to-side tower bending-mode

Aerodynamic forces and moments are calculated by using AeroDyn [15]. Realistic turbulent wind
fields are generated in TurbSim using IEC Kaimal spectral model [79]. The turbulence intensity (the ratio
of root-mean-square of the turbulent velocity fluctuations to the mean velocity) is selected as standard IEC
category B, which is 14%. Pitch saturation is added to limit the pitch angle between 0 and 90 deg. The
pitch rate limiter has a maximum absolute rate of 8 deg/s. The actuator is a first-order model.

Figure 5.3. Wind disturbance and generator speed responses (under 5-DOF linearized model). (a)
Stepwise wind disturbance; (b) Comparison of time-domain responses of DOB and PID.
First we directly apply the augmented controller to the nonlinear model to investigate the effectiveness.
The PID controller C  z 1  is chosen to be the GSPI controller (treated as the baseline) for nonlinear plant.
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It is worth noting that model mismatch between the nominal nonlinear turbine and the linearized model in
practice will influence the stability of the augmented feedback system. Therefore the Q filter used in
Chapter 5.3.1 needs to be modified to have a larger  (0.997) to ensure its convergence. From the bode
diagram of Q under different  values shown in Figure 5.5, the frequency regions which yield Q  1 for

  0.97 and   0.999 respectively are 0.0001 – 0.3 Hz and 0.0001 – 0.004 Hz. Consequently, a smaller
 gives a wider bandwidth of disturbance rejection since we can achieve perfect disturbance rejection
when Q  1 . However, a smaller  also leads to a larger magnitude in high frequency region where model
mismatch usually happens. According to the stability analysis in Chapter 5.2.3, a very small Q  e  j  is
desired to maintain S in the form of 1/ 1  PC  in model-mismatch frequency regions. It can retain the
capability of suppressing disturbance effects of the original GSPI controller and maintain the stability of
the augmented system. The nonlinear plant is convergent when   0.997 . The modification of Q filter
can be realized by changing  or even by including an extra compensator (which will be discussed in
Chapter 5.3.3). Here we first change  to guarantee the stability of the nonlinear system.

Figure 5.4. Frequency-domain generator speed performance comparison of DOB and PID under 5-DOF
linearized model and random wind field.
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Figure 5.5. Bode diagram of Q filter under different  .
The controller is examined under 9 wind files with mean speeds from 14 m/s to 22 m/s. These wind
files cover virtually the entire Region 3. Figure 5.6 shows the zoom-in result of generator speed at steady
state between 300 s and 350 s under 18 m/s turbulent wind file. It can be seen that generator speed stays
near the rated value of 1173.7 rpm. Less oscillation around the rated value 1173.7 rpm under DOB control
is observed. To quantify the overall speed regulation, root mean square (RMS) errors of generator speed
under different turbulent wind files are calculated and listed in Table 5.1. From Table 5.1, we can see that
the DOB control reduces the RMS errors of speed and power for 6 wind files, but increases the RMS errors
for the other 3 wind files. Indeed, the modification of Q filter to some extent sacrifices the disturbance
rejection capability, as the neglected modes of the plant severely limit the bandwidth of Q filter.
5.3.3 An added compensator design to improve Q filter
As shown in Chapter 5.3.2, while we can modify the Q filter in the DOB controller by tuning  to
guarantee the stability of nonlinear closed-loop system, the performance of generator speed regulation in
the nonlinear plant cannot be guaranteed. Here we further study the Q filter design in order to deal with
the model mismatch between the linearized model and the nonlinear turbine in practice. We prefer smaller
magnitude in high frequency region and larger cut-off frequency which are hard to be achieved
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simultaneously as shown in Figure 5.5. To further widen the disturbance rejection region, we propose to
add an extra compensator (i.e., a low-pass filter) with faster roll-off at high frequencies. Here a fourth order
filter 1/ 1   s  is added to tune the high frequency response when   0.92 is used in the Q filter. The
4

improved controller is referred to as the DOB*.
1
m
If PPn  z  0 , Equations (26) and (27) yield the current sensitivity function as



S  e j   S0  z 1  1  z  mQ  z 1 



z e j

(5.26)

Based on Equation (5.26), in Figure 5.7 we plot the comparison of frequency responses of the sensitivity
functions of PID, DOB, and DOB*. Note that P is selected as the model linearized under constant uniform
wind speed of 18 m/s. For the sensitivity function formulation of PID, the proportional and integral gains
used follow those derived in [4]. While a family of curves from the frequency responses of the sensitivity
function corresponding to different wind speeds can be generated with the added gain scheduled part, for
simplicity we only pick one representative curve from PID, DOB and DOB* where the gain scheduled part
is omitted to compare the controller performances since the performances exhibit similar trend with or
without the gain scheduled part. From Figure 5.7, for the DOB controller formulated based on Chapter
5.3.2, we can observe magintude reduction from 0.05 Hz to 1 Hz. Meanwhile, DOB* with an extra
compensator yields significant reduction of magnitude from 0.0006 Hz to 2 Hz. The magnitude response
of DOB* is smaller compared with both DOB and PID, which indicates that the DOB* can improve
considerably the disturbance rejection performance. Figure 5.8 shows the time-domain responses of wind
speed, generator speed, power, and blade pitch angle. With DOB*, generator speed and power response
show less fluctuation as compared with the other two controllers, while the pitch angle has more fluctuation
which means more pitch activity regulating the generator speed. Figure 5.9 gives the frequency response
comparison of the time-domain data under 18 m/s turbulent wind file, from which we can clearly see the
decreased magnitude of DOB* in 0.01 – 0.16 Hz.
The performance of the DOB* controller is also tabulated in Table 5.1. The results are obtained under
the same 9 wind files used in Chapter 5.3.2. We can observe a decrease in generator speed RMS error by
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approximately 35% and a similar decrease in power RMS error by approximately 35% compared to those
of GSPI. To further facilitate visual comparison of the three controllers, Figure 5.10 displays the decreased
percentage of generator speed RMS error, where an obvious drop is observed in DOB* (approximately 35%) compared to GSPI.

Figure 5.6. Zoom-in view of generator speed responses. REF refers to the rated generator speed.
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Figure 5.7. Comparison of magnitude responses of sensitivity functions.

(a)

(b)

(c)

(d)

Figure 5.8. Time-domain performance comparison of DOB, DOB*, and GSPI. (a) Wind speed (18 m/s
turbulant field); (b) Generator speed; (c) Power; and (d) Pitch angle.
: DOB*.
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: GSPI,

: DOB,

(a)

(b)

Figure 5.9. Frequency-domain performance comparison of DOB, DOB*, and GSPI, under 18 m/s
turbulent wind file. (a) Overall performance; (b) Zoom-in view at low-frequency region.
Finally, we investigate the influences of DOB* on pitch rate, average power capture, and loads on
blades, tower and low speed shaft. Here we examine the fatigue damage equivalent load (DEL) which
serves as an important metric for comparing fatigue loads across the entire spectrum of turbulent wind files.
The equivalent damage is represented by a constant load and calculated by using MLife [14] based on the
rainflow counting algorithm. The RMS pitch rate, average power, low speed shaft torque (LSShftTq) DEL,
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blade root edgewise moment DEL, blade root flapwise moment DEL, tower base side-to-side moment DEL
and tower base fore-aft moment DEL under 9 wind files are shown in Figure 5.11. We can observe the
RMS pitch rate is generally increased under DOB* than GSPI, but the controller still works within the pitch
rate limit (8 deg/s). The average power in DOB* is increased (+1.18% to +2.74%) compared to GSPI
because of the reduction of the power RMS error. The low speed shaft torque (LSShftTq) DEL values
exhibit consistent decrease (-3.65% to -11.02%) for 9 wind files because the reduction of fluctuation of
rotor speed will directly influence the drive-train torsional load. The blade root edgewise moment DEL
values are nearly unchanged (-0.75% to +1.17%) for 9 wind files. The blade root flapwise moment DEL
values do not change much (-0.29% to +3.56%) except for the one under 14 m/s. The tower base side-toside moment DEL values increase (+1.57% to +46.49%) for some wind files, but decrease (-3.85% to -20%)
for other wind files. The tower base fore-aft moment DEL values increase (+8.64% to +34.04%) for all
wind files. It is worth emphasizing that the disturbance observer structure is designed for speed and power
regulation and can indeed enhance those performances. On the other hand, the effects to the component
loads may be mixed, which is consistent with results obtained by similar studies [71, 89].

Figure 5.10. Generator speed error performance comparison of DOB, DOB*, and GSPI. The
generator speed errors of DOB and DOB* are normalized with respect to the error of GSPI.
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Table 5.1. Comparisons of generator speed RMS error and power RMS error by GSPI, DOB and
DOB*.
Mean wind speed
14

15

16

17

18

19

20

21

22

Controller

Speed RMS error

Power RMS error

GSPI
DOB
DOB*
GSPI
DOB
DOB*
GSPI
DOB
DOB*
GSPI
DOB
DOB*
GSPI
DOB
DOB*
GSPI
DOB
DOB*
GSPI
DOB
DOB*
GSPI
DOB
DOB*
GSPI
DOB
DOB*

0.0687
0.0742(+8.01%)
0.0448(-34.79%)
0.0782
0.0825(+5.50%)
0.0562(-28.13%)
0.0799
0.0818(+2.38%)
0.0526(-34.17%)
0.0836
0.0806(-3.59%)
0.0530(-36.60%)
0.0879
0.0831(-5.46%)
0.0535(-39.14%)
0.0929
0.0878(-5.49%)
0.0572(-38.43%)
0.0987
0.0922(-6.59%)
0.0610(-38.20%)
0.0991
0.0906(-8.58%)
0.0621(-37.34%)
0.1046
0.0946(-9.56%)
0.0657(-37.19%)

0.9506
1.0470(+10.14%)
0.6497(-31.65%)
1.1440
1.1933(+4.31%)
0.7844(-31.43%)
1.2757
1.2387(-2.90%)
0.8200(-35.72%)
1.4124
1.2684(-10.20%)
0.8757(-38.00%)
1.5096
1.3681(-9.37%)
0.9042(-40.10%)
1.6652
1.5072(-9.49%)
0.9951(-40.24%)
1.8439
1.6537(-10.32%)
1.0892(-40.93%)
1.9864
1.7129(-13.77%)
1.2351(-37.82%)
2.1170
1.8125(-14.38%)
1.3558(-35.96%)
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(a)

(b)

(c)

(d)

(e)

(f)
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(g)
Figure 5.11. Comparisons of RMS pitch rate (a), average power (b), low speed shaft torque moment
DEL (c), blade root edgewise moment DEL (d), blade root flapwise moment DEL (e), tower base side-toside moment DEL (f), and tower base fore-aft moment DEL (g) of GSPI and DOB*.

: GSPI,

:

DOB*.

5.4 Conclusion
In this chapter, an internal model-based disturbance observer (DOB) design combined with a PID type
feedback controller is formulated for wind turbine generator speed regulation under time-varying unknown
wind disturbance. The key idea is to conduct an internal disturbance observation using model inversion
and to achieve disturbance cancellation using an inner feedback control loop. The proposed approach is
implemented to both the linearized reduced-order model and the nonlinear NREL offshore 5-MW baseline
wind turbine model. The DOB controller shows decreased overshoot for the linearized model. To improve
the control robustness as it’s applied to the nonlinear turbine with inevitable model mismatch between the
linearized reduced-order model and actual model especially in high frequency regions, design criterion for
the Q filter involved is formulated. Furthermore, an extra compensator is introduced to enhance the
generator speed regulation. Our case studies indicate that the eventual control strategy, referred to as the
DOB* control, can yield approximately 35% reduction in generator speed RMS error and approximately
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35% reduction in power RMS error as compared with the PID controller. Since the component loads are
not explicitly treated as control objective, the loads on certain components have mixed results.
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Chapter 6. Multivariate Robust Blade Pitch Control Design with 𝝁-Synthesis
to Reject Periodic Loads on Wind Turbines
Large-scale wind turbines usually operate in turbulent wind fields. During turbine operation, periodic
loads on blades are induced by wind shear, tower shadow effects and centrifugal forces. While collective
pitch control (CPC) is unable to deal with periodic loads, the advent of individual pitch control (IPC)
provides opportunities to mitigate periodic loads. Nevertheless, difficulties in algorithm development
remain. Most notably, wind turbine dynamics is highly nonlinear, and significant modeling uncertainties
exist when the turbine operates away from the nominal operation point from which the linearized model is
drawn. This chapter presents a robust individual pitch control framework to reject periodic loads under
model uncertainties. The multi-blade coordinate (MBC) transformation is employed to enable more
accurate nominal model development. The turbine model includes horizontal and vertical shear disturbance
components in addition to horizontal disturbance. The multivariable individual controller can reduce
response peaks at high harmonic frequencies, and the coupling dynamics of three-bladed system is taken
into account. The structured singular values (  )-synthesis approach is utilized to guarantee the robust
stability and robust performance with respect to uncertainties.

Case studies illustrate significant periodic

load mitigation as well as fatigue alleviation in speed-varying wind fields.
Wind turbines with large size can also endure the asymmetric loading of the rotor blades caused by the
wind speed variations across the rotor plane [68]. Such loads can severely deteriorate the life-span of wind
turbine. The effectiveness of individual pitch control (IPC) for periodic load mitigation has been
demonstrated by employing a LQG approach without compromising energy capture [68]. The potential
advantage of IPC has been recognized. In addition, the individual pitch actuator has been gradually installed
in the new generation commercial wind turbines, which provides the hardware platform to implement IPC
method. The IPC strategy also can be realized through two decoupled single input single output control
loops, with the addition of feedforward control to remove the 3P (per revolution) component from the input
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fixed frame load [67]. In another study, the IPC strategy is combined with preview-based disturbance
feedfoward approach to achieve load mitigation [90].
Individual pitch control is an effective method to mitigate asymmetric loads on blades in wind turbines.
The control design often highly depends on accurate modeling of turbine dynamics while plant dynamics
have significant parameter variable variation because wind turbines operate in highly nonlinear
environment.. If the nominal model is obtained by linearization at specific operating point, significant
modeling uncertainties exist. In addition, the unmodeled dynamics of plant also exist when the state of the
system trajectories changes from one equilibrium point to another one because of the nonlinearities of
system. The tower shadow effects exist when the turbine blade passes by the tower because the air flow
experienced by the blade is disrupted when a blade passed the tower [91]. Another factor is the wind shear
effects which caused by the difference in wind speed or direction over a relatively short distance in the
atmosphere. Consequently, the incoming wind effects are complex and horizontal effects should not be the
only factor to be considered to influence turbine dynamics. Uncertainties from various sources undermine
the effectiveness of individual pitch control strategy applied to wind turbines.
In the active control area, robust control is a great candidate to solve uncertainty, disturbance, noise
related problems [92]. The adaptive robust control method is utilized to tackle the parametric uncertainties
and unknown nonlinear functions representing for modeling errors and external disturbances [93]. In the
industrial robot manipulators, the robust control including 𝐻∞ and 𝜇 techniques are both studied to
compensate the transmission errors and vibrations of the joint [94]. In the wind turbine field, many
researchers also have presented the method of combining IPC and robust control approach, in order to
mitigate loads under uncertainties and disturbances. A linear matrix inequalities (LMI) formulation of the
control problem facilitates the linear parameter varying (LPV) controller optimization through H 2 / H 
norm strategy [41], which shows enhanced mechanical load alleviation compared with gain-scheduling
LQG and Proportional Integral (PI) controller. Later, a robust LMI-based controller is designed to include
the additional constraints within the entire operating conditions [42], which can deal with the parametric
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uncertainties in the model with the presence of structure uncertainties. A H  MISO controller is proposed
to improve both of the performance of the closed-loop disturbance rejection and the tower fore-aft loads
which are deteriorated by the generator speed control [43]. A later study shows the decoupled PI controller
is not sufficient because yaw and tilt modes are significantly coupled after MBC transformation and cannot
be negligible [95]. Then a multivariate H  approach is presented considering the coupling effects by
using a frequency related MIMO plant [44]. With the mixed sensitivity loop shaping approach, the control
efforts (actuator usage) can be also penalized when we try to achieve load mitigation. Another study in [45]
tries to augment the disturbance model within the H  design framework to reject periodic loading.
However, it turns out that the disturbance model enhances load mitigation level only at steady winds, but
not at turbulent ones. The reason is that the reduction at the integer frequencies is not a key factor when
the turbulent wind conditions spread through a broader spectrum [45].
In this chapter our goal is to formulate a robust individual pitch control method to reject periodic loads
under aforementioned model uncertainties. The robustness performance against operating point variation
will be taken into account. The Multi-blade coordinates (MBC) transformation is utilized to better represent
periodic dynamics of wind turbine systems. Further, a more accurate nominal model development is
enabled with including additional shear disturbance components other than horizontal disturbance. In
particular, this chapter proposes the structured singular value (𝜇 )-synthesis approach to attain robust
stability and robust performance under model uncertainties due to operating-point variation which is never
combined with IPC in the literature before. Meanwhile, the weighting functions are properly designed to
minimize the norm of the sensitivity function, which intends to reject periodic wind disturbances. The
multivariate individual controller can also reveal high harmonic frequency peak reduction with considering
coupling dynamics between tilt and yaw modes existing after MBC transform which takes full advantage
of MIMO individual pitch control.
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6.1 Multi-blade coordinates (MBC) transformation
There are two pitch types, namely the collective pitch and individual pitch. The collective pitch refers
to the control signal regulates all the pitch actuator at the same time and all blade pitches at the same angle,
while the individual pitch refers to the type that each blade has an individual actuator of each blade. With
the change of rotor azimuth, the pitch angle of three blades is different. In most current studies, the
collective pitch controller is adopted to regulate the generator speed and power in high wind speeds in case
of the over-speed of rotor that may cause over-heat of rotor and generator. It can further reduce the
symmetric loads on the blade, which are induced by the uniformly distributed wind disturbances. The
individual pitch controller is utilized to facilitate the mitigation of asymmetric loads, which are induced by
the unbalanced wind disturbances.
Here we will adopt FAST to analyze the turbine dynamics and implement the proposed controller. In
the model linearization process, The DOF complexity is reduced to obtain a simple model to represent the
low frequency dynamics [11]. Since our major objective is to reduce the loads on blade without scarifying
power output, we only consider flapwise DOF and generator DOF in the linear model. The tower and drivetrain DOF are omitted. As we will focus on rejecting periodic loads on wind turbines, individual pitch
control is used to reduce the asymmetrical loads that are caused by the wind shear, tower shadow and
centrifugal forces. Therefore the control inputs are the pitch angles of all three blades. Correspondingly,
we have to add more measurements in the output to maintain the observability of the system. For the
disturbance modeling, the perturbed horizontal hub-height wind speed is a common one to represent the
upcoming wind disturbance [45, 96]. However, the wind shear effect, which is neglected in [45, 97], has a
significant effect on the wind asymmetric output. In this chapter, the horizontal and vertical wind shear
effects are included in the dynamics modeling which can attain a better output prediction and thus to
facilitate more accurate controller design. Recall Equation (3.19), the linearized model from FAST is
shown in Equation (6.1).

x  Ax  Bu  Bd u d
y  Cx  Du  Dd ud
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(6.1)

where x is the state variable, y is the output, u is the control input, and u d is the disturbance matrix, i.e.,

 blade 1 flap defelction 
 blade 2 flap defelction 


generator speed


 blade 3 flap defelction 
 blade 1 flap bending moment 



x   generator speed  , y  
 blade 2 flap bending moment 
 blade 1 flap velocity 




 blade 3 flap bending moment 
 blade 2 flap velocity 
 blade 3 flap velocity 

 blade 1 pitch angle 
u   blade 2 pitch angle ,


 blade 3 pitch angle 

 horizontal hub-height wind speed 

ud  
horizontal wind shear



vertical wind shear


(6.2)

(6.3)

As usual, the generator torque controller adopts the standard torque controller in [4]. It is worth
mentioning that if we want to construct a model to design the collective pitch controller, the control input

u is the collective pitch angle and ud is the horizontal hub-height wind speed only.
6.1.1 Multi-blade coordinates (MBC) transformation
The aforementioned LTI model is simple and often adopted in collective pitch control strategy. As
mentioned, a wind turbine is indeed a periodic system due to wind shear and tower shadow effects. We
want to have a better mathematical model to represent the periodic dynamics. The dynamics of wind turbine
rotor blades are generally expressed in rotating coordinates attached to the individual blades [98]. In order
to calculate the integrated effects of three blades to nacelle and tower, we want to consider the responses of
rotor dynamics relative to the nacelle and tower to be an integral one as a whole. Multi-blade coordinates
(MBC) can transform from the dynamics of the rotating coordinate to the non-rotating coordinate
(consistent with the fixed tower coordinate) and coherently interconnect the spinning rotor with the tower
and nacelle. MBC is derived and first used in the helicopter system to analyze the flap motion related
stability [99].

Recent studies have found that multi-blade coordinates (MBC) transformation can reduce

the variations between linearizations obtained at different azimuths, and therefore yields a better
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representation of the turbine dynamics [100]. The MBC is widely used in individual pitch control
strategyand the detailed transformation from the rotational coordinate to the fixed coordinate can be found
in [98].
The underlying transformation from the rotational coordinate to the fixed coordinate is defined as
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1/ 2
1/ 2


 M avg 
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2
2
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 M tilt   T  M 2  , T  3 cos   cos    3   cos    3   


 M yaw 
 M 3 
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 sin   sin      sin      
3 
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(6.4)

where  is the current azimuth of blade in the rotor plane. M 1 , M 2 and M 3 are the bending moments in
each blade root. M avg is the average value of the three blade root bending moments, M tilt is the blade
moment which will induce the tilt motion of rotor, and M yaw is the blade moment which will induce the
yaw motion of rotor. Here M avg is the symmetric moment and M tilt , M yaw are the asymmetric moment.
Equation (6.4) transforms moments in rotating coordinate to moments in non-rotating coordinate. It is
worth noting that we only take the asymmetric moments as the inputs to the proposed individual pitch
controller since symmetric moments are related to collective pitch loop.
The outputs of the controller are tilt pitch angle  tilt and yaw pitch angle  yaw that are both in the nonrotating coordinate. They can be transformed back to the rotating coordinate by the inverse MBC
transformation, denoted as T1 .
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(6.5)

The FAST code can calculate the linearized state-space model at a defined operating point in several
evenly-distributed azimuth angles in one-revolution. Therefore, the periodic system can be represented by
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the state-space model at different azimuths. To facilitate controller design, this periodic state-space model
is transformed to a LTI state-space model by the aforementioned MBC transformation. The model for
individual pitch control includes first blade flapwise bending DOF (3 DOFs) and generator DOF. The
measurements are generator speed and flap bending moments at each blade root. Each blade pitches at
different angle at the same time, which depends on current azimuth in the rotor plane. Since the periodic
loads are mainly from wind shear effects on the rotor plane, we include horizontal and vertical wind shear
in the disturbance modeling.
Equation (6.1) can be directly applied with MBC transformation to obtain a periodic model, with a
series of state-space model at several azimuths.
mbc
x mbc  A mbc x mbc  Bmbc umbc  Bmbc
d ud
mbc
y mbc  Cmbc x mbc  Dmbc umbc  Dmbc
d ud

(6.6)

where

umbc

ud 
  avg 
 yavg 
 avg 




   tilt  , y mbc   ytilt  , udmbc   ud 
 tilt 
  yaw 
 y yaw 




ud yaw 

(6.7)

An average state-space system is obtained from the complete set of linearizations at N azimuth angles
by computing [11]

A

1
N

N

 A  
mbc

i 0

i

(6.8)

The same average method can be applied to other state-space matrixes. As such, we can get a LTI
model of wind turbine. It serves as the model for individual control design. Since the horizontal shear and
vertical shear have been included in the disturbance vector, the model will better serve the control design.
6.1.2 Open-loop transfer function
As illustrated in the preceding sub-chapter, the MBC transformation yields an LTI model completely
in the fixed frame, and the periodic characteristics of the system is fully characterized which will be tackled
by the individual pitch control. Nevertheless, modeling uncertainties exist. In particular, the variations of
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the dynamics when the wind turbine operates away from the operating point around which the linearized
model is derived need to be considered. Here we generate a multiplicative uncertain system where the
range of behavior includes all responses of sampled linearized models at several operating points. We
select 18 m/s as the operating point to formulate the nominal model, and select 14 m/s, 16 m/s, 20 m/s, and
22 m/s as the operating points to formulate the uncertain model. Figure 6.1 and Figure 6.2 illustrate the
comparison of input-output frequency responses between the nominal model and the system with
uncertainties.
Figure 6.1 shows the frequency responses from the tilt and yaw pitch commands to the tilt and yaw
moments. We focus on the tilt and yaw commands because the asymmetric moments are employed for
individual pitch control. The solid line represents the frequency response of the linearized model obtained
under 18 m/s steady wind from the FAST. When the wind speeds are changed to 14 m/s, 16 m/s, 20 m/s,
and 22 m/s steady winds, the corresponding frequency responses obtained from the FAST are shown as the
dashed lines. Clearly, if we only we design a single controller based on one LTI model at nominal speed
(i.e., 18 m/s), the uncertainties due to wind speed change would be significant with large model mismatch
at high frequencies. The robustness of the controller may not be guaranteed in speed-varying wind fields.
Figure 6.2 shows the frequency responses from the disturbance components (i.e., horizontal and shear
disturbances) to the tilt and yaw moments. We can readily observe that both the horizontal and shear
disturbances have significant impact to the tilt and yaw moments. The magnitudes of shear effects ( udtilt ,

ud yaw ) to these moments are in the range of 70 dB to 80 dB, and the magnitudes of horizontal wind ( udavg )
to these moments are in the range of 20 dB to 30 dB. Therefore, we conclude that the shear effects influence
the turbine dynamics considerably, and the loads on blades cannot be effectively mitigated without taking
these effects into account.
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Figure 6.1. Comparison of frequency responses from tilt and yaw commands to tilt and yaw moments
between nominal system (in 18 m/s steady wind as nominal operating point) and system with
uncertainties (in 14 m/s, 16 m/s, 20 m/s, and 22 m/s steady winds).
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Figure 6.2. Comparison of frequency responses from disturbance components to tilt and yaw moments
between nominal system nominal system (in 18 m/s steady wind as nominal operating point) and system
with uncertainties (in 14 m/s, 16 m/s, 20 m/s, and 22 m/s steady winds).

6.2 Robust individual control strategy formulation
Most of the existing control studies on wind turbines resort to collective pitch control to regulate
generator speed and power in high wind speeds. In [12], it is shown that peak responses of blade root
moments occur at the nP frequencies (where P is per revolution frequency of the rotor, ). Collective pitch
control can mitigate the loads induced by the horizontal wind disturbances that are symmetric. A wind
turbine is a periodic system subjected to periodic disturbance excitations coming from wind shear, tower
shadow, and the centrifugal forces [4] which however cannot be effectively rejected thorough collective
pitch control. Therefore, individual pitch control is necessary. Essentially, the pitch angle of each blade is
adjusted corresponding to the blade azimuth position. Without loss of generality, we use the benchmark
NREL three-blade wind turbine to illustrate the control synthesis. Owing to the practical concern on pitch
actuator bandwidth, we only consider the periodic effects at relatively low frequencies.
6.2.1 Baseline controllers
In order to highlight the differences in control strategies and the performance enhancements, two
baseline controllers are introduced first. The first is a collective pitch controller designed based on gainscheduling proportional integral (GSPI) [4]. This GSPI controller is widely utilized, and its capability of
mitigating symmetric loads on blades has been demonstrated.

We intend to compare it with the new

individual pitch control to be presented subsequently to show the major difference between the collective
and individual pitch controls. The second baseline controller is a PID-based individual pitch control
consisting of two separate single-input single-output loops to reduce the asymmetric loads on blades [67].
While it takes the periodic loadings into consideration, the control design is built upon the assumption that
the tilt and yaw moments are decoupled. As such, the two PID controllers employed to attenuate the tilt
and yaw moments respectively can be expressed as
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GPIDtilt  K Ptilt  K I tilt s  K Dtilt / s
GPIDyaw  K Pyaw  K I yaw s  K Dyaw / s

(6.9)

where K I and K I are selected as 3 107 , and other gain values are selected as 0. The underlying reason
tilt

yaw

that PID can reduce the loads is that the integral part can reduce the low frequency response in the fixed
frame. Therefore, the individual pitch control with the aforementioned PID design can reduce the 1P
periodic loads. It however cannot deal with other frequencies such as 2P, 3P and 4P frequencies which
generally fall into the low-frequency range. It is worth noting that, in reality, the tilt and yaw moments
obtained in the fixed frame after MBC transformation are coupled with each other. In the aforementioned
approach of decoupled PID loops, the non-diagonal effects in the linearized system dynamics are neglected.
Particularly as the wind turbine operates away from the operating point where the system is linearized, such
coupling introduces complicated variations of the system dynamics which need to be addressed.
The underlying reason that PID can reduce the loads is that the integral part can reduce the low
frequency response in the non-rotating coordinate. Consequently, the individual controller can
correspondingly reduce the 1P periodic loads in the rotating coordinate.
6.2.2 Proposed control structure integrated with individual pitch control
As summarized, existing studies generally lack comprehensive coverage of all the dynamic effects
encountered in control of wind turbines. In this chapter we aim at systematically addressing the issues of
periodic loads as well as modeling uncertainties including those caused by linearization of coupled
dynamics. The proposed control structure is depicted in Figure 6.3, which shows an augmented control
block diagram of collective pitch control and individual pitch control. There are two control loops in the
proposed control structure. One is the collective pitch loop regulating the generator speed, which provides
the collective signal. The other is the individual pitch loop based on blade azimuth angle, aiming at reducing
periodic loads. In the individual pitch control loop, the blade root moments are transformed to the tilt and
yaw moments in the fixed frame through MBC transformation. The direct outputs of the individual pitch
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control, the tilt and yaw pitch angles, are then transformed back to the rotating frame through the inverse
MBC transformation and eventually summed with the collective pitch signal to drive the pitch actuators.

- r

c

1



2
3

M1

M2
M3

tilt

M tilt

 yaw

M yaw

Figure. 6.3. The augmented control block diagram of collective and individual control.
Here we incorporate the H  strategy in the design of individual pitch control loop. The H  strategy
can effectively deal with multi-input multi-output system such as wind turbine with the coupling between
tilt and yaw moments. It is a robust control strategy by nature to deal with uncertainties, and selecting
proper weighting function can adjust the frequency response in the frequency regions of interest.
Furthermore, control efforts and system performances can be balanced directly through mixed sensitivity
optimization. The detail of the H  based individual pitch control is presented in the succeeding sub-section.
6.2.3 Structured singular value (𝝁)-synthesis
In this chapter, we propose to specifically utilize structured singular value (  )-synthesis, a
multivariable robust control approach, to synthesize the individual pitch control loop shown in Figure 6.3.
The 𝜇-synthesis can yield a controller with guaranteed robust stability and robust performance against the
uncertainties caused by the variations due to deviation from the nominal operating point. Meanwhile, taking
advantage of the selection of weighting functions in the sensitivity analysis of  -synthesis, the controller
can mitigate effectively the periodic loads in frequency ranges of interest.
The configuration of the individual pitch control is shown in Figure 6.4. Without loss of generality,
the perturbed plant is represented by a multiplicative uncertain linear system affected by disturbances. Here
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we assume that the model mismatch caused by the operating point variation can be modeled as
multiplicative uncertainty.

M is the generalized plant model, which includes plant G and the

interconnection structure between the plant and the controller. The interconnection structure also includes
the weighting functions to facilitate further loop shaping. w is the normalized exogenous input which
represents the periodic wind disturbances in this chapter. z   z1 , z2  denotes the weighted exogenous
T

output consisting of the tilt and yaw moments and the control signal. v is the control input for the general
configuration, e.g., commands, measured plant outputs, etc. u is the control input. ∆ is a structured
perturbation which represents multiple sources of uncertainties. The optimal robust controller, in terms of
minimizing 𝜇, can be deisinged using DK-iteration. A group of feedback gains K are achieved by solving
a sequence of scaled H  problems which can mitigate the effects of wind disturbances to the blade flap
loads on 1P, 2P, 3P and 4P frequencies.


M
w

y

G

v

WU

z2

WP

z1

u

K

Figure 6.4. Control block configuration with uncertainty (individual pitch control shown in Figure 6.3).
The performance of this multi-input multi-output control system is characterized using H  norms.
Satisfying performance is equivalent to [92, 101, 102]
T



: max  T  j    1
R

(6.10)

where T is the weighted, uncertain closed-loop transfer function from w to z. The  -synthesis procedure
is developed based upon a Linear Fractional Transformation (LFT) and the structured singular value  .
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The upper fractional transformation can be expressed as Fu  M ,   (i.e., T) which is related with the M - 
structure (Figure 6.4). From the block diagram, we can obtain
z  Tw  Fu  M ,   w

(6.11)

Assume the nominal system M and the perturbation ∆ both are stable. Robust stability (RS) is defined
as that a controller K can be achieved when the system remains stable for all plants in the uncertainty set.
The definition of robust performance (RP) is that for all possible plants in the uncertainty set, even the
worst-case plant, the performance objective can be guaranteed if RS is satisfied. The criteria to ensure RS
and RP are defined as follows,
RS  F  Fu  M,   is stable for  , 

RP  F



 1 for  , 





 1 ; and NS

 1 ; and NS

(6.12)
(6.13)

where NS represents nominal stability. The structured singular value  yields conditions to ensure the RP
of the system, and   M  of M -  structure is defined as
 M 

1
min km | det  I  km M    0,      1

(6.14)

From the small gain theorem [101], by treating  P as the perturbation of T, the M -  structure can
achieve RS if
  M  j   ,     j   1,



(6.15)

In addition, from the definition of RP in Equation (6.14), we can further derive that

p

RP  ˆ  M  j    1, 

(6.16)

 0 
ˆ  
 , P  1
 0 P 

(6.17)

(of dimension nw  ne ) is a fictitious uncertainty block across the disturbance/error channels to represent

the robust performance requirements.
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The 𝜇-optimal controller minimizes the response peak values of the uncertainty upper bound. The DKiteration method is utilized to find the controller [101],



min min DN  K  D 1
K

DD





(6.18)

where D is the scaling matrix.
6.2.4 Weighting function selection
The characteristics of wind turbine periodic loads warrant some discussions, before we proceed to
detailed design of parameters of the robust individual pitch control. Wind turbine structural loads manifest
themselves at integer multiplies of the rotor frequency. After MBC transformation, the original 1P, 2P,
3P, ···frequencies in the rotating frame are changed to 0P, 3P, 6P, ···frequencies in the fixed frame [45].
1P in the rotating frame corresponds to the 0P frequency in the fixed frame. 2P and 4P correspond to the
3P frequency in the fixed frame. The relationship is presented in Table 6.1. It is worth noting that, the 3P,
6P, 9P, … frequencies in the rotating frame cannot be counteracted here as M avg is not included in the
individual pitch control. Therefore, here we focus on the 1P, 2P and 4P frequencies in the rotating frame.
The wind conditions are pre-specified as with 14% turbulence intensity (IEC category B) on top of the
steady wind.
The performance weights are integrated with the plant model to form the generalized plant M. As we
have two control inputs (  tilt and  yaw ) and two performance outputs ( M tilt and M tilt ), the weighting
matrices WP and WU are both 2×2 diagonal matrices. S =  I + Fu  M ,   K 

-1

is the closed-loop transfer

function between w and z or the output sensitivity function. KS is the transfer function between w and u.
The optimization process minimizes the infinity norm of the weighted closed-loop transfer function S and
KS, expressed as
 W  I + F  M ,   K -1 
u
 P

W K  I + F  M ,   K -1 
u
 U
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(6.19)


The sensitivity function S is a very good indicator of closed-loop performance, both for SISO and
MIMO systems. To penalize the control effort we include KS to limit the size and bandwidth of the
controller. KS is also important for robust stability with respect to uncertainties. Therefore, multiple
objectives are considered within this strategy.
Table 6.1 Correspondence of System Dynamics through MBC
Rotating frame

Fixed frame

1P

0P @ M tilt and M yaw

2P

3P@ M tilt and M yaw

3P

3P@ M avg

4P

3P@ M tilt and M yaw

5P

6P@ M tilt and M yaw

It is important to note that the closed-loop response characteristics can be shaped or tuned by selecting
desired weighting functions which are rational, stable, minimum-phase transfer functions [101].
Particularly, robust performance (RP) relies heavily on the weighting function selection. For example, we
let the disturbance w be assumed as a combination of a low frequency signal and 3P sinusoidal signal (in
the fixed frame), and therefore it will be successfully rejected if the maximum singular value of S is made
small over the frequency range. In order to achieve this, the weighting matrix WP is selected as WP  Wp I 22 ,
where its diagonal element W p is the combination of a low pass filter Wl and a second-order notch filter
W3 p . Wl has a high gain at low frequencies to reject the 0P frequency, and W3 p is an inverted notch filter

at the 3P (0.6 Hz) frequency to reject 2P, 4P,… frequencies in the rotating frame. Thus,
Wl  K1

s / M p  p
s  e p p

, W3 p 

s 2  23 p  32p
s 2  23 p  32p

Wp  Wl W3 p

(6.20)

(6.21)

where M p ,  p , e p , Wl ,  ,  , and 3 p are the tuning parameters in the low pass filter and the notch filter,
respectively, and 0      1 . Higher frequencies beyond 4P are not commonly considered because of
the limitation of pitch actuator bandwidth in practical situations.
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Meanwhile, the selection of weighting function WU should take into consideration WP such that a
proper trade-off between multivariable conflicting performance indices can be achieved. For instance, to
achieve robustness or to avoid too large input signals, one may want to place bounds on the transfer function
KS. The weighting function WU is selected to guarantee the actuator be functional in proper bandwidth.
We similarly let WU  Wu I 22 , where the diagonal element Wu is a high pass filter which has a low gain
below the actuator bandwidth and has a high gain beyond the actuator bandwidth. The cross frequency
should be in the middle of the bandwidth, i.e.,
Wu 

s  u / M u
eu s  u

(6.22)

where u , M u , and eu are the tuning parameters.

(a)
(b)
Figure 6.5. Frequency responses of weighting functions W p (a) and Wu (b).
Figure 6.5 shows the frequency responses of the diagonal elements of weighting matrices WP and WU .
The inversion of weighting function indicates the shape of the sensitivity function. The shaping of
multivariable transfer function is based on the idea that a satisfactory selection of gain for a matrix transfer
function is given by the singular values of the transfer function [101]. The singular values of S ( j ) in fact
correspond to the transfer function from disturbance to plant output. Therefore, the singular values in the
open-loop and closed-loop responses from three component disturbances to the tilt and yaw moments will
indicate the disturbance rejection performance. Since we generate a multiplicative uncertain system where
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the range of behavior includes all responses of sampled linearized models at several operating points, we
can obtain a series of singular values as plotted in Figure 6.6. It can be observed that the low frequency
responses of the closed-loop system are lower compared with those of the open-loop system. There is a
notch at 3P frequency, resulted from the weighting function design. The magnitudes in the vicinity of the
3P frequency increase slightly in the closed-loop responses, which is normal and can be explained by the
Bode’s integral theorem [103].

Figure 6.6. Comparison of singular values between open-loop and closed-loop systems with the presence
of uncertainties.
The controller K is then synthesized with the assistance of Matlab Robust Control Toolbox, which has
a robust performance  value of 0.1784. This controller satisfies the RSRP design goal for the uncertain
model sets with operating point variations. Figure 6.7 illustrates the robust controller from tilt and yaw
moments to tilt and yaw pitch angles. It is a set of controllers calculated from a set of model uncertainties.
One can observe that the diagonal elements have much larger frequency responses compared to the offdiagonal elements at low frequencies, which indicates that the diagonal elements play dominant role at low
frequencies. While the 3P frequency responses of off-diagonal elements are comparably larger. Clearly,
the coupling effects in this multi-input multi-output system cannot be neglected.
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Figure 6.7. Closed-loop frequency responses from tilt and yaw moments to tilt and yaw pitch angles with
the presence of uncertainties

6.3 Results and performance comparison
To demonstrate the effectiveness of the proposed controller and highlight the performance enhancement
with respect to existing designs, systematic case studies are carried out in Matlab/Simulink environment.
The NREL FAST code [11] is employed to simulate the nonlinear plant dynamics. The complete set of the
system parameters of the benchmark wind turbine can be found in [4]. The turbulent wind field is generated
by the TurbSim code [79] at a series of wind fields for a 10-minute simulation. Blade flapwise moments,
blade edgewise moments and tower base moments are dominant loads in wind turbines, and are examined
in this section. The performances of three control designs are compared, the collective pitch controller
based on gain-scheduling proportional integral (GSPI) [4], the PID-based individual pitch control [67],
and the proposed robust multivariable individual pitch control. It is worth noting that the collective loop in
both the PID-based individual pitch controller and the proposed robust individual pitch controller employs
the same parameters of the collective GSPI control. The parameter selection in collective GSPI follows
those given in [104].
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6.3.1 Nominal performance around the operating point

(a)

(b)

(c)
(d)
Figure 6.8. Time-domain performance comparison of GSPI collective control, PID-based individual pitch
control, and robust individual pitch control. (a) Wind speed (18 m/s turbulent wind field); (b) Generator
speed; (c) Pitch angle; and (d) Blade 1 root flapwise moment.
The wind speed shown in Figure 6.8(a) reflects turbulent wind field at 18 m/s with 14 % turbulent
intensity. Figures 6.8(b) – 6.8(d) show the corresponding time-domain responses of generator speed, blade
1 pitch angle, and blade 1 root flapwise moment, respectively. We only choose blade 1 here as a
representative attribute since blade 2 and blade 3 present similar results. From Figure 6.8(b), we can
observe that both the PID-based individual pitch controller and the proposed robust individual pitch
controller exhibit improved speed regulation performance than that of the collective pitch controller.
Quantitatively, the RMS errors of generator speed of the collective pitch controller, the PID-based
individual pitch controller and the robust individual pitch controller are 0.0823, 0.0743 and 0.0754,
respectively. The underlying reason that the collective loop augmented with individual loop achieves better
speed regulation is that mitigating loads on blades helps reducing the oscillation of rotor speed in return.
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As shown in Figure 6.8(c), the proposed robust individual pitch controller has more frequent pitch activities
than the other two controllers. Nevertheless, the actuator pitch rate is still within the required mechanical
limits. Specifically, the RMS values of pitch rate of the collective pitch controller, the PID-based individual
pitch controller and the robust individual pitch controller are 2.9558 105 , 1.3767 104 and 2.3441104 ,
respectively. Figure 6.8(d) shows time-series blade 1 root flapwise moment. Here we study fatigue damage
equivalent load (DEL) which serves as an important metric for comparing fatigue loads across the entire
spectrum of turbulent wind files. The equivalent damage is represented by a constant load and calculated
by using MLife [80] based on the rainflow counting algorithm. In high-cycle fatigue situations, material
performance is usually characterized by an S-N curve (i.e., Wöhler curve). Here the S-N slope of 10 is
used which is typical for composite materials (blade). The blade 1root flapwise moment DEL of collective
control, PID-based individual pitch control and robust individual pitch control is 5.17 103 kN  m ,
4.16 103 kN  m and 3.24 103 kN  m , respectively.

Therefore, the robust individual control present

significantly decreased loads than the other two controllers. In general, the robust individual pitch
controller outperforms the other two controllers under the 18 m/s turbulent wind field which is the operating
point where we draw the nominal model.
6.3.2 Robust performance
To further examine the robust performance of the proposed controller, we study the system responses
when the wind field variates from the nominal operating point. Without loss of generality, we present the
time-domain responses of generator speed, blade 1 pitch angle, and blade 1 root flapwise moment in 14 m/s
turbulent wind field as an example shown in Figure 6.9. It is worth noting that similar results can be
obtained in other wind fields.
Figure 6.9(a) shows the 14 m/s turbulent wind field. From Figure 6.9(b), it can be observed that the
wind turbine system under the proposed robust individual pitch controller indeed achieves robust stability
since the generator speed is able to be regulated around 1173.1 rpm. The RMS errors of generator speed
of the collective pitch controller, the PID-based individual pitch controller and the robust individual pitch
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controller are 0.0598, 0.0546 and 0.0547, respectively. Similar to the results in 18 m/s turbulent wind field,
the individual pitch controllers yield similar, improved speed regulation compared with the collective pitch
controller. The RMS values of pitch rate of the collective pitch controller, the PID-based individual pitch
controller and the robust individual pitch controller, shown in Figure 6.9(c), are 2.8843 105 , 1.1027 104 ,
2.1062 104 , respectively.

Figure 6.9(d) shows time-series blade 1 root flapwise moment. The blade 1

root flapwise moment DEL of collective control, PID-based individual pitch control and robust individual
pitch control is 4.77 103 kN  m , 3.93 103 kN  m and 3.36 103 kN  m , respectively. Similarly, the robust
individual control present significantly decreased loads than the other two controllers. From the results of
generator speed and blade root flapwise moment, we can conclude the robust stability and robust
performance can be achieved under the proposed robust individual controller.

(a)

(b)

(c)
(d)
Figure 6.9. Time-domain performance comparison between GSPI collective control, PID-based
individual pitch control, and robust individual pitch control. (a) Wind speed (14 m/s turbulent wind field);
(b) Generator speed; (c) Pitch angle; and (d) Blade 1 root flapwise moment.
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Table 6.2 The Peak Values of PSD At 1-4 P Frequencies (Unit: W/Hz)
Collective

PID-based Individual

Robust Individual

1P

8.370×108

2.666×106(-99.68%)

1.705×105(-99.98%)

2P

1.291×107

1.672×107(+29.51%)

1.589×106(-87.69%)

3P

3.538×106

4.051×106(+14.50%)

3.903×106(+10.32%)

4P

8.417×105

1.458×106(+73.22%)

1.019×105(-87.89%)

6.3.3 Load mitigation and fatigue alleviation
The primary focus of this chapter is to reduce periodic loading effects in wind turbine. While the
reduction of blade flapwise moments due to the incorporation of the proposed robust individual pitch
controller is shown in the preceding two sub-sections, here we provide a systematic investigation of load
mitigation.
Figure 6.10 presents the result comparison of the power spectral density (PSD) of flapwise moment of
blade 1 root in18 m/s wind field. Recall that this is the operating point of the nominal model. Here the
collective pitch controller serves as the original baseline. While both the PID individual pitch controller
and the robust individual pitch controller can reduce the peak response magnitudes at 1P (  0.2 Hz)
frequency, the latter yields more significant reduction over the wider frequency region around 0.2 Hz.
Furthermore, it can be observed that the PSD values of the proposed robust individual pitch controller at
the 2P (  0.4 Hz) and 4P (  0.8 Hz) are reduced remarkably, while the PID individual pitch controller
has no effects at those frequencies. The reason is that the integral effect of the PID controller can only deal
with low frequencies (i.e., 0P in the rotating frame and 1P in the fixed frame). The proposed robust
individual pitch controller, however, can achieve better disturbance rejection, because the dynamic coupling
effects of the yaw mode and the tilt mode are considered and the higher harmonic frequencies are taken
into consideration by properly selecting weighting functions as discussed in Chapter 6.2.4. The peak values
of PSD at 1-4 P frequencies in 18 m/s turbulent wind filed are tabulated at Table 6.2. At 1P frequency, the
PID individual pitch controller can reduce blade flapwise moment PSD value from 8.370 108 W/Hz of the
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collective pitch controller to 2.666 106 W/Hz , and the robust individual pitch controller can reduce further
to 1.705 105 W/Hz . Meanwhile, at 2P and 4P frequencies, the PID individual pitch controller actually
slightly amplifies the PSD values of blade flapwise moments. In contrast, the robust individual controller
can reduce PSD by 87.69% and 87.89%. These results clearly indicate that the proposed robust individual
pitch controller can mitigate periodic load effects as designed. It is worth noting that both individual pitch
controllers do not reduce PSD values at 3P frequency, because 3P frequency is governed by average blade
moment which, as indicated in Chapter 6.2.4, is not included in the control design.

1P

2P
3P
4P

Figure 6.10. PSD of flapwise moments under GSPI collective control, PID-based individual pitch control
and robust individual pitch control.
Finally, we examine the robustness of load mitigation when wind fields vary from the nominal
operating point 18 m/s. We perform closed-loop analysis for wind fields 14 m/s, 16 m/s, 18 m/s, 20 m/s
and 22 m/s, and plot the damage equivalent loads (DELs) in Figure 6.11. The wind condition covers almost
the entire Region 3. Specifically, to assess the overall load mitigation performance, we calculate the blade
root flapwise moment DEL, the blade edgewise moment DEL, the tower base side-side moment DEL, and
the tower base fore-aft moment DEL and plot them in Figure 6.11. Again, the collective pitch controller
serves as the original baseline. Both the PID individual pitch controller and the robust individual pitch
controller can effectively reduce the blade root flapwise moment DEL, and the latter shows a 20% more
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reduction compared with the former. The blade edgewise moment DEL can be reduced by both individual
controllers as well, and the reduction levels are similar at about 5%. The tower base side-side moment
DELs results are mixed and do not exhibit obvious reduction with respect to the collective pitch control.
The tower base fore-aft moment DELs are reduced by 3%-10% by the individual pitch controllers. One
may conclude that the robust individual pitch controller can realize significant load mitigation on blades,
without negatively affecting the tower loads.

(a)

(b)

(c)
(d)
Figure. 6.11. Comparisons of blade root flapwise moment DEL (a), blade root edgewise moment DEL
(b), tower base side-side moment DEL (c), and tower base fore-aft moment DEL (d), of collective control,
PID individual control, and robust individual control.
control,

: collective control,

: PID individual

: Robust individual control.

6.4 Conclusion
This chapter proposes a robust individual pitch control to mitigate wind turbine periodic loads. Since
a wind turbine features complicated nonlinear dynamics and typically operates constantly changing
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environment, a robust control framework based on the structured singular values  -synthesis approach is
adopted. Multi-blade coordinates (MBC) transformation is utilized to fully capture the periodic dynamics,
where three disturbance components including horizontal disturbance and two shear disturbance
components are incorporated. The multivariable robust individual pitch control is capable of taking into
consideration dynamic coupling between the tilt mode and the yaw mode, and reducing high-order
harmonic frequency peaks. The closed-loop system yields significant load mitigation under periodic
disturbances as well as fatigue alleviation over a wide operational range.
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Chapter 7. Conclusion
Modern wind turbines are large, flexible structures operating in highly turbulent and sometimes
unpredictable wind field. Wind turbines may suffer from reduced life owing to extreme loads and fatigue
when operated under high wind speed and internal structural uncertainties. In this dissertation, advanced
controllers are synthesized to reduce overall cost of wind energy production by regulating power capture
and at the same time decreasing the structural loading to enhance the durability of turbine components.
A new adaptive control strategy is formulated for the pitch control of wind turbine, which is aiming at
making a trade-off between the maximum energy captured and the load induced. The adaptive controller
is designed to both regulate generator speed and mitigate component loads under turbulent wind field when
blade stiffness uncertainties exist. The proposed algorithm is tested on the NREL offshore 5-MW
benchmark wind turbine.

The control performance is compared with those of the gain scheduled

proportional integral (GSPI) control and the disturbance accommodating control (DAC) that are used as
baselines.

With the proposed adaptive control, the blade root flapwise load can be reduced at a slight

expense of optimal power output. Moreover, the load mitigation performance under uncertain blade
stiffness reduction is improved over the baseline controllers.
We formulate a disturbance observer (DOB) structure that is added to a proportional-integral-derivative
(PID) feedback controller, aiming at asymptotically rejecting disturbances to wind turbines at above-rated
wind speeds. Specifically, our objective is to maintain a constant output power and achieve better generator
speed regulation when a wind turbine is operated under time-varying and turbulent wind conditions. The
fundamental idea of DOB control is to conduct internal model-based observation and cancellation of
disturbances directly using an inner feedback control loop. While the outer-loop PID controller provides
the basic capability of suppressing disturbance effects with guaranteed stability, the inner-loop disturbance
observer is designed to yield further disturbance rejection in the low frequency region. The DOB controller
can be built as an on-off loop that is independent of the original control loop, which makes it easy to be
implemented and validated in existing wind turbines. In order to deal with the mismatch between the
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linearized model and the nonlinear turbine, an extra compensator is proposed to enhance the robustness of
augmented controller. The application of the augmented DOB pitch controller demonstrates enhanced
power and speed regulations in the above-rated region for both linearized and nonlinear plant models.
When large-scale wind turbines operate in turbulent wind fields, periodic loads on blades are induced
by wind shear, tower shadow effects and centrifugal forces. While collective pitch control (CPC) is unable
to deal with periodic loads, the advent of individual pitch control (IPC) provides opportunities to mitigate
periodic loads. Nevertheless, difficulties in algorithm development remain. Most notably, wind turbine
dynamics is highly nonlinear, and significant modeling uncertainties exist when the turbine operates away
from the nominal operation point from which the linearized model is drawn. We present a robust individual
pitch control framework to reject periodic loads under model uncertainties. The multi-blade coordinate
(MBC) transformation is employed to enable more accurate nominal model development.

The

multivariable individual controller can reduce response peaks at high harmonic frequencies, and the
coupling dynamics of three-bladed system is taken into account. The structured singular values (𝜇)synthesis approach is utilized to guarantee the robust stability and robust performance with respect to
uncertainties.

Case studies illustrate significant periodic load mitigation as well as fatigue alleviation in

speed-varying wind fields.
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