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Abstract. Cloud availability is a major performance parameter for cloud
platforms, but there are very few measurements on commercial plat-
forms, and most of them rely on outage reports as appeared on special-
ized sites, providers’ dashboards, or the general press. A paper recently
presented at the PAM 2014 conference by Hu et alii reports the results
of a measurement campaign. In this note, the results of that paper are
summarized, highlighting sources of inaccuracy and some possible im-
provements. In particular, the use of a low probing frequency could lead
to non detection of short outages, as well as to an inaccurate estima-
tion of the outage duration statistics. Overcoming this lack of accuracy
is relevant to properly assess SLA violations and establish the basis for
insurance claims.
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1 Introduction
Cloud availability is a major performance parameter for cloud platforms. When
an individual or a company switch to the cloud, they wish the platform to be
at least as available as their in-house infrastructure. For that reason, availability
is always present among the parameters to be monitored in cloud monitoring
systems [17] and to be considered in cloud platform assessment systems[14][2]. It
is typically considered for inclusion in SLAs [7][9][11], and its values are boasted
of on all major commercial cloud platforms.
While a model for the prediction of cloud service reliability has been proposed
in [8], not many efforts are present in the literature to investigate the availabil-
ity actually offered on commercial platforms. For example, availability is not
considered in the comparison carried out in [13]. In the description of a major
commercial platform, Microsoft Azure, provided in [1], though a high availability
is claimed right in the title, no figures are provided for the expected availability.
A notable exception is represented by the study published in 2010 by Ford et alii,
who performed a wide set of measures on Google’s storage infrastructure, though
the results concern single nodes rather than the cloud platform as a whole [10],
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i.e., they reflect a cloud-centric point of view. Though the authors did not provide
many details on the measurement method, they appear to employ the straight-
forward approach of pinging the storage nodes and recording the presence of the
echo. The reliability of servers in cloud infrastructure has been analysed in [21].
Previous efforts on cloud availability characterization from a user-centric point
of view fall instead in the category of indirect methods, relying on reported data
rather than actual measurements. Data from cloud provider status dashboards
and press releases have been collected and analysed in [4]; such data have also
been reported on the International Working Group on Cloud Computing Re-
siliency (IWGCR) website (www.iwgcr.org). Again, data from the IWGCR and
from Cloutage (cloutage.org), an organization founded by the Open Security
Foundation, have been analysed in [19], where a Generalized Pareto model has
been provided for the tail of the outage duration distribution. Finally, in [18]
Twitter messages have been collected and analysed to infer the availability of
Internet services (mostly cloud-based).
In the latest edition of the Passive and Active Measurements Conference
(PAM 2014), a paper has been presented on end-to-end availability measure-
ments [12]. The paper represents a new attempt to provide third party measure-
ments of the availability of commercial cloud providers and represents a step
forward with respect to the previous efforts, which were mainly based on indi-
rect reports. In this note, we review its main results in Section 2 and analyse
possible ways to improve that analysis in Section 3.
2 What the paper accomplishes
In this section we review the main results reported in the paper by Hu et alii.
Hu et alii have compared the performances of two approaches to measure
cloud availability, both for computing (creation and use of virtual machines)
and storage applications. The two approaches make use respectively of the pro-
tocols ICMP and HTTP, hence they are dubbed by the authors themselves as
network and application level measurements respectively. The test is claimed
to be conducted on three cloud providers (Amazon Simple Storage Service S3,
Microsoft Azure, and Google Cloud Storage), though VMs are tested on Ama-
zon only and results for storage are provided for two providers only (Amazon
and Google). The results are anyway very interesting in the current deserted
panorama of third-party measurements of cloud platforms. The measurements
have been obtained during two separate measurement campaigns, lasting respec-
tively 33 and 75 days. The tests were conducted from a large number of vantage
points in the PlanetLab network [6].
The main aim of the research work was to compare ICMP and HTTP from
the accuracy viewpoint, where the accuracy (in the absence of a reference, which
should be based on measurements conducted inside the cloud) is evaluated as the
capability of filtering out non-cloud failures (e.g., misrouting events and packet
losses on the way to/from the cloud).
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In the case of storage testing, the ICMP approach consists in sending a probe
message to the front-end server (namely the hostname in the URL of the stored
object) and counting the echoes as a measure of success following the same
approach as in [10], while in the HTTP approach the test consists in retrieving
a file previously stored on the cloud under test. The HTTP approach allows to
test the whole cloud service, while ICMP just tests the functionality of the single
front-end server. Both type of tests allow for a number of retries in the case of a
failure, on the assumption that short-lived network failures are so removed from
the count (this equals to assuming that cloud failures are not short-lived).
The main result is that ICMP tests are affected by network-related failures
more than HTTP, and ICMP can err in either ways, sometimes overestimating
the actual failure rate, while underestimating at other times. The conclusion is
that the HTTP approach is to be preferred to obtain a measure of the actual
cloud availability. Though the authors do not provide explicit figures for the
availability estimate after the treatment of retries, these can be obtained through
the figures provided for the availability estimate considering the first try only and
the subsequent conditional failure probability (though the latter are provided
through a graph, rather than with precise figures). The estimated availability
based on first tries only is shown in Table 1 for storage tests: it is somewhat
midway between 2 and 3 nines.
3 Pending issues
While in Section 2 we have surveyed the main results reported in the paper, in
this section we report some critical issues that deserve further work.
A first limitation is the number of cloud platforms under analysis, which
is just 1 for VMs and 2 for storage (Amazon Simple Storage Service S3 and
Google Cloud Storage), though the authors state that they are actually consid-
ering 3 providers. This is certainly a step forward with respect to the current
unavailability of third-party measurements, but it is still not enough to obtain
a panorama of the performances we can expect of a cloud.
Platform Prob [1st try fails] Availability [%]
Amazon/storage 0.00435 99.565
Google/storage 0.00217 99.783
Table 1. Availability estimates
If we turn to the measurement methodology, we examine first the use of
retries. The authors report the probability that the first probing message fails,
which can be considered as an estimate of the availability, as shown in Table 1,
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where we report the results for the HTTP-based approach only, since it provides
a better estimate than ICMP. In an attempt to filter out outages that are not to
be debited to the cloud platform, Hu et alii adopt a retry mechanism after each
failed attempt, with a maximum of 9 attempts. If we indicate by yi the number
of i-th attempts and by xi the number of successful i-th attempts, the following
equality holds true for a maximum of n attempts.
yi = y1 −
i−1∑
j=1
xj i = 2, 3, . . . , n, (1)
In the paper, they adopt as an estimate of the availability the quantity
p∗ =
∑n
j=1 xj
y1
. (2)
Though that estimate may help getting rid of very short-lived failures that
are due to the in-between infrastructure, it also gets rid of short-lived failures
that are actually due to the cloud itself. Hence, the paper makes the implicit
assumption that there are very short-lived (whose duration is of the order of
seconds) network failures, while there are no such cloud failures.
On the other hand, the estimate of Equation (2) may represent an overesti-
mate of the cloud availability, for which a better estimate could be
p1 =
x1
y1
(3)
or, assuming that the response to successive attempts is independent of past
failures
pn =
∑n
i=1 xi∑n
i=1 yi
. (4)
In fact, the method of retries, if pushed too far, would lead to certainly wrong
results, since limn→∞ p∗ = 1. In the absence of network failures, the introduction
of further attempts after each failure leads to estimate the geometric probability∑n
i=1 p(1− p)i−1 when the availability is p. The resulting overestimation factor
is
f =
n∑
i=1
(1− p)i−1 =
n−1∑
i=0
(1− p)i = 1− (1− p)
n
p
. (5)
For a k-nines availability, we have
f =
1− 10−kn
1− 10−k . (6)
This factor is anyway very close to 1. For n = 9 attempts, we have f ' 1.001
for a 3-nines availability and f ' 1.01 for a 2-nines availability. Though we have
considered the responses to successive retries independent of each other, while
there may be a strong correlation, even such a small factor may have a significant
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impact when the availability is high. In fact, a 1.01 factor would transform a 2
nines availability into a 4 nines one. The retry mechanism should therefore be
considered as safe when the assumption about the presence of very short-lived
failures has been validated.
However, the paper does not investigate the respondence of present clouds to
their SLA claims and users’ requirements. As can be seen in Table 1, the estimate
p1 (which can be considered as a lower bound for the availability estimate, in
the light of the previous discussion) lies between 2 and 3 nines, falling short
of what most cloud providers claim: in the survey reported in [3], 15 providers
out of 17 declared at least 99.9% availability, with 12 providers declared 100%
availability. If we had the exact number of tries, we could compute confidence
intervals for the availability estimate and perform a statistical test to decide
whether to reject or not the null hypothesis that the provider complies with its
availability-related SLA claims. Unfortunately the authors do not release the
exact figure, but we can try and infer it from other data the authors provide.
Considering the declared frequency of tries (1 every either 10 or 11 minutes),
and assuming that tries are carried out continuously during both measurement
campaign periods and from each of the vantage points, we obtain an overall
number of tries equal to y1 = 639478 (see Table 2 for the details) This leads
Period start Repetition interval [minutes] Duration [days] Vantage points No. of tries
11 March 2013 10 33 23 109296
18 June 2013 11 75 54 530182
Total 639478
Table 2. Measurement campaign data
us to an approximate standard deviation σ of the availability estimated that is
8.2 · 10−5 for Amazon and 5.8 · 10.5 for Google, by using the formula
σ '
√
p1(1− p1)
y1
. (7)
If the estimated availability were p1, such a tight confidence interval would lead
us to reject the hypothesis that the actual availability is a triple nine or better.
Another point to consider is the observation of failures lasting for more than
a few seconds but shorter than the measurement interval. As already reported in
Table 2, the frequency of probing messages (excluding the rare retries) is either
10 or 11 minutes. That means that outages of duration lower than that interval
are severely censored, since they may not be detected at all. In fact, if we mark
the occurrence of the measurement timepoint preceding the failure as time 0, so
that the next measurement takes place at the time T (e.g., 10 or 11 minutes in
this case), the failure will take place at a random time X such that 0 ≤ X ≤ T .
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If we consider X to be uniformly distributed, the failure will not be detected
if the recovery is achieved before the next measurement interval. If the outage
duration is L, that condition can be expressed as X + L < T . The probability
that the outage goes undetected is then
Pnodet = P[X + L < T ] = P
[
X
T
< 1− L
T
]
=
{
0 if T ≤ L
1− LT if T > L
(8)
The resulting no-detection probability is shown in Fig. 1.
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Fig. 1. Probability of an outage going undetected
Finally, the use of such a long meauserement interval makes it difficult to ob-
tain an accurate statistical distribution of outage durations. In turn, it becomes
difficult to compute the extent of SLA violations and the amount of possible
compensations or insurance claims [20][16][5]. In fact, of the three measures
envisaged to be used in an insurance policy for network failures in [15] (but
applicable straightforwardly to the case of clouds) just one is attempted in the
paper:
– Number of failures;
– Number of outages lasting more that a prescribed threshold (long outages);
– Cumulative outage duration.
The cumulative outage duration is equal to the overall unavailability, which the
paper provides, but the number of failures is severely distorted, since short-lived
outages may go undetected, and the number of long outages may be underesti-
mated as well unless the threshold is longer than the measurement interval (10
or 11 minutes in this case).
4 Conclusions
We have reviewed the paper ”The Need for End-to-End Evaluation of Cloud
Availability” by Hu et alii, recently presented at the 2014 edition of the Passive
and Active Measurement conference (PAM).
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The paper reports the results of two measurement campaigns to compare
two methods of estimating cloud availability, based on the use of the ICMP and
HTTP protocol respectively, while the literature shows very few observations
of cloud providers’ performances, mostly based on an indirect approach (using
reported data rather than direct measurements).
The main result is that the HTTP-based approach is more accurate and
allows to filter off some network-related failures.
Among the cons, a more careful discrimination of network-related failures is
to be carried out for a proper assessment of the estimation methods. The cur-
rent approach and its choice of probing frequency could censor short-lived cloud
outages. In addition, there is no attempt to estimate the statistical distribution
of outage durations, which is needed for a proper assessment of the probability
of SLA violations and the ensuing damage assessment.
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