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Abstract
Many machine learning models are based on similarities between new examples and
previously observed examples. Such models are extremely flexible and can adapt to
a wide range of tasks. However, if examples are composed of many variables, then
even if we collect a large number of examples, it is possible that no two examples will
be significantly similar. This, in turn, means that a learning algorithm may require
an unreasonably large number of examples to learn such models.
In this thesis, however, we show that a small modification of such models, using sim-
ilarities on subsets of the variables, rather than similarities on all variables, can allow
us to learn using fewer examples and without a large increase in the required com-
putational complexity, if two conditions hold. The first condition is that similarities
on certain subsets are indicative of the targets. The second condition is that the vari-
ables can be partitioned into a small number of groups such that the variables within
each group are highly dependent.
For instance, suppose we want to learn a classifier which takes images of handwritten
digits and outputs the digit drawn in the image. We would like to learn such a
classifier based on example images. If we measure similarity to a new example
image, depicting a 4, it is quite possible that many of the most similar previous
images we have depict a 9. However, if we measure similarity on certain subsets of
the pixels, for example, on the region corresponding to the top third of the image,
then on this subset of the pixels, it is unlikely that an image depicting a 4 will be
similar to an image depicting a 9. For such a task, a learning algorithm based on
measuring similarities to previous examples would be able to learn a more accurate
classifier, from fewer examples, by using similarities on subsets.
But how can the learning algorithm efficiently find suitable subsets of variables on
which to measure similarity? This seems like a daunting task, as the number of
possible subsets grows exponentially in the number of variables. In this thesis, we
suggest that if similarities on certain subsets are indicative of the targets, and if the
variables can be partitioned into a small number of groups, such that the variables
within each group are highly dependent, then one can find appropriate subsets on
which to measure similarity, by considering combinations of groups of highly de-
pendent variables. The small number of groups leads to a small number of subsets
we need to consider and hence to a manageable computational effort. The high
dependence of the variables within each group allows us to achieve much of the re-
duction in the number of examples that can be achieved by measuring similarities on
subsets, even though we are only considering a small portion of all possible subsets.
vii
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Chapter 1
Introduction
Suppose we would like a computer program that takes images of handwritten digits
and, for each image, or at least for most of the images, outputs the digit that is
depicted in the image, as illustrated in Figure 1.1. One possible approach is to collect
many example images of handwritten digits, together with the identity of the digit
drawn in each image, and then have another program which, using the examples,
finds a suitable program that performs well on this task.
Algorithms that take examples of input and appropriate output, and try to pro-
duce programs with similar input-output behaviour, are called supervised learning
algorithms. An algorithm that takes examples and produces a program is referred to
as a learner, while the program it outputs we will refer to as a predictor. It is often
useful to think of the learner as producing a model of the input-output behaviour by
fitting a number of parameters in a statistical model. Thus, we will also refer to a
predictor as a fitted model, to the learner as a fitting procedure, and to the model, before
the parameters are fit, simply as a model.
One common family of models are those in which the output for each new example
depends on its similarity to all previously observed examples. It has been shown
that such models can capture almost any input-output relationship of interest given
a sufficient number of examples (Györfi et al., 2002). However, if the examples are
high-dimensional, that is, if each example is composed of many variables, then there
Figure 1.1: An example of a handwritten digit and target output
“9”
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2 Introduction
Figure 1.2: Two example images (left and centre) with high overall similarity, for
which the appropriate output is different (4 and 9 respectively). The image on the
right depicts the difference between the other two images where for each pixel, white
corresponds to no difference and red and blue intensity to the size of difference at
that pixel.
can be so many significantly different examples, that a new example is unlikely to be
significantly similar to any example we previously observed (Bengio et al., 2007b).
This problem can be formalised as a worst case analysis, often referred to as “the
curse of dimensionality,” showing that even if we assume that similar inputs have
similar appropriate outputs, the number of examples we need to fit a model could
grow exponentially with the number of dimensions (Györfi et al., 2002).
For many tasks that we would like to build models for, the examples are composed
of many variables; for example, the image in Figure 1.1 is composed of 784 variables,
one real value for the greyscale intensity of each of the 784 pixel in that make up the
image. How can we learn models in such situations using a reasonable number of
examples?
One possible approach is to measure similarities between examples on subsets of
the variables. The advantage of this is that models based on similarities on subsets
require fewer examples to learn. For instance, the example in the centre of Figure 1.2
has one of the highest levels of similarity to the example on the left, out of a collection
of 60,000 examples of handwritten digits. If we collected many more examples, then
eventually we would likely get to a stage where the most similar examples all had
the label “4”, but the number of examples we may need until we get to that point
may be very large.
However, with the same number of examples, but measuring similarity on the subsets
of the pixels depicted in Figure 1.3, the image depicting a 4 and the image depicting
a 9 no longer look similar. In fact, on the same subset there are many example 4s
that are very similar, but very few 9s.
More generally, if examples are composed of many variables but similarities on cer-
tain subsets of the variables are informative about the target, then learning can be
done using far fewer examples, by building models based on similarities on these
subsets.
However, if we were to try and implement a learning algorithm based on this idea
of similarities on subsets, then we would face a significant computational challenge:
3Figure 1.3: Similarity on a subset. The subset on which similarity was measured (left
image, white pixels) and the examples constrained to having nonzero values only on
this subset (two centre). The image on the right depicts the difference between the
two centre images where for each pixel, white corresponds to no difference and red
and blue intensity to the size of difference at that pixel.
the number of possible subsets to consider in high dimensions is large, in fact, it
is exponential in the number of dimensions. How can we efficiently find suitable
subsets on which to measure similarity?
This is the problem this work tries to address and, informally, our main claim is this:
For high-dimensional tasks, if similarities on certain subsets of the variables are highly
indicative of the output, and if the variables can be partitioned into groups consisting of
highly dependent variables, then we can learn accurate models using significantly fewer
examples and without paying a large computational price, by learning with similarities on
subsets.
We will precisely define all the terms in the above claim, and make the claim more
specific later.
For instance, Figure 1.4 depicts a partition of the variables in images of handwritten
digits into a small number of groups containing highly dependent variables. Our
claim is that if similarity on certain subsets are highly indicative of the target, and
if we can find such a grouping so that the variables within each group are highly
dependent and the number of groups is small, then we can learn using fewer ex-
amples and using a reasonable amount of computation by considering subsets that
are formed as unions of groups of highly dependent variables. Because the variables
in each group are highly dependent, we do not pay a large price in terms of the
number of examples we need to measure similarity on unions of these groups, and
because the number of groups is small, the computational effort of searching through
combinations of such groups is also small.
Most previous approaches to learning with features on subsets of the variables take
a greedy approach and only consider subsets that can be formed from other sub-
sets that already help with the supervised task (Friedman, 1991; Breiman et al., 1984;
Bach, 2009). This approach has the disadvantage that subsets that may be highly pre-
dictive of the target may not be considered because they are not composed of smaller
subsets that are predictive of the target. For instance, while a certain individual pixel
in an image may not be predictive of the target on their own, joining a number of
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Figure 1.4: A partition of the variables, for images of handwritten digits, into 10
groups of highly dependent variables.
these pixels may give rise to a subset of pixels that is highly predictive. An exception
to this is the work of Livni et al. (2013) in the context of learning polynomials which
does not take a greedy approach based on the supervised objective. Instead, Livni
et al. (2013) gradually grow larger and larger subsets, but at every stage find a com-
pact representation of the features allowing efficient learning. Indeed, in this sense,
our work is closely related to that of Livni et al. (2013).
The remainder of this section gives a detailed breakdown of the chapters in this
thesis. Roughly speaking, in Chapters 2, 3, and 4 we introduce the necessary back-
ground and explain the problem we are trying to address: learning with similarities
in high dimensions. Then, in Chapters 5 and 6 we present our approach: learning
with similarities on subsets, where the subsets are composed of groups of highly
dependent variables.
1.1 Thesis Outline
Chapter 2: Background on Supervised Learning and Linear Models
Supervised Statistical Learning. Our focus will be on supervised learning tasks and
so in Chapter 2 we describe this class of tasks. In a supervised learning task, we are
given pairs of example inputs and appropriate outputs
(x1, y1) , . . . , (xn, yn)
and our task is to fit a model that predicts an appropriate output for each new ex-
ample input. More specifically, we describe supervised statistical machine learning tasks
in which we assume that the example input-output pairs are obtained by sampling re-
peatedly from the same distribution and where we assume that the new examples we
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want to make predictions about are sampled from the same distribution. This “stat-
istical” assumption allows us to say something about future expected performance
of a predictor on new examples, based on the performance of the same algorithm on
previously observed examples.
Linear Models. A common family of machine learning algorithms used for super-
vised learning tasks are those based on linear models. These models form the basis
for many of the models commonly used today (Shalev-Shwartz and Ben-David, 2014)
and will also form the basis of the models in this thesis. Linear models are convenient
to analyse mathematically and convenient to deal with computationally. In Chapter
2 we review some well-known results about learning linear models.
Chapter 3: Efficient Learning of Linear Models on Large Sets of Features
Linear models on the original variables may not be very expressive. In particular,
there are many functions which cannot be well approximated by linear functions.
However, by mapping the original variables to a new set of variables, or features, a
linear model using certain sets of features can approximate almost any function of
interest. This approach allows us to build very expressive models while allowing us
to use analyses and algorithmic approaches developed for learning linear models.
The models we will be dealing with in this thesis can be viewed as linear models on
very large sets of features. For example, we will consider linear models on the set
of features that can be expressed as similarities to templates, or previously observed
examples. In this case, the number of potential templates is as large as the number of
different possible examples. How can we deal with such large linear models without
using large amounts of computation?
Learning with Large Sets of Features Under L2, L1, and L• penalties. In Chapter
3 we will review algorithms for efficiently learning linear models on large sets of
features. For each such model, the particular algorithms we can use will depend on
the penalties or restrictions on the norm of the weights in the linear model. We will
review algorithms for learning under L2, L1, and L• penalties or restrictions on the
weights in the model.
• A penalty based on the L2 norm of the weights allows us to deal with certain
large sets of features using what is known as the kernel trick (Schölkopf and
Smola, 2002).
• A penalty based on the L1 norm of the weights allows us to select a small subset
of the features without losing much accuracy (Hastie et al., 2009).
• A restriction on the L• norm of the weights allows us to randomly sample a
small subset of the features without losing much accuracy (Rahimi and Recht,
2008).
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Penalties based on the L2 norm of the weight will be important to us, since in Chapter
4 we will compare some of the models we propose to models based on Reproducing
Kernel Hilbert Spaces (RKHS), which rely heavily on the kernel trick to learn linear
models on very large sets of features (Schölkopf and Smola, 2002).
Penalties based on the L1 norm of the weights will be important for some of the
models we develop in this thesis, for which we will want to select features to use
in our model from a large set of features. In such cases, a penalty based on the
L1 norm of the weights is a convenient way of expressing preference for selecting a
small number of features.
Restrictions on the L• norm of the weights will be important for almost all of the
models in this thesis since the models are all based on similarities to randomly
sampled templates. Under a restriction on the L• norm of the weights, we can
sample features while guaranteeing, with high probability, that we do not lose much
through working with this sample of features, as compared to the full set of features.
In Chapter 4 we will indeed exploit this idea to express our models as approximating
distribution dependent models, rather than simply being sample-dependent models.
We believe some of the results we present in Chapter 3 regarding learning under
L• norm restrictions, are new and of independent interest. The results generalise
those of the Random Kitchen Sinks framework (Rahimi and Recht, 2008) and justify
learning with L1 and L2 norm penalties on the weights of the sampled features.
Chapter 4: Similarities to Templates as Features
In this thesis, we study models based on similarities to templates. What can be said
about such models? How do they relate to other models such as nearest neighbours
and kernel methods? We try to address these questions in Chapter 4.
Similarities to Templates as Features. In Chapter 4 we expand on the results of
Balcan and Blum (2006), who previously studied models based on similarities to
templates. In particular, we study models of the form
f (x) =
Z
f
 
x; x0
 
a
 
x0
 
dP
 
x0
 
where P is the distribution over inputs and f is some function that captures similar-
ity between inputs which satisfies |f (x; x0)|  1 for all x, x0. For example, a common
similarity function is the Gaussian Radial Basis Function (RBF) applied to the differ-
ence of x and x0
f
 
x; x0
 
= exp
⇣
 g   x  x0  2⌘
where g is a parameter with higher g corresponding to a similarity that decays more
rapidly as the distance between x and x0 grows. In these models, the function a
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is adaptive, and learning consists of trying to fit a under the constraint that it is
bounded, i.e., supx0 |a (x0)|  B for some B. The size of B gives us a measure of model
complexity. Intuitively, if the density dP is spread out across the space, corresponding
to many possible example inputs, then B will need to be quite large in order to
compensate for the small values of dP.
This family of models depends on the true distribution of the inputs, P (X), which
we do not know. However, because a is bounded, we can use randomly sampled
examples, sampled according to P, and for a large enough sample, with high prob-
ability, get approximately the same results.
We use our generalisation of the Random Kitchen Sinks framework to derive some
new results regarding learning with similarity functions. Some of the results of Bal-
can and Blum (2006) can then be seen as special cases of our generalised framework
for learning under a restriction on the L• norm of the weights. We believe this con-
nection between Random Kitchen Sinks and Learning with Similarity Functions is
new and may be of independent interest.
The Curse of Dimensionality. The motivation for studying models based on sim-
ilarities on subsets is what is often referred to as “the curse of dimensionality,” the
large number of examples often required for learning in tasks where the example are
composed of many variables (Györfi et al., 2002; Bengio et al., 2007b). For such tasks,
many significantly different examples are possible, and so for some such tasks, a ran-
domly sampled new example is unlikely to be similar to any previous example, even
among a large collection of previous examples. This then motivates the remainder
of the thesis, in which we will develop methods for learning with similarities on
subsets, which can, for certain tasks, allow us to achieve high accuracy using fewer
examples.
Template-Dependent Similarities. We focus on models based on similarities on
subsets. We will formulate these models in the more general framework of “learning
with template-dependent similarities,” a framework which we develop at the end of
Chapter 4.
The work of Balcan et al. (2008) introduced learning with multiple similarity func-
tions, which allows one to adapt the similarity function as part of the learning process
similarly to the Multiple Kernel Learning framework of Lanckriet et al. (2004). How-
ever, in such models, the similarity is fixed across all the examples. This corresponds
to an underlying assumption that the same similarity function is appropriate for all
examples. However, learning with template dependent similarities allows one to
adapt the similarity per template. In particular, we will study models of the form
f (x) =
Z
fx0
 
x, x0
 
dP
 
x0
 
=
Z J
Â
j=1
fj
 
x, x0
 
aj
 
x0
 
dP
 
x0
 
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where fx0 (x, x0) = ÂJj=1 fj (x, x
0) aj (x0) and where f1, . . . , fJ are different similarity
functions.
We developed this framework of learning with template dependent similarities for
use with learning our models based on similarities on subsets. This work is still
incomplete. However, we have included the work on learning with template de-
pendent similarities in this thesis as it could be relevant to future work on learning
with similarities on subsets, and since it may be of independent interest. For instance,
this framework could facilitate the study of algorithms that choose, per template, the
precision at which to measure similarity.
Chapter 5: Similarities on Subsets: A Simplified Analysis
In Chapter 5, we start to put forward our main claim — that similarities on subsets
can be used to lower sample complexity without paying a large price in computa-
tional complexity, under certain conditions — and start arguing in favour of this.
We start with a very restricted setting to make the analysis simpler. In particular,
we assume that the examples are from {0, 1}d, that is, that they are binary vectors of
length d, and that the similarity function being used is the indicator of equality
f (x; t) =
(
1 if x = t
0 otherwise.
These assumptions simplify the analysis by reducing many of the calculations to
counting of certain simple quantities.
In the context of these assumptions, a common model that has been studied in the
theoretical literature, and which can be learned using smaller samples in high di-
mensions, is the k-junta model (Blum and Langley, 1997). A k-junta model makes
predictions based on a subset of the variables, where the subset is of size k ⌧ d.
We slightly modify this model for our purposes, and then explain the reduction
in sample complexity that such models give. However, we also point out the high
computational complexity, per example, of learning such models, given current al-
gorithms. This sets up the main problem we are trying to solve: Learning in high
dimensions can have a high sample complexity, and though the sample complexity
can possibly be lowered by learning with similarities on subsets, this can lead to high
computational costs.
We then argue that if the variables that the examples are composed of can be par-
titioned into a small number of groups of highly dependent variables, then it is
possible to obtain much of the benefit of learning with similarities on subsets, in
terms of reduced sample complexity, without paying the large computational price.
This is achieved by considering similarities on subsets composed of such groups of
highly dependent variables. Our argument is based on the following results, which
we prove:
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1. Any model that could be expressed in terms of similarities on subsets of size k
can also be expressed in terms of similarities on subsets composed of k groups.
2. If the number of groups is small, then the number of combinations, and there-
fore the number of subsets on which to measure similarity, is small, leading to
a significant reduction in computational complexity per example.
3. If the variables within each group are highly dependent, then the sample com-
plexity is not greatly increased by considering similarities on k groups of vari-
ables rather than k variables. In particular, similarities on k groups can still
lead to significant reductions in sample complexity relative to similarities on
all variables.
We note here that a complete analysis would include a quantification of the tradeoff
of the sample and overall (not just per example) computational complexity. However,
while we have informal arguments about this tradeoff, a formal analysis has been
left as future work.
While the simplifying assumptions we made in the chapter lead to a simpler analysis,
they are also unrealistic. In particular, for many domains, the inputs are continuous,
and using an indicator of equality as our measure of similarity would lead to an
extremely high sample complexity. In addition, the assumption that the variables
within each group only take on exactly one of a small number of values is unlikely to
hold in practice. This then motivates the next chapter, where we extend the ideas to
continuous variables with continuous similarities.
Chapter 6: Continuous Similarities on Subsets
In Chapter 6, we take the ideas from Chapter 5 — of finding large groups of highly
dependent variables and considering similarities on combinations of these — and
attempt to extend them to domains with continuous variables and to models based
on continuous similarity functions such as the Gaussian RBF similarity function
f (x, t) = exp
 
 gkx  tk
2
ktk2
!
.
In particular, we suggest an analogous framework to that of Chapter 5, in which
• the size of a clustering achieving a certain level of error on a subset is taken as
a measure of complexity of learning models on such a subset;
• we search for a grouping of the variables into a small number of groups such
that we can achieve a small, low error clustering of the examples, when projec-
ted onto each group of variables;
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• we build models based on similarities on combinations of groups of highly
dependent variables.
We note here that the extension we present in the chapter is incomplete and some
of the parts have been left as future work. In particular, while we extend the con-
cepts and some of the algorithms, the extension of the analysis to the continuous
case has been left as future work. However, we do discuss a possible direction for
extending the analysis by normalising the similarities to each example so that they
have L1 norm 1. In addition, the algorithms we propose, both for finding groups of
highly dependent variables and for combining such groups into subsets on which to
measure similarity, currently use auxiliary objectives and heuristics and could likely
be improved by using more appropriate objectives.
Finally, we provide a review of other approaches to learning features based on sub-
sets of the variables and discuss their relation to the framework in this thesis.
Chapter 7: Conclusion
In chapter 7, we discuss future directions in which the work in this thesis could be
extended. We also put forward a number of conjectures in relation to the neural
network models. In particular, we show that features in neural network models can
approximate similarities on subsets and this could be a contributing factor to their
success in some domains. We then raise conjectures about why a number of recently
suggested modifications to neural network models tend to lead to improved models,
if the features in the models approximate similarities on subsets. In particular, we
put forward conjectures about the benefits of Dropout (Srivastava et al., 2014), ReLU
activations (Nair and Hinton, 2010), and Layering (Hinton and Salakhutdinov, 2006;
Bengio et al., 2007a).
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1.2 Main Contributions
In this section, we specify what we believe to be the main contributions of this thesis.
• A framework for learning with similarities on subsets in high dimensions that
allows the learner to reduce the sample complexity by measuring similarities
on subsets but avoids a large computational cost by exploiting dependencies
among variables. This framework is the topic of Chapters 5 and 6.
• A generalisation of the Random Kitchen Sinks framework of Rahimi and Recht
(2008) and a formal connection of this framework to the framework of Balcan
and Blum (2006) for learning with similarity functions. The generalisation of
the Random Kitchen Sinks framework appears in Subsection 3.2.2. The connec-
tion with the framework of Balcan and Blum (2006) in Subsection 4.1.1.
• A framework for learning with template dependent similarities in Section 4.3.
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1.3 Notation
Some notation we will use throughout this thesis:
• Upper case letters will typically be used for random variables, e.g., X, Y.
• P (A) for the probability of event A occurring, and overloading notation, if X
is a random variable, P (X) for the distribution of X
• E for expectation
• Eˆ for empirical expectation. That is, for a function f and an i.i.d. sample
X1, . . . ,Xm with the same distribution as X, Eˆ [ f (X)] := 1m Â
m
i=1 f (Xi)
• ^ and _ will denote logical conjunction and disjunction respectively. That is,
the expression p1 ^ p2 is true if p1 and p2 are true and false otherwise. The
expression p1 _ p2 is true if p1 or p2 are true and false otherwise.
• Ip for indicator variable, where p is a predicate. That is, Ip =
(
1 if p is true
0 else
• We will sometimes also write I (p) in place of Ip.
• Z for the set of integers
• Z 0 for the set of nonnegative integers
• O ( f (n)) for the set of functions g(n) for which there exists an n 2 Z 0 and a
C > 0, such that g (n)  C · f (n) for all n > n0
• W ( f (n)) for the set of functions g (n) for which there exists an n 2 Z 0 and a
C > 0, such that f (n)   C · g(n) for all n > n0
• xs for the projection of the vector x onto the subset of component indices in s,
xs =
 
xj
 
j2s.
Chapter 2
Background on Supervised
Learning and Linear Models
The problem setting that we assume throughout this thesis is that of supervised stat-
istical machine learning, which we review in Section 2.1 of this chapter. The models
we construct throughout this thesis will be cast and analysed as linear models. Thus,
in Section 2.2 of this chapter we review algorithms for learning linear models as well
as known results about the number of examples and time needed for such algorithms
to learn.
2.1 Supervised Statistical Machine Learning
One way to specify the behaviour of a computer program is by specifying how to per-
form a desired task. However, there are instances where we do not ourselves know
how to perform the desired task. Further, even in instances where we know how to
perform the task we might not be able to express our knowledge as instructions for
a computer. An alternative approach is to specify what the desired output of the pro-
gram should be by providing examples of inputs and desired outputs. The field of
supervised statistical machine learning (Vapnik, 1998) studies algorithms for producing
programs in such a way, based on examples of inputs and desired outputs, under the
assumption that the examples are all chosen randomly according to the same fixed
distribution and that the performance of the program will be evaluated on examples
drawn from the same fixed distribution. This allows us to analyse the expected
performance of a program on new, unseen examples, based on its performance on
examples we have seen.
2.1.1 A Concrete Example
Suppose we desire a program that takes digital images of handwritten digits and
outputs an integer corresponding to the digit that has been written. While most
13
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Figure 2.1: Sample observations from the MNIST dataset.
humans are able to perform this task, specifying to a computer how to perform this
task is difficult. One approach to the problem is to collect many examples of human-
labeled handwritten digits, and then feed these to a supervised learning algorithm.
Such an algorithm takes these examples as input and outputs a program that is able
to recognise new handwritten digits with high accuracy. This approach led to the
production of the now famous MNIST dataset (LeCun et al., 1998). A number of
examples from the MNIST dataset are presented in Figure 2.1.
2.1.2 The Formal Setting
Formally, we will assume that there is a set of possible inputs, X , and a set of possible
outputs, Y . We will also assume that there is a joint distribution P over X ⇥ Y and
that we are given m pairs of inputs from X and targets from Y
(X1,Y1) , . . . , (Xm,Ym)
with each pair (Xi,Yi) , 1  i  m sampled independently according to P. We will
refer to each of these points as an observation, and will refer to them collectively as
the training set. Further, we will assume we are given a loss function ` : Y ⇥ Y ! R.
A loss function lets us specify how undesirable different errors are.
We will call an algorithm that takes the m samples and outputs a function f : X ! Y
as a learning algorithm and will refer to the output of such a learning algorithm f as a
predictor. We will measure the quality of a predictor using its expected loss on a new
sample,
L ( f ) = E [` ( f (X) ,Y)] . (2.1)
We shall refer to this quantity in equation 2.1 as the true risk of f . Given a training
set (x1, y1) , . . . , (xm, ym), we shall refer to the quantity
Lˆ ( f ) = Eˆ [` ( f (X) ,Y)] =
1
m
m
Â
i=1
` ( f (xi) , yi)
as the empirical risk of f .
An example of a loss function is the zero-one loss
` (yˆ, y) =
(
0 if yˆ = y,
1 otherwise.
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If the outputs come from a discrete set, we shall refer to the task as a classification
task. In this case, the zero-one loss penalises a predictor for any incorrect output and
penalises all incorrect outputs equally. Another common loss is the squared loss
` (yˆ, y) = (yˆ  y)2 .
This loss is often used when the outputs are real valued, in which case the setting is
called regression.
2.1.3 ERM and Penalised ERM
Perhaps the most common class of learning algorithms are those based on empirical
risk minimisation (ERM) or penalised ERM (Vapnik, 1998). An ERM algorithm con-
siders a set of candidate predictors F and returns a predictor
fˆ 2 argmin f2F
1
m
m
Â
i=1
` ( f (xi) , yi) .
That is, an ERM algorithm returns a predictor fˆ 2 F achieving the minimum loss on
the dataset of any f 2 F . Penalised ERM allows us to associate a cost W ( f ) to each
predictor f 2 F . Thus, a penalised ERM algorithm with penalty W returns
fˆ 2 argmin f2F
1
m
m
Â
i=1
` ( f (xi) , yi) +W ( f ) .
There are a number of advantages to using penalised ERM:
• Certain sets F of predictors contain so many diverse predictors that there is a
high probability that a predictor output by an ERM algorithm may have high
true risk, despite having low risk on a training set. Such a situation is referred
to as overfitting. By adding a penalty W, penalised ERM can allow us to learn
even with such F . In fact, by scaling W, we can control the exact tradeoff
between empirical risk, and model complexity.
• We may prefer certain predictors in F , for instance, because they are faster to
compute on new examples or because they consume less memory. Penalised
ERM can allow us to specify our preference for such predictors.
Penalised ERM is also referred to as regularised ERM. We note that both ERM and
penalised ERM transform a supervised learning problem into an optimisation prob-
lem.
We note here that ERM is related to the idea of M-estimation in statistics (Huber,
1967) which deals with fitting data generated by some distribution using a set of
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Figure 2.2: A visualisation of a linear predictor for the MNIST dataset which achieves
an accuracy of approximately 92% on the test set. The vector for each class is norm-
alised and below it is displayed an example input from the class.
models that do not include the data generating distribution. We also note that pen-
alised ERM is closely related to regularisation of ill-posed problems in optimisation
(Tikhonov and Arsenin, 1977) where a regularisation term is added to an ill-posed
problem leading to a unique solution and helping with the numerical stability of the
optimisation procedure.
2.2 Linear Models
This section provides a basic review of a family of models called linear models.
Linear models are both widely used in practice and are well understood theoretically
(Shalev-Shwartz and Ben-David, 2014; Mohri et al., 2012). In this thesis, we will
formulate most of our models as linear models. This will allow us to build on the
many results and algorithms for learning such models.
For an observation x 2 Rn, a linear predictor f with parameters w 2 Rn makes a
prediction based on the inner product
f (x;w) := hx,wi .
For binary classification with classes  1 and 1, this prediction can be converted to
a binary value by returning the sign of the prediction sign ( f (x;w)). For targets in
Y = Rk, a matrix W 2 Rk⇥n is used for prediction
f (x;W) = Wx.
For classification with k classes, we can convert the output of a linear predictor with k
targets to a class by taking the index with the highest predicted value argmaxi fi (x;W),
where fi is the i-th component function of f . Figure 2.2 offers a visualisation of the
parameters W of a linear predictor with accuracy of 92% on the MNIST task. In the
visualisation, we treat the weights for each class as an image, with a weight corres-
ponding to each pixel in the image.
While we have only mentioned linear predictors in finite-dimensional spaces so far,
we will in fact often study and use linear predictors in infinite-dimensional spaces
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throughout this thesis. We will introduce the necessary concepts when the need
arises.
We note here that in practice, an intercept term b is usually added in linear models
so that they take the form
f (x;w) := hx,wi+ b.
This bias term can be incorporated into the previous definition by appending a con-
stant 1 to each vector x and appending b to w,
hx,wi+ b = hx˜, w˜i where x˜ = (x1, x2, . . . , xn, 1) and w˜ = (w1,w2, . . . , xn, b) .
Below we will consider penalising the norm of the weights w. We note that the bias
term is typically not included in the penalty.
In the remainder of this section, we review some of the many results about the
statistical and computational properties of algorithms for learning linear models.
2.2.1 Learning Algorithms
A common family of penalties used for linear models are those based on the q-norm
of the weights which we now define:
Definition 2.1. Fix d 2 Z>0. For q 2 [1,•), The q-norm of a vector x 2 Rd, denoted
kxkq, is defined by
kxkqq :=
d
Â
j=1
  xj  q .
For q = •, we define
kxkq = maxj
  xj   .
Linear predictors can be learned using penalised ERM, where the penalty is an in-
creasing function R of a q-norm of the weights w, for some q 2 [1,•]
argmin
w2Rd
1
m
m
Â
i=1
` (hw, xii , yi) + R
⇣
kwkq
⌘
.
we will also refer to such penalties as Lq penalties as k·kq is the usual norm on the
space Lq (Rudin, 1987).
The question then is, under what losses and penalty functions is the number of
observations needed for learning — the sample complexity — reasonably small, and
secondly when is the amount of computation required — the computational complex-
ity — reasonably small? Many results addressing these questions are known and
there exists a vast collection of algorithms for learning linear predictors under convex
18 Background on Supervised Learning and Linear Models
losses and with convex penalty terms (Shalev-Shwartz and Ben-David, 2014; Mohri
et al., 2012; Hastie et al., 2009).
In Section 2.2.3 we review known results regarding the computational complexity of
learning linear models and in Section 2.2.4 we review known results regarding the
sample complexity of learning linear models.
2.2.2 Approximation
Linear predictors on their own are very limited in the relations they can model. A
well known example of this is the inability of a linear predictor to represent the XOR
function in R2,
f (x1, x2) = sign (x1x2)
as we discuss in Section 3.1. More generally, linear predictors cannot capture interac-
tions between variables, referred to as higher-order predicates by Minsky and Papert
(1969).
However, as we will see in Section 3.1, we can map observations to another vector
space such that in this new space, a linear predictor can model a much larger number
of relations. In fact we can map to a space where linear models can be used to
approximate almost any relation that may be of interest.
2.2.3 Computational Complexity
The problem of finding a linear predictor with the lowest misclassification loss for
a given dataset is known to be NP-hard (Ben-David et al., 2003). That is, unless
P = NP, a proposition largely believed to be false amongst computer scientists, there
exists no polynomial time algorithm which works across all datasets for finding the
best linear predictor.
On the other hand, under a convex loss such as the square loss, `2, finding a linear
predictor achieving a loss close to that of the ERM linear predictor can be done
efficiently, and similarly for penalised ERM, as long as the penalty function is also
convex (Mohri et al., 2012; Shalev-Shwartz and Ben-David, 2014).
Even if we are interested in finding a predictor with low misclassification loss, we can
replace the misclassification loss with a convex loss which upper bounds it. Under
this new loss, which is referred to as a convex surrogate loss, the best linear predictor
can be found efficiently (Bartlett et al., 2006). Since the surrogate loss upper bounds
the misclassification loss, the misclassification error of the optimum found under the
convex surrogate loss will be less than the surrogate loss.
For binary classification with output y, and for a predictor with raw prediction yˆ 2 R,
the following are common choices for convex surrogate losses:
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• Logistic loss: ` (y, yˆ) = log  1+ e yyˆ  =  yyˆ+ log  1+ eyyˆ 
• Hinge loss: ` (y, yˆ) = max (0, 1  yyˆ)
• Square loss: ` (y, yˆ) = (y  yˆ)2
Learning a linear predictor under a convex surrogate loss can be done very efficiently
and the high speed with which linear models can be learned has greatly contributed
to their popularity (Mohri et al., 2012; Shalev-Shwartz and Ben-David, 2014; Hastie
et al., 2009).
2.2.4 Sample Complexity
When learning using penalised ERM, we find a predictor that has low empirical risk
on the training set, but what can we say about the true risk of this predictor on unseen
examples? We formulate the answer to this question in terms of the probability of
large deviations between the empirical risk, observed on the training set, and the
true risk, or expected risk on unseen examples. The number of samples required to
guarantee that with probability at least 1  d, the deviation of the empirical risk from
the true risk is less than e, is referred to as the uniform deviations sample complexity and
is denoted by m (d, e). The number of samples required to give a similar guarantee
that an algorithm outputs a predictor with error not more than e larger than that
of the best predictor will be referred to as the excess risk sample complexity. In this
thesis when we say sample complexity without qualifying, we will be referring to the
uniform deviations sample complexity.
A bound on the uniform deviations sample complexity implies a bound on the excess
risk sample complexity. To see this, note that if for all predictors in some class F , the
deviations of the empirical risk from the true risk are less than e/2, then the predictor
fˆ chosen by ERM will have error at most e larger than f ⇤, the best predictor in F ,
since
E
h
`
⇣
fˆ (X) ,Y
⌘i
 E [` ( f ⇤ (X) ,Y)] = E
h
`
⇣
fˆ (X) ,Y
⌘i
  Eˆ
h
`
⇣
fˆ (X) ,Y
⌘i
+ Eˆ
h
`
⇣
fˆ (X) ,Y
⌘i
 E [` ( f ⇤ (X) ,Y)]
+ Eˆ [` ( f ⇤ (X) ,Y)]  Eˆ [` ( f ⇤ (X) ,Y)]
 e
2
+ 0+
e
2
= e.
Thus, for the remainder of this thesis we will content ourselves with deriving bounds
on the uniform deviations sample complexity as these imply bounds on the excess
risk sample complexity.
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For learners of linear predictors, in the case of penalised ERM learners based on
p-norms of the parameter vector w, there exists a very clean theory of the sample
complexity.
First we will need the following definition for the loss function:
Definition 2.2. A function f : Rn ! R is L-Lipschitz if
| f (x)  f (y)|  L kx  yk2
for all x, y 2 Rn.
and the following definition for the norm:
Definition 2.3. We will say that p, q 2 (1,•) are conjugate exponents if 1p + 1q = 1. We
also say that p, q are conjugate if p = 1, q = • or p = •, q = 1.
Conjugate exponents are often referred to as Hölder conjugates after their use in
Hölder’s inequality.
We now state the main result regarding sample complexity of linear predictors that
we will use throughout this thesis.
Theorem 2.4. (Kakade et al., 2009, Corollary 4) Suppose that 2  q  • and p is the
conjugate exponent of q. Suppose further that kXkp  1 with probability 1 and that ` is
an L-Lipschitz loss function. Then the sample complexity of learning a linear predictor with
norm kwkq  B with true risk at most e larger than the best such w with confidence 1  d is
m (d, e)  O
✓
L2B2
e2
✓
p+ log
1
d
◆◆
.
Under the same conditions as above, but with q = 1 and p = •, we have that
m (d, e)  O
✓
L2B2
e2
✓
log d+ log
1
d
◆◆
.
The fact that the sample complexity grows quadratically in kwkq, independently of
the dimension d when q   2 allows us, barring computational difficulties, to learn
in very high-dimensional, or even infinite-dimensional, spaces. For the special case
q = 1, the sample complexity grows linearly in log (d) allowing us to learn with
feature maps whose number of dimensions grow almost exponentially in the number
of observations we have.
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2.3 Discussion
As we saw in this chapter, under a statistical assumption, and using labeled ex-
amples, finding a linear predictor that approximates the best small norm linear pre-
dictor can be done efficiently, both in terms of the number of examples required and
the amount of computation required. However, a major issue with linear predictors is
that they can only approximate a very small proportion of possible relations between
inputs and outputs when the inputs are high-dimensional. In the next chapter, we
discuss using feature maps to avoid this problem as well as methods for overcoming
the computational challenges introduced by using very large feature maps.
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Chapter 3
Efficient Learning of Linear Models
on Large Sets of Features
As we saw in Chapter 2, the sample complexity of learning linear models is well
understood. In addition, many algorithms exist for learning such models efficiently.
However, one major drawback of linear models is that they may be very limited in
the functions they can approximate. To overcome this limitation, we can map the
original inputs to a large set of features, and learn a linear model on this new set
of features. With particular choices of features, this can allow us to approximate a
much larger set of functions, and ultimately, any function of interest.
However, mapping to very high-dimensional spaces leads to computational chal-
lenges. In this chapter, we discuss methods for dealing with these computational
challenges under L2, L•, and L1 penalties. We believe the result in Theorem 3.3
is new and generalises the theory behind the Random Kitchen Sinks algorithm, for
learning linear models in high dimensions under a restriction on the L• norm of the
weights.
In the next chapter, we will focus on a particular family of feature maps, those based
on similarities to previously observed examples, and we will use the scheme presen-
ted in this chapter, for efficiently learning under an L• penalty, to formulate the
theory there. Then, in later chapters, we will formulate the selection of relevant sub-
sets for each template by having a feature corresponding to each possible subset, and
then learning under an L1 penalty on the weights. Here we will use the ideas about
efficiently learning under L1 penalty, which we review in this chapter.
3.1 Feature Maps
Linear models, which were discussed in the previous chapter, are very attractive since
their properties are well understood theoretically and since, in practice, algorithms
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Figure 3.1: The 14 (out of 16) functions on {0, 1}2 that can be represented as linear
functions. The points on each side of a line satisfy the predicate beside the line. On
each side of a line the region corresponds to . The illustration is based on a figure in
Minsky and Papert (1969, p. 28).
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for learning linear models tend to require few samples and are extremely computa-
tionally efficient when the learning is achieved using a convex loss. However, a major
drawback of linear predictors is that they are very limited in the functions they can
represent or even approximate. A well-known example of this is the inability of a
linear predictor to represent the XOR function on {0, 1}2
f (x1, x2) =
(
1 if x1 6= x2
0 otherwise
.
For a “proof” of this claim, see Figure 3.1 which is based on Section 2.1 of Minsky and
Papert (1969). In fact, linear predictors cannot capture interactions between variables,
and so, as the dimension d grows large, they form an exponentially small subset of
all possible functions on {0, 1}d (Minsky and Papert, 1969, Section 2.1).
One way to reduce the bias of our learner, while still benefitting from the well-
developed theory and algorithms for learning linear predictors, is to map the inputs
X1, . . . ,Xm, from the original space X to a new vector space X 0 using a map
f : X ! X 0,
and then to learn a linear predictor, using f (X) as our features. We will refer to
f as a feature map, or basis expansion. For certain combinations of feature maps and
distributions, linear models on f (X) may be able to approximate a larger set of
functions we are interested in. As an extreme example, if the inputs take values in
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X = {0, 1}d, then a linear predictor on the inputs transformed by the feature map
f : {0, 1}d ! {0, 1}2d : x 7!
⇣
Ix=(0,0,...,0), Ix=(0,0,...,1), . . . , Ix=(1,1,...,1)
⌘
could represent any function from X to R. However, in high dimensions, and for
certain distributions, this f could be a very bad choice and could require a huge
number of samples for learning.
3.1.1 Infinite-Dimensional Feature Spaces
The feature map f may map to an infinite-dimensional space X 0. In the last chapter,
we only discussed linear predictors on finite-dimensional vector spaces. However, as
we saw in Section 2.2.4, the sample complexity for learning under a q-norm penalty
with 2  q  • was independent of the dimension, and in fact, the same results hold
in infinite-dimensional spaces (Kakade et al., 2009). In the case q = 1, the bound on
the sample complexity depended on the dimension d through a log d term. The
theory for the case q = 1 can also be extended to infinite-dimensional spaces if the
set of features, considered as predictors, have low complexity themselves (Shalev-
Shwartz and Ben-David, 2014).
Many classical machine learning algorithms can be viewed as learning linear pre-
dictors in high-dimensional or infinite-dimensional spaces. In fact, any learner that
outputs a linear combination of models from some class F , can be seen as learning a
linear model over the space spanned by F . For instance:
• Boosting: Boosting algorithms can be analysed as learners of linear predict-
ors over the space spanned by a set of base hypotheses (Mason et al., 1999;
Friedman et al., 2000).
• Functional Gradient Boosting: Algorithms such as Gradient Boosted Trees are
derived as algorithms for learning linear predictors in an infinite-dimensional
space of functions (Friedman, 2001).
• Single Hidden Layer Neural Networks: Single hidden layer neural network
models are typically learned with a fixed number of neurones. However, re-
laxing the hard limit on the number of neurones to an L1 norm penalty on the
output weights, leads to a convex formulation of neural networks learning over
the infinite-dimensional space, where each dimension corresponds to a hid-
den neurone with one of the possible settings of the input to hidden weights
(Bengio et al., 2005; Bach, 2014).
• Kernel Support Vector Machines: Kernel SVMs are typically motivated as
learning a linear predictor in a high and possibly infinite dimensional vector
space (Boser et al., 1992).
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3.1.2 Common Feature Maps
Below we list common families of feature maps which we will encounter throughout
this thesis:
• Hand-engineered features
– In the field of Computer Vision, many of the feature maps have been hand-
engineered by domain experts. For instance, until recently, many object-
recognition algorithms were based on learning linear predictors on sets
of hand-engineered features such as SIFT (Lowe, 1999) or HOG (Dalal
and Triggs, 2005). Hand-engineered features are common in many other
domains as well, and are often a key component in successful machine
learning systems (Domingos, 2012).
• Monomials of degree at most D
– Polynomials have been studied extensively in past centuries. Any poly-
nomial of degree D can be expressed as a linear function on the set of
monomials of degree at most D
f (x) =
⇣
xD11 · xD22 ·... ·xDdd
⌘
D1,...,Dd2DD
where DD =
n
D1, . . . ,Dd 2 Z 0 : Âdj=1 Dj  D
o
.
• Order-restricted predicates
– Early models of learning linear combinations of features, considered fea-
tures which were limited to depend on at most k of the input variables,
called order-restricted predicates. The resulting models were referred to as
order-restricted perceptrons (Minsky and Papert, 1969, p. 12).
• Artificial neurones
– Inspired by early models of biological neurones, a popular choice of fea-
tures has been n
fw (x) = s
⇣
wTx
⌘
: w 2 Rd
o
where s : R ! R is some fixed nonlinear function, e.g., s : x 7! max (0, x).
Linear models based on this set of features have been extensively studied
and have also yielded very good results in practice (LeCun et al., 2015).
• Gaussian kernel features
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– Certain bases have nice computational properties under an L2 penalty, as
we will see in the next section. For inputs in X = R, one such example
is the feature map which gives rise to the Gaussian Radial Basis Function
kernel (Schölkopf et al., 2001)
f (x) = (f0 (x) , f1 (x) , . . .) where fj (x) =
1p
j!
e 
x2
2 xj.
• Distribution-dependent features
– As we will see, it is often advantageous to consider distribution-dependent
feature maps. For instance, we may consider a feature map based on a
similarity measure f : X ⇥ X ! R between examples, where the feature
corresponding to similarity to a point x0 2 X is scaled by the probability
dP (x0) of x0. For instance, if the distribution P over X has density p, then
the set of features under consideration is 
f
 ·, x0  p  x0  : x0 2 X  .
We will use feature maps of this type extensively throughout the remainder
of this thesis. Under certain penalties and as an approximation of such
models, we can take unlabelled examples, x01, . . . , x0J and learn a model on
the features
1
J
f
 ·, x01  , . . . , 1J f  ·, x0J  .
All of the feature maps in the above examples map to high or possibly even infinite-
dimensional spaces. How can we deal computationally with such large sets of fea-
tures? The next section gives a review of approaches for addressing this computa-
tional challenge under penalties on the L2, L•, or L1 norm of the weights.
3.2 Kernels, Sampling, Greedy Methods and e-Covers
In the previous section, we saw that linear models can be made very expressive by
mapping to another feature space. However, many of the feature spaces we would
like to map to are very high-dimensional. This leaves us with a computational chal-
lenge: How can we efficiently learn linear models in very high dimensions? In this
section we review different approaches for efficiently learning linear models under
convex losses on large (possibly infinite) sets of features.
• In Subsection 3.2.1, we review an approach based on kernel methods for learn-
ing efficiently under an L2 penalty.
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• In Subsection 3.2.2, we review an approach based on randomly sampling fea-
tures for learning efficiently under an L• penalty
• In Subsection 3.2.3, we review two approaches based on greedily selecting fea-
tures and using e-covers for learning efficiently under an L1 penalty
We first present the general formulation of the problem of learning linear predictors
in high dimensions under q-norm penalty. We will suppose that we have a set of
features indexed by Q and a feature map f : X ⇥Q! R. We will assume some fixed
probability measure Q over Q. For q 2 {1, 2,•}, and a sample (x1, y1) , . . . , (xm, ym),
we consider the problem of finding a minimiser of
L (w) =
m
Â
i=1
` ( f (xi;w) , yi) + R
⇣
kwkq
⌘
(3.1)
where R is a monotone nondecreasing function and where, for finite Q,
f (x;w) = Â
q2Q
w (q) f (x; q)Q ({q}) and kwkqq = Â
q2Q
|w (q)|q Q ({q}) . (3.2)
If Q is infinite, then we generalise the above to
f (x;w) =
Z
Q
w (q) f (x; q) dQ (q)
and k·kq to the usual norm over the space of functions Lq (Q,Q),
kwkqq =
Z
Q
|w (q)|q dQ (q) .
The unconstrained optimisation in (3.1) is often used in practice but is difficult to
analyse directly. We will typically analyse the optimisation problem
argminw:kwkqB
m
Â
i=1
` ( f (xi;w) , yi) (3.3)
instead. This is justified by the fact that a solution to (3.1) is also a solution to (3.3) for
some B > 0. To see this, let B = kw⇤kq, where w⇤ is a minimiser of L (w) (if there are
multiple minimisers, with different kw⇤kq, choose the one with the minimal kw⇤kq).
If there exists a wˆ with kwˆkq  B and Âmi=1 ` ( f (xi; wˆ) , yi) < Âmi=1 ` ( f (xi;w) , yi) or
Âmi=1 ` ( f (xi; wˆ) , yi)  Âmi=1 ` ( f (xi;w) , yi) and kwˆkq < B, then we would also have
L (wˆ) < L (w⇤), contradicting the fact that w⇤ is a minimiser of L (w).
Measure theoretic considerations: We will assume throughout that all functions
under consideration are (P⇥Q)-measurable. This can usually be easily justified by
the fact that the set Q of features is in fact finite, as in practice, it is parameterised by
a fixed number of floating point numbers.
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3.2.1 Kernels Under an L2 Penalty
Consider the objective function when trying to learn using penalised ERM under a
penalty term that is an increasing function R of the squared L2 norm of the weights
L (w) =
m
Â
i=1
` ( f (xi;w) , yi) + R
⇣
kwk22
⌘
, (3.4)
where f is of the form (3.2). Let
S = span (f (x1) , . . . , f (xm))
be the span of the observed features, and note that we can decompose w into two
parts,
w = wS + wS? ,
such that wS lies in S and wS? is orthogonal to S. We then observe that the objective
can be rewritten as
L (w) =
m
Â
i=1
` (hwS, f (xi)i , yi) + R
⇣
kwSk22 + kwS?k22
⌘
since wS? is orthogonal to each of the f (xi) and since
kwk22 = kwSk22 + kwS?k22 + 2 hwS,wS?i
and hwS,wS?i = 0. Finally, note that kwS?k22 is always positive, and since R is an
increasing function, for any w, we have
L (wS)  L (w) .
Thus, the minimiser of L (w) can always be written as a linear combination of the
observed features f (x1) , . . . , f (xn). This result is known as the representer theorem
and was is due to Kimeldorf and Wahba (1970). Let us state the result formally
Theorem 3.1. Let R : R ! R be a monotonically increasing function. Then there exists a
minimiser of
L (w) =
m
Â
i=1
` (hw, f (xi)i , yi) + R
⇣
kwk22
⌘
lying in the span of f (x1) , . . . , f (xm).
The above theorem says that there is a solution w to the optimisation problem (3.4)
that takes the form
w =
m
Â
j=1
ajf
 
xj
 
.
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Replacing w with the expression above, we see that our objective function can be
written as
L (w) =
m
Â
i=1
`
 
m
Â
j=1
aj
⌦
f
 
xj
 
, f (xi)
↵
, yi
!
+ R
 
Â
i
Â
j
ajai
⌦
f
 
xj
 
, f (xi)
↵!
.(3.5)
Note that this final form is expressed in terms of only inner products between fea-
ture vectors at observed points. Thus, if we can efficiently compute inner products
(and therefore norms) between feature vectors, then we have reduced our infinite-
dimensional optimisation problem to an m-dimensional optimisation problem. The
function computing the inner product is usually referred to as a kernel and denoted
by k (x, x0) = hf (x) , f (x0)i, allowing us to rewrite 3.5 in the more concise form
L (w) =
m
Â
i=1
`
 
m
Â
j=1
ajk
 
xj, xi
 
, yi
!
+ R
 
m
Â
i=1
m
Â
j=1
ajaik
 
xj, xi
 !
.
Finding inner product spaces and feature mappings such that inner products between
feature vectors can be computed efficiently has been extensively studied (see, for in-
stance, Schölkopf and Smola, 2002). This idea of reducing learning in infinite dimen-
sions under an L2 penalty by reformulating the problem as a finite-dimensional one
has been applied to feature maps based on linear threshold functions as well as fea-
tures based on Rectified Linear Units. This has been done in the context of Gaussian
Processes (see, Neal, 1995), as well as in the context of Support Vector Machines (see,
Cho and Saul, 2009).
Advantages
• Exact finite-dimensional representation: Unlike the methods we present for
learning linear predictors in high-dimensional spaces under L• and L1 penal-
ties, which lead to only approximate minimisers, in the case of learning under
an L2 penalty with kernels, the objective can be expressed exactly as a finite-
dimensional problem.
Disadvantages
• Restriction to features with efficiently computable kernels: The above frame-
work only applies to a very small subset of possible feature maps, those for
which we can efficiently compute the inner product between two observed fea-
ture vectors.
3.2.2 Sampling Under an L• Penalty
Suppose we have a set of features indexed by some set Q such that supx,q f (x; q)  1
and a probability distribution Q over Q. In this subsection we will consider learning
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a linear predictor under an L• penalty on the weights with respect to Q. That is, we
will consider the objective function
L (w) =
m
Â
i=1
` ( f (xi;w) , yi) + l kwk•
where f is of the form 3.2 and
kwk• = max
q2Q
|w (q)| .
In the case that Q is infinite, we take kwk• to be the essential supremum of w with
respect to the measure Q.
As we will see in this subsection, a penalty on the L• norm of the weights justifies
randomly sampling features. In this thesis we will formulate many of our models
in the above manner, where Q will correspond to the set X of possible examples, Q
will correspond to the marginal distribution, P (X), over inputs, and f (x; q) will be
some measure of similarity between x and q. The results in this section show that
for learning a predictor under an L• penalty, we can learn a linear predictor on a
set of features sampled randomly according to Q. When learning using similarity
functions, this allows us to view learning with similarities to randomly sampled
examples as an approximation to a distribution-dependent model. We explore this
idea further in Chapter 4.
In this subsection we will see that under an L• penalty on the weights, simply
sampling features according to the distribution Q and learning a linear predictor
on these sampled features can still give almost optimal results with high probability.
This is the basis of the Random Kitchen Sinks algorithm of Rahimi and Recht (2008),
which is justified by the following lemma:
Lemma 3.2. (Rahimi and Recht, 2008, Lemma 1) Fix d > 0 and w : Q ! R, with
kwk•  B. If q1, . . . , qK are drawn independently according to Q, then with probability
at least 1  d, there exists a w˜ : {q1, . . . , qK}! R, with kw˜k•  B such thatr
E
h 
f (X;w)  f˜ (X; w˜) 2i  Bp
K
 
1+
s
2 log
✓
1
d
◆!
,
where f˜ (x; v) = 1K Â
K
j=1 w˜
 
qj
 
f
 
x; qj
 
.
The result in 3.2 means that we can sample features q1, . . . , qK according to Q and then
learn a linear predictor on the sampled features f (·; q1) , . . . , f (·; qK), allowing us to
reduce our learning problem to a K-dimensional one. However, the lemma above
only formally justifies learning with an L• penalty on the weights of the sampled
features. In practice, we may want to learn under different penalties. In particular,
we may want to learn under an L1 penalty to get a sparse solution leading to faster
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prediction at test time and lower memory requirements. We may want to learn under
an L2 penalty, as there are many highly optimised implementations for learning
under such a penalty. In fact, the experiments of Rahimi and Recht (see comment
following Algorithm 1 on page 2 of 2008) are carried out using learners of linear
predictors with an L2 penalty, which are not directly justified by their theory.
In what follows, we generalise the result in Lemma 3.2 to learning w˜ with small kw˜kq
for any 1  q  •. This motivates a generalisation of the Random Kitchen Sinks
algorithm, presented in Algorithm 3.1. In addition, we will show in the next chapter
that some of the results of Balcan and Blum (2006) can be viewed as a special case of
our framework when Q = X , thus formally connecting the Random Kitchen Sinks
framework and the Learning with Similarity Functions framework.
Theorem 3.3. Let 1  q  • and set p to be the conjugate exponent of q. Fix d > 0 and
w : Q ! R, with kwk•  B. If q1, . . . , qK are drawn independently according to Q, then
with probability at least 1  d, there exists a w˜ : Q! R, with kw˜kq  B andr
E
h 
f (X;w)  f˜ (X; w˜) 2i  Bp
K
 
1+
s
2 log
✓
1
d
◆!
where f˜ (x) = ÂKj=1 w˜
 
qj
  f(x;qj)
K
1
p
.
Note that for all x, the p-norm of the features is at most 1 since
p
vuut KÂ
j=1
 
f
 
x; qj
 
K
1
p
!p
 kf (x; q)k•  1.
Proof. By Lemma 3.2, with probability 1  d, there exist 0  v˜1, . . . , v˜K  B satisfyingr
E
h 
f (X;w)  f˜ (X; v˜) 2i  Bp
K
 
1+
s
2 log
✓
1
d
◆!
(3.6)
where
f˜ (x; v) =
1
K
K
Â
j=1
f
 
x; qj
 
v
 
qj
 
=
K
Â
j=1
f
 
x; qj
 
K
1
p
v
 
qj
 
K
1
q
.
Noting that      v˜
K
1
q
    
q
 kv˜k•  B,
we see that the weights w˜ = v˜
K
1
q
satisfy the required condition. Similarly, for the case
q = 1 note that
f˜ (x; v) =
1
K
K
Â
j=1
f
 
x; qj
 
v
 
qj
 
=
K
Â
j=1
f
 
x; qj
  v  qj 
K
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and that
   v˜
K
  
1  kv˜k•  B. The case q = • is covered by Lemma 3.2.
Since ` is L-Lipschitz, and the square root function is concave, the bound in 3.6 can
be stated with respect to the difference in losses if we multiply the bound on the
right by L
E
⇥  ` ( f (X;w) ,Y)  `   f˜ (X; v˜) ,Y   ⇤  BLp
K
 
1+
s
2 log
✓
1
d
◆!
.
In particular, the above analysis yields the same bound on the sample complexity for
the supervised learning of the weights on the sampled features under any q-norm
penalty.
If we want to learn under a Lipschitz loss `, then the above lemma implies that,
with high probability, learning a linear predictor in the space spanned by random
features sampled according to Q is sufficient to achieve a good approximation of
the optimum. This motivates Algorithm 3.1, which is a generalisation of the Random
Kitchen Sinks algorithm proposed by Rahimi and Recht (2008). The Random Kitchen
Sinks framework should not be confused with another framework proposed by the
same authors for approximating the computation of certain kernels when learning
under an L2 penalty (Rahimi and Recht, 2007). We also mention that four years prior
to the work of Rahimi and Recht (2008), a similar approach was studied under the
name of Extreme Learning Machines by Huang et al. (2004) but without a supporting
quantitative analysis of the error introduced by using a finite sample of features.
As in the case of an L2 penalty, the result and algorithm above allow us to replace
(in this case only approximate) an infinite-dimensional optimisation problem with a
finite-dimensional one.
Advantages:
• Speed: It is often the case that sampling from Q can be done very efficiently,
especially compared to the optimisation required for greedy methods in the
case of L1 penalties, as we will describe in the next subsection.
• Distribution-dependent preferences over features: If our space of features is
indexed by the space of inputs Q = X , then we can express preferences over
features which depend on the input distribution P (X) even though P itself
is unknown, since all we need is a sample. This idea is explored further in
the next chapter, where we investigate the use of features of the form f (x, x0),
where x0 is a randomly sampled observation from P (X).
Disadvantages:
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Algorithm 3.1 The Generalised Random Kitchen Sinks algorithm
Input:
• a feature map f (x; q) such that |f (x; q)|  1 for all x and q
• K sample features q1, . . . , qK sampled independently according to Q
• m sample points (x1, y1) , . . . , (xm, ym)
• a Lipschitz loss function `
• a scalar B > 0
• 1  q  •
Output: w⇤ 2 Rd
1. Set p to be the conjugate exponent of q
2. Explicitly compute features
zi  1Z [f (xi, q1) , . . . , f (xi, qK)]
T
where Z = K
1
p if p < • and Z = 1 if p = •.
3. Solve the ERM problem
w⇤  argminkwkqB
1
m
m
Â
i=1
`
⇣
wTzi, yi
⌘
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• Selection of features: Selection of features under an L• penalty may require an
exponential number of both randomly sampled features and labeled examples
to achieve feature selection that under an L1 penalty could be achieved with
only a linear sample size. As an extreme example, suppose one of the features
has correlation 1 with the target, but has probability 2 d under Q, and that all
other features are are independent of the target. In the Random Kitchen Sinks
framework, we would need to sample K = W
 
2d
 
features before we could
guarantee that with high probability we can achieve low error. In addition,
once we had sampled this many features, we would have a sample complexity
of m = W
 
2d
 
. On the other hand, learning with an L1 penalty in the above
setting would have a sample complexity of only m = O (d).
• Approximation: Unlike in the case of L2 penalties, sampling features leads to
solutions that only approximate the error of ERM on the full set of features.
3.2.3 Greedy Methods and e-Covers Under L1 Penalties
Consider the objective function when learning using penalised ERM with a penalty
on the L1 norm (or total variation) of the weights
L (w) =
m
Â
i=1
` ( f (xi;w) , yi) + l kwk1 (3.7)
where
f (x;w) = Â
q2Q
f (x; q)w (q) and kwk1 = Â
q2Q
|w (q)| .
When Q is infinite, this becomes
f (x;w) =
Z
f (x; q)w (q) ,
where w is now a Radon–Nikodym derivative of some measure and kwk1 is replaced
by the total variation norm w (Bach, 2014, Section 2.1). We will assume throughout
this section that f (x, q)  1 for all x and q.
An advantage of this form of penalty is that it allows for strong selection of features
from Q. That is, with a sample of size m, a minimiser w⇤of L (w) will be able to select
a small number of informative features from amongst many irrelevant features in Q,
even if the number of noise features is almost exponential in m.
Greedy methods
For the rest of this section, we will assume that ` is convex and c smooth. That is, for
all w and u,
0  L (w+ u)  L (w) + ⌦L0 (w) , u↵+ c
2
kuk22 .
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Algorithm 3.2 Frank-Wolfe Algorithm (Frank and Wolfe, 1956) for penalised ERM
under an L1 penalty on the weights (See for instance Section 2.5 of Bach, 2014)
Input:
• m sample points (x1, y1) , . . . , (xm, ym)
• a feature map f (x; q) such that |f (x; q)|  1 for all x and q
• a loss function ` which is smooth and convex
• Number of iterations T
• Constant B > 0
Output: Predictor fT of the form fT (x) = ÂTj=1 w˜jf
 
x; qj
 
with ÂTj=1
  w˜j    B
1. Set f0 to be the function taking on the constant value 0.
2. For t in 1, . . . , T
(a) Find conditional gradient
qt  argminq2Q
m
Â
i=1
⌦
`0 ( ft 1 (xi) , yi) , Bf (xi; q)
↵
(b) Take step
ft  (1  rt) ft 1 + rtBf (·; qt) ,
where rt = 2t+1
For a discussion of non-smooth `, see Bach (2014, Section 2.5).
A useful feature of optimising under an L1 penalty is that for a minimiser w⇤ of
L (w), with kw⇤k1  B there exists a w˜ with at most O
⇣
B2
e2
⌘
nonzero weights such
that L (w˜)   L (w⇤)  e. Further, greedy methods, which add one nonzero weight
coordinate at a time, can be used to find such a w˜ (Jones, 1992). In particular, suppose
w˜ is obtained as described in Algorithm 3.2, then we have
Proposition 3.4. (Bach, 2014, Section 2.5) Let w⇤ be a minimiser of L (w) and let w˜T be the
output of Algorithm 3.2 run for T iterations, then T = O
⇣
B2
e2
⌘
iterations are sufficient so
that
L (w˜T)  L (w⇤)  e.
Algorithm 3.2 can be seen as a special case of the Frank-Wolfe algorithm for optim-
ising a convex objective over a convex feasible set (Frank and Wolfe, 1956). At each
iteration, the Frank-Wolfe algorithm optimises a linear approximation to the object-
ive, over the feasible set. If the feasible set is the convex hull of a set of vertices,
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then the optimum of the linear objective in each iteration will be achieved at one of
these vertices. In our case, the feasible set under consideration is the convex hull of
{Bf (·, q) : q 2 Q} and so, at every iteration, we can simply optimise over the set of
vertices {Bf (·, q) : q 2 Q}.
e-Covers
Another way to reduce the computational burden when learning under an L1 pen-
alty, is to find an e-cover for the set of features Q under the metric d
 
q˜, q
 
=
E
⇥  f  X; q˜   f (X; q)  ⇤. In particular,
Proposition 3.5. Let C ⇢ Q be finite and such that for all q 2 Q,
min
q˜2C
E
⇥  f  X; q˜   f (X; q)  ⇤  e,
then for any function
f (x;w) with kwk1  B,
there exists a w˜ with nonzero coefficients corresponding only to parameters q 2 C and with
kw˜k1  B such that
E [| f (X;w)  f (X; w˜)|]  Be.
Proof. For each q˜ 2 Q, let Qq˜ =
 
q : q˜ = argminqˆ2CE
⇥  f  X; qˆ   f (X; q)  ⇤ , where
in the case that two q˜ 2 Q give the same approximation to q, the tie is broken in an
arbitrary but fixed manner. Then, setting
w˜
 
q˜
 
=
Z
Qq˜
w (q) dq,
we have
E [| f (X;w)  f (X; w˜)|] = E
"     
Z
w (q) f (X; q) dq   Â˜
q2C
Z
Qq˜
w (q) dqf
 
X; q˜
      
#
 E
    e Z w (q) dq       Be.
In particular, we can write
f (x; w˜) = Â˜
q2C
w˜
 
q˜
 
f
 
x; q˜
 
,
reducing our learning problem to a convex optimisation problem in |C|-dimensions.
Thus, if we can find a small e-cover for our set of features, then we can efficiently
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learn a linear predictor under an L1 penalty with error not significantly worse than
the predictor output by ERM. We will use the idea of approximating a large set of
features by an e-covers later in this thesis in Section 6.1.
Advantages
• Selection: Using an L1 penalty allows the learner to select relevant features
from a set of features that whose size is exponential in the number of samples
we have.
• Sparsity: Using an L1 penalty can lead to very sparse solutions, which greatly
reduce the computational cost of prediction for the learned predictor.
Disadvantages
• Computation of conditional gradient: Computationally, finding the conditional
gradient can be very expensive. In fact, computing the conditional gradient is
as hard as performing ERM on the class of functions {f (·, q) : q 2 Q}.
• Approximation: Unlike in the case of L2 penalties, the strategies outlined here
give solutions that only approximate the error of ERM on the full set of features.
3.3 Discussion
In this section, we reviewed computational tools for learning linear predictors in high
dimensions. In particular, we saw that :
• Learning a linear model with an L• penalty can be approximated by learning
a linear model on randomly sampled features.
• Learning a linear model with an L1 penalty can be approximated by learning a
linear model on a small set of features which provide an e-cover for the set of
all features, if such a set of features exists.
The models we construct in the remainder of this thesis will rely on these tools. In
particular, we will use similarities to randomly sampled examples as features, which
can be justified using an L• penalty on the weights. We will also measure similarities
between examples on a small number of chosen subsets of the variables, and this can
be justified using an L1 penalty on the weights.
Chapter 4
Similarities to Templates as
Features
No leaf ever wholly equals another, and the concept "leaf" is formed through
an arbitrary abstraction from these individual differences, through forgetting the
distinctions; and now it gives rise to the idea that in nature there might be some-
thing besides the leaves which would be "leaf"—some kind of original form after
which all leaves have been woven, marked, copied, colored, curled, and painted,
but by unskilled hands, so that no copy turned out to be a correct, reliable, and
faithful image of the original form.
Friedrich Nietzsche,
“On Truth and Lie in an Extra-Moral Sense”
In the previous chapter, we saw that linear models in high dimensions can be learnt
efficiently, in certain cases, under L2, L•, and L1 penalties. In this chapter, we will
focus on a particular family of feature maps, those obtained by indexing the feature
map by the input space, i.e., setting
Q = X
giving the set of features
f (x) =
 
f
 
x; x0
 
: x0 2 X  ,
where f (·; ·) is typically a function designed to capture similarities between ex-
amples in aspects that are relevant to the task. This leads to predictors of the form
f (x;w) = Â
x02X
w
 
x0
 
f
 
x; x0
 
(4.1)
if the input space X is finite or, in the case that X is infinite,
f (x;w) =
Z
X
f
 
x; x0
 
dw
 
x0
 
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where w is some measure over X . For each feature f (·; x0), we will refer to x0 as a
template.
The advantage of such feature maps is that they only require the design of a single
function, f, and the features often take a form that is easy for a domain expert to
reason about. In addition, for a number of common input spaces, there exist standard
similarity functions that often perform well across different tasks. For instance,
• If X = Rd, then the Gaussian Radial Basis Function (RBF)
f
 
x; x0
 
= e 
1
2 kx x0k22
is a common choice.
• If X is the set of strings over some alphabet S, then a common choice is a
similarity function
f
 
x; x0
 
= g
 
edit
 
x, x0
  
,
where edit (x, x0) is the edit distance between the two strings x, x0 2 X , and
where g : R ! R is some monotone-decreasing function.
Throughout this chapter, we will assume that the features f are bounded. Specifically
we will assume that f (x, x0)  1 for all x, x0.
In this chapter, we present a framework for learning with such feature maps under an
L• penalty on the weights w. Our main result in this chapter can be seen as a gener-
alisation of the results in the learning with similarity functions framework of Balcan and
Blum (2006), which develops a theory of linear models on similarities to randomly
sampled examples as approximating distribution dependent models with similarit-
ies to all possible examples as features. We then discuss the curse of dimensionality
in the context of this framework. In the case of inputs from the Euclidean ball in d
dimensions, X =  x 2 Rd : kxk2  1 , the curse of dimensionality implies that if we
only assume that the target function is Lipschitz continuous, then in the worst case,
the number of examples we need for learning is exponential in the dimensionality d
of the inputs. The curse of dimensionality then motivates our study in Chapters 5
and 6 of learning algorithms based on similarities on subsets, corresponding to an
assumption that even smaller subsets of the variables can be informative about the
target.
4.1 Similarities to Randomly Sampled Templates
How can we express our prior belief, or preference toward particular values of w
when fitting a model of the form in equation (4.1)? If we apply an L1 penalty to the
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weights w, then to solve the resulting optimisation problem, we may need to search
through the entire space X or some e-cover of it. For inputs from X = Rd and
for many types of features, this will often have a computational complexity that is
exponential in the dimensionality, d, of the inputs. If we apply an L2 penalty, it will
often be the case that the inner product k (x1, x2) = Âx02X f (x1; x0) f (x2; x0) cannot
be easily computed, preventing us from exploiting the kernel trick of Subsection
3.2.1.
However, if we assume Q = P (X) and consider weight functions w with small L•
norm,
f (x;w) =
Z
X
w
 
x0
 
f
 
x; x0
 
dP
 
x0
 
such that sup
x02X
  w  x0     B , (4.2)
then we can apply the framework of Subsection 3.2.2, for learning with L• penalty,
and we see that we can achieve a good approximation to the objective (4.2) by learn-
ing a linear predictor f˜ using a sample of (possibly unlabelled) examples x01, . . . , x0K
as templates.
Formally, we have the following:
Theorem 4.1. Let 1  q  • and set p to be the conjugate exponent of q. Fix d > 0 and
w : X ! R, with kwk•  B. If X01, . . . ,X0K are drawn independently according to P (X),
then with probability at least 1  d, there exists a w˜ : {X01, . . . ,X0K} ! R, with kw˜kq  B
such that r
E
h 
f (X;w)  f˜ (X; w˜) 2i  Bp
K
 
1+
s
2 log
✓
1
d
◆!
,
where f˜ (x; w˜) = ÂKj=1 w˜
⇣
X0j
⌘
f(x;X0j)
K
1
p
.
Proof. This is just a special case of Algorithm 3.1 where we have set Q = P (X) and
so Theorem 3.3 applies, giving the result.
The above theorem justifies learning with similarities to unlabelled examples as in
Algorithm 4.1. Note again, that for all x, the p-norm of the features is going to be at
most 1, since
p
vuut KÂ
j=1
 
f
 
x;Xj
 
K
1
p
!p
 kf (x;X)k•  1 .
Note also, that despite the assumption on w being expressed in terms of its L• norm,
we can use any q-norm penalty, where 1  q  •, for the supervised learning of the
weights on the sampled features.
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Algorithm 4.1 Learning with randomly sampled templates
Input:
• m sample points (x1, y1) , . . . , (xm, ym)
• K unlabelled points x01, . . . , x0K sampled independently according to P (X)
• a feature map f (x; x0) such that |f (x; x0)|  1 for all x, x0 2 X
• a Lipschitz loss function `
• a scalar B > 0
• 1  q  •
Output: w˜ 2 RK
1. Set p to be the conjugate exponent of q
2. Explicitly compute features
zi  1Z
⇥
f
 
xi, x01
 
, . . . , f
 
xi, x0K
 ⇤T
where Z = K
1
p if p < • and Z = 1 if p = •.
3. Solve the ERM problem
w˜ argminkwkqB
1
m
m
Â
i=1
`
⇣
wTzi, yi
⌘
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4.1.1 Relation to Learning via Similarity Functions of Balcan and Blum
The framework introduced above, and in particular Algorithm 4.1, can be seen as a
generalisation of the learning via similarity functions framework (Balcan and Blum,
2006; Balcan et al., 2008; Balcan, 2008). In particular, Theorem 4.1 can be seen as a
generalisation of the results of Balcan and Blum (2006) and Balcan et al. (2008), which
were stated with respect to the hinge loss and L2 and L1 margins only. Our result is
more general in two respects:
1. It applies to any Lipschitz loss functions `, not only hinge loss.
2. It applies to supervised learning of the weights w˜ on the sampled features using
any q-norm penalty, not only L1 and L2 penalties.
In addition, our results demonstrate a connection between the work of Balcan and
Blum (2006) and that of Rahimi and Recht (2008).
We now restate Theorem 3.3.4 of Balcan (2008) using our notation and show that it is
a special case of Theorem 4.1. First, we have the following definition:
Definition 4.2. (Balcan, 2008, Definition 3.3.6) A similarity function f (·, ·) is an 
e, 1B
 
-good similarity function in hinge loss for a learning problem P if there exists
a weighting function w, with 0  w (x)  B for all x, and such that
E [` ( f (X;w) ,Y)]  e,
where
f (x;w) =
Z
X
y0f
 
x, x0
 
w
 
x0
 
dP
 
x0, y0
 
and where ` is the hinge loss,
` (yˆ, y) = max (1  yˆy, 0) .
Note that in Balcan (2008), goodness is parameterised by the margin, g, whereas we
have chosen to parameterise goodness by the L• norm B of the predictor. These two
quantities satisfy the relation g = 1B .
The following result tells us that if there is a good similarity function, then with high
probability, there exists a good linear predictor on the sampled features, with small
norm:
Theorem 4.3. (Balcan, 2008, Theorem 3.3.4) Let f be an
 
e, 1B
 
-good similarity function in
hinge loss for a learning problem P. Then for any e1 > 0 and 0 < d < Be1/4, with prob-
ability at least 1  d, K = 16 log (1/d)
⇣
B
e1
⌘2
samples, X01, . . . ,X0K, sampled independently
according to P, are sufficient so that there exists a w˜, with kw˜k2  B, satisfying
E
⇥
`
 
f˜ (X; w˜) ,Y
 ⇤  e+ e1
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where
f˜ (x; w˜) =
K
Â
j=1
f
⇣
x,X0j
⌘
p
K
w˜
⇣
X0j
⌘
.
We give our own proof of this result, based on the framework of Subsection 3.2.2.
Proof. Since f is an
 
e, 1B
 
-good similarity function in hinge loss and since the L•
norm of the weight function w is at most B, by Theorem 4.1, with q = 2, there exists,
with probability 1  d, a w˜ satisfying kw˜k2  B, such that
E
⇥
`
 
f˜ (x; w˜)
 ⇤ E [` ( f (x;w))]  Bp
K
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since the hinge loss is 1-Lipschitz. For d  exp
✓
 
⇣
4 p2
⌘ 2◆
we then have
Bp
K
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2 log
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d
◆!
 e1
4
p
log (1/d)
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2 log
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1
d
◆!
 e1
as required.
While we have added the condition that d  exp
✓
 
⇣
4 p2
⌘ 2◆ ⇡ 0.86, this is
usually insignificant, since the dependence of the bound on 1d is logarithmic. Note
that the analysis above allows us to reduce the required number of sampled features
to K = c log (1/d)
⇣
B
e1
⌘2
, for any c > 2, down from c = 16 in Balcan (2008, Theorem
3.3.4), as long as d  exp
✓
 
⇣p
c p2
⌘ 2◆
. In the above, we have only shown
the results with respect to similarity functions that are good in hinge loss. We have
not yet explored whether the results with respect to other notions of goodness in
Balcan (2008) (e.g., (e,g, t)-goodness) can also be shown to be special cases of the
framework developed here.
4.1.2 Relation to Kernel Methods
Learning with an L2 penalty on the weights leads to solutions that can be expressed
as linear combinations of observed feature vectors. If the kernel computing the inner
product is interpreted as a measure of similarity, then learning results in predictors
of the form
f (x) =
m
Â
i=1
aik (x; xi) ,
§4.1 Similarities to Randomly Sampled Templates 45
the same form as we get when we learn with similarities to templates sampled ac-
cording to P (X). This has led to kernel methods being interpreted as methods for
learning with similarity functions. However, it is important to note that while the
form of the final predictor is amenable to such an interpretation, the penalty used
during learning does not fit this interpretation.
This distinction is important for two reasons. First, we will be formulating our mod-
els in terms of similarity measures, and we wish to interpret our learning procedures
from this perspective, not only the resulting predictors. Second, we will formulate
our models for learning with similarities on subsets as selecting the subsets on which
to measure similarity for each example in the space. Our formulation is particularly
simple to state in the framework of learning with similarity measure. It is not clear
how to interpret the algorithms we propose from a kernel perspective. It also not
clear how our algorithms affect the L2 norm of the predictor and therefore it is not
clear how to analyse our algorithm using standard kernel analyses.
For a detailed comparison of kernel based models and models based on learning
with similarity functions, see Balcan et al. (2008, Sections 5 and 6).
4.1.3 Relation to Kernel Regression, RBF Networks, the LP Machine, and
Friends
In this section, we discuss other supervised learning frameworks that are closely
related to the framework presented in this chapter. In particular, we point out that
the framework in this chapter differs in that it combines two factors:
1. The weights for all the feature are optimised together using a global objective.
2. The theory is about Distribution dependent models, rather than data-dependent
models.
A common approach in the field of statistics to the problem of regression is to use
Nadaraya-Watson kernel regression (Nadaraya, 1964; Watson, 1964). In Nadaraya-
Watson kernel regression, given examples (x1, y1) , . . . , (xm, ym) and a kernel K, a learner
outputs the predictor
f (x) = Â
m
i=1 yiK (xi, x)
Âmi=1 K (xi, x)
,
corresponding to a weighted local average at each point x.
Learning with similarity functions is related to Nadaraya-Watson kernel regression,
but differs in two ways
1. Targets: In Nadaraya-Watson kernel regression, the target for each xi is simply
the observed target value yi. However, when learning with similarity functions,
the targets are optimised to minimise the empirical risk.
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2. Normalisation: In Nadaraya-Watson kernel regression, the features K (xi, x)
are normalised so that they sum to 1, in learning with similarity functions, we
do not perform such a normalisation.
Another approach to supervised learning is RBF networks (Hastie et al., 2009), an RBF
network model takes the form
f (x) =
J
Â
j=1
wjf
   x  x j  
lj
!
where f : R ! R is typically a monotone decreasing function. There weights wj
are optimised using ERM. There are different approaches to selecting the values of
the x j and lj. Formal analyses of these models however, are typically based on the
assumption that all parameters are optimised to minimise the empirical risk (Györfi
et al., 2002). However, in practice, no methods are known for efficiently finding the
optimum values for the x j.
The algorithm presented in this chapter for learning with similarity functions with L2
penalty is equivalent to learning an RBF network where the x j are set to be randomly
sampled examples and with L2 penalty again on the weights. The main difference is
in that in learning with similarity functions, this way of setting the templates x j is an
essential component, allowing us to think about the model we learn as approximating
some distribution dependent model.
Graepel et al. (1999) proposed an algorithm for learning with “proximity” based
features called the linear programming machine. Given a “proximity” function p :
X ⇥ X 7! R , the linear programming machine then learns using penalised ERM
with hinge loss and an L1 penalty on the weights. The algorithm was proposed
as an alternative to the kernel SVM learning algorithm with two advantages. The
first advantage is that unlike kernel SVM, the linear programming machine does
not require p to be positive semi-definite. Second, the use of an L1 penalty on the
weights encourages predictors with sparse weights. Later, Luxburg and Bousquet
(2004) proposed a theoretical justification for the use of an L1 penalty on the weights
in the linear programming machine. In particular, the theory proposed by Luxburg
and Bousquet (2004) was that given a distance function d and examples x1, . . . , xJ ,
the Lipschitz constant of a function
f (x) =
J
Â
j=1
wjd
 
x, xj
 
is upper bounded by the L1 norm of the weights ÂJj=1
  wj  . While the approach of
Luxburg and Bousquet (2004) provides a possible theoretical justification for using
an L1 penalty on the weights, it does not quantify the effects measuring distance to
randomly sampled examples.
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Thus the theory of learning with similarity functions differs from the theories for RBF
networks and for the linear programming machine in being distribution-dependent
rather than data-dependent. We explain what we mean by these two terms below:
• Distribution-dependent model: In the theory of learning with similarity func-
tions the model being studied depends on the distribution of the inputs. We use
randomly sampled examples as an approximation and we quantify the quality
of this approximation.
• Data-dependent model: The theory developed for RBF networks and for the
linear programming machine considers a model which depends on the ob-
served examples and does not study the effect of the random sampling of fea-
tures on the resulting model.
4.2 The Curse of Dimensionality
All the results we stated above were in terms of the L• norm of w. If the L• norm of
w is small, then we are able to learn using a small number of labeled examples. An
important question is: how large might the norm of w get?
In this section, we review results which imply that, in the worst case, the norm
needed for a good linear predictor on a set of features may grow exponentially in the
dimension of the input space d. We also discuss the extent to which this is a problem
in practice, as the analysis is a worst-case analysis and may be overly pessimistic.
The core of the problem is that the number of different combinations of input values
that can occur grows exponentially with the dimensionality of the input. However,
often much of this variation is irrelevant to the task at hand. For instance, the back-
ground of an image, when trying to detect faces, is largely irrelevant. This motivates
Chapters 5 and 6, where we discuss methods for learning predictors that can focus on
a small relevant subset of the input variables for each templates, potentially reducing
the number of examples needed for learning.
4.2.1 Binary Input Vectors
We will start with an analysis for the case of binary inputs, as this case is particularly
simple to analyse. We will assume that the input space consists of all binary vectors
of size d,
X = {0, 1}d .
Our analysis will be in terms of the squared loss, but the results can be modified to
other losses to yield the same exponential growth in the number of samples needed
as a function of the dimension.
We have the following theorem:
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Theorem 4.4. For any learning algorithm A, there exists a distribution P over X ⇥ Y ,
where Y = [ 1, 1] and Y = f (X) with probability 1 for some function f and such that a
predictor output byA applied to a sample of size m has expected square loss at least
⇣
1  m2d
⌘
.
In particular, this implies that A needs at least
m   2d (1  e)
examples to output a predictor with expected squared loss less than e.
Proof. Suppose that the inputs X are sampled uniformly from {0, 1}d and that we
choose the target for each x 2 {0, 1}d independently, to be either  1 or 1. That is, in-
dependently for each x 2 {0, 1}d, set P (Y = 1|X = x) = 1 or P (Y =  1|X = x) = 1,
each with probability 12 . Note, we are randomly choosing the conditional distribu-
tions of the Ys here. For each x 2 X , if A has observed no examples X taking the
value x, then the best it can do is to output f (x) = 0. Thus, the expected loss of A
for observations taking value x it has not yet observed will be 1. Averaging the loss
over all of the inputs, we have that after seeing m observations, our expected loss
will be at least
⇣
1  m2d
⌘
. Thus, to reduce our expected loss to e, we require at least
m   2d (1  e) examples.
As we can see, the source of the problem is the number of different possible examples.
If the inputs are continuous, for instance X = Rd, then there are an infinite number
of variations of the inputs, even if d = 1. However, in many domains it is reasonable
to assume that the target function varies continuously. For instance, whether or not
a particular object is present in an image is unlikely to change significantly based on
variations in the 3rd decimal place of the pixel intensities. However, as we will see in
Theorem 4.5 of the next section, even if we restrict the target function to be Lipschitz
continuous, the number of examples we might need can still grow exponentially in
the dimension d.
4.2.2 Continuous Inputs and Lipschitz Continuous Targets
We may hope that the worst-case exponential growth in the number of samples
required for learning in the case of binary inputs can be alleviated if we restrict
ourselves to real valued inputs with small norm and if we assume that the target
function is Lipschitz continuous. Unfortunately, this is not the case, and a result of a
similar nature holds in this case as well.
Theorem 4.5. Fix e > 0, g > 0. For any learning algorithm A, there exists a distribution
over X ⇥ Y , where X =  x 2 Rd : kxk2  1 , Y = [ 1, 1] and Y = f (X) with probabil-
ity 1, where f is a 2g-Lipschitz function, and such that a predictor output by A has expected
squared loss at least
 
1 mg d . In particular, this implies that at least
m   gd (1  e)
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examples are needed for the predictor output by A to achieve squared loss less than e.
Proof. Our proof follows a similar argument as in the discrete case in Theorem 4.4.
We show that there exists a set of at least gd points at which we can set the values
of f at random to  1 or 1 while still allowing f to be extended to a 2g-Lipschitz
function. That is, we show that there exists a set of points C ⇢ X of size |C|   gd
such that all points in C have distance at least 1g from each other. We can then choose
the values of f independently at random from { 1, 1} at these points c 2 C and then
extend f to a 2g-Lipschitz function over all of X as in McShane (1934, Theorem 1).
Setting P (X) to be the uniform distribution over C, similar to Theorem 4.4, we get
that the expected loss of A will be at least  1 mg d  and so, to reduce our loss to
e, we would need at least m   gd (1  e) examples.
Let us show that there exists such a set C. Consider the following procedure: add
one point c 2 X into C at a time such that the new point is at distance at least 1g
from all the other points already in C. When no more points can be added in such a
manner, we must have a C which is a 1g -cover of X ,
min
c2C kx  ck2 
1
g
for all x 2 X .
By construction, the points in C are at distance at least 1g from each other. It remains
to show that |C| > gd. Note that the volume V1
g
of a ball of radius 1g relative to the
volume V1 of the unit ball is
V1
g
V1 = g
 d. Since C is a 1g -cover of X , X is a subset of the
union of balls of radius 1g centred at the points in C. Thus, there must be at least g
d
such balls to account for the volume of the unit ball, and so C must contain at least
gd points.
4.2.3 The Curse of Dimensionality in Practice
The results above were worst case results and relied heavily on spreading out the
density of the input distribution throughout the space. In practice, especially for
high-dimensional problems, almost all the inputs we get in fact come from a very
small subset of the space. Certain nonparametric learners, such as k-nearest-neighbours,
have been shown to be adaptive to inputs that lie in a space of low intrinsic dimen-
sion under various notions of intrinsic dimension (Bickel and Li, 2007; Kpotufe, 2010).
That is, if the examples come from a low-dimensional manifold, and if we assume
that the target function is Lipschitz, then the number of examples we need for learn-
ing depends on the dimensionality of the manifold rather than the dimension of the
space in which the examples lie.
In Figure 4.1 we illustrate that the worst case results above are indeed very pessimistic
compared to what is observed in practice. We draw a sample of points uniformly
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Figure 4.1: Distances to nearest neighbours on MNIST vs on randomly sampled
points from the unit sphere
at random from the unit sphere in R784 and plot a kernel density estimate of the
distance of each point to its nearest neighbour. We do the same for the same number
of observations from the MNIST dataset, where the inputs are from R784, and where
we have normalised the observations so that they lie on the unit sphere. We can see
from the figure that the distances in the MNIST dataset tend to be smaller. If we had
fixed, for example, 1g = 0.8, then the number of points that fall in a
1
g -neighbourhood
of a new random point in the case of MNIST is quite high. Whereas for the uniform
random points, this number is essentially 0.
While it seems that in practice the distribution of the inputs are not as pathological
as in the worst case analyses of sample complexity, there are often still many vari-
ations of the inputs that differ significantly. Often the number of variations are too
numerous for us to be able to learn with a reasonable number of samples. If for
each example however, the number of input variables necessary for good prediction
is low, then finding these relevant inputs could allow us to learn with far fewer ex-
amples. For instance, for images, much of the image, even within a bounding box
for an object, is not necessary for making an accurate prediction as to the class of the
object. In the following chapters we investigate learning algorithms that attempt to
find a subset of relevant input variables for each example.
4.3 Template-Dependent Similarities
Later in this thesis, we will explore models based on similarities on subsets, that is,
similarities to templates measured on a subset of the variables. For instance, for a
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task of face detection, this would allow us to compare to a template image containing
a face, only on the pixels corresponding to the face. This could allow us to learn
models that are invariant to differences in background.
We will formulate such models as having a similarity function that varies across
the space. In particular, we will assume that there is some collection of similarity
functions
f1, . . . , fJ ,
and that for each point x0 2 X , there is some unknown similarity function f,
f
 ·; x0  = JÂ
j=1
aj
 
x0
 
fj
 
x; x0
 
which we can learn. This is equivalent to learning f of the form
f (x;w) =
Z
X
J
Â
j=1
wj
 
x0
 
fj
 
x; x0
 
dP
 
x0
 
(4.3)
where
wj
 
x0
 
= aj
 
x0
 
w
 
x0
 
for each x0 2 X .
Can we sample templates and then optimise over the similarity f (·; x0) for each
template x0? Under a restriction on a
sup
x02X
J
Â
j=1
  aj  x0     B
this can indeed be justified. What about sampling templates and then sampling
similarities per template? This too can be justified under the restriction
sup
j,x02X
  aj  x0     B .
Note that the two above restrictions on a may correspond to very different prefer-
ences or beliefs:
• Starting with a restriction on the L1 norm of the weights of the similarities
corresponds to a belief that there exists a good similarity function for each
template, but a priori, we do not know much about what it is likely to be.
• Starting with a restriction on the L• norm of the weights of the similarities
corresponds to a belief that good similarity functions are likely to be sampled
according to Q.
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4.3.1 Sampling the Similarity for Each Template
For Algorithm 4.2, based on sampling similarities for each template, we have the
following:
Theorem 4.6. Suppose f is of the form in equation (4.3), supx02X Â
J
j=1
  wj (x0)    B, and
` is an L-Lipschitz loss function. Then with probability at least 1  d, there exists a w˜, with  w˜j (x0)  q on the sampled features such that
E
⇥
`
 
f˜ (x; w˜)
 ⇤ E [` ( f (x;w))]  BLp
K
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Proof. This is a special case of Proposition 3.3 under the product measure P⇥Q over
pairs of templates and similarity functions.
4.3.2 Selecting the Similarity for Each Template
For Algorithm 4.3, based on selecting similarities for each template, we have the
following.
Theorem 4.7. Let ` be an L-Lipschitz loss function. Suppose f is of the form in equa-
tion 4.3 with supx02X Â
J
j=1
  wj (x0)    B. Suppose further that x01, . . . , x0K are sampled
independently according to P (X). Then with probability at least 1   d, there exists a
w˜ : {x01, . . . , x0K}⇥ {1, . . . , J}! R, with kw˜k1  B, such that
E
⇥
`
 
f˜ (x; w˜)
 ⇤ E [` ( f (x;w))]  BLp
K
 
1+
s
2 log
✓
1
d
◆!
.
where f˜ (x; v) = 1K Â
K
k=1Â
J
j=1 w˜j
 
x0k
 
fj (x; x0) .
Proof. Consider the feature map f (x; x0) = ÂJj=1 wj (x
0) f (x; x0) indexed by X with
the distribution P (X) over X . By Theorem 3.3, there exists a v˜ : X ! R with
kv˜k1  1 such that
E
⇥
`
 
f˜ (x; v˜)
 ⇤ E [` ( f (x;w))]  BLp
K
 
1+
s
2 log
✓
1
d
◆!
where
f˜ (x; v˜) =
K
Â
k=1
v˜Kf
 
x; x0k
 
=
K
Â
k=1
J
Â
j=1
v˜Kwj
 
x0k
 
fj
 
x; x0k
 
.
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Algorithm 4.2 Learning with randomly sampled similarities on templates
Input:
• m sample points (x1, y1) , . . . , (xm, ym)
• J feature maps f1, . . . , fJ such that for each 1  j  J,
  fj (x; x0)    1 for all x
and x0
• K unlabelled points x01, . . . , x0K sampled independently according to P (X)
• K feature maps fl1 , . . . , flk sampled independently according to a distribution
Q over the feature maps
• a Lipschitz loss function `
• a scalar B > 0
• 1  q  •
Output: w⇤ 2 RK
1. Set p to be the conjugate exponent of q
2. Explicitly compute features
zi  1Z
⇥
fl1
 
xi, x01
 
, . . . , flK
 
xi, x0K
 ⇤T
where Z = K
1
p if p < • and Z = 1 if p = •.
3. Solve the ERM problem
w⇤  argminkwkqB
1
m
m
Â
i=1
`
⇣
wTzi, yi
⌘
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Algorithm 4.3 Learning similarities to randomly sampled templates
Input:
• m sample points (x1, y1) , . . . , (xm, ym)
• K unlabelled points x01, . . . , x0K sampled independently according to P (X)
• J feature maps f1, . . . , fJ such that for each 1  j  J,
  fj (x; x0)    1 for all x
and x0
• a Lipschitz loss function `
• a scalar B > 0
Output: w⇤ 2 R J⇥K
1. Explicitly compute features
zi  
⇥
f1
 
xi, x01
 
, . . . , f1
 
xi, x0K
 
, . . . , fJ
 
xi, x01
 
, . . . , fJ
 
xi, x0K
 ⇤T
2. Solve the ERM problem
w⇤  argminkwk1B
1
m
m
Â
i=1
`
⇣
wTzi, yi
⌘
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Setting w˜j
 
x0k
 
= v˜kwj
 
x0k
 
and noting that
K
Â
k=1
J
Â
j=1
  w˜j  x0k    = KÂ
k=1
J
Â
j=1
  v˜jwj  x0k   
=
K
Â
k=1
  v˜j   JÂ
j=1
  wj  x0k   

K
Â
k=1
  v˜j   B
 B,
we have the desired result.
4.3.3 Relation to Learning with Multiple Similarities of Balcan
The framework of learning with similarity functions was extended by Balcan (2008) to
learning convex combinations of similarity functions (Balcan, 2008, Theorem 3.4.18).
The algorithm proposed by Balcan (2008) for learning with multiple similarities is
the same as Algorithm 4.3 presented here. However, in the framework of Balcan
(2008), the model being learned assumes that there exists a convex combination of
similarities that works for all examples. This is similar to the assumption used in
the work of Lanckriet et al. (2004) where a kernel is learnt as a linear combination
of some base kernels. On the other hand, the model in Theorem 4.3 assumes that
there exists a convex combination of similarities per template. In particular, the results
presented here are more general since any convex combination of similarities across
the space can also be expressed as a convex combination of similarities per template.
The more general framework we presented here could, for instance, be used to study
similarities based on distances where the scale of the distances is selected for per
template.
4.4 Discussion
In this chapter, we reviewed the framework of Balcan and Blum (2006) for learning
with similarity functions and extended a number of the results. The framework
provides a theory for learning with similarity to randomly sampled examples. The
algorithms in the remainder of this thesis will be viewed as algorithms for learning
with similarities to randomly sampled examples.
We also reviewed “curse of dimensionality” results showing that learning in high di-
mensions can have a very high sample complexity. This serves to motivate Chapters
5 and 6, where we study methods for reducing this sample complexity for certain
tasks by measuring similarities on subsets of the variables.
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Chapter 5
Similarities on Subsets: A
Simplified Analysis
These perceptrons [with a single hidden layer] are capable of learning any set of
responses which we might care to have them make to a universe of stimuli. Their
main deficiencies are [...] a lack of ability to analyse complex environmental
situations into simpler parts.
Rosenblatt (1961, page 97)
We saw in Theorem 4.4, that when learning a model based on similarities, the sample
complexity can grow very large as the dimension d of the inputs increases. What
properties of a task can be exploited to help us overcome this high sample complex-
ity? In this chapter, we will consider a simple setting where the input variables are
binary and where similarity between an example and a template is 1 if they are equal
and 0 otherwise. In this setting, one direction that has been explored, is to assume
that accurate predictions can be made based on a subset of the variables, where the
subset is of size k ⌧ d (Blum and Langley, 1997). Models based on this assumption
are commonly referred to as k-junta models. As we will review in this chapter, if
accurate predictions can indeed be made based on a small subset of the variables,
then it is possible to learn an accurate model using far fewer examples.
The problem is, that if the dimensionality d of the inputs is large, then finding appro-
priate subsets on which to build the model can be very expensive computationally
as there are (dk) = W
⇣
(d/k)k
⌘
subsets to potentially consider.
Most studies of learning k-junta models have focused on worst case analyses, or at
least analyses that assume the input variables are independent. Under such assump-
tions, the best known algorithms only have bounds of dO(k) on their computational
complexity, making them impractical in high dimensions. However, in this chapter
we will argue, that if the input variables are not independent, but on the contrary, can
be partitioned into a small number of groups of highly dependent variables, then it is
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possible to reduce the sample complexity by learning with similarities on subsets, in
a similar fashion to k-junta models, and this reduction in sample complexity can be
achieved without paying a large computational price. This is achieved by considering
similarities on k groups of highly dependent variables rather than on k of the original
variables.
In particular, we will argue that
• models based on similarities on k groups of variables can express any model
based on similarities on k variables, so that we do not lose any expressiveness
by moving from similarities on k variables to similarities on k groups;
• if the number of groups is small, then the computational effort of considering
similarities on k groups, for each example, is much smaller than considering
similarities on k variables;
• if the variables within each group are highly dependent, then the sample com-
plexity of a model on k of these groups is not too much higher than that of a
model on k of the original input variables and in particular can be significantly
lower than the sample complexity of learning on all variables.
By highly dependent variables, we mean that there are only a small number of pos-
sible values the variables can take jointly. This definition was chosen as it simplifies
the analysis, and in the next chapter, when discussing similar ideas with continuous
similarities, we will relax this requirement.
5.1 Binary Inputs - A Simplified Model
We will make the following simplifying assumptions in this chapter:
1. The input variables are binary. That is, X takes values in {0, 1}d .
2. Similarity is measured using the indicator of equality,
f (x; t) =
(
1 if x = t
0 otherwise.
These assumptions will greatly simplify our analysis, as analysing the complexity
of learning will reduce to counting certain simple quantities. Using equality as our
measure of similarity means that the neighbourhoods are simple, one neighbour-
hood for each possible input, and non-overlapping. The binary inputs mean that
enumerating the neighbourhoods simply corresponds to enumerating the different
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combinations of binary values the inputs take. In other words, we will have a feature
for every possible combination of the binary values the variables can take, and if a
point is in one neighbourhood, it is in no other.
For example, the analysis for the curse of dimensionality under these assumptions,
in Theorem 4.4 consisted of essentially the following simple reasoning: suppose we
have d variables, then there are 2d possible configurations of the variables. Since there
is no overlap between neighbourhoods, they share no information; thus we should
expect learning to require W
 
2d
 
examples if all configurations are equally likely.
We will also make other assumptions throughout this chapter, such as an assump-
tion that we can find low complexity subsets. We define the complexity of a subset
below but first we introduce some notation. For any x 2 {0, 1}d and any subset
s ⇢ {1, . . . , d}, we will denote by xs the vector of length |s| composed of the coordin-
ates of x corresponding to the indexes in s in sorted order. That is, if s˜ is the vector
resulting from sorting the indexes in s, s˜1 < . . . < s˜k, then
xs =
⇣
xs˜1 , . . . , xs˜|s|
⌘
.
This will simplify some of our notation and will allow us, for instance, to rewrite
fs (x; t) = f (xs; ts).
Definition 5.1. For a random vector X taking values in {0, 1}d, we will define the
complexity of a subset s ⇢ {1, . . . , d} with respect to X to be the size of the support
of X projected on to s, Ns (X) = |{xs : P (Xs = xs) > 0}|. When X is clear from the
context, we will simply use Ns to denote Ns (X).
In other words, the complexity of a subset corresponds to the number of possible
values, or variations, that can appear on the subset. If a subset s has low complexity,
then we will also say that the variables in s are highly dependent.
To give concrete examples in this section, we will describe a certain simplified version
of the MNIST dataset. The first simplification we will make is to make the dataset
binary by simply rounding the value of each pixel to the maximum or minimum
value. An example of a such a digit corresponding to a 0 is portrayed in Figure 5.1.
5.2 Reducing Sample Complexity with Similarities on Sub-
sets
In the theoretical literature, a common approach to overcoming the problem men-
tioned in the last section – the large sample complexity of learning in high dimen-
sions – is to consider similarities on subsets of the variables, for example in the
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Figure 5.1: Binary MNIST digit
form of k-junta models (Blum and Langley, 1997). Formally, a k-junta model outputs
Boolean values and takes the form
f (x) = _t2T ^j2s
 
xj = tj
 
where ^ denotes logical AND, and _ logical OR , s ⇢ {1, . . . , d} with |s| = k and
T ⇢ {0, 1}d.
Using the notation
fs (x; t) =
(
1 if xj = tj for all j 2 s
0 else,
and removing all but one (e.g. the first) element of T if there are multiple elements
agreeing on s, we have
I ( f (x)) = Â
t2T
fs (x; t) .
So a k-junta model is equivalent to a linear model with similarities taken on a subset
of size k and with the weights for similarity to each template restricted to be 0 or 1.
We will relax the assumption that the weights are all set to 0 or 1 and will consider
more generally models of the form
f (x) = Â
t2T
a (t) fs (x; t)
where a : T ! R. We will call such a model a relaxed k-junta. We note here that
these types of model were actually studied much earlier but were called by different
names, such as order-restricted perceptrons by Minsky and Papert (1969, p. 12).
An illustration of a similarity on a subset is given in Figure 5.2.
The advantage of learning with similarities on subsets can be quantified in a worst
case analysis of the sample complexity. In particular, we have the following:
Proposition 5.2. Learning a relaxed k-junta in d dimensions with targets in [ 1, 1] to
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Figure 5.2: Similarity on a Subset of Size 3
If : 1
If : 1
If : 0
If : 0
If : 0
If : 1
If : 0
If : 1
accuracy e has sample complexity
m (e, d, k) = O
✓
22k
e2
k log 2d
◆
.
In particular, there exists a learning algorithm outputting a predictor fˆ , and a function m,
such that for a given 0 < d < 1, and e < 0, given m (e, d, k) examples, with probability
1  d,
E
h
`
⇣
fˆ (X) ,Y
⌘i
 E [` ( f ⇤ (X) ,Y)]  e
where ` is a 1-Lipschitz loss function and f ⇤ is the relaxed k-junta with the smallest expected
loss.
Proof. First note that since f ⇤ is a relaxed k-junta with targets in [ 1, 1], it can be
written as a sum of 2k conjunctions, one for each value the k variables in the k-junta
can jointly take, and with the weight for each conjunction in [ 1, 1]. Thus, the target
can be expressed as a linear predictor on conjunctions with L1 norm at most 2k. Note
that for each subset we have 2k features and there are (dk)  dk subsets, for a total of
O (2d)k features. Using Theorem 2.4, for learning linear predictors with a restriction
on the L1 norm of the weights, and noting that f ⇤ can be expressed using a linear
model with L1 norm 2k and O
⇣
(2d)k
⌘
features, we get the desired result.
Recall that we are comparing to a worst case sample complexity ofW
 
2d
 
for learning
with similarities on all variables. If d is large and k ⌧ d, this leads to a reduction
in the exponent for the sample complexity, from approximately d to approximately
2k. We note here that one could also perform ERM directly on the class of k-juntas
by simply estimating the loss of each of the (dk)2
2k k-juntas and choosing the one
with lowest empirical risk. Indeed this would lead to an exponent of k instead of
2k (see e.g. (Mohri et al., 2012, Theorem 2.2)). However, relaxed k-juntas are more
expressive and can express dependencies on multiple subsets. It would be interesting
in future work to investigate empirically the differences in performance of these two
approaches.
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While the above seems like a promising approach to tackling the sample complexity
problem in high dimension for some problems, there remains a large computational
problem with this approach. Even if we simply try to enumerate all (dk) = W
⇣
(d/k)k
⌘
subsets, we end up with a very expensive computation, especially in high dimensions
when d is large. Further, despite many years of research, the fastest known algorithm
for learning k-juntas only achieves a bound of dO(k) on its running time (Mossel et al.,
2003). We note that the above work of Mossel et al. (2003) is under the assumption
that the inputs come from a uniform distribution. In particular, the fastest algorithm
in this case is at least as fast as an algorithm that would work across all distributions.
So we can consider this as a lower bound on the current best running time of learning
k-juntas if no assumptions are made about the distribution of the inputs.
In fact, most analyses of learning k-juntas are either worst case analyses or assume
that the inputs come from a uniform distribution, implying that the variables are all
independent. However, for many high-dimensional problems, on the contrary, many
of the variables are highly dependent. In the rest of this chapter, we will develop a
method for taking advantage of such dependence among variables, if it exists, to
speed up the learning of k-juntas.
In particular, we will argue that if the variables can be grouped into low complexity
subsets, then the computational cost of learning k-juntas can be greatly reduced.
However, we also note that this speedup may come at a price of increased sample
complexity, and so the method we propose can be seen as a compromise, allowing
us to obtain some of the sample complexity advantages of learning with similarities
on subsets without paying such a large computational price as we would if we tried
to learn k-juntas.
5.3 Reducing Computational Complexity by Grouping Vari-
ables
As we saw in the previous section, measuring similarities on subsets can help reduce
the sample complexity but can also lead to a large computational cost per example.
In this section we study additional structure in the distribution of the inputs that can
allow us to deal with this computational challenge. The additional structure we will
study is the existence of large groups of variables which are highly dependent. We
show that if such groups of highly dependent variables exist, this can be exploited to
reduce our computational complexity without losing too much of the sample com-
plexity advantage that comes from learning with similarities on subsets.
We will assume that we are given a disjoint partition S of the input variables. That is,
we will assume we are given a collection S of subsets of {1, . . . , d} such that
• for any distinct pair s1 and s2 in S the subsets are disjoint, s1 \ s2 = ∆;
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Figure 5.3: Similarities on k groups
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• the union of all subsets in S cover all the variables, [s2S = {1, . . . , d}.
Given a partition S of the inputs into |S| = J groups, we will then consider relaxed
k-group-junta models. In particular we will use the following definition:
Definition 5.3. Given a disjoint partition S of {1, . . . , d}, we will call a model of the
form
f (x) = Â
t2T
a (t) fs0 (x; t)
a relaxed k-group-junta if s0 can be written as a union of k elements of S .
5.3.1 Covering
The first observation we make is that when measuring similarity using an indicator
of equality, as we do here, similarity to any template on a subset of size k can also
be expressed as a sum of similarities to certain templates on a union s1 [ . . . [ sk of
k subsets s1, . . . , sk 2 S from our partition. The idea is essentially that given a subset
s and a superset s0 ◆ s, similarity on the superset s0 implies similarity on the subset
s, and similarity on the subset s also implies similarity on the superset s0 for some
template. In particular, we have the following:
Lemma 5.4. Let s ⇢ s0 ⇢ {1, . . . , d}, and let t 2 X . Then
f (xs; ts) = Â
t0s0 2Ts0
f
 
xs0 ; t0s0
 
where Ts0 =
n
t0s0 : t
0 2 {0, 1}d such that fs (t; t0) = 1
o
.
Proof. Note that f
 
xs0 ; t0s0
 
is equal to 1 for one and only one t0s0 2 Ts0 at a time, while
for all other t0s0 2 Ts0 , f
 
xs0 ; t0s0
 
is equal to 0. We thus have
f (xs; ts) = I
 ^j2s  xj = tj   = I ⇣_t02Ts0 ^j2s0 ⇣xj = t0j⌘⌘ = Â
t0s0 2Ts0
f
 
xs0 ; t0s0
 
.
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As a corollary, we have the following:
Corollary 5.5. Let s ⇢ {1, . . . , d} with |s| = k and let S be a disjoint partition of {1, . . . , d}.
Let t 2 {0, 1}d. Then
fs (x; t) = Â
t0s0 2Ts0
f
 
xs0 ; t0
 
where
s0 = [
q2S :s\q 6=∆
q
and
Ts0 =
n
t0s0 : t
0 2 {0, 1}d and fs
 
t; t0
 
= 1
o
.
Proof. By the definition of s0, we have that s ⇢ s0. The result is then just a special case
of Lemma 5.4.
Note that s0 is composed of at most k groups of variables, one group for each variable
in s.
Since we are dealing with linear models, the result above implies that any model that
we can express in terms of similarities on subsets of size k, can also be expressed in
terms of similarities on a union of k subsets in a disjoint partition. The advantage of
working with these larger subsets is that the number of possible combinations of k
groups, (Jk), is much smaller than the number of possible combinations of k variables,
(dk). If the groups are large, this leads to very significant savings in computation.
5.3.2 Reduced Computational Complexity Per Example
In the previous subsection we saw that a model that can be expressed using simil-
arities on a subset of size k can also be expressed as a model using similarities on k
groups of variables from a disjoint partition. What is the advantage of considering
similarities on k groups rather than on k variables? The advantage is that the com-
putational effort of computing the features for each example is now greatly reduced.
Since the similarity we are considering is equality on a subset, there will be only
one feature that will be active for each subset under consideration, and the number
of subsets has now reduced from (dk) to (
J
k), reducing the number of features per
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example by a factor of✓
d
k
◆
/
✓
J
k
◆
=
d!
k! (d  k)! /
J!
k! (J   k)!
=
d!
(d  k)! /
J!
(J   k)!
=
d
J
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J   1 · · · · ·
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 
✓
d  k
J
◆k
.
5.3.3 Increased Sample Complexity
In the previous subsection, we argued that the computation we need to perform,
per example, can be greatly reduced if we first partition the input variables into
groups of variables which are highly dependent. However, we are now considering
models on subsets composed of k groups of variables rather than k variables, so the
sample complexity of learning such models may have increased. In this subsection
we analyse the resulting sample complexity from considering k groups and show
that if the variables within the groups are highly dependent, then the bound we can
achieve on the sample complexity of learning with similarities on k groups is not too
much higher than the bound we have for the sample complexity of learning with
similarities on k variables.
Ideally, such a comparison should be based on a lower bound on the sample com-
plexity of learning with similarities on k variables and taking into account the extra
dependencies between variables. However, this analysis is significantly more com-
plex and has been left as future work.
Recall that Ns the number of combinations of values that may appear on the variables
indexed by s
Ns = |{xs : P (Xs = xs) > 0}| .
That is, Ns is the size of the support of X projected onto the subset s and that for a
partition S of the variables, NS is the maximal number of combinations on any of
the subsets in S ,
NS = max
s2S
Ns.
We have the following:
Proposition 5.6. Given a partition S of indexes {1, . . . , d} into |S| = J groups, the sample
complexity of learning a relaxed k-group-junta with targets in [ 1, 1] has sample complexity
m (e, J, k,NS ) = O
 
N2kS
e2
k log (JNS )
!
. (5.1)
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In particular, there exists a learning algorithm outputting a predictor fˆ , and a function m of
the order given in (5.1), such that for a given 0 < d < 1, and e < 0, given m (e, J, k,NS )
examples, with probability 1  d,
E
h
`
⇣
fˆ (X) ,Y
⌘i
 E [` ( f ⇤ (X) ,Y)]  e
where ` is a 1-Lipschitz loss function, f ⇤ is the relaxed k-group-junta with the smallest
expected loss.
Proof. We follow a similar argument as in the proof of 5.2. Note that there are (Jk)  Jk
possible subsets of S of size k. For each subset of k groups S1, . . . , Sk, we note that
NS1[...[Sk  NS1 · . . . · NSk  NkS . Thus, we can represent a relaxed k-group-junta for
this problem using at most JkNkS features. Further, since f
⇤ is a relaxed k-group-junta,
it can be written as a sum of at most NkS conjunctions. That is, f
⇤ can be represented
as a linear predictor over conjunctions with L1 norm at most NkS . Using Theorem 2.4,
for learning linear predictors with a restriction on the L1 norm of the weights, and
noting that f ⇤ can be expressed using a linear model with L1 norm at most NkS and
with O  JkNkS  features, we get the desired result.
In particular, the sample complexity, or more precisely, our upper bound on the worst
case sample complexity, has increased by a multiplicative factor of approximately
(NS/2)2k, ignoring changes in logarithmic factors.
The above proposition explains the advantage of grouping highly dependent vari-
ables. By grouping highly dependent variables, we can keep NS small, allowing us
to still achieve a much lower sample complexity than if we learned using similarities
on all variables.
5.3.4 Overall Computational Complexity
In Subsection 5.3.2 we argued that grouping variables can help us reduce the com-
putational complexity per example, but in Section 5.3.3 we argued that grouping
variables can also lead to an increase in sample complexity, which in turn would
increase our computational complexity again. When do we make an overall gain
in terms of computational complexity by learning with similarities on k groups as
compared to on k variables?
We cannot give an exact analysis here, as we are still missing certain lower bounds
on the sample complexity of learning with similarities on k variables when highly
dependent groups of variables exist. In addition we do not know of nontrivial lower
bounds on the computational complexity of learning with similarities on k variables.
However, here we give a rough calculation based on the upper bounds we have de-
rived. For similarities on k variables, and using our upper bound on the sample
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Table 5.1: Comparison of bounds on sample and computational complexity for learn-
ing with similarities on all variables, learning with relaxed k-juntas, and learning
with relaxed k-group-juntas.
All variables k-juntas k-groups
Sample Complexity 2d 22kk log d N2kS k log (JNS )
Active Features Per Example 1 (dk) (
J
k)
Active Features Overall 2d (dk)2
2kk log d (Jk)N
2k
S k log J
complexity as a proxy for the true sample complexity, we would have on the order of
(dk)2
2k  
⇣
4d
k
⌘k
active features. On the other hand, using k-group-juntas, we would
have on the order of (Jk)N
2k
S 
 
JN2S
 k active features. Based on these rough calcu-
lations, we can expect a computational gain if the variables within each group are
dependent enough that NS 
q
4d
Jk . Further, if the groups are of equal size |s| = dJ ,
then this can be re-expressed as NS 
q
4
k |s|. That is, roughly, we would achieve a
computational gain when the number of variations within each group grows more
slowly than the square root of the number of variables in each group.
5.3.5 Summary of the Analysis
The following table summarises the analysis in this chapter and provides a compar-
ison of bounds when learning with similarities on all variables, learning on subsets of
size k, and learning on k groups. These correspond to gradually adding assumptions.
• In the case of all variables we make no assumptions on the joint distribution of
inputs and outputs.
• In the case of relaxed k-juntas, we add an assumption on the distribution of the
outputs given the inputs P (Y|X).
• In the case of relaxed k-group-juntas, on top of the assumption made in case
of k-juntas about P (Y|X), we also make an assumption about the marginal
distribution of the inputs P (X).
5.4 Discussion
Overall, in our simplified analysis of learning in high dimensions in this chapter, we
argued that if we can partition the variables into a small number of low complexity
groups, then we can reduce the sample complexity of learning with similarities on
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subsets without paying the large price in terms of computational complexity. This
is in comparison with learning on all variables on the one hand, which can have a
large sample complexity and k-juntas on the other hand, which have a lower sample
complexity but can have a high computational cost per example.
5.4.1 Relation to Disentangling Factors of Variation
It has been observed that learning features using certain unsupervised learning al-
gorithms can lead to better performance on certain supervised learning tasks and
one explanation that has been proposed for why this is the case is that the unsuper-
vised learning “disentangles” factors of variation within the inputs (Rifai et al., 2012).
However, in these explanations, some of the terms, such as “factor of variation” and
“disentangling”, are not defined fully. In addition, a quantitative explanation of why
“disentangling” factors of variation helps subsequent supervised learning is lacking.
The analysis in this chapter can perhaps be seen as a special, but concrete, example
of disentangling factors of variation and the benefit this can lead to. The grouping
of highly dependent variables “disentangles” the variation on these variables from
the variation on other variables, and the advantage of this “disentangling” for our
supervised learning task is that learning with similarities on subsets now becomes
easier computationally.
5.4.2 A More Realistic Model
We used a number of significant simplifying assumptions about the task in this
chapter in order to simplify the analysis.
1. We assumed the input variables were discrete. In practice, inputs are often
continuous.
2. We assumed we were using equality as our measure of similarity. However,
typically, this would lead to neighbourhoods that are too small, and similarit-
ies that are used in practice decrease continuously as the distance between the
example and the template increases.
3. We assumed that the number of exact values within each group is small. This
is unlikely to be true in practice, especially with continuous inputs.
4. We have assumed we are interested in subsets consisting of few variables, but
in practice we want to consider all subsets that lead to low complexity models,
regardless of their size.
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In the next chapter we will relax these assumptions and extend the ideas in this
chapter to more realistic scenarios: continuous inputs, continuous similarity meas-
ures, and subsets of small complexity where complexity is measured using a con-
tinuous similarity measure. We will then also demonstrate that the assumptions that
1. there exist subsets on which we can build models with a lower sample com-
plexity but which still help us make better predictions, and
2. there exists a partition of the input variables into a small number of groups,
such that the variation within each group is small
hold, for example, on the commonly studied MNIST task.
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Chapter 6
Continuous Similarities on Subsets
In the previous chapter, we provided a simplified analysis of learning with similarit-
ies on subsets in high dimensions. The analysis suggested that if we can find groups
of highly dependent variables, this can allow us to learn models of lower sample
complexity by measuring similarities on subsets, without too large an increase in
computational complexity compared to learning with similarities on all variables.
However, the analysis in the previous chapter made many simplifying assumptions.
In this chapter, we relax those assumptions and extend the ideas to more realistic set-
tings. In particular, we extend this idea to continuous input variables and continuous
similarity measures.
We also suggest a method for finding large groups of highly dependent variables,
a topic we neglected in the previous chapter. Table 6.1 presents an outline of the
analogy between the approach to the analysis presented in the previous chapter and
the analogous approach in the current chapter.
Demonstrations on the MNIST Dataset We will demonstrate the ideas throughout
this chapter with experiments on the MNIST dataset. The specific characteristics
of the MNIST dataset are as follows. The MNIST dataset consists of 28⇥ 28 pixel
grayscale images of handwritten digits, so that there are 784 input variables. Each
image is labeled with the digit in the image, giving 10 classes. There are 60,000
training images and 10,000 test images provided.
The MNIST dataset is well suited for our demonstrations in this chapter since it is
Table 6.1: Comparison of Previous Chapter to Current Chapter
Previous Chapter Current Chapter
Variables binary continuous
Similarity Measure equality decreasing function of distance
Low Complexity Model relaxed k-junta similarities on set with small dictionary
Low Complexity Group small support set with small dictionary
71
72 Continuous Similarities on Subsets
• Not low dimensional. The task has enough dimensions to demonstrate the
gains that can be made computationally by grouping variables.
• Centred. Input images are mostly centred so that reasonable performance can
be achieved without the need for additional machinery for invariance to ro-
tations, translations, and deformation, as is needed for most computer vision
tasks.
Radial Basis Function Similarity In this chapter, we will use as our similarity func-
tion the Gaussian Radial Basis Function (RBF) which is commonly used in RKHS-
based models (Schölkopf and Smola, 2002) as well as RBF network models (Powell,
1987). We will divide the distance kx  tk, between an example x and a template t, by
the norm ktk of the template. In addition, we will scale the distance by a parameter
g, giving the similarity function
f (x; t) = exp
 
 gkx  tk
2
ktk2
!
. (6.1)
We divide the distance by the norm of ktk so that the scale of the input variables does
not affect the distances. In particular, note that if x and t are similar, then kxk ⇡ ktk
and so
kx  tk2
ktk2 =
     xktk   tktk
    2 ⇡      xkxk   tktk
    2 .
When we measure the distance between two vectors on a subset, the distance will
be smaller. Scaling the distance by the norm of the template helps keep distances on
subsets on roughly the same scale regardless of the size of the subset.
6.1 Low Complexity Models on Sets with Small Dictionaries
In our analysis of learning with binary inputs in Section 5.2, we saw that on smaller
subsets, it is possible to build models of lower sample complexity. The reason for this
was that there were fewer possible combinations of values the variables in a small
subset could take compared to the possible combinations that could be taken on by
all variables. In the case of continuous variables, we will instead use the size of a
clustering achieving low error as a proxy for the number of possible values. That is,
for a subset s and some fixed e, we will consider a set of centres C ⇢ Rd such that
errs (C) := E

min
c2C kX  ck
2
s
 
 e.
Note that we are using the expected error of reconstructing examples using the nearest
centre, rather than the worst case error.
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We use the squared norm to measure the quality of the dictionary, as this is the
quantity we will use in the RBF similarity measure in our experiments and also since
this allows us to use the k-means algorithm (Lloyd, 1982) to efficiently find a good-
quality dictionary in practice. We would expect that, similarly to the discrete case,
on subsets that allow for smaller dictionaries, we can build lower complexity models
based on continuous similarities. While the formal reasoning here is left as future
work, it seems that such an analysis could be performed in a similar fashion to those
based on notions of low intrinsic dimension (Kpotufe, 2010).
We note that the analysis in the continuous case is a bit more nuanced than in the
discrete case, as we need to also take into consideration the error errs we allow for a
dictionary. Allowing for a larger error would let us find a smaller dictionary. In fact,
we can define the complexity of a subset s by the answer to either of the following
two questions:
1. For a fixed error e, how small a dictionary C can we find for examples on s?
2. For a fixed dictionary size, what is the smallest error a clustering of the ex-
amples on s can achieve?
Thus, we have a tradeoff between the size of the dictionary and the quality of the
dictionary. We illustrate this tradeoff, for the MNIST task, in Figure 6.1. We used
the k-means clustering algorithm to find the centres C, specifically, k-means++ (Ar-
thur and Vassilvitskii, 2007) for seeding and then Lloyd’s algorithm (Lloyd, 1982)
for fine-tuning. The average reconstruction errors we report are normalised by di-
viding by the reconstruction error from coding using a single cluster centre (the
coordinate-wise average of all observations). In particular, in Figure 6.1, we compare
the tradeoffs on the following subsets of the variables:
1. the set of all variables,
2. a large patch of 8⇥ 8 pixels in the centre of the image,
3. a small patch of size 4⇥ 4 in the centre of the image.
As can be seen, the smaller patches lead to a more favourable tradeoff of the number
of cluster centres and reconstruction error.
6.1.1 Bias Variance Tradeoff
We saw in the previous subsection that different subsets can offer different recon-
struction error with smaller subsets possibly leading to smaller reconstruction error.
However, smaller subsets also contain less information. In particular, in the worst
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Figure 6.1: Comparison of tradeoffs of number of clusters vs reconstruction error on
different sets.
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case, similarity on a subset may not contain any relevant information about the tar-
get. For instance, for the XOR problem, while perfect prediction is possible based
on similarities on two variables, similarity on a single variable on its own tells us
nothing about the target.
We may ask then, even if there were subsets on which we could measure similarity
with lower error, whether there is any benefit we can get from measuring similarities
on these subsets. In the next section, we will demonstrate that this is the case, at least
on the MNIST dataset.
6.1.2 Higher Accuracy Predictors
To demonstrate the benefit to model accuracy that we can achieve on the MNIST
dataset by measuring similarities on subsets, we will use subsets based on the re-
ceptive fields of McDonnell et al. (2014) which we explain below. McDonnell et al.
(2014) demonstrated the utility of such subsets in the context of showing that good
features for neural networks could be found without a large amount of computation
for the MNIST dataset. Here, we use the same subsets but in the context of learning
with similarities. The subsets are sampled randomly and independently of the other
subsets and independently of the template, following these steps:
1. Choose two pixels, p1 and p2, independently from the uniform random distri-
bution over the pixels in rows 4–25 and columns 4–25.
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2. Let R be the rectangle with p1 and p2 at its corners. If the area of R is greater
than 10 pixels, return R. Otherwise, go to 1.
Note that we do not consider pixels in the first 3 and last 3 rows and columns, as
most of these are constant 0 for all images. Also note that the above procedure leads
to the following properties:
• Pixels closer to the centre of the image are more likely to be included within a
random rectangle.
• Most rectangles have 40 pixels or less, and large rectangles are rare.
The experimental procedure was as follows:
• We first split the 60,000 training examples into a set of 8,000 templates, a val-
idation set of size 10,000 and a training set of size 42,000. These training ex-
amples were used to find the hyper-parameters that lead to the lowest clas-
sification error on the validation set. After choosing the hyper-parameters,
we retrained the weights, keeping these hyper-parameters fixed, on the 52,000
training+validation examples.
• The inputs were divided by 255 so that they lie in [0, 1]. The mean of each of
the 784 coordinates on the training set was subtracted from examples in the
training, validation, and test set.
• For each of the 8,000 templates, a subset of the variables on which to measure
similarity was chosen as described earlier in this section. The features were
computed as described in Equation 6.1. We also scaled the output of the fea-
tures by
p
8, 000, the square root of the number of templates.
• A grid search was performed over the hyper-parameters g and l, the scaling
factor in the RBF similarity and the L2 penalty respectively. The values con-
sidered for log2 (g) were 4, 5, 6, 7, 8, and 9. The values considered for log10 (l)
were -3, -2, -1, 0, 1, 2, and 3.
• Learning was done using a multiple-target least-squares objective, with the
label for each example encoded as a value of 1 for the corresponding coordin-
ate, and a zero for all other coordinates. An L2 penalty was used. Using
least squares and an L2 penalty together allows for very fast training using
standard implementations for solving least squares problems such as the one
in LAPACK.
• We used 8,000 features and learning was done using square loss and a penalty
on the squared L2 norm.
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Table 6.2: Test errors using similarities on all variables vs similarities on subsets.
Results are reported as “average”±”standard deviation” of number of errors across
10 repeated trials. The errors are out of a total number of test examples is 10,000, so
100 errors = 1% error.
number of test errors
All variables 164.4± 6.9
Subsets 128.8± 7.6
In Table 6.2, we compare the accuracies obtained in these experiments to the ac-
curacies obtained by measuring similarities on all variables. As can be seen, meas-
uring similarities on these subsets can indeed lead to significant improvements in
accuracy.
6.2 Finding Large Groups of Highly Dependent Variables
In the previous sections, we saw that there exist subsets of low complexity and that
including similarities on these subsets as features in our model can lead to gains in
accuracy. However, we used knowledge of the domain to come up with these subsets
and the question remains: How could we find such subsets when dealing with tasks
where we do not have domain knowledge? And even when we do have domain
knowledge that can help us find appropriate subsets on which to measure similarity,
are they optimal or could we perhaps do better if we searched through more subsets?
In this section we will try to apply the idea from the previous chapter – grouping
highly dependent variables – to help us more efficiently cover the set of similarities
on all subsets of highly dependent variables. In a similar fashion to the discrete
case, this grouping can lead to a significant reduction in computational complexity.
However, the first question we need to address is: how can we find groups of highly
dependent variables?
We present a method for partitioning the input variables into groups that seems to
work quite efficiently and yields reasonable results. This method, however, uses an
auxiliary objective and can likely be improved upon by using a more appropriate
objective, but at a higher computational cost.
The method consists of performing a k-means clustering on variables rather than on
observations. That is, performing k-means clustering with the objective
L (S) =Â
x
Â
s2S
     xs   1|s|Âj2s xj
     
2
§6.3 Finding Low Complexity Subsets 77
Figure 6.2: A partition of the variables for the MNIST task into k = 10 groups using
the k-means algorithm on variables.
In practice, this simply means performing k-means clustering on the transpose of
the matrix one would use to cluster examples. Each cluster now corresponds to
a collection of variables, whose mean across variables, for each example, is a good
predictor of the values on those variables for same example. That is, rather than
asking that examples have small distance to the average of all examples in the cluster,
where the average is taken for each variable across the examples in the cluster, we
are instead asking that for each example the pixels within each group not be far from
the average value taken across pixels, for that particular example. An example of the
result of such a clustering is presented in Figure 6.2.
6.3 Finding Low Complexity Subsets
We demonstrated in the previous section that large sets of highly dependent variables
can be found quite easily, at least for the MNIST task. However, how can we find a
good cover of all low complexity subsets using these?
We will follow a similar strategy to that of the previous chapter, and take unions
of small numbers of such subsets. Since the size of the dictionary we will need in
order to achieve the same accuracy will be at most the product of the sizes of the sets
of which we are taking unions, we are guaranteed that combining low complexity
subsets leaves us with subsets whose complexity is not too large. To see this, note
that we can take all combinations of centres from the groups and as long as the
subsets are of approximately similar size, these will lead to error on the order of the
average error on each subset independently.
In our experiments we clustered the variables into k = 1, 2, . . . , 20 groups and then re-
peatedly randomly chose three (or rather min (k, 3)) patches and a random template
and added similarity to the template on the union of the randomly selected groups
as a feature. We selected 8,000 features in this manner and trained using squared
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L2 penalty and squared loss as in the experiments in subsection 6.1.2. Repeating the
experiment 10 times, we obtained an average of 147.7 errors with a standard devi-
ation of 8.3 error. This is an improvement compared to measuring similarities on all
variables, but still falls short of the improvements obtained based on the subsets of
McDonnell et al. (2014). This suggests to us that optimising more thoroughly over
the large, low complexity subsets would likely lead to a better result than the strategy
presented here: randomly sampling a small number of groups to join. This is left as
future work.
6.4 Previous Approaches to Learning with Features on Sub-
sets
In this section, we review previous approaches to learning models whose features
depend on subsets of the variables. We then discuss the relationship between these
approaches and the approach we put forward. In particular, we detail how these ap-
proach deal with the large number of possible subsets on which to consider features,
especially in high dimensions.
It is important to note here the problem of learning with features that only depend
on subsets has been extensively studied in the field of Statistics, under the name of
interactions (Hastie et al., 2009). However, such studies differ in two important ways
from most approaches in the field of machine learning
1. Estimation vs Prediction: in the field of statistics, the study of models with
interactions has often focused on the question “has the model selected all the
subsets, and only the subsets where there is true interaction?” In machine
learning however, the question is usually “have we selected subsets that lead
to good predictions?”. This is part of a more general divide in the objectives of
the two fields (Breiman et al., 2001).
2. Computational Considerations: in the field of statistics, the studies of models
with interactions has often focused on statistical properties of different meth-
ods. The study of these problems in machine learning however, is often focused
on the computational aspects of the methods.
6.4.1 Previous Approaches
Order and Diameter Restricted Perceptrons
Minsky and Papert (1969) studied features that depend on only subsets of the vari-
ables. In particular, order restricted perceptrons, where each feature can depend only
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on a maximum of some k variables. They also considered the class of diameter lim-
ited perceptrons, where, given an arrangement of the variables into a two-dimensional
grid, each feature can only depend on variables that are within a certain distance
from some particular variable. However, the focus of Minsky and Papert (1969) in
their study was on what input-output relationships can be modelled using such fea-
tures. Their study was not concerned with the statistical or computational aspects of
learning models based on such features.
Decision Trees, MARS, and RuleFit
Decision Tree models recursively partition the training examples by splitting along
one variable at a time (Breiman et al., 1984). The resulting model takes the form
f (x) =
J
Â
j=1
ajIx2Rj :=
J
Â
j=1
aj’
l2sj
I (Ll  xl  Ul) .
That is, a tree model can be expressed as a linear model over features, where each
feature is the indicator variable corresponding to a leaf in the tree. Each leaf in turn
corresponds to a feature that depends on a subset of the variables, those involved
in the splitting decisions on the path from the root to the leaf. In fact, this view of
decision trees is the basis for the RuleFit algorithm (Friedman and Popescu, 2008)
in which multiple tree models are constructed and then a linear model is fit on the
features corresponding to the leaves. In most decision tree learning algorithms, the
subsets on which features depend are constructed in a greedy manner. At every
stage, only subsets that can be formed by growing a subset already in the model are
considered. The MARS algorithm takes a similar approach, but produces models
that vary continuously as a function of their input (Friedman, 1991).
Bounded Fan-in neural networks
Bounded fan-in neural network, in which each feature depends on only a subset of
the variables, were considered as an approach to efficiently learning neural networks
by Lee et al. (1996). However, the resulting algorithm was not able to achieve a better
running time than O  dk , where d and k are the number of input variables and the
fan-in of the network respectively, which renders this approach impractical for most
high-dimensional problems.
Adaptive nearest neighbours
The discriminant adaptive nearest-neighbor algorithm, for each example, learns a metric
with which to measure the distance to the example (Hastie and Tibshirani, 1996).
Such a model can express similarities on subsets, with a different subset for each
example, by learning a metric where certain variables are ignored. The approach to
finding the metric with which to measure similarity to each variable however is based
using the top nearest neighbours in the euclidean metric. Thus, it is not clear that
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this method actually finds (even approximately) the best subset on which to measure
distance to each example.
Hierarchical Kernel Learning
Hierarchical Kernel Learning only considers features on a particular subset s of the
variables, if every subset of s is already included and has a feature based on it in-
cluded in the model (Bach, 2009). While this allows for efficient selection of subsets,
it also leads to a similar problem as that of greedy methods, certain very helpful
subsets may never get considered because features based on their subsets do not
provide discriminative information on their own. For instance, a pixel may bot be
discriminative on its own, but may be in conjunction with other pixels.
Polynomial networks
A model expressed as a polynomial of degree D can be expressed as a linear model
with monomials of degree D as features. Livni et al. (2013) considered learning such
models using alternating steps of
1. increasing the degree of the monomials considered by 1
2. finding a small set of features whose linear combination provides a good ap-
proximation of all monomials of the given degree.
Livni et al. (2013) showed that under certain conditions such an approach allows one
to learn monomials of degree D without a large computational cost. This approach
is most similar in spirit to the the approach we put forward in this chapter. However,
their analysis relies on certain exact conditions holding (data lying on an algebraic
manifold) and takes advantage of particular properties of polynomials, which do not
necessarily apply to other sets of features.
6.4.2 Greedy vs. Non-Greedy Approaches
Most of the approaches we reviewed in the previous section are greedy. In particular,
a subset s is only considered if a feature based on a subset t ⇢ s is predictive of the
target. While this works in some situations, it may miss important subsets, if they are
not composed of variables that are individually predictive of the target. For instance,
for the MNIST task, there may be pixels which on their own are not indicative of one
class or another, but together with other pixels are predictive.
The method we consider in this chapter is not greedy and can find large subsets on
which to measure similarity even if smaller subsets of these are not predictive of the
target. This is also the case for the Polynomial Network Learning algorithm of Livni
et al. (2013) and the discriminant adaptive nearest-neighbor algorithm of Hastie and
Tibshirani (1996).
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6.4.3 Local vs. Non-Local Features
The features on each subset s can be global or local, that is, either they only take on
large values for examples in a neighbourhood of some point, where the distance for
the neighbourhood is measured on the subset, in which case we will say the feature is
local on s. Note that in this definition, a feature that is local on a subset s need not be
local on a superset of s and in particular need not be local on the set of all variables.
The approach we put forward in this chapter leads to features that are local on sub-
sets. The Polynomial Network Learning algorithm of Livni et al. (2013) and the Hier-
archical Kernel Learning algorithm of Bach (2009) need not be local on any subset
while the Discriminant adaptive nearest-neighbor algorithm of Hastie and Tibshirani
(1996) will typically lead to features that are local on some subset, or possibly even
local on all variables.
Trees and related models such as MARS and RuleFit are likely to lead to local features
as the trees are typically grown until there is a single, or few examples in each node.
If a tree is grown until there is only one example in each node, then the feature
represented by each node corresponds to a similarity to the example in that node,
measured on a subset of the variables.
6.5 Discussion
In this chapter, we extended the ideas about learning with similarities on subsets
in high dimensions to continuous similarities on continuous variables. We first ex-
plained how learning with similarities on certain subsets can lead to lower sample
complexity and demonstrated on the MNIST dataset the advantage of learning with
similarities on certain such subsets.
We then argued that we can find subsets on which to build low complexity models by
first grouping the variables and then taking combinations of these groups, as in the
discrete case in Chapter 5. We presented a method for grouping the variables, based
on optimising the k-means objective but assigning variables, rather than examples
to clusters. Finally, we demonstrated that taking combinations of such groups, we
indeed get subsets on which to measure similarity that lead to improved accuracy.
There are a number of significant elements that we have left as future work. In
particular,
1. Understanding the conditions under which continuous similarities on a super-
set approximate similarities on a subset.
2. Methods for grouping variables in a way that is more in line with the objective
of minimising the number of centres and the reconstruction error.
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3. A better method for finding subsets on which to measure similarity given
highly dependent groups. In particular, the method we used in this chapter was
based on taking combinations of randomly sampled groups. A better strategy
likely exists based on adding groups that lead to a small growth in complexity.
We discuss these in more detail, and propose possible approaches in Sections 7.2 and
7.3.
Chapter 7
Conclusion
In this chapter, we provide a summary of the main points of this thesis. We then
discuss ways in which the work could be improved. In particular, in Section 7.2, we
discuss improvements that could provide a better explanation of certain aspects of
the problem we are tackling and the properties of our approach. In Section 7.3, we
discuss algorithmic improvements that could lead to improved performance of the
method. Finally, in Section 7.4, we present a number of conjectures about the relation
between the methods introduced in this work and some of the models learned by
neural networks.
7.1 Summary
In this thesis, we suggest an approach to learning with similarities in high dimen-
sions. The approach assumes the following two conditions hold:
1. There exist subsets on which we can build models of low sample complexity
and such that the values of these variables are highly indicative of the target.
2. It is possible to partition the variables into a small number of groups such that
the variables within each group are highly dependent.
The approach we propose is to partition the variables into groups of highly depend-
ent variables, and then consider similarities on combinations of these groups.
In Chapter 5, we present theoretical arguments stating that this approach can help
decrease sample complexity, without leading to a large increase in computational
complexity. In particular, we showed three results:
1. Similarities on subsets can be expressed as sums of similarities on supersets.
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2. If the number of groups is small, then the number of combinations of groups is
small and so the computational complexity of the method is not too large.
3. If the variables within each group are highly dependent, then models built on
combinations of such groups will have low sample complexity.
Together, these suggest that relative to considering similarities on all subsets of some
particular size k, we are able to learn the same models, using less computation and
without too large an increase in sample complexity.
In Chapter 6, we then extended these ideas to continuous variables and continuous
similarities. We demonstrated for the MNIST task that
1. measuring similarity on certain subsets leads to improved predictive accuracy;
2. one can easily partition the variables into groups of highly dependent variables;
3. measuring similarities on combinations of such groups can lead to improved
predictive accuracy.
More exhaustive evidence is necessary to show that this approach is applicable to
a wider range of tasks. However, for most domains where these ideas are likely to
be applicable, the idea needs to be combined with other ideas to yield reasonable
results. For instance, in computer vision, to perform well, the method would need
to be combined with some form of shift, rotation, and deformation invariance. This
has been left as future work.
7.2 Missing Explanations
7.2.1 Approximation Using Similarities
In our exposition of learning with similarities in Chapter 4, we are still missing an ex-
planation of the approximation properties of learning with similarities. In particular,
what target functions can be well approximated using models based on similarities as
features? And what are the advantages and disadvantages of different similarities?
The approximation properties have been extensively studied in the context of both
global, distribution independent, function approximations and local, distribution de-
pendent function approximation (Györfi et al., 2002). However, in the framework of
learning with similarities, we have both distribution dependent local features, in the
form of similarities to observed examples, as well as global optimisation of paramet-
ers, in the form of learning the weights for the similarities.
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We can prove universal consistency of models based on Gaussian RBF similarities
using proofs of universal consistency for kernel SVMs with RBF kernels (Steinwart,
2005). The proofs of universal consistency for SVMs with Gaussian RBF kernel, imply
that for a large enough random sample, with high probability a function of the form
f (x) =Â
i
aiK (Xi, x)
can achieve a good approximation to the target. Further, since there are a finite
number of a, they have finite L• norm. Thus, using K (Xi, x) as features, and a large
enough number of labeled examples, we can estimate the as and thus achieve the
same approximation.
However, this does not address what is perhaps the most important practical ques-
tion: when should one kernel be preferred over another?
One possible approach to studying this question would be to normalise the similarit-
ies to each example, that is, replace the similarity f (x; t) with f˜ (x; t) = f(x;t)
E[f(x;T)] . Us-
ing the targets as the weights in such a case would equate to performing a Nadaraya-
Watson kernel regression (Nadaraya, 1964; Watson, 1964), the approximation theory
for which is well developed. The global optimisation we then perform in learning
with similarities can achieve at least as good an approximation as choosing the targets
as the weights.
7.2.2 Covering Continuous Similarities on Subsets with Similarities on
Supersets
In the discrete case in Chapter 5, we had a proof that similarities on subsets can
be expressed as sums of similarities on supersets, in Lemma 5.4. In the continuous
case in Chapter 6, we lack an equivalent argument. However, if we had a theory
of approximation, as discussed in Subsection 7.2.1, then we could prove a similar
(approximate) covering result, since a Lipschitz similarity on a subset is also Lipschitz
when considered as a function on a superset.
7.3 Algorithmic Improvements
7.3.1 Grouping Variables Using a More Appropriate Objective
The objective we used to find groups of highly dependent variables in Section 6.2 was
an auxiliary objective. The resulting algorithm yields reasonable results but depends
on characteristics that may not apply more generally. Using an objective that is more
closely related to the complexity of building models based on similarities on each
subset would possibly lead to better results and be applicable across more domains.
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7.3.2 Better Cover of Large Subsets
The algorithm we proposed for finding large subsets of small complexity was based
on combining randomly selected subsets of even smaller complexity. However, this
procedure can likely be improved upon by searching for unions of groups that lead
to low complexity, regardless of the number of groups involved. In particular, one
could start with a particular group and add another group and then repeat until the
complexity on the resulting subset reaches some maximal value.
7.3.3 Choosing Subsets per Template
In this thesis, we have focused on partitioning the variables globally. That is, we
focused on finding a partition of the variables that leads to low complexity models
regardless of the template being considered. However, for many domains, it may
make sense to choose a partition of the variables per template. In particular, this
would allow one to ignore irrelevant background per template. A possible criterion
for partitioning the variables for each template would be to search for partitions that
lead to as many highly similar examples to the template on each group of variables
in the partition as possible.
7.4 Conjectured Relation to Learned Neural Network Models
Neural network models, whose features we described in Section 3.1, and in particular
multilayer neural network models, are some of the best performing models for many
learning tasks (LeCun et al., 2015). However, it is not well understood what allows
these models to achieve such good performance. In particular, it is not clear that the
training methods used, usually some variation on the backpropagation algorithm
(Rumelhart et al., 1988), fully explore the parameter space. Even if backpropagation
did yield an approximate optimum over the entire space of parameters, it is not
clear that the entire space needs to be searched to get these results. In particular, the
fact that unsupervised pre-training serves as a very strong initialisation (the weights
usually do not change significantly during fine-tuning) and leads to state-of-the-art
results on some tasks (Hinton and Salakhutdinov, 2006), suggests that it is sufficient
to search over a small subset of the parameter space, and that this small subset of
parameter values can be found based on the marginal distribution of the inputs,
P (X).
In this context, we put forward a number of conjectures attempting to explain why
certain choices of neural network models often lead to better results. In Subsection
7.4.1 we outline how a neural network can in many situations express similarities
on subsets. Then, in the remaining subsections, we put forward conjectures that
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could possibly explain some of the benefit of layering, dropout, and the use of ReLU
activations in neural network models. We will explain what layering, dropout and
ReLU activations are later in this chapter. The conjectured explanations assume that
much of the benefit of neural network models comes from their ability to express
similarities on subsets.
We emphasise that the conjectured explanations below do not attempt to explain
the advantage of adding convolution and pooling operations in networks, which are
important ingredients in many of the impressive recent successes of neural network
models (Krizhevsky et al., 2012).
7.4.1 Neural Network Models Can Express Similarities on Subsets
In this subsection, we will show that under certain conditions, each feature in a
neural network model approximates a similarity on a subset. Consider a single
feature in a neural network. We will assume for concreteness that a ReLU activa-
tion (Nair and Hinton, 2010) is being used, so that the feature can be expressed as
max (hx,wi   b, 0). Under certain conditions, such a feature can be shown to approx-
imate a similarity between scaled versions of x and w on the subset s of nonzero
coefficients of w. In particular, if for all examples x, the norm kxsk on a subset s is
approximately the same, that is, kxsk ⇡ c for some c, we have
hx,wi = hxs,wsi
⇡ c kwsk h bxs,cwsi
= c kwsk
⇣
2  k bxs  cwsk2⌘ ,
where we denote the normalised version of a vector a by aˆ = akak . Thus, setting
h =
q
2  bckwsk we get
max (hx,wi   b, 0) ⇡ max
⇣
c kwsk
⇣
2  k bxs  cwsk2⌘  b, 0⌘
= c kwskmax
✓
2  b
c kwsk   k bxs  cwsk2 , 0
◆
= c kwskmax
⇣
h2   k bxs  cwsk2 , 0⌘
= h2c kwskmax
 
1 
     bxs  cwsh
    2 , 0
!
.
Note, however, that max
✓
1 
    bxs cwsh    2 , 0◆ is simply a scaled version of the Epan-
echnikov kernel (Hastie et al., 2009, page 193), widely used to measure similarity in
kernel regression. We illustrate the graph of the Epanechnikov kernel in figure 7.1 as
a function of the distance
    bxs cwsh    .
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Figure 7.1: The graph of the (scaled) Epanechnikov kernel, max
 
0, 1  u2 
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If indeed the conditions in this subsection hold, then it is possible that in some
trained neural network models, some of the features learned approximate similarities
on subsets. In the remaining subsections, we put forward a number of conjectures
about why certain choices — namely: layering, dropout, and ReLU activations —
might lead to better models if indeed some of the features being learned correspond
to similarities on subsets.
7.4.2 Conjecture: Layering Breaks Up the Search for Low Complexity Sub-
sets into Smaller Parts
Multilayer neural network models have been shown to lead to very accurate models
for many tasks (LeCun et al., 2015). If we assume some of the features being learned
are similarities on subsets, then layering can assist in finding large, low-complexity
subsets by breaking up the search into a search over combinations of smaller low-
complexity subsets. Multiple layers can help recursively break up the search over all
subsets into a search over subsets from a previous layer.
In particular, if at each layer we consider combinations of subsets from the previous
layer, and if we choose a representative collection of subsets after each combination,
then this allows a learner to gradually grow larger and larger subsets, without paying
the large computational price of searching through all subsets. Indeed, in convolu-
tional neural networks (LeCun et al., 1990), features in layers closer to the original
variables are forced to depend on smaller and smaller subsets of the variables.
Further, some recent evidence suggests that while layering helps in learning neural
network models, the learned models can often be re-expressed as neural network
models without layering (Ba and Caruana, 2014). This indicates that the advantage of
layering may not be in the models layering allows us to express but rather that the
advantage of layering is in assisting the learning process.
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Figure 7.2: Graph of sigmoid function 1
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7.4.3 Conjecture: Dropout Encourages Similarities on Subsets of Highly
Dependent Variables
In the dropout procedure, randomly chosen units within a neural network are set
to zero during training, and this has been shown to often lead to significantly more
accurate models (Srivastava et al., 2014). If some of the features being learned are
similarities on subsets, then the dropout procedure would encourage these to be
lower complexity subsets, as the high dependence among the variables in the group
would mean that the features would not be significantly affected by the dropout,
whereas subsets of less dependent variables would be more severely affected by the
dropout of some of the variables. This is in a similar fashion to a phenomenon
observed qualitatively when training de-noising auto-encoders, that larger amounts
of noise lead to features that depend on more variables (see, for instance, Vincent
et al., 2010, Figure 8).
7.4.4 Conjecture: ReLU Activations CaptureMore Information About Sim-
ilarity Than Sigmoids
ReLU features, parametrised by a vector w and a scalar b, map x 7! max (hx,wi   b, 0)
and have been shown to often lead to better results in neural network models than
sigmoidal units (Nair and Hinton, 2010), corresponding to the mapping x 7! 11+e (hx,wi b)
which was more commonly used until recently. If some of the features being learned
are similarities, then ReLU activations may often make sense, as for examples with
high similarity to a template, they capture the degree of similarity. In contrast, sig-
moidal activations can, for certain values of b, flatten out when examples are similar,
as illustrated in Figure 7.2.
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