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GENERAL INTRODUCTION 
1 Basic Problem 
I I I  many sai i ipU'  surveys,  soi i i r  ul  the  uni ts  cuntar t i 'd  <lu not  respond.  Other  uni ts  
may respond to  some hut  not  a l l  < | iu 's t ions hei i i}^ asket l .  1 In-  prohlem of  iniss i inj ;  data  in  
s u r v e y  s a i n i ) r m j i ;  i s  c a l l e t l  t h e  | ) r o l ) l e m  o f  i i o i i n .  
The problems createil  by i ionr»'spoiise are well  exidaiiu 'd by Uubin (1!)S7):  
r in 'se inissii iff  valiH's intended by survey design to l)e observed not only 
mean less e[l i t  i«Mit est imate 's  i ieeause of the r«'dut ed siz«'  of data base but also 
t hat  standarfl  comijh' te-data met hods l  annot b«'  imiiH'diately used to analyz«'  
the data.  .Moreover,  possible biases <'xist  because the respondi ' i i ts  are often 
systematically dilferent from the noiirespoiuU'nts:  of particular conciMii.  these 
biases are difficult  to eliminate since the precise rea.sons for iu)nr<'sponse ar«'  
usually not known.(p.  1) 
It  is  commtjii  practice to distinguish between unit  .  wluMi sonu'of the 
units contacted do not respond because of i iot-at-l iomes. refusals,  inabili ty to participate,  
and untracecl units,  and i l t in rtoiinspoiiM. when some but not all  of the responses are 
available.  I tem nonresponse arises because of i tem refusals,  "doirt  knows ",  omission and 
answers deleted in edit ing.  I  he problem of variance estimation in the presence of i tem 
nonresponse will  be addressed in this work. 
2  
2 Estimation in the presense of nonresponse 
ri io l i terature on the estimation i)roblem in th<'  presence of nonresponse is compar­
atively rcvent;  review papers inc lude Oh and Sc heuren ( IDS. 'J) .  Kott  (I!)91).  and Brick 
ancl Kalton ( 1!)9()) .  Methods proposed in this l i terature can he roughly grcjupecl into the 
following categories (not nuiti ially exclusive):  
( i)  I '  von dun s l iastd on ( 'oinph ti  It j  Htrordid I 
When some variables are not recorded for some cjf the units,  a simi>le expedient is 
to cliscard incompletely recorcled units ancl to anal\  xeonly the units with complete 
data.  Deletiongof units is  easy to carry cnit  and may he satisfactcjry with snutll  
amcnints of missing data.  Bias will  occur in the pcjint  estimate as well  as in the 
variance-covariancc estimate,  unless t l ie population mean for respondents is ecpial  
to that cjf  nonresponclcnts (see.  e.g.  Kalton |) .  7).  Also,  the fracticju of clis-
carclecl  units will  he i ion-negligil>le when the number of i tems in the c|uestiomiaire 
is large.  
( i i)  \ \  ( Kjhling Adjustmi nt 
In \ \  t iyhtiny ndju. ' i t i in i i l  for the nonresponse problem, the weigii ts  of specihed 
respondents are increased so that  they represent the nonresponclents.  Weighting 
adjustment is primarily used to com|)ensate for unit  nonresponse.  1 he main ob­
jective of the weighting adjustment is to reduce bias in survey estimates by making 
eacii  respondent represent the correct fraction of the target population. 
(i i i)  Impulation Pmndurrs 
Imputation means inserting values for missing i tems. Imputation is useful in deal­
ing with i tem nonresponse.  .Some advantages of imputation are:  
(h) I 'ses t l ic saint '  survey weigli ts  for all  i l tMiis.  unlike separate weighting adjust­
ment for each i tem. 
(b) l ietains all  the reported data for use in multivariate analysis,  unlike the coin-
[Dlete case approach. 
1 here are several  imputation methocls used in practice.  Hot deck im|JUtatioti  is  
the imputation procedure in which the value assigned for a missing i tem is tak<'n from 
respondents in the current sample.  .Many of the- htj l  deck imputation procedures start  
with a division of the sample into cells l)asetl  «;n au.xil iary variables kiunvn for both the 
n 'spondents and nonn'spondents.  [he cell  is  called the i inpul(t l i i»n nil .  One of tl i<'  
commcjii ly used hcjt  deck imputation methods is .• i i i i ipti  r t t inloii i  hot dtrfc nnpntnhon. 
where nonrespondents are assigne(l  values from respondents in the sanie imputation cell  
with eciual probabili t ies of selection. 
In spite of i ts  convenience,  tr t 'at ing the imputed values as if  they are true values 
and making inference using standard formulas should be u.secl with caution. The stan­
dard variance estimators,  in particular,  lead to underestimation because the additional 
variabil i ty due to missing values and imputation is not taken into account.  
We will  review e.xisting metlunls of variance estimation for imputed data and suggest 
al ternative mothods.  
3 Dissertation Organization 
The dissertation consists of three rc 'search papers.  The dissertation is organized as 
follows: 
•  Chapter 2 
Existing methods of variance estimation after imputation, including the approach 
of Rubin (19S7) and the approach of Rao (1996) are reviewed. The pros and cons 
1 
of the existing niethocls are discussed. 
•  Cliapter 
A variance estimation metliod based on single imputation is proposed in this paper.  
I his is  basically an e.xtension of the ajiproach of Kao( UMKi).  1 he propos«'d method 
is usefid for estimating the variance of a smooth function of l inear estimators.  
•  Chapter t 
In this paper,  a  variance estimation m<'tho«l based on two or more imputed values 
for i 'ach missing i tem is proposed. In particular,  a iirocedur** calleil  fully efl icient 
fractional imputation is | i ro |)osed and variance estimation lor the jirocedure is 
presented. 
•  ChaiJter j  
In this paper,  a variance estimation method for mulli-pha.se sampling is preseii tetl  
and applied to the 2000 I S Census of I 'opulati t j i i .  
•  Chapter (i  
Conclusions are made. 
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LITERATURE REVIEW 
1 Preliminaries 
A |)o|)ulalion of .V idcntil iaij ic clcintMits is  (U-noti-d i)y /  = {1. "J \  }.  A subset ol  
l lu '  | )o |Julalioii  is  s«'U'(  t« '<l and caiU'd a sani |) lr .  1 In- selection of sanii)les uses a >^et of  
prohahili ty ndes calU-d t i ie stunpliny ii i tcl i i ini .>iii .  Let .1 denote the set  of indices in ihe 
sample.  Deliiu '  the sample selection indicator function 
l j  = < 1 if  J € .1 ( i .n 
I )  i f j ^ . i  
and 
B  =  ( / ,  Ik ) .  ( l . - J )  
Let /HB) denote a sampling ii iechanisin that  assigns proi)al)i l i t ies.  summing to one. to 
t l ie 2'^ possible B vectors.  
.Associated with the j- l \ \  element of the population is a  v«'ctor of characterist ics 
denoted by and the poijulation of vectors is  denoted by 
Y  =  ( y ,  y ,v).  ( l . ; J )  
Let the population (juantity of interest  be f  (y i  y .v) f ind let  U be an estimator 
of 0\ ba.sed on the sample.  The tradit ional survey sampling approach treats Y as fixed 
and inferences are based on the distribution determined bv B. 
i 
An estimator 0 is  CHIICCI dtsKju i t i ibiasid for 0\ if  
/•  ( tf  1^) = 0 s .  ( l . l )  
wlicrc JT -  {y, y.v}.  /- '  ( O  \  and Y .b  ' I fnolcs the suiniiunation over 
all  possil) l« '  B. 
Anullicr luoilf  of infori 'nrr  assiuncs that  l l ic populatiun vcrtor Y is  a  random sample 
from an inlinitf  snpcri^pnlatioii .  i  ll* '  inodcl-l)as<'d aj)j)roai l i  in survey sampling makes 
inferences based on tin- conditional distrihulion of Y f^iven the sample outcome .1. Note 
t i iat  this conditional distribution is determined by the samp^m^ mechanism as well  as by 
th«'  distribution of the variable Y. I  he de|)endence on the sampling; mechanism can be 
avoided if  the samijl ing mechanism is i i j i ioniblt .  W'e formalize the coticept in Deiinit ion 
1.1. 
Definition 1.1 l . t l  l ln (l islnbulion of Y bi <li  i iottd bij  C(Y ) and cti l l t t i  t in suin rpop il­
lation inodtl .  [a! /»(B) bf Ihf  suuiplintj  tmritanisin.  l inn.  /J(B) lynorabli  andi r t lu 
supi rpopulatioti  ri iodd if  and only i f  
£ ( Y | . \ )  =  Z : ( Y ) .  (l . . - j)  
whin £ ( Y |  . 1 )  / . S  l l i(  conditional distribulion of \  yivm tlu .sampit  outroim . 1 .  
I .et  X = (Xi.--  - .x,v) be a vector of values for a secx}nd variable,  where the true 
vector X is  known for the population. .A sufficient condition for the ignorabili ty of the 
sampling mechanism is that it can be described by the conditional independence of Y 
and B given X. In Dawid's (1979) notation. 
Y L B | X  ( l . ( i )  
means that the variable Y is  independent of the sample selection indicator variable 
B conditional on the au.\ i l iary variable X. For example,  if  the sampling mechanism is 
s 
strati l iei l  raiuloin sampling and the auxiliary variablo X is the indicator vcctor for strata,  
then thf contli t ion (l .O) holds bocausc.  in the same stratum, the probabili ty of sanij i le 
selection is the same for all  elements.  Hence, the sampling mechanism is independent of 
the value of V in t l ie stratum. Rubin (1970).  Scott  and Smith (1973).  aiul  Sugden and 
Smith (1981) discuss ignorabili ty.  
I .et  us assume that the l inite population I is  made u|)  of (1 imputation cells.  W i thin 
each ci ' l l  </.  cy =  1 (1.  the »' lemeiits  ar<'  identically and independently distributed with 
mean it . ,  and variance .  i .e.  
where I j  denotes the set of indices for the imi )Utatiun cell .  We call  l lu '  model (1.7) 
the i inputdtioii  ct  II  nioti t  I .  
Lemma 1.1 Assnnii  roinli l ioii  ( l . ())  with t in i t t t -ri l inrij  rarnibh X hfimj t in i iulirator 
rtclnr for i i i ipulalion cfl ls  nn<l ( Issuhk that 
Til l  II t i l l  sampling iiucliaii isni  is  iynovablt  undt r  snpt rpopnhition modi I (1.7).  
Proof. I,et  be any mi'asurable set  in the sigma-field rT( V ' )  gj-nerated by t i ie random 
variable V. I hen. by the dehnition of conditional indeiK'udence.  for i  <E I  j .  
U < l ' r( / ,  = 1) < I.  I . --  . .V. ( l .S)  
Pr (V; €>' . / .  = !  \  i  e l ' j )  =  Pr(V; € >• I i  €  { ' . j ) P v ( l ,  =  \ \  ,  e l ' j ) .  
.Mso. 
Pr(V; € .s '  I i  e f ' . j J ,  =  i )  Pr(y.  € S.l ,  = 1 I < € r . j )  
Pr{ I ,  = \  \ i  € r . j)  
Pr(V; e S \ i  € 
under (1.8).  Hence. 
£ ( v ; | / € r , . / .  =  i )  =  r ( y ; | / € r , ) .  
9  
Similarly.  
£ ( V ;  I  /  €  I ' , . ! ,  =  0 )  =  £ ( V ;  I  /  €  T y ) .  
So.  t l ic result  follows. •  
I.cmma I.I  ii i i[>li i '>< t  t ial  l  l ie ' l ist  r i imt ioii  of I In-sjimplfii  part  is  llii' sami'as that of 
i ioii-samplcd part .  Tliat  is  
v ;  | . i  ~  / € / ' ,  ( I . ! ) )  
for <'a< l i  (cl l  <j.  <j =  I 
( l ivvii  i ioiircsiHJiist ' .  the original sample .1 is  (Iccoiiiposcd into tin- sj ' t  of r t 'sponcU'ii ts .  
An- and the s»'t  of  nonrcspondcnts.  .1\/ .  l)« ' l in«'  the rcs |)onsc i iulicator fimrtioii  
1 V, responds if  sami)U'<l 
/ = 1  V  ( l . i U )  
0  V, dot 's  not r« 'spoiul if  sampled 
l i ,  = 
and the assot iatecl  vt-ctor 
R = (/^,  l is) .  ( l . l l)  
I he distribution of R is  called the resj)onse mechanism. .Vote that  the r«'siJonse 
mechanism is usually unknown and is sp«'cil ied by the mo<lel.  Conditional inference for 
Y given R requires the specification of the response mechanism. Ignorabili ty of the 
response mechanism is defined in Definit ion 1.2 
Definition 1.2 L d  C { Y  \  b t  t h t  c o n d i t i o n a l  d i f t t r i b u t i o n  o/Y yirti i  t in rtaliztd 
sanipli  .1.  and t in rtnliztd rtspomUttt  .s  Afi.  Tlun, tht  rf . ' iponst nitchaiii .'ini ( .s  iynortibli  
under tht  inodtl  i f  
£ ( Y | . - L . l f i )  =  £ ( Y | . - l ) .  ( 1 . 1 2 )  
when i.-i  the conditional distribution of \  given the realized sample .1.  
10 
Ruhin(  lf)7() .  p . ' iS 'J)  lU'f i i ic t l  t l i r  n 'spoi ise  i iu 'c l iHii is in  to  bo a  missing a t  rant lom 
(MA 11) nu 'c l ia i i ism if  
where the notation (1.13) means that the response indicator variable R is  i iuh'pendent 
uf the study variable Y. conditiuna! on the au.xiliary variable X and tlie "^ainph' B. 
Lemma 1.2 I . i t  l lu auiil iurij  vanabh X bt l l i t  impiitation nil  ruriabh dij i i i td in 
l .(  i iniKi 1.1.  Assti im thai 
and that I / k  M A H  condiHon (I .I  J) holds,  fhti i  l lu n spoiix mtrliuntsni is  Kjuortiblt  
unil t  r  l i l t  t i iodtl  ( l .Oj.  
Proof. I  lu '  proof is ((uite similar to that of Lemma "J.l .  Let >" be any measurable 
set  in the sigma-li« ' ld ^(V) gen«'rated by the random variable V. I 'hen. by the delinit iou 
o f  t h e  c o n d i t i o n a i  i n d e | ) e n d e n e e .  f o r  t  €  I  
R ±  Y |  ( X . B )  (i . i ;n 
0 < Pr(/ / ,  = 1) < 1. I ^  A ( 1 . 1 1 )  
Pr ^  S .  It ,  = I \  I  e  r . j .  I ,  = I) = Prl\ ' ,^S\i€ r , j . / ,  =  l )  
X |>r(/f ,  = 1 I /  e  r , . / .  = 1) 
and by the delinit iou of /?,  
Pr(/f ,  = I 1 /  €  r , J ,  = 1) = = 1 I /  €  r , ) .  
ri ierefore.  
Pr(v; € .s  I i  € [' ,J.  I ,  = \ .  H, = I) 
Pr(>; e  s . H ,  =  11 i  e t ' j .  I ,  =  \  )  
Pr(H. = I I /  € / ; . / ,  = I) 
Pr(y; € .v |  t  € L'j . l ,  = 1) 
under (1.14).  Hence, the result  follows. 
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(l iven l . t ' i iuua 1.1 and Lrnima l .J .  we arc abU- to say l l iat  niodfl  (1.7).  logetluT 
with an ignorable sampling inorlianisin and an ignorable ivsponsc nu'ciianisin.  produci '  
observations in an imputation ccll  that  arc distributed identically and itKle| jendently.  
ri iat is .  
V, \ ( . \ . . \ n )  -  (/ ' . . t ;) .  (1.15) 
2 Replication Variance Estimation Without Nonresponse 
In  this  sei t ion.  we consider  th« '  ca .s t -  when there  is  no nonrcs | ) i inse in  the sample.  
In many st iuTn's .  data  are  col lecled from individuals  or  uni ts  sample<l  using comph'x 
sample designs that  incl iule  varying i^robabi l i t ics  and non-independent  s« ' lcct ions.  
On«'  approach to  est imat ing the s tan<lard error  t)f  the  est imator  is  to  l incar iz* '  the  
est imator  using a  Taylor  scr i« 's  expansion and then us» '  s ta iulard samph* survey var iance 
••s t imat ion method to  est imate  the precis ion of  the  l inear i / . i ' i l  s ta t is t ic .  . \n  advaiUage 
of  the l inear izat ion metl iot l  is  that  i t  i s  appl icable  to  general  sam[)l ing design,  but  a  
disadvantage is  that  i t  involves  t lu '  i ler ivat ion of  a  separate  var iance est imat ion formula 
for  each s ta t is t ic .  
.An al ternative approach is to use a replication method. Two popular methods in 
surv<>y sampling are the jackknife and balanced repeated replication (l i l iU).  Wolter 
(198'))  and Rust and Rao (199G) provide gootl  reviews of the replication l i terature as 
applied to coinple.N sample surveys.  
Let 0 be the population parameter of interest  and let  0 be the estimator of 0 ba.sed 
on the full  sample.  To estimate sampling errors,  subsamples from the sample are <lrawn 
ami 0 is  computetl  from each subsample.  Dilferent ways of subsampling from the full  
sample correspond to different replication methods.  I he subsamples are called replicate 
samples and the statist ics calculated from these replicates are calletl  replicate estimates.  
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The \ariana'  of tin* sample cstimalor ^ is esti inatecl  froni the replicate estimates by 
I' W = Z ' *  
k=i 
where Qik) is  the A'-th estimate of 0 based on the oljservatioiis  i iuhulecl in the A-th 
r i 'pli iate.  / ,  is  the number of repli iates.  anil  c^. is  a  factor associated with replicate A* 
and determined by the replication m<'thod. 
When the original estimator 0 is  a  l inear estimator of the form 
= C-MT) 
16.1 
where u\ = tr,  ( .1).  the A-th replicate ol  0 can be writ ten as 
It .  I 
where denotes the replicate weight for the /-th unit  of the A'-th r<'plicat«' .  
[  he following lemma provides a necessary condition for a  variance estimator to Ix'  
unbiased. 
Lemma 2.1 Ld tht ornjuml tslhimtor 0 bt a l i i i iur t . ' i t inKitor of  t in form in (J.  171. 
If  a ri  pliraliort  variniict  i .s l imator I in (J.KJj /.•» (Usk j i i  nnbidsid for t in (disiyii)  
rariaiicf  of  0 and always takt.s  i ioiintyatirt  raliKs.  t lnii  wi hart  
H A-= 1.2.  •••  . / .  (2.1!))  
i6.> ie.» 
for all  z ,  salisfyiiKj 
I  V/r I =  0.  (2.2U) 
Proof. Let 
' •  W = t - - ' (E  -E  
f c = l  \ i 6 . »  i € . \  '  
By (2."20) Hiul t l if  uiibiasodncss of I  we have 
('Ml ^ } = "-
S i net '  
Pi-(\"-(«,)  <U|.F) =0. 
we iiav»> 
r  { o ^ )  =  0 
for all  sainpU's.  Sii icc arc all  posit i \c hy tin* lUiii i icgatixciH'ss of I  (Jj^ again.  (2.20) 
follows. •  
riic r( ' i)ruat«'  factor c^. is  chosen so that c^. -  "'•)  ^i]  estiniat« 's  \  dr (» ' ,  V, / , ) .  
I  luler strict  unhia.seclness of I  (^0^ .  we have 
I -
Y.n- ("•!" -  '!•,)* Pr(/  € .1) = /r-l ' r( /  <=.»)[!-  Pr(/  € . \)] .  (2.21) 
k = l  
Kc|uali ty (2.21) holds because th«'  left  s ide of (2.21) is  the expected valiu '  of \ '  for 
the particular poi)ulation JF whose //  values are Z I T O S  for all  units exce|)t  for the /-th 
element.  The right side of (2.21) is  t in- design variance of 0 for the population JF. 
2.1 The jackknife method 
The jackknife melliotl .  which originally was (U-signed to estimate the l)ia.s of an esti­
mator by deleting one flatum from the original data set  and recalculating the estimator 
based on ti ie rest  of the data,  has become a valuable tool for the variance estimation 
since the work of lukey (1!). ' )S).  hi  an infinite population context.  Tukey (li) . ' )S) sug­
gested that each replicate estimate might be regarded a.s an independent and identically 
distributed random variable,  which in turn suggests a very simple variance estimator.  
In the finite population sampling context,  each jackknife replicate deletes one unit  
and modifies the weights of others.  
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Example 2.1 / .  I  ndt r  t imijU nindoni sntnpimtj  of  sizt  n from a Jinit f  population 
of sizt  .V. Ihi  jnckkii t f t  rarinnct tst imator is dij i tud by ((juntioti  (J.  10) with < t  = 
/ j~ '  (n — 1)(1 — and tcf ' ' '  = (;i  — 1) '  lur,  i f  i  k and if) ' '  = 0.  I ' l i tsr 
L'aluts satisfy (J.  10) with = 1 and (2.21).  
2.  l  or strati j i i  d random samplinij .  I t t  V/,,  b( thi  ralut oj  tht  i- th thmtnt in stratum 
h.  Lt I ct;  — {il l ,  — I)  u'hui th( unit  {hi)  is  dtl i t td for thi  k-th rtplicati  and l i t  
ti ' i , ,  i f  a uiut  in stratum (j  is  dil t t id (j  ^  h 
'  (iii^ — 1) '  i j  u n i t  [ h j )  / . s  d t  I t  t i l l  i  ^  j  
U  i f  u n i t  ( h i )  I S  i l l  I t  t i l l  .  
Tht n f2.19) holds,  win n c/, ,  = (:/ , , i .  • •  •  .  r / . , / /)  with ^  [ i f  h = ij .  and zi, , . ,  = 0 
othi ru' ist .  
2.2 Balanced repeated replication 
UalaiKi 'd rt 'peati 'cl  n 'plicatioii  ( l iKlt)  was first  [)ro|)oscHl i)y McCartl iy (lf)()^))  for t lu* 
case wlu-rc two clusli ' rs  pi-r  s tratum arc sampU'cl with rcplaaMiicii t  in the first  s tage 
of sampling. In the two-clusler-p<'r-stratuin t lesigii  with / /  strata,  a minimal set  of 
L balanced half-samples may b«'  constri ictecl  from an /,  x / ,  l ladamartl  matrix (see.  
e.g.  VVolter.  1985) by chosing any / /  rolnmns excluding the column of all  +rs.  where 
H  < L < H ^  
Let be the element of the l ladamard matrix satisfying 
= 0 (2.2'J)  
k = \  
for all  h and 
= Mi/-
k=l 
Tlio A'-t l i  of  t lu '  l incHr estimator of the form 
/ /  1 
>,=i 1-1 
can be writ ten as 
(2.21) 
Since the BRR uses unlv lialf  of the original samph'.  i t  may profhu'e \<'r \ '  unstable 
estimates for some nonlinear statist ics in relatively small  samples.  I 'o avoid anomalies.  
Kay (H)S1) suggested using 
where U < <'> <  1.  
3 Hot Deck Imputation Methods 
There are a vari«>ty of imputation methods used in practice,  as not«' i l  by Kalton 
and Kasprzyk (1!)S()) .  I  he hot deck imputation method starts with the il ivision of t lu '  
sample into several  imputation c<*lls.  Many hot deck imputation metho<ls assign th«'  
value from a recorcl  with a response- to a recorcl  with a missing value on that i tem. 
These records will  be calleil  the donor ami rtcipiml.  res |)ectively.  Often,  the values for 
a  set  of related missing i tems are tak<'n from the sanu'  donor,  to preserve some of the 
multivariate relationships.  
Hot deck imputation methods can be roughly classified into the following categories:  
( i)  Sequential  Hot Deck Imputation 
Some hot deck imputation procedures impute the value from the record in the 
same cell  that  was last  read by the computer.  This is partly based on a belief 
that ,  if  the data are arranged in some geographic order,  adjacent units in the cell  
II  
1( )  
will t i ' i id to Ix'  i i iort '  similar than randomly chosen units in the cell.  One problem 
with the setpiential i iot deck imputation is that it  may easily mak»' nudti |)le uses 
of donors, a feature tluit  leads to a loss of [jrecision in survey estimates. 
(ii)  Uaiidoin Hot Deck Iinijutation 
respondent is chosen at random within an imputation cell ,  and the selectecl 
respondent 's value is assigiK-d the iu)nres|)oiident.  lo preserve multivariate 
relationships, values from the same donor are used for all  missing items of a recor<l.  
The seh'ction »)f dontus can Ix- perforiiu-d either witli-replacement or without-
rei)lacem»'nt.  Finiherinore. one may have more than one iinput<'il  value for each 
missiii(f i tem. 
(iii)  N'earest-.Xeighhor Hot l)e<k Imputation 
This hot deck nu-thod assigns a iionrespondent the value of the "nearest" resi)ijn-
deiit .  when- "nearest" is defined in terms of a tlistance function of the auxiliary 
variables. 
Random hot deck imputation involves random selection of donors. This random 
selection mechanism introduces what is t<'rm«'tl  imputation variance, and this iniputatii>n 
variance reduces the precision of th«'  survey estimates. 
. \s reviewed by Hrick aiul Kalton (l(M)(i),  there are two main methods for reducing 
imputation variance. One is through a sample design for st 'Iecting donors within each 
imputation cell .  For instance, selecting donors by simple random samiiling without 
replacement is |)referable lo simi)le random sampling of flonors with replacement. By 
minimizing the multiple use of tlonors. the without-replacement design leads to a IO\V<T 
imputation variance. 
•A second approach is to use frnct iorui l  i i i ipulal ion.  which involves dividing nonre-
spondents" records into parts and imputing separately to «'ach part.  For e.xainple. each 
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rc'spoiuU'iit  might be divided into three parts,  each ot which is allocated a weight ol 
one-third of the noincspoiulent 's original weight.  I hen separate donors are c hosen for 
eac h part.  If we have only one imputed value for each nonr(>spondent.  then we will  call  
the  procedure si t i i jU (hot  dick)  i i i iput i i t ioi t .  
Example 3.1 Siippo.-^ i .  in  a  s i i i i[ j l t  mi idui i t  . •minpt f  o f  s iz i  i i .  r  uni ts  nspond mid tn  
do not  r t .spond to  i t tni  t j .  [ In  impii t td  vaUn for  luiss int j  uni t  i  i s  d inot id  Oij  i j ' •  Iht  
iniput id  f s t  i i i i i i tor  of  t l i (  popnldt ion ni i i i i i  )  i s  
HI = "  '  I  E  H 'A I  • 
(it  l/( J  
I f  t i l l  i f i t l i -n  pl i tcni i f  l i t  hot  dak imputat ion is  us(d.  th in  t in  rarinnri  oj  i / i  i s .  con­
di t ional  on r .  
HI . .  / 
\  i tr(! i i )  = \  <"•(( / , . )  + —/*.  ( .s ,*)  
wh I r t  
!•= t  U 
and 
tjr - H y.-
I f  t i l t  uuthout-r i  p lan ni l  nt  hot  dick iniputnt ion is  usid with r  > in.  thin t in  rariai ic i  
of  UI condi t ional  on r .  
\ 'ar( t i i )  = \ ' i ir(! j , . )  + (s^)  .  (:{.27) 
I IJ \  / \ / 
For fract ional  imputat ion with thi  numbtr  of  imputat ion ( i jual  to  c .  and t in  with-
r iplact i t i f  n t  hot  d(ck imputat ion is  usfd ind(pindi  nt ly  c  t i i ins .  t in  vananct  of  i j i  i s .  
condi t ional  on r ,  
\ 'ar(yi)  = \  'ar( i jr)  + l i  i s ; )  .  (;j.28) 
cn-
Utnct ,  wit lwut-rcplact  nn nt  hot  deck imputat ion and fract ional  imputat ion nduct  th(  
imputat ion variance r t lat i i ' f  to  with-r tpluctmtnl  imputat ion.  
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Fractional i inputatioii  is cliscussrfl  by Kalton and Kisli  (19SI) and Kay (1996). A 
(lifForcnt.  but relati 'd,  approach is multiple imputation, which is discussed in t lu'  next 
section. 
4 The Multiple Imputation Approach 
.Multiple impntaticjii .  proposed by Rubin (1078). is a jjrocedure for handlinp; inissin^^ 
data that alUnvs the data analyst tcj use standard Iechnic|ues of analysis desip,iu'd for 
complete data, while at the same time providing a method to estimate the uncertainty 
due to the missing data. 
. \  comprehensive description of iiudti | j le intputatioii  is given in Rubin (19S7). Rubin 
(1987) devot<'s a gocnl deal of chapter •'} to specifying recpiin'ments for the \aiidily of 
multiple imputation inference under the nujch'l  ba.s«'d approach. His arginnents in that 
chapter are for the Bayesian approach, where inferences are made using the postericjr 
mean and the posterior variance. Rubin (1987) devotes Chapter I to conditions for the 
validity of multiph* imputation in the randomization framework. 
•Multiple imputation can be characterized by the method of generating tlie imputed 
values and by the variance fornuila. [ 'he variance formida directly uses the complete-
sample variance estimator so that it  can be implemented easily using the existing soft­
ware. 
Let On be the complete sample estimator of ti ie parameter 0 and l „ = \ (V,„,„) be 
the complete sample variance estimator of 0,^. The full  sample V„,,„ is decomposed as 
Vjum = (>',65. V'„u»). where is the part of with // ,  = 1 and V„,„ is the part of 
> j(i  ni 11 h /?i — 0. 
Multiple imputation involves repeating the imputation process independently M 
times. The imputed values are generated from the posterior distribution of V,,, , ,  given 
Yobs- After multiple imputation, we have M data sets.  Thus we can construct M sep-
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arale statistics and M estimators of variance baseil  on the augmented sample. Let the 
statistics be and I /(i) .„ ^ i (M).n f 'Ji" the estimator and estimator of 
variance, respectively. 1 hen. the multiple imputation estimator of 0 is 
M 
O M . n  =  . U - ' ( 1 . 2 9 )  
(=1 
and the associated variance estimator is 
t \ i . n  = V\/.ri  + ———Ihi . n -  ( l . ;{0) 
where 
\ l  
i = i  
and 
M 
f lu . n  =  ( A / -  1 ) " ' (  i . ; J - ' )  
1-1 
The typical assum|>lions associated with multiii le imputation are 
Im|/•;  0 ( i . :{;}) 
and 
jnn n [/• . '  (T^^, , . )  -  T = U. (l . iM) 
where 
and 
= lim 0\i,„ 
A / X  
T-^.n = liin 
A/-+ X 
In the Bayesian approach, the distribution u.sed in ( I. .};}) and ( I.^M) is the conditional 
distribution of 0 given \[,b, under the a.ssumed model.  In the cla.ssical model-based ap­
proach. the distribution is the distribution of V'^6s under the assumed model.  In the 
randomization approach, the distribution used in (-1.33) and (1.34) is the joint distribu­
tion of the sampling mechanism and the response mechanism. 
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4.1 Bayesian Justification 
Chapter of Rubin (19S7) cU-als with thf valichty of multiph'  impulatioii  in Uu* 
Bayesian fraiiu'work. lb review tliat approach, we assume that the estimator 0„ based 
on tlie comph'te sainph* is the posterior mean of 0 under the assumed Bayesian inotiel 
/  (iiuhuling both the likelihoo<l and tlie prior density).  That is.  
()„ = i-: ,{01 (1.;{••)) 
Also, let \  „ l ie the |)osterior variance of 0 under tlu'  model / .  That is.  
i ; .  = i /«; 1 ( i . iUi) 
According to Meng (l!)f) l .  i) . ' )  l :}).  a liayesian iiUKlel /  satisfying ( 1.•{•")) and ( l .^Ui) is said 
to be co i i t j i  mi l l  to the analysis using I I sing the terminology of congeniality, ue 
summarize the main results in chapter •'{ of Rubin (1?)S7). 
Result 4 . 1 .1 .-.s 1/;n f I  h i l l  
( i )  [ ' 'or  l i l t  coinpldt  s i i inph.  t in  l imjts inn modi  I  f  i .s  voni j tmii l  lo  l l i i  i t i ial i fs i . - i  t i s i i i i j  
( i i i i l  
( i t )  thi  iuipi ihd ralui .'i ( in  druu' i i  f rom l l i t  roi idi t ioi i i i l  i l i s lr ibul ioi i  |  V/fc , )  " /  
^mis  ( j i i ' f i i  Vi . fc ,  undtr l f i t  Bi i i j is i i in  modtl  f .  
Thi l l ,  nndtr  noi in  sponst .  Ihf  l inyt f i iai i  modd f  / .s coiuj i iui i l  to  Iht  i ini i lys is  usi i i i j  l ln  
impuifd pair  (^A/.n.  / .v / .n)  calculul td  from and ( . ( . .W).  i ts  . \ /  —> :x .  Thii l  i s .  
=  E f ( 0  I  (  
and 
7'X.N = I VLiJ. (-l .^W) 
where and Ty^.n art  dt f tucd af ter  
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Proof, lo slunv the T'C|ualii 'n 's ( 1.37) and ( l . iJS). nulc that 
r { 0 \  Y j , . , )  =  I  r ( o \ ) v ; , . . , ) P { ) |  > " 6 . ) ' i o )  
I v;,, ,)  for / = I.2.--- . M .  
So. by till '  law of large tiumlicrs.  
/•;(0|Vj,. i  = Mm £;/•.•(« I >A,.i;r) 
1 = I 
1 -
i — 1 
and 
+\- {i-:{0\ v;,u,) i Vm } 
I -
1 = 1 
I "  
«=I 
almost surely. •  
By Uesult 1.1. we have the desired relation ( 1.3i}) and ( t . .M) under the posterior 
distribution of 0 given In Uesult l . l .  there ar«'  two models involvt-d. I 'he first 
motlel is called the analyst 's model,  which is u.sed in ( I.•{• ')) and ( l .- 'Ui).  I  lu- secoiul 
model is called the imputer 's model,  which is used in calculating C { ) ' , n i s  I Uesuh 
1.1 re( |uires that the two models be the same. . \s is observed in Kay (1991.11)92). . \Ieng 
(199-1). l{ul)in (n)9()).  and Schafer (1997). if the analysl 's model is dilferent from that of 
imputer.  then the multiple imputation estimator may be bia.sed. not only for variance 
estinuitiou but also for point estimation. 
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4.2 Randomization Validity 
Multiple iinputatioii .  which is based on the Bayesiaii  paradigm, can he evaitiatetl  
under the fre( |uenlist paradigm, where tlu'  population values are treated as fixed and 
inferences are hased on tin* sampling distribution gen«'rated by repetitions of th»'  sami)le 
seU'ction procedure and a motlel for resi)onse probai)ili t ies.  
Hubin(l!)S7. p.118) gave the delinition of pro|)er iinpulalion. which is a key concept 
for the randoniization validity of multiple imputation. The delinition of a proper impu-
tati(jn procedure treats the comi)lele samjjle V as lixed. and the res|}onse indication 
vector R as the random variable. For coinplet(> samiile statistics and \„.  a im|Mitalion 
method is called profx r uncler the assumeil response mechanism if 
I = 0,, .  ici) 
l-H x.M I Vv.m} = K,. (("2) 
and 
I Vvi.m} = I ((";{) 
The subscript H is used here to em|)hasize that the reference distribution is with respect 
to the assumed response mechanism on H. 
[ he main conclusion regarcling randomization validity with prop«'r imputation is well 
summarized in itubin (19S7): 
Result 1.1; If the comph'te-data inference is randomization valid and the 
imiltiple-imputation procedure is proper, then the infinite-/^ repeated im­
putation inference is randomization-valid under the posited response mech­
anism. (p. 119) 
The conditions of proper imputation are difficult to verify. One imputation procedure 
is to generate the missing part V'„,„ from the conditional distribution £(V„,„ |  of 
V/nia  g iven \[ ,bs  under  the assumed model .  Schafer  (1997.  p .  105)  cal ls  this  Baytsianly  
2:} 
propir  inipuldt ioi i .  l iayesianly proper impiilalioii  is nol suMic ieiit  for proper imi)iilalioii .  
r iu'  following tlicorrm atlernpts lo clarify llu'  rolationsliips. 
Theorem 4.1 I f  a  mult ipU imputat ion i j tnt  rat t t l  f rom C{\„u3 |  ^uha)  U'^iny t l i t  f ia i j ts iui i  
modt l  f  sdt is j i ts  (C' l ) ,  t inn i t  a lso sat is j i ts  {( ' •{} .  
Proof. [. c t  t l  l i<> h!1\ '  gi\<'n full  ^ainpl ' '  I 's t iniator of I ) .  lU' t l ic law of larae tiumlxMs. 
1 . 
and 
l<:=l 
=  / • /  ( O n  I yJ,.,) 
\ t  
^lini^ TTH" ^  ~ 
= I/(<), .  I 
Now, 
I V„,m) = l-U /  (^r. I ^ .6,)  I v. , , ,  
= /•,'/< IV/ — I'. J {0,X I I \  ,.h, I 
Flirt  l ionnore. 
Ah(«x.,. I -Av (<),.!  v:, . ,)  IV 
= Vn Ef {o„ I I  V,„ 
whore ihe equality ( l . ;J9) follows from the decomposilion 
(l.:5!)) 
( 1 . 1 0 )  
V [q I v . .m] = Vft [Ef  {q i  Kb.) 1 + i-n [ i /  {q I  V . 6 , )  I  v ; , . ,  
with Q = d„ -  Ef I VLi,) and so Ef[Q\\  = 0. The equally (1.10) holds because 
E H  [ E j  {On I Vubs)  I =  On 
by assumption (C'l).  
Sunu- autliurs.  for rxampU* Kay (19!) '2).  have cpn'stioiKnl the validity of the multiple 
imputation under the frequentist response probability model.  We will  study this in the 
next subsection. 
4.3 Fay's Example 
Fay( 19!)1.1(M)2) us«'d a li<'riiouHi model to illustrate the ilil l iculty of creating pro|)er 
imputations as a g«'iieral purposi '  m<'thodology. We suppress the subscript n in the 
estimators to simplify the notation. Suppose we liav<' a simple random sample of size ii 
for variable V taking only 0 t)r 1. .Vssumi'  that,  for simplicity, the lirst r c-U'inents are 
observetl and the |)arameter of int*'ri 'st  is 0\  — A " '  51. = i f^is ' i ine tin- uniform 
response mechanism and use th«' H<'rnouHi model to cn'ate lh<> multiple imputation, then 
w<' use 
M 
with 
(l . l l)  
as tlu'  estimator of ()\  and use 
with 
M 
(-1.-12) 
and 
M 
•Jo 
to estimate the variance of 0\ i .  riien, letting n r  ^  p ^  (0. I) and .V' n —> 0. we have 
E [ O ^ \ \ )  
Var{0^ I Y) 
I-(IK i Y) 
Os 
-1 
- O s )  
< r ' O s {  \  -  O s )  
-  N~')  Os Oy 
IxTaus*' t lu '  res|)ondents can be regarded as a simple random sample from the population. 
Hence. 
i :{ i \  i Y )  = \  „r(( l^  | Y ) .  
Now. assume that for each unit i .  we have .V, taking either u or b as possible values. 
We want to eslimatt '  0 , ,  = / 'r(V = 1..V = a) and Ot ,  =  l ' r { )  = 1. .V = b) .  Let 
II  — II , ,  -I- III ,  an<l /• = r ,  + n, .  If we have complete response, then wv will use 
0., = f/ , ; '^  v ; / (.V, = </1 
1 = 1 
0,  = =M 
1=1 
and the variance-covariance estimator for {O.t.Oi,^ is 
\ = ( i - y , . )  0  
0  ( i - t f . )  
with d„ = tfu + Oh. 
If we have missing data and impute using the approximate Bayesian bootstrap 
method [jroposed by Rui)in and Schenker (l!)86). t l ien we use 
M 
{ ' )  0..M =  . 1 / : i  
(=1 
4,u = 
(=1 
2(i 
WIKTC 
jc) _ { Y . y j i \ ,  =  " ) +  T .  v;"7(.v, = </ 
1=1 i = r+ 1 
i jU)  
"h. i  = = E >•;"' /( .V, = b) 
1=1 l = r+l 
and tlu'  varinii(»'-c-u\ariaiu-( '  estimator for is 
/ 
l \ ,  = 
;r  V\/ + (1 + i (1 + .\/  '  I Ihi. ih 
+ M ) li\i :rr\/ + (1 + 
wluTf I \ /  is dcliiK'd in ( l .  l ' i)  and 
m 
Ihl: .  = 
Ihl . ih  = 
Ihi .bh — 
•*'  * f = |  
(=1 
riuMi. since tiie resj)onileiits are a siinpli- random sam|)U' of size r .  
/ 
K { T . . ) = 0 s ( 1 - 0 S  
_L -L ^  y i  ("ii- ' . i)  () i 
"u 'T, V "u /  '" V ". i  /  \  /  >• 
C "II- '•u ^ f  ^ i  ±. J.  J.  f '•l .- '  l .y '  i  
\  V  / V  " b  /  ' •  " f .  " i l  V  " ( .  /  > •  
l jUt 
I  '«;• 
/ \ 
V /  
=  t f v ( l  -0 , s -
£u.+ i  ^ 
"f,  r V ri„ y r V M„ m j  
i  (l  _ + i  [i  _ (it)-
r  \  lia "h/  " f ,  r  \ "6/  
Hence. overestimates the variances of and tf5,x. understimates the covariance of 
0., ,^ and Ob.^. 
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Kubin (1990) fxplaiiK'd tluit  if  t l ie auxiliary variabk- .V is not used by the imputcr to 
croatc tlu'  multiple imputation, but is used l)y tlit> ultimate analyst to tlefine t 'slimands. 
then tlu* imputation may not IK- proper. In the above example, tlie .AHU imputation is 
proper for 0 = + Oi,.  l)ut is imjiroijer for 0 = 0.^— Oi,.  Ruliin (1!)9()) argues that the 
nHilti |)le imputation is stil l  conlidenee-proper in tl ie sense that it  produ<<'s a variance 
( 'stin)ate t l iat is too large. 
5 Quasi-Raiidomizatioii Approach 
The randomization aj)proaeh. wliieli  tri 'ats tlu- |)opulation vector Y as lixed. has 
played a dominant role in the design and analysis of sample surveys, [{andumization 
inference re<|uires that units Ix'  selec t<'d by i inihabilili /  snniplinij .  which is characterized 
by the folhjuing two projjerties: 
1. I 'he sampling distribution is determined by the sampler b»'fore any ij  values are 
known. 
2. Kvery unit has a positive (known) probal)ili ty of s«'lection. 
riie key ingredient of the randomivation approach, a known probability of selection, is 
lost when some of the data are missing. 
Ciiven the existence of noinespondents. one approach is to regard the respoiid<Mits as 
the second pha.se sample in a two-pha.se sam|)le design. This is niaiie possible by treating 
the //,"s as random variables. It is necessary to specify a probability niod«'l for R. 
The randomizat ion version of  inference for  imputat ion is  cal led the qiKLsi-randoinizat ioi i  
approach, a tcru: suggested by Oh and .Seh«Hireii  ( l9N.n. 
There are two main differences between the sampling distribution and the response 
distribution in the quasi-randomization approach. First,  the sampling distribution is 
determined by the sampler before any observations ar«'  taken. On the other hand. 
wo may have (lifrerenl response mechanisms for ditrerent i tems. Second, tl ie sampling 
dislriljution is known, under the control of tlu'  survey statistician. On the other hand, 
the response distriljution is unknown ami needs some form of modelling. 
If the finite population is partitioned into CI imputation cells,  the usual ([uasi-
raiidoniization approach assunu's the following respons*' mechanism. 
(k.l) ['"or each cell  i ]  —  I.-  - . ( i .  all i tems {h},g to have 
tiie same response prol)al)ili ty. p j  =  P r { l i ,  —  1 |  / € ^ j) .  where / ,  t lenotes the s«'t  
of indices for the 7-th imputation c«>ll.  
(R.i) Kor every / = 1. • • • .  .V. l^r {li ,  — I ) > 0. 
We will  call  this uniform nsiwiis i  intcl i<i t i is in  inl lni i  impulal iot i  n i l .  
Uao and Shat) used w f i f j l i t u l  h o i  i l i c k  u n p t i i a t t o n .  which selects tlonors with 
replacenn'iil  witli  the prohaliili ty of selection being |)rop(jrtiunal tt j  the sampling weights.  
This produces an unbiased estimator under assinnptions ( H. 1) and (H.2). W hile t lu '  pro-
cedur«' is often saitl  to be design uidjia.sed. unbia.sedn«'ss r«'(iuires the responsj* probability 
model assumptions (l{.l)  and (lt .2).  
riie adjusttnl jackknife variance t 'slimatur for weighted hot deck imputation, pro­
posed by Rao and Shao is constructi 'd by changing I 'very imputetl  value for the 
jackknife replicatc* when a respondent is deleted. I he variance estimator can be written 
as 
I .  2 
(••i . i ;}) 
where 
r;  
+ (I -  fij) { 'h + -  .7, (o.-l-l)  
J=1 j€.lnr.  
with 
1 J •' 
(o.-io) 
2!) 
Hiul 
! / , ,  = (5.16) 
Ilje tnr, ,  "  J " j  
whort '  i}j is  the iinputetl  value of ij  for unit j .  l iao atul Sliao (1992) showed that the 
adjusted jackkuife variance estimator is consistent under model assumptions (U.l) and 
(R.2). The Kao and Shao (1!)92) metliod is easily extended tu more (•oin|)le>: designs 
and to deterministic imputations such as ratio imputation, because'  the properti«'s of the 
estimator are determineil by the j)ostulat<'d response probability model.  
However, tl ier*'  are undesirabU- f<'atures of the Uao and Shao ( 1992) a|)proach. I ' irst .  
t lu'  adjusted jackknif«'  proceilur«'  is valid only for tin* weif^hted hot deck imputation 
method because, under the ( |uasi-randomixation approach, oidy the w«'iglited hot deck 
imputation is consistent.  
S«'cond. the |)roc»'diu( '  is not appTn abh- to the midt ivariat«'case with partial r«>sponse 
because dilferent adjustments are re<|uir<'d for I 'ach item. .\ lso. t lu" procetluri '  is restricted 
to linear estimators because tlu'  (/-values an* chan|t;ed. 
6 Other approaches 
6.1 Kalton and Kish's approach 
Kalton and Kish (1981) proposed two procetlures they called the re|)eateil  replication 
imputation procedure and the fractional imputation technitpu*, as methods to recluce the 
imputation variance by making more than one imputed value for each missing vahu'.  In 
particular.  Kalton and Kish (19S-1) discussed a number of procedures such as stratifica­
tion to reduce the variance. . \o e.xplicit  variance estimator \va.s given by these authors 
for fractional imputation. 
;{(j 
6.2 Sarndal's approach 
SiinRlal (1992) and Doviilf and Siirmlal (1991) have dcvist 'd a inodt '1-ba.sod variance 
estimator for imputed data sets.  Siirudal (1992) explicitly introduced the roiicept of 
an imputation model ( ,  wliicli  is Ijasically a superpopidation model with an ignorable 
sampling mechanism and an ignorable response n\echanism. An imputed estimator Oi 
is uni)iased for 0 if  the imputation residual = ijk — ul- where ijJ.  is  the imputed value 
fur unit k- t  Am .  is conditioiiall\ '  model unbiased, that is.  h\{ik I -l .-l/ ;)  = l-*-
[•or an imputed estimator l)i  for 0 .  the overall  variance can be written of the fcHtu 
wher«'  th«'  subscript /< denotes the samijling mechanism an<l H denotes the response 
mec hanism. Siirndal expressed the variance of as a sum of two com|)onent.  a samijling 
variance, and a variance due to imputation. 
^ ^ ^ imfi* 
where l„, ,„ = (^0 \ jFj and the dilference between I („f and \ „,m-
Siirndal suggestcxl the following three operational steps for the estimation of \  :  
1. Let V be the standard variance estimator of 0 and let 1/ IK- the c|uantily ob­
tained iiv calculating 1'  from the data after imputation. Kvaluate the conditional 
expectation 
2. I ' ind a model unbiased estimator, denoted of \  I his will  usually recpiire 
the estimation of certain parameters of the model So. 
'k I = Vji/-
;n 
I ' i iul a nioclcl imbiasccl estimator, cleiiott 'd by \ ,mp- "t  ^ imp- Ibis also retiuires tlie 
esliinalioii  of unknown parameters of the model (, ' .  So. 
""P I ^ 
[  be proposed estimator for t lu'  overall  variance is 
^  t u t  = W + ^ \  imp-
For e.\am|)le.  Siirndal eoiisidert-d tbe followiiif!,  model 
t ; , € / • , .  u i . 1 7 1  
[  be hot deck imputation is |)erforme<l with replacement with e<|ual probability. .After 
tbe hot deck imputation is performed, under simjile random saniplinj; , .  the im | )Ut<'d 
estimator of tbe pojjulation mean 0 is 
()i  = -Y II..  ((i .  IS|  
" - I I t  I  
with 
if /r ,  = 1 
/ t  .1 
where V,'  is tbe imputed value at tbe /-tb unit.  [ ben. under the model (ti .  17) and the 
ignoralile sampling mechanism and response mechanism, we have 
>;• if/ / .  = () 
I- :  [O, -O)  =Q.  ((i . . jO) 
where the expection in (6.50) is with respect to the joint distribution of the superpopu-
bition model ((j .  l7),  the sampling mechanism, and tbe response mechanism. I he author 
proposes the variance estimator of 0/ .  
y=^ -1 ^  - -1 (^ 0 ^  • 
(tJ.-ji  
wliiMc iii . j  is t l io minil)er of iionrc'spoiuliMits in cell  </. r . /  is  t lu* mimln'r of rcspoiKlciils ii)  
cell (j. 
^ ^  {'/i -  • 
aiui 
1 = 1 
It  can 1)0 shown that 
/•. '(I  )  =  \  a  r i d  I  —  0 )  ((i . j 'J) 
wluTi'  til*'  ( 'X|)( 'ctioii  in ((i- ' j^) is with rt>s|)«'ct to the joint distribntiuii  of th<' supfT-
popiihition mocl«'l  ((i .17). the saiuijli i ifj ,  incchanisin. and t l ie rcspons«' i i icclianism. Oiu'  
draw back of the proposed variance estimator is that it  is valid only for a population 
total or mean. 
6.3 Tollefson and Fuller's approach 
lollefson and Knller (l!M)2) proposed a variance «"stimator for lh«'  im|)uted llorvitz-
Tlioinpson estimator baseil  on the assumptions of the imputation cell mod«'l .  ignorabU' 
sampling mechanism, and missing at random. Hie imiJUtatioi i  method consid<Med is the 
without-replacement random selection of donors within each imputation cell .  
Let the linil<'  popidation be divitlecl into CI imputation cells of si/«'  .V^. <J = 1. 2. • • • .  (I .  
Let i i j  denote the number of units in the sample that fall  in imputation cell  (j .  Let 0 be 
the llorvit/ .-Thornpson estimator of the population total based on the original complete 
sample. L»'t  Oi be the Ilorvitz-fhompson estimator of the po|)ulation total constructed 
with the data after hot deck imputation. The hot deck imputation proposed by Tollefson 
and Tuller (1992) has the following restrictions: 
I.  The imputation cells coincide with sampling strata. 
2. A donor is s»'lcct(>ii at  random with rcphiannciit  with otiual probability for each 
missing vahu'.  
I ' l ider tl io imputation cell mocUd (1.7).  w«' have 
the data after imputation, is the sample variance of tli<'  V"s for the respondinji;  units 
in cell  ().  <1 = 1. • • • . (! .  and 
-t- (^ 'v + 2) t . j  
wlu're k- . j  and t . j  ar<'  nonn«'f2,ative int«>g«'rs satisfying lu.j  — k- . j i - . j  + l , ,  and I j  < r. ,  with r ,  
6.4 Fay's  approach 
l '"ay (199G) discussed the fractionally weighted imputation ([•"VVl) as an alternative 
to the multiple imputation (Ml). KW I resembles .Ml in t lu'  sense that it  creat«'s . \ /(> 1) 
imputed values for each missing item but is distinguished by (a) the manner in which 
the imputations are made, (b) the procedures used to obtain the estimates from the 
data set,  (c) variance estimation, and (d) analysis of the imputed data set.  
FWI obtains estimates from a single weighted analysis with each imputetl  value 
receiving l / .U times the original woigiit .  The imputed estimator for 0 of the form (2.17) 
may be written as 
/•; [ o  - o ) ^  u. 
riie propos«'d unbias<'d variance estimator ol the I /  
where I '* {Oi — 0^ is the design unl)ias«'d variance estimator I (W; -  Oj calcidat<>d using 
and nij  being the number of respomlents and nonrespondents. resi)ectively. 
'(FU7) 
li€.i  i€ . \  L ;=i 
where '/(Vn /j iC' = 1. • • •  •  M t^he M i inputotl vahies for missing it(>ni i .  
Although ill  the same sjiirit .  t l io procedure is slightly dilfereiU from th«' fractional 
imputation (Fl) of Kisli  and Kaltoii  (198-1) in the following ways. 
1. Donors for a recipient are selectetl  with probabilities proportional to the sampling 
weights,  while Fl rec|uires the selection to be ec|ual |)roi)ai)ili ly selection. 
•J. Kach imputed value is assigned the same weight while Fl assigns each im|Mited 
value a weight proportional to the sainpling weights.  
For variance estimation. Fay (HHHi) sugg<'sted a modihcatioii  of the Rao-Shao vari­
ance estimator. The variance estimator is 
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VARIANCE ESIMATION AFTER IMPUTATION 
A papt ' i" siihinittcil  tu Sum ij Mt  thodoloi j i j  
. lac Kwaiig Kim 
Abstract 
l i i ipulalioii  is cuiimioiily used to comiM'iisati '  for ilciii  i ioiircspoiisc. \ariaii< i '  <'s-
l imatioii  aftiT iinpiilatioii  l ias gfiit ' iatrd roiisidcrahU' disriissioti  ami several variain*' 
• 'slimators have ijeeii  propos«'il .  We pro|)ose a variance estimator liased on a pseudo 
data set used only for variance estimatioii .  Standard complete data variance estimators 
applied to the pseudo data set lead to consistent estimators for l inear estimators untler 
various imputation methods. The algebraic ec|uivaleiice of the proposed tn<'thod and tlu'  
adjusted jackknife metlioil  of Rao ami Sitter (l!J9')) is i l lustrat«'d. I h*'  proposed method 
is directly applicable to variance estimation for t\vo-pha.se sampling. 
I\i  y H'o/f/ .s :  r\vo-pha.so sampling :  Item iionresponse; Deterministic imputation: Kan-
doni imputation. 
1 Iiitrodiictioii 
l i i ipiitat ii)ii .  ins«'rtii ig values for missing items, is commonly used for liaucHiiig missing 
survey data. .-\n advantage of imputation is i ts convenience. Tliat is.  we can apply 
standard complete data programs for computing jjoint estimates to tlie imputed data 
set.  
•Ml imputation methods use some form of model.  l-"roiu one model,  we can use either 
deterministic imi)Utalion or ranclom imputa t ion .  Kandoni imi )Uta t ion  means missing 
values are imputed ijy use of some form of i jrobahility sani |)ling. We call this additional 
random mechanism the imputaticjn mechanism. On the other hand, deterministic impu­
tation iloes not introduie an additional random mechanism. . \  sample after imputation 
can he viewed as a two-pha.se sample, where the lirst  jdiase sam|)le is the original sample 
and the second phase sample is t i ie respondents. See Siirndal and Swensson (IDM") for 
details.  
Witii  a suita[)le iniputaticjii  model and metliocl.  the liias due to nonresponse can lie 
greatly reduced relative to using only the observed data. llowe\-er.  i t  is well known 
that a variance estimator wliicii  uses the imputed data as if i t  were observed data is 
inconsistent.  
Various methods have been proposed for variance estimation after imputaticjn. Ruliin 
and .Schenker (198(5) and Kubin (1987) advocated multiple imputation. .Multiple impu­
tation creatc^s nndtiple data sets and calcidates the complete data statistics for each 
imputed data set.  I 'his metliocl re( |uircs the imputation method to be proper. Phat is.  
the imputation should satisfy conditions l-ij  in Rubin (1987. p.llS-119). These condi­
tions are not always easy to achieve. (For example, see Fay (1992).) Some commotdy 
used injputalion methods, including hot deck imputation and regrc>ssion imputation, are 
not proper. 
Rao and Shao (1992) and Rao and Sitter (1995) proposed an adjusted jackknife 
39 
variance estimator. I lu* siigge'sted proccilure is applicable'  to a nuinber of iniputatioii  
metlioils ami sample designs. The actual calculatioti  using standard cottiplete data 
software is not ea.sy because si}ecial computations ar«'  i)erformetl to adjust the imputed 
values for each pseudo replicate. 
lessentially. Kubin's method gen<Tat«>s several pseudo data sets for variance eslitna-
tioii  and applies the stautlard variance estimators to each data set whih'  Rao's method 
applies a special variance estimator to the imputed (lata set.  In this paper, a method 
to create a singh- ps»Mido data set for variance estimation is proposed, in s«'ction "J. the 
u<'\v method is introduced in a two-pha.se sampling set-up. In section we illustrate 
e.xtensions of the suggested method to the random im|)utatiou metho<l. In section 1. 
comparisons are made with th<' a<ljusted jackknife variance estimator. In s«'ction •').  we 
(>.\ten(l the sugg«'stt>tl  method to comple.x sampling designs. Some concluiling remarks 
are made in section (i.  Outlines of some proofs are given in the appendix. 
2 A Variance Estimation Method 
We outline a variance *'slimation procedure applicable for two-pha.se samples and for 
imputetl  sampK's. The procedure recpiires a separate data set for variancj- estiniation in 
addition to the tabulation data set.  lo introduce the procedure and to illustrate the 
concepts,  consider a two-phase sample. Let the second phase be a simple random samph' 
of size r selected from the first plia.se which is a simple random sample of size n selected 
from an infinite population. Let the regression estimator of the nieaii  of a charact«'ristic 
1/ be 
/ '« = !/j  + (j"! C-M) 
10 
wlirrc 
(y.'. 
1=1 
.r ,  = 
. =1  
L i  =  l  
-1  ,•  
^ (.'A - V.'l 
j  = i 
aiul I IK- sccoiul phase units arc iiidcxt-d from un«' to r .  It  is well kiiuwii that the variaiuc 
of the regression estimator is.  a |) | jro\iinalely. 
{/ 'vl = [" ' />*+'• '  (l  -  /)  • )  • ) \  
where (J  is the |)opulation corr<'lation between t j  ami . r  and rr*'  is  the population variance 
of I/.  An estimator of the variance is 
^ {/" 'v} = " '  (" -  I) '  ~ *" + '• (y. -  //.) '  
1 = 1 1=;|  
wh«'re 
>Ji = Hi + (•'•< I = \ .'2. - • • .11. 
and 
HI = " ' H .'A • 
• = i  
Observe that tji  is an alternative way of writing fty in (2.1).  Derivations of (2.2) ami 
(2.;{) are given in the appetuli.x. 
.et  
I/ . .  -n- '  r ,  =  N  ( » - ! ) , • - ' ( r - 2 )  i/- (2.1) 
and 
y,  = 
y,.  / = r-hI.r + 2. 
U, + Cr (y, -  y.).  /  = 1.2. • •  • .  r.  
(2.5) 
•11 
riicii .  
ri 
( "  -  n ~ '  X ]  ( f j '  -  u i  f  (--<0 
1=1 
wluTo (//  is t l ie iiu'an of ll ic i j ' .  as well as ll ir  mean of t lu'  y,.  bec ause tlie sum of tj,  -  y, 
is zero. K(iiiatioii  ("J.ti)  is the operational form of the suggestiul estimator. I he variance 
e>liiuatKiM tlala m*1 iontain> tlu'  pM'Uilo i>l>>«T\al luii  y ' .  
To the «'xtent that the motlel for im|)Utation matelies that of t\vo-phas<' samprmg, 
(•(luation is applicable to an imi)Utetl  data set.  For example, if we assume that 
missing data are missing at random ancl use regression to impute the missing value with 
y,.  then e(|uation CJ.t)) is immediately applicabh'.  Of course, regression imputation or 
two-phase sampling can use a vector x. 
3 Extensions To Random Imputation 
: \  moderate «'Xtension of the methoil d«'scrib«'d in section '1  t ' l iables us to estimate 
the variance of a sainpU* mean using random imputation. In fact,  alternative a|)proaches 
are possible. 
.•\s one a|)proach. assume that the imputation model is the regression model 
I/.  = X, /3 + «, 
wher«'  the first element of every x, is ecpial to I antl  the t ,  are uncorelated (0. cr;) ratulom 
variables. 
•Assume the model is estimated and that the imputed values are 
i/i  = Wi +  ^ ^• /  =/• + 1. r  + 2. • • • .  1/ ( ;{.7) 
12 
wlicrc 
.7. 
13 
x,/3. 
^x;x. 
Li=l 1=1 
/ = 1. 2.• • 
aiu! f", is  chu^t ' i i  at  raiiduiii  froiii  the -^ct e,  — ; > = 
riic estimator of the nu'an of /y is 
' •1  
l '<,  
i : ;!  
wlicr*'  
•V. = y. if I = 1.2 
If t lu '  f ,  arc ciioscii  with r( ' | j laccm«Mit with ( '(lual pn^ljahility from tiic s<'t  Cr. then 
the variance of //^ is.  approxiniatt ' ly.  
\ {//,} = + »r-m) (l - l i ' )  
wliere ni  = n — r  antl is t l ie s( |uarecl iniilt i |) le correhition foellic ient lu' tween y and 
X. I he increase in variance chie to using random impntatioii  with i',. rather than using 
i ,  = 0. is 
ir - i i i  (l  -  l{ ' )  fT- .  
Therefore, an estimator of t l ie variance of lh«'  imputed sample mean is given hy (2.G) 
where the (v of (2.1) is 
1 / 2  
d = [m (" -  1) (r '  + /r ' l i i j  (r  -  p) - 1  (;j . iO) 
and p is the dimension of /3. We have 
* -  1)"'S(!/.  -  .y/)" 
1=1 
r* 
+ {>•- '+n- 'm)(r-p)- 'Y, iy>-U') '  ( 3 . 1 1 )  
1=1 
13 
wliorc 
iJ l  = Si/.-
1=1 
The estimator of the variance using c/ of ec|UHtion (3.10) is an estimator of the uneoiuli-
tional variance, t l ie average over ail  possible imputeil  samples. Derivations of (3.9) and 
(:{.ll)  are given in the ap|jen<li.\ .  
I 'u lun.iider an alternative variance estimation .T.[)pruach. v-r assunn- that a random 
selectit)n proct 'dnre is used for imputation hut place no restriction on tlu'  [irocednre. other 
than that the |)rohal)iii t ies of selection are inversely proportional to tlu- (jrohahility that 
the (y-value responds. In addition, we r«'cord t lu'  inmiber of t imes an < value is used as 
a donor in the imputation. Let 
fj,  /  = ;• + 1. /• + "J. • • • .11 
ih  + t / / .  -  .7.) '  = 1 
y. = (3.1; 
with 
c,  = i i ~ ^  i l l  -  I )  r  { r  —  / ) ) '  i /J ( 1 + (/,  I 3.13) 
I/.' 
wlu're </, is  the number of times (,  is used as a donor. Ihe t«Mni / /" '(/(- 1) r  (r — /<) 
is nsed to ailjust for the elfi 'ct  of estimating ft regression parameters.  Then, the varianc* 
estimator (2.6) can be written as 
* ' { / ' ! / }  =  I ) ' ' ^ ( y .  -  y / ) *  
1=1 
r 
+ »"•'(• (r  -/>)"'  5^(1 +f/,  )*(y, -  I J , ) ' .  (••J.  II)  
1 = 1  
If the imputation method is simple random sampling with replacement, then, conditional 
on the sample and the respondents. 
where the notation /  is used here to denote the expectation with respect to the impu­
tation mechanism generated by random imputation. The ecjuality in (3.1o) establishes 
M 
l l io enuivHltMUf of (-{.ll)  to ("M-l) niiclor witli-rt 'plHcciiu^it si-U'i  t ioii .  It  is shown in the 
appendix that tiie \ {/ly} in is also a valid estimator when donors are selected 
without replacement. Since the proposed variance estimation method is the conditional 
variance given the realized imputed samj)le. i t  has wide applicability. 
4 Jackkiiife Method 
I he suggested m»'t hod of «'( |uation (2.0) is directly applicable to the jackknife variance 
estimator, l  i ider comiiU'ti '  response, the jackknife variant*'  <'stiinati>r of can be 
written as 
On"' •• '•"•I 
( = !  
where- the /-th jackknif<' rei)licate of {1,^ is  
= E""''TV-
j=i 
anil  . \ /] ' '  is the jackknif*'  multiplier a|) |)l ied to the weight of unit j  at th«'  /-th replication. 
I 'nder simpU* random sampling. 
-n-  ir  / J  rt — I / »/ 
0 if i  = J.  
When we have missing data, a jiukknife variance estimator can b«' conduct»>d using the 
data set for variance estimation. I he pseudo replicate is calculated as 
J=l 
where the data set |y*: i  = 1,2. • • • .  for variance estimation is calculated by (2.5) or 
(.{.12). dep<'nding on the imputation method. The resulting jackknife variance estimator 
is 
= Ml") 
lo 
Rao and Sitter (1995) proposed an adjusted jackkiiife variance estimator for the ratio 
imputation problem. Their variance estimator is 
\ j  = II — 
1=1 
where the ratio imputeil  estimator of /i,^ is 
with 
anil 
I ' l  H fJ-
1=1 l=r+l 
= - i - .H 
= ( t  ±« . -
<•=1 1-1 
[ he adjusted jackknife replicate is 
j  = i  
where 
./•,/ /<'> if  / = l.-J.---
.i-j  H if  i  = r + 1. r  + 2. .  t t  
with 
( l .-iO) 
(l .- .M) 
(I.- '-2) 
/>'•' = i: 
The adjusted values (1.22) in the Rao and Sitter (199')) method can also he regarded as 
pseudo data for variance estimation. Note that the calculation of the pseudo data (1.22) 
requires recalculation of for each i =• 1.2 •• • .  r .  
W'e modify the calculation of the pst ' iulo values y '  in (2. j)  to 
i/ .  
i j ,  /  = ;• + I.  /• + 2. • • • .  n 
y. + tv (^) (y, -  y.) / = 1.2.•••.»• 
(•l.2:i) 
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WIR 'R '  -r  ,  = r  '  J-, .  J-I = n '  .r,  aiicl 
r ,  =  ( M - ! ) ( / • -  I ) " ' .  ( 1 . 2 1 )  
I he term is inst 'rlfcl to iiiiprovr tin- coiiditional proijcrtic-s uf \  j  giv<Mi the first plias«'  
sain|)lf .  1 l ie resultii ig variance estimator is algchraically <'<|uivalriit  to the atljusted 
jaticknifc variaiifc estimator ( 1.1!)).  Tu srv this,  note that 
Z + r,  (i/j  -
j=i 
So. 
-y, ^ (.!/;• '  -  I) .r , /V + ,v (^) Z"" '  -1) C". -
if  , , , , , ,  
- / ' (^) if / = r + I.--- . / / .  
The jackkiiife t leviatc ( 1.2')) is tin* same a.s that of Kao and Sitlt-r (1!)!) ')) .  ( Sec »'<|iiatioii  
(2.(i).)  This c'stablislu's the a^ehraic eqiiivahMice of the adjusted jackkiiife variaiiee 
estimator to the jackknife variance estimator ( l . l!)) iising the pseiulo data ( l . ' i^J) under 
two-pha.se simple raiuloiii  sampling. 
Example 4.1 To i l lu . i lrai t  t lx  mnii i  i<l( i i . i  and to  hi i j l i l i i j l i l  d is t inct ions bf l tr t t i i  t in  pro­
posed ni f t l iod and prtI ' iously  divdoptd rnt thods.  tr t  considir  a  s implt  random sanipU of  
s ize  n  = ')  
Suppose that  i j> and (/ . i  an  ni iss ini j  and art  i i i iput id  by IJT,  and ,( / . ) .  r t sptct irdi j .  by  
s i inpU random sampling with nplactmtnt  from t in  r tspondints .  Rao and Shao (UJOJj  
proposed ( in  adjust td  jackkni fe  i inthod to  is t iniate  tht  rarianct  o f  t in  est i i ini tor  of  mtan 
of  y  under hot  deck imputat ion.  
TnbU I [ l luslrat ioi i  o f  t in  psi  udo data s i  t  for  Ran and Sl iao (199J)  's  nuthod 
Obs.  Imp.  
yi  
.71 - y\  .71 
y'  
.7 ' i  i / . .  + -  ..y.) - .71 + (^ - .7, )  
.7.1 y.i  .7:t  ,7.1 .71 
.7.1 y- i  .7.1+ (^ -//, .)  
.7.1 ! lr ,  !Jr ,  .71 -
Xoti:  !j , .  = :{ '  (.71 + !h  + y-.) • 
Table I  sIhui's t i l l  cal iulat  ion of  t in  jisi ndu data s i t  for  t in  adjust id  jackkni f i  n  pl i -
cat i  s  in  ( I  .J  I ) .  Ti l l  SI  rond rol i i i i in  corn spoi ids  to  t in  i i i ipatat i  d  data s i  I .  Tin ri  i ini i i i i i i i i  
colninns s l ioir  t in  psi  ado data s i t  for  r ipl irat is  otn .  t iro and J in .  I  In  J in  jackkni f i  
r tpl icahs of  t i l l  tn ian of  t j  an 
/• ' ; '= r 'E '  = 
j^ i  
Tin fart  that  t in  psi  udo data hart  to  bt  c inini j td  at  inch rt  pl icat iot i  I t tnis  to  a compu­
tat ional  burdtn.  
Tin propostd mtthod assoriut i  d  with t i iual ion ( . ( .J-J)  rrduns thi  coniputat ioini l  bur­
dtn by crtat iny pst  udo data s t t .  
i i j ,  i  = r  + I .  r  + 2.  .  n  Ur + ibr(i/ .  -  tf. ) '  = 1.- '-  • • • •  
win re i) ,  i s  t in  inipul td  ralut  for  uni t  i  and i jr  = r~'  51^=1 Ui-  l<'bl f  J  shotrs  t in  proposid 
psfudo data s t t .  For (xamplt .  th(  f irs t  two r tpl icat is  of  f ty  us int j  Iht  pst  udo data i t i  
Tabl t  I  ar t  
= r' (%, + :{1/5 -  2»/r) .  
•us 
Tabl(  J  I t lustrai ioi i  of  t in  propostd psi  i ido data s i t  
Obs.  I tnp.  
Ui Ui tjr + 2(. 'yi -  I J r )  
yr, /y.  
.7.) .7:1 !J,. + 2 (y.,  -  (/,) 
y.) y.) 
ti-. </.• + 2 ( IJr, - (/ . .  )  
which nrt  ( incl ly  tht  saini  npl irat is  of  that  in  (j i  t  i t .^ i i iy  th i  psi  i ido d<it i i  in  htbl t  J .  
Tht  sdi i i i  i.-> t ru< for  al l  t in  othi  r  n  plicat(  s .  Thin fori ,  i i th ir  thi  psi  i ido data in  labl i  
I  or  thnsi  in  Tabl t  J  produn i  lar t l i j  t in  saini  jackkwif i  rariai ic i  i  s t iniat i  .•<.  
1 he VHiiaiu'c cstiii ialioii  mrthod iisiii j^ l l ir  psciidi) data set caU ulatt-d Ity ( is  
easy to iiii |)l«'nuMit hccausc wc can dinrtly iis«'  I 'xislii ig sollwan'.  wliicli  is more dillicuit 
with the Kau ami Sliao ( i iu ' t l iod. I 'Hrtlu'rnujn' .  if we calculat*'  the pstMido data by 
(3.r2).  tluMi t l icdata set works for witliout-rrplaii ' i iu ' i i t  liot dt-ck imputation as we'll  as 
for witli-rcplaa'iiH'nt hot (l«'(k imputation. 
5 Complex Survey Designs 
5.1 Deterministic imputation 
riio suggcstcil  method is applicable to complex sampling ilesigns as well as to simple 
random sampling. Assume that the full sample estimator of the mean of y can be written 
as 
y = Yi "''y'-
1=1 
where u\ is the sampling weight of unit / in the sample. .Assume that Xir=i " ' i  = I-
If the first r  elements are observed and the remaining i i  — r  elements are missing. 
19 
then iho ostiniHtof of tl ic mean of y uiuler regression imputation is 
1 = 1  i = r + l  
where 
y. = x.^. 
/3 = ]^ir,-x;x, 
. 1 = 1  1  =  1  
Her*',  ir '  is t i ie saniijl ing weight of unit i  in the second-phase sani |)U' aiul is ileliiu-d Ijy 
tr '  = [Pr{i  is in the secontl phase sample |  i  is in the lirst  phase sample)] '  " ' i-
Also. 511^=1 = 1. If \v»' assume thai the sec»jnd plias«'  sampl«' is a random sam|)le of 
siz<' r from the i t  l irst  phase sampl«\ then i i \  = I nder certain conditions we 
can write the estimator in ( '<.27) as 
1=1 
111*' repres<Mitatioii  holds if ( irf)" '  w, is in the column s|jace of the matrix X = 
(x' , .  • • • .  x| .) '  because then we have 
r  
XI "'i  (i/i  = 0 
1=1 
from 
Y.  (y- -  y.) = 0-
1=1 
We also assume that the first element of every x, is equal to 1. 
Define 
xi=53ir,x, (o.iJO) 
1=1 
and 
(Xi-yJ = (x..!/ .) .  (Tj.;}!) 
1=1 
oO 
\ \c assunH' a s(>(|uc'nce of samples and tiii i tc populations such as that clescribotl in Fuller 
(19!)S). We also adopt the same assumptions as in Fuller (19?)S). l  l iat is 
and 
where 
and 
and 
Now. let 
where 
/•- '(Xi.Xj. I/^) = 
\ ' | ( /3-/3) .x,.x..<y.i = fJ (» ' )  
l/ 'x-/ 'v) = -V '  
1 = 1  
V 
/3 = IKx, 
L i = l  
- 1  
1=1 
[• 'or I — 1. 2. • • •  .  A. deline 
a,  -  < 
1 if  unit i  resi)unds when saini)led 
0 otherwise. 
a = («i .«.>.•••.  </,v ) .  
Uli  = Y .  ""'y'  
1=1 
u'  = y< + (y. -  i l l )  
with t j ,  = X, (3 .  Then, we have 
Oi = y//+ (j-i  --fj)  (/3 - /3) 
= !///+ 
ol 
by aiul l lfiRo. 
Now. 
r(y,->:v) = i (.v / / - v :v) 
^' (.7/;  -  Vv) = \ '  [/•" {f j i i  - V\ i ")] + /•-'  \ '  {ni l  - Vv I «) 
1 1h' l irst  trrin on tlic right side of ( ' j . ;}") is 0 Ix-causf A' ^i///  - \  |  = 0. lo estimate 
tlie setoiul term in note that contlitioiial on ii .  t jn is a linear estimator, llenee, 
t i ie stanilanl variance estimation method ajjplied to the pseiulo (hita set 
)  '  = {</,-;  /  = 1.•_' .••• . / /} 
will  nnhia.s<'dly estimate the variance of y/;  = II, 'L|  Since tlu'set V* is not observ­
able. we can us«' the set 
>- = {,7;:/  = 1. . , /} 
wh«'r«'  
! j '=Ut+i ' i" \  "' '( .v. - . 'A 
to get a consistent variance estimator. 
lo illustrate that the set )  '  can be used to approNimate the variance, assume that 
the full sample variance estimator of tj  can be written as 
/. 
r = E'-.  (. ' /• '  -! /) '  
1 = 1 
where /,  is the number of replications, c, is the /-th replication factor,  antl  
j=i 
is the /-th replicate of y where is the /-th replicate weight of unit j such that 
E;=, = i:;=i = i for '  = i.^.- • • .  l .  
•)J 
Assiuiu* that tho replicate variance estiinatur I is applied to lh«' set V " to get 
I - =  I < ' .  
1=1 
where 
ri 
!J l  f^ j  
with y'j  being ilefinet! in (o.iJS). Then, we have 
-at  = !/;)• '  -  !/» + (j-," '  -  '1" -  -r, + ' : )  (*j -  d) 
wliere 
J=l 
It  is siiown in the app<'iKrix that 
I. , 
\  "  [u'n^ -  Ult)  +o,(• ' ) .  lU) 
1 = 1 
r iu 'refore. the stanilard jackknife variance estimator appliecl to the i)s«>uclo data set V 
can 1)«' used to approximate tlu- standard jackknife variance estimator iipplied to the 
pseu<lo data set )  ' .  
5.2 Random imputation 
1 he arguments for variance estimation with random imputation are (juite similar to 
those for deterministic imputation descril)etl  in the previous subsection. First,  tlefine 
th<' imputation indicator function 
{I if  unit i  is used as donor for unit j  (5.11) 0 otiierwise. 
Then, the estimator of the mean of y using random imputation is 
n 
yi = +". (I + (i/i  -  u,)] (o. 12) 
1=1 
T).} 
wlu'IO 
' I '  =  
J= r  +  \  
If the original saniplf weights are the same. tluMi </, is  the nuiiiijerof t imes that unit i  is 
used as a donor. We assume that 
/:•[(/ .([+</,) I ^ ,]  = 1 (o.cn 
where 
^ 1  = { ( ' • • ' • , . 1 / , ) ;  1 =  l . ' J . - -  . / ( } .  
riie expeftatiou in (o. l;}) is with ri 'speet to the joint distrihution of the r<'s |)onse nK't h-
anism and the imputation meehanism. Then, we hav<' 
I ^ i)  = .'/• 
If  we assume e(|ual response | jrol)al)ili ty. th<'n. by i:{).  the [jrohahility of s<'lei t ion of 
donors should be |)roportional to the weights.  This is the Kau and Shao (195)2) setup 
for ranilom imputation. 
. \ow. let 
Uli  = «•.  + " .  (I  +' / . ) ( ! / .  -  !J,)]  
1=1 
where ly, = x, /3 .  I l ien. we also have 
!JI  = y/;  + (- f . / -  • f i )  ( /3  - /3)  
where 
ri 
•f-i  = (I 
1=1 
By the assumption (o. 13). we have 
n ' i  
£" (xj -  J, I jFi) = Yi H 
1=1 1=1 
= 0. 
>1 
I ' l K l e r  m i l d  c o n d i l i o i i s .  
s.i  -  r, = Of, 
a n d  
!J l  = !l l t  + ()r{"  ' )  • 
Now. 
^ '( . 'y/-Vv) = \ ' [ l \  [i j i  - \ \  \ n . ( l )  
+  / - ; [ i  ( , v , - v : v | « . r / )  
wluTc (/ = (di.dt.--- .(/ .v)- Conditional on a and </. the estimator i/n is a lint-ar esti­
mator. Ilenee. the pseiulo data 
! / '  -  ! J <  +  ' t .  +  ' L ) { t j ,  -  i j , )  ( • ' ) .  l ( i )  
can be n.se«l to estimate the sariance of ij/ .  
6 Concluding Remarks 
W'e have desc ribed metiiods of making pseudo data to lie used for variance «>slimation. 
Clenerally speaking, the pseudo data can be described as 
y. 
7 ,  /  =  r  - I -  I .  / •  - I -  2 .  •  •  •  .  n 
fh + <\!j ,  (Ui  -  y>) '  = 1.2.••• 
whore y, is the predicted value of y,  under the model used for imputation. If r,</,  = 
I.  then the variance estimator treats the imputed values as observations. A suitable 
choice of c,(j ,  > 1 leads to a consistent variance estimator. If the imputation iiiethocl is 
deterministic and the respondents are regarded as a random sample from the original 
sample,  then c,  = /-" 'n  >  I .  For  a  two-phase sampling with a  comple.x design,  c,  = 
wluTf u\  is the sampling weight of the unit i  for the first-i)hase saniple and ir '  
is the sanipling weight of t lu'  iniit  /  for th«'  secontl-phase sample .  
Die y, in ((i .  l") is the adjustment made to improve the conditional properties given 
the auxiliary variable .r.  Kor ratio imputation. 
where .r.> = 511^=1 iuid .rj  = "'I ' l-  I 'or regression imputation with scalar .r .  
Ackiiowledgiiieiits 
The author thanks his lln'sis adviser \\ 'ayn<' A. Fuller for his warm encouragements 
and valuable discussions for this topic. The author also thanks Pamela .Xbbitt .  F. .lay 
Ureiflt .  and the referees for useful comments. 1 his r«'search was funded in part by 
cooperative agreement (iS-^.ArVTJ betwt-en the I SD.\ .Natural liesources Conservation 
Service and Iowa State I nivcTsity and by Cooperative .Agrc'em*'!)! l . '}-.{.\Kr-;{-SU088 
b«'twc«'n Iowa State I 'niversity. the National .Agricultural Statistics S«>rvice and the I ' .S. 
Bureau of Census. 
References 
COCHR.V.N. W. CI. (1977). Sti tnpl iny l \chnt<juts .  .New N'ork :  Wiley. 
F.-W. H.E. (1992). "When are inferences from nndtiplo imputation valid ? " .l.V.l 
P v o c f t d i i u j s  o f  t i n  S t c t i o u  o n  S u r v i y  R t u f a r c l i  M f l h o d a .  ' 2 ' 2 7 .  
!J, = - ' ' I  
In either case, we have 
1-1 
FrLI<LK. \ \  .  A. (H)yS). "Hcplicatioii  variaiiaM'sliinalion for two-pluisi '  samples. Stu-
tistica Sinica, 8. I lo:}-1IG 1. 
RAO. .J.N.K.. and SHAO. .).  (H)5)2). "Jackknifr varianct* estimation with survey data 
under hot deek imputation. " Hiomt li  ika. 7!).  
.K.N.K.. and Sl l I KH. u.l{. "\ 'arianc»' estimation under two-phas<* sam­
pling with a|jprKation to imputation for missing data." l i ionn tr ika.  S"J. loiJ-Uil).  
lU'Hl.N. D.li. ( 19S7). Mull iph i inpi i l t t l ion for  i ionrt  ^ poi is i  in  s t irvt  ys .  New^ork: Wiley. 
Urm.N. D.H.. antl  SCIIK.NKI'.H. .N. ( l!)N(i).  "Multiple imputation for interval estimation 
from simpU'  random samples  with ignorahle  nonrespouse."  Joi inial  oj  t lx  Aintncdn 
S l a l i s I i c u l  . S I .  ; U i t i - ' { 7  1 .  
SAI{.\I).\I . .  and S\\ l '". . \SS().\ .  B. ( 1!)S7) "A general view of est imat ion for two phasj 's 
of  s< ' le(  t ion with appl icat ions to  twi>-phase sampling aiul  i ioin-esponse."  Inh nial ional  
Slalislictil  l i t  vtt  w. j . j .  •J7!)-i9 l .  
Appendix A. Proof of Some Equations 
Proof of equation (2.2) and (2.3) 
L«'t 
/ 'w = + (-'"i  -
where .1 is t lu '  (population) slope in the regression of ;y on .r.  I hen. a.ssuming /•" '  = 
O (;i" ') .  we have 
f ly  — f ' ly l  +  Op )  
•')? 
aiul 
\ ' ( f i y )  = \ ' [1-:( f ty l  \  j ^ i )]  +( f t , t  \ j^ i )]  
= ^ (yi) + /•- [( '•  '  -  " ')  •' ' , '1 ((i . lS) 
wluMC 
•Su ^ -  1 ) '  l^i".  "I) 
1=1 
with (/,  = i j ,  — . r ,  i  .  U] 
appfiirs in ( 'orliran( lf)77, 
= II '  Z!,"=i -^1 in (5.11). h.cjuatioii  ((>. IS) 
lujn. ( r j . ' )U) ).  I ' l icri 'furc. is proved by noting 
r(i/i)  = u 'a-- '  
and 
/•: 
.'1 
(n  - 1 X] • ~ "I) '  = ( '  ~ I ' ' )  
1  =  1  
from cla.ssiial regres.sion theory. 
I 'o show (2.-J),  first  note tliat 
Ui-!JI  = I)-^  
= (j-,  -  .r ,)  i  + o,, I 
.So. 
E (» -  I) '  -  y/)* 
1=1 
= E i "  - 1 ) '  -  • ' " I  ) •  
1=1 
= /J 
Also, the ecpiality 
E ('•  - -)  ' ]C~y-)* 
1=1 
follows from the classical regression theory appli<'d to the first r  sample elements. 
')S 
Proof of equation (3.9) and (3.11) 
Tlio estimator / ' /^ in can bo written as 
fl »• 
/" 'v = XI <' + (0.1^)) 
1=1 <=1 
where </, is  t i ie iiuiiiix'r  of t imes that unit i  is used as a iluiior.  I ' luler th«'  etpial |)iohal)ili ty 
CUKI uilh-n-i>lciiemenl iii i iJiitrtt iuii  i iu-i haui^iu. we have 
Kl ((/ ,)  = n( 
and 
(1 - /•" ')  if / = J 
(  'orI  {(I , .  ( IJ)  = 
-r ' ' i i i  if  I  ^ J 
wiiere th«' subscript /  denotes tlie variation due to lh<' imputation mechanism. It folUjws 
that 
n 
l - - l ( f l y )  =  
1=1 
= HI 
aii<l 
1=1 
Hence. 
1 = 1  
The lirst term in the right side of ((i .oO) is t i ie variance of the regression <'stimalor under 
two-phase sampling. So. similarly to ((j.  IS),  we have 
*'(.!//)  = ^ ' iU\)  + f-  [( '•" '  -  >'ui 
with u,  = y,  - t ,I3  .  Tsing 
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we have 
1) 
To calculate the secoiul term on the right side of ((l .oO). we can use standard regression 
theory to get 
/•: 
«=i 
/ ,  r , . \  
= I '  
Therefore. (;{.9) is proved. 
l"o show (;{.ll ).  first  note that 
.7, -  .7/ = (•r.  -  -ri) /3 + 
So. we have 
/•; 
1=1 
= /•; (/(-!) '  ^  /3' (r ,  -  .r, ) '  (T, -  J-, ) /3 
1 = 1 
((i.5;n 
Hence, hy (().r)2) and ((). ') ;}).  the estimator in (^{.11) is consistent for the variance in (:{.!)).  
Validity of (3.14) under the without-replacement imputation mechanism 
W'e iissntne that in  = hr + / where h and t  are nonnegative integers and t  < r .  Let 
the estimator of the mean of y have the form ((i .  19). Let the imputation l)e p<'rforme<l 
such that /  of the respondents are used k + 1 t imes for im|)Utation and r — / units are 
used A- l imes for imputation. The t  of the respondents that are used k- + 1 times an'  
chosen by simple random sampling without rc 'placemenl. Then. 
.-1/ -  ..-I,  tJ l  (</ , )  = A: + r"  / =  r  ni  
and 
Cue I (d , .<{j)  = 
r" ' /  (1 — r  '0 if i  = j  
-r-^ t  i f  i  7^ j .  
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So. by similar argunuMils as in the proof of (6.50). we liavi-
= *'(. ' / /)  + /•-
Henc-c. using (6.ol) and (G.VJ). we havf 
1=1 
(J .  ((i .55) 
Now. conciitional on the rcaliziHl sanipU' and tlic rcsponclfiits.  \vc have 
'• . /{(I+./ ,! '} = ( ;)  +;^(i-;) 
SO tliat \  i l l  (-J.  11) satisfies 
ri 
1)"'X](, 'y.  -  .'//)• 
.=1 
-I- + ir - l  ( l  -  ' • " ' / ) ]  ( ' •  -  / ' ) " '  ^  ( . 7 ,  -  I / , ) "  •  
1=1 
riu' rcfurc. using ((i .  j 'J) and (().  j ;{).  wt- l ia\ 'c '  t i ic approxiiiialc unhiascdiu'ss of l lu'  I {/ 'v} 
und«T till '  wit l iout-r«'idaa'infnl ii i ipiitatioii  inrclianisin. 
Proof of equation (5.40) 
[•"irst.  dt 'finr 
and 
From tlio equality (5..{9). 
= (a"'  - ' ]") (a -  *}) 
= (j-i  -  j-j) -  /}) 
I -  = 
1 = 1  
— A n  +  H n + ~ ( n  
where 
. \n  =  ^ C,  (i / j} ' '  -  yit)  
1 = 1  
and 
1=1 
llciKT. hy tin- ussuinptiuii  (• ') .  lU) follows ix'causc 
. 1 , .  =  0,An- ' ) .  
l i ,  =() , ,{  n  • ' ) .  
and 
( '„  = u, , ( i i  ' ). 
1 lu'  last i)ro|j«'rty comes from the ( 'aiuliy-Sclisvart/  mcHiuality. ( '•  < 
Appendix B. Asymptotic equivalence of the propose method to 
the Rao-Shao method 
Wlu'ii  t lu '  population is macU' up of ( i  imputation tells and wciglitcd mean of the 
responding unit in the imputation cell  is used for imputed values, it  is \v«'ll  known that 
the method proposed hy Kao ami Shao (l!)!) 'J) pn)duces a consistent variance estimator 
for the imputed estimator. 
Let 0/  be the imputed «'stimator of the form 
where .1 is the set of indices for the original sample. C.j is t lu '  set of indices for cell  (j  in 
the population, and a, is the response indicator variable for i tem y,.  
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I l ie n 'plitali 'of Oi for the Kao-Sliao method tan bo written as 
r;  
<•' = E E 
/=! \i6.inr, ,  
R—  ^ (k) 
^i€.>nr,,  " ' i  "iIJi  
""i "i  
f." S'(^) 
•  Z - . ; , ( * . ) •  j=i Tv 
So. by tlu'  Taylor expaiisioii .  
' '  s '(^'  s '  s '  ' •  y 
E^r'TfiT ^ 
: /=!  I  I  .7=1 '  :l j=l  '  J j=[ I I  
-1 i'T - •'•.) 
/( ' ' • i l l i  4-^1 s'(^i -
/' •/• • ; / A ' ' r j. 
Note that tlu'  ri^iit  siclc uf ((i . j t i)  is exactly f( | i ial to 
a 
= E 
j=i  
Z E 
7=1 .e »nr,;  
(M 
7;  ^!"• r " 7 ,^ 
1 hus. the pseiido data for variance rstiination can be written as 
"  7^ + (i/i  ~ Ttr^ • '  € .1 n / J.  
i j  I J  \  i j /  
((i . . j(i)  
Therefore, the proposed method is exactly a Taylor linearization of the liao-Shao method. 
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INFERENCE PROCEDURES FOR HOT DECK 
IMPUTATION 
A to 1)»' sul)niitt t ' ( l  tu Juurnal uf tin* AnuTicaii Statistical Association 
•lac Kwaiig Kiiii  an<l Wayne A. [Miller 
Abstract 
Item nonresponse fre( | iuMitly occtirrs in surve'vs of Imnian res|)on(lents.  lo compen­
sate for i tem nonresponse at the processing stage, various liot deck iniiMilatioii  pro-
c«'dures have littMi us«'d to till  in missing item values from respondents in tin- current 
sample. .Many of the hot ileck imputation procedures are perfornunl using imputation 
cells.  
In this paper, we e.xamine the assumptions for the hot deck im|)Utation. provide 
the conditions for the inference after hot deck imputation to l)e valid, propose efficient 
imputation methods and suggest variance estimators. ICxtensions to multivariate case 
are described. Comparisons ba.sed on a limited simulation is presented. 
Key Words: Cell .Mean Model.  Fractional Imputation. Missing Data. I 'niform 
Response Model 
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1 Introduction 
Xonn'spoiisr occ urs frcciui ' i i t ly in surveys of luiniau respoiuleiits.  Item iioiiresponse 
occurs wlien a sampled uiiit  cooperates in the survey ijut fails to respond to some 
of the it«'ms. lo compensate for i tem nonres|)onse at the processing stag**, various 
imputation procetlures have l)een us<>d to fill  in values for the missing item values. Hot 
deck imputation is t lu'  imputation procedure in which the value assigned for a missing 
item is tak«'n from respondents in the cm-rent sample. 
.Many of the hot deck imputation procedure's start  with a division of the sample into 
cells based on au.xiliary varial>les known for both the res|)ondents and iu)nr»'spon«lents.  
1 his cell  is calletl  tin* miputatiou ctH. Many hot <leck imputation methods assign tlu'  
value from a recortl  with r<'sponse to a rerord with a missing value on that i tem. 1 l ie 
record provi<ling the value will  be called tli«'  donor an<l the r«'cord with the missing vahu* 
wil l  be  cal led the ncipi t  t i t .  
One of the commoidy used hot deck imputation methods is mndoin hot  dtck impnta-
lioti .  wlier*'  nonr<'spondents are a.ssignecl vnhu's at random from res|)oiulents in the same 
imputation cell ,  l iandoni hot tleck imputation involves random selection of donors. This 
random selection mechanism introduces variability that is t«'rmetl imputation variance, 
and this imputation variance retluc«'s t lu'  precision of the survey <'stimates. 
.As reviewetl by Brick and Walton (19%). there are two main nu'tliods for reducing 
imputation variance. One is through the sample ilesign for selecting donors within each 
imputation cell .  For instance, selecting donors by simple random sampling without 
replacement is preferable to simple random sampling of donors with replacement. By 
minimizing the multiple use of donors, the without-replacement design leads to a lower 
imputation variance. 
.A second approach is to use fract ional  imputat ion,  which involves replicating a non-
respondents '  records a number of t imes and imputing separately to each replicate. For 
Go 
exainpU'. cacli  i ionrfsponcl»Mil might Ijf replicatcd three tiii ies.  with each replicate allo-
cated a weigiit  of cjiie-third of the respondent 's original \v«Mght. 1 hen separate doncjrs 
are chosen for each part.  If we have only one imputed value for each nonrespondent.  we 
will  call  the procedure sinylt  (hot dick) inipuluiion. Kractional imputation is discussed 
by Kalton and Kish (19S1) and Kay (1!J(K)). A dilferent.  hut n-lated. apjiroach is multiple'  
imputation. 
Multiple imputation. projjosed hy Uuhin (lOTS). is a |)roc»'dur«'  for handling missing 
data that allows the data aiudyst to use standard techiii( |ues of analysis design<'d for 
complete data, while at the same time providing a method ti> estimate the luicertainty 
due to tin* missing data. Hoth fractional imputation and multiple imputation can he 
called vtfnatfd iinputalion. in the s«'iise that more than one value is assigned for each 
missing item. However, fractional imputation is intended to reduce tin'  imputation 
variance, while multiple imputation is intended to estimate the variance. 
In this paper, we investigate the |)roperties of various hot deck imputation procedures 
and propose fully (JJicitii l  imputaticju procedure and a variance estimation method. 
In the tu' .vt s«'ction. the tiio<l«'ls for imputation are described. Properties of im[)ut<'d 
estimators are developed in Section -i  and Section 1. under different models.  \ 'ariance 
estimation methods are described in Section •').  . \  comparison with e.xisting methods by 
simulation is presented in Section G. 
2 Models for Imputation 
2.1 Notation 
The set of indices for a population of .V identifiable elements is denot<'d by I '  = 
{1.2 V}. .Associated with each unit i  in the population there is a study variable tj,  
of interest and a vector j*. of auxiliary information. Let T = {1/1.1/2 ys}  be the entire 
set of the study variables for the .V units in the population. 
()() 
A subset of t l if  population is calU'tl  a sanipU'.  The selec tion of samples uses a set of 
proi)al)ili ty rules talleil  the sanipliny unchani. '^in. Let .1 ih'uote the set ol indices for the 
elements in the sample. Define the sample selection inilicator function 
1  i f ^ e . i  
j  = CJ.l) 
0 if J  .  \  
l j  = 
and 
/^ = (/i  /v).  
Let the |)oi)ulation (piantity of inter»'st  he ( ) \  = - • -Us)  ami let 0 he an esti­
mator of lia.sed on tli<'  full  sam(jle of si/e n. Suppose* «<• oljser\ 'e // ,  on <'\( 'ry eh'iiK'nt 
of th<' sample, then, for example. 
I 
where ir,  = [Pr( '  € .1)] ' .  is an unhia.sed estimator of the population sum of the /y,.  
One appr«jach to estimating th<' standard error of the estimator is to iis<' a replication 
method, where suhsamph's from the sample are drawn and 0 is computed from «'ach 
suhsaniple. Dilfert 'Ut ways of suhsampling from lh<' full  sampU* corn-spond to dilferent 
replication methods. Lhe suhsamples are called replicate samples and the statistics 
calculated from tlu's*'  replicat«'s are called replicate i-stimates. I wo popular methods 
in survey sampling are the jackknife and l)alanc«'d re|)eated replication (UKK). Wolter 
(15)Sj) and Kust and Hao (1996) provide good r«'views of the replication literature as 
applied to complex sample surveys. 
The variance of t lu'  samplcM'stimator 0 is estimated from the replicate estimates hy 
VjA CJ.l) 
l i=l  
where is the h-lh estimate of 0\ based on the observations inchuled in the k--l\\  
rcplicate. 1. is the number of replicates, and c/,.  is  a factor associated with replicate k 
determined by the replication metiiod. 
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W lu'ii  l lu '  original estimator 0 is a linear estimator of the form ("i.;}).  the A:-th replicate 
of 0 can be written 
'fc.t  
where diMiotes the replieate weight fur the /-th unit of the A--lh replication. In 
| jarliciilar.  when the saiiii j l ing rati- in eacii  sam|)ling stratum. <ieiin*'<i In // ,  = 
is ignored, then 
*.=1 
I 'or example, the jackknift '  variance estimator for stratified nuiltistage sampling, delined 
by (h'leting one cluster each lime and incrt-asing the weights of i)tl ier units in the same 
stratum by (/// ,  — 1)" '  in, where iiu the number of clusl«'rs in th<' >^tratiim. will  satisfy 
C-Mi) when we choose Ci- = (;</,  -  1) for clust«'r  k- in stratum h. 
Let An and . l \ /  <letiote the set of indices t>f the resijoiulents and nunrespondeiits.  
res|)ertively. Define the r<'sponse indi<ator function 
l i .  = 
1 if  I € .l/< 
0 if / € .  l  \/  
and let 
H = e .1}. (2.8) 
riiere are two main approaches in the analysis of missing survey data. 
(i) l^npuldl iof i  Modtl  Appvodch 
Let Y  = (j/i .f/j .  -- .y.v) be the population vector.  Hie V is fissumed to be a 
random sample from a model C[ )'). The inferences are made under the conditional 
d i s t r i b u t i o n  o f  ) '  g i v e n  . A  a n d  A n -
()8 
(i i)  Htspoiist  Probabili ly Modtl  approdcli  
ri io fi i i i tf  | )opulatioii  jT is  Ircalctl  as li . \<'( l .  i lu- ( l istr i l) i i t ioii  of R is assuiiu 'cl .  I l ie 
i i ifcreiict 's  an* made uiRlcr t l ic distribuliuii  of / i  and H. 
1,1' t  us assunu'  that  t lu '  l initc po|)i i lat ion I  is  i iunic up of (i  iuiputatiuu cclls.  Let 
i i , ,  !)«• the iuinil)t ' r  of saui |)U'  clcnuMits in i i i iputalion icll  </ and U't  i \ ,  be t lu '  miii i i i tM' of 
r( 'si)oiid«'nts in i i i iputalion cfl l  ( j .  
In t i i is  papt-r .  uc n-stri t  t  our attcMition to ti ic folio\vinf>, models in cacli  of the ap-
l)rt}a(lu 's .  
2.2 Population Model Approach 
Witli in It ' l l  </.  y = 1 f / .  t lu '  clcuHMits in t l ic population arc i iulcpciulcii t ly and 
identically distributed with mean // ,  aiul  variance rrj .  I 'hus.  
where (  J  d«' i iot<'s t he set  of indices for the (j" '  imputation c«'l l  and i id is  the abbreviation 
of indt pi i idt  i i t ly anil  ii t< i i l irnll i j  ( l islribii l t  <1. Wccall  the mod«'l  (2.!))  the i i i ipii tdtioii  cdl 
modi I.  
The conditional distribution of )  given the sample outcome .1 is determined by tlu-
sampling mechanism ami by the distribution of th«'  vector V. If  there is no d«'peiidenc«'  
of the distribution of V on the sampling mechanism, the sampling meclianisin is  said to 
he i i jnorablt .  The sampling mechanism is ignorable under t lu '  | )opulation i i iodol if  and 
only if  
C ( Y  \  A )  =  C O ' ) .  ( -2 .10)  
where £( V |  .1) is  the conditional distribution of ) '  given tlu- sample outcomo A. 
I 'nder nonrespoiise.  the distribution of R is  called the rt^pon. '<t mtchatiisin.  Con­
ditional inference for )  given R requires the specification of a  motlcl  for the resjionse 
(55) 
mt'chanisin.  r iulcr l lu '  i i ioilel  £(  V |  the rcspuiisc inwliaii isni  is  tgiiorabli  if  
C ( Y \ A . A U )  =  C ( Y \ . \ ) .  ( 2 . 1 1 )  
when'  £( r  1 .1.  An ) is  t i ie coiuli l ioiial  distribution of ) '  given the sample outcome .1 
and the set  of respondents An .  
If  th*'  "^fUi ' .pling n!<' ' luHii ' in! and thf mcdiaii isni  are iuiiorali ie.  then the 
iin|)nlalion cell  model holds for the r«'s |)onding units as well  as for the noiucspondents.  
riiat is .  
| ( . l . . l /r)  -  (// , . t ;) .  ,€/•; .  C-M-i) 
.Note that  the imputation cell  model ( 'J .5))  is  an assumption about the |)opulalion. It  <loes 
not follow from model ("J.5)) that  the response m«'chanism is ignorable.  If .  for examph'.  
the original data can be regar<letl  as a random sampli-  from a A (/ i .^r*) population and 
the responsi '  mechanisni is  such that 
/«•. = 1 if  V, > c i  fc .1 
0 otherwise 
then the distribution of the respondents is the truncated normal distribution antl  ig-
t iorabil i ty t lo«'s not hold.  On the oth<'r  hand, if  one assumes the actual respondent 
observations satisfy (2.12).  no other assumptions are necessary.  Scott  and Smith (15)";}) 
and Rubin (15)7G) discuss ignorabili ty.  
2.3 Response Model Approach 
The randomization approach, which treats the poi)ulation v<'ctor V as l ixed. has 
played a dominant role in the design and analysis of sample surveys.  Randomization 
inference generally requires that  units be selected by probabili ty sampling, which is char­
acterized by the following two properties:  
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1. r i io sanii j l i i ig distri l)ution is clt 'U'rmiin' t l  l)y t lu '  sainij l t ' r  I jeforo any 1/ values arc-
known. 
2.  Kven" unit  has a j josit iw (known) prohabili ty of soU'c t ioii .  
r iu '  key ingrt 'cl i i ' i i t  of t l io raiidoini/ation approach, a known jirobabili ty uf selection, is  
lost  when some of the data are missing. I  ncler the existence of nonrespondents.  one 
approach is to regard the respondents as the second phase sample in a two-phase sample 
design. Tli is  is  made possible by treating the li ,  s  as rantlom variables.  It  is  necessary 
t o  s p e c i f y  a  p r o b a b i l i t y  m o d e l  f o r  I f .  
If  the l inite population is parti t ioned into (1 imputation cells,  the usual res |)cjnse 
probabili ty model as^umes the following. 
(H.l)  Kor each cell  cy = 1. • ••  .Ci.  al l  i tems ^ in t he c (>ll  are assumed to have 
the same respcji ise prcjbabili ty.  p.j  = l ' r(  l i ,  — 1 I /  €  .1 u I j) .  
( U.2) I 'or every / = 1. • •  •  .  .V. l^r ( /(",  = 1 ) > U. 
I-br every i ^ j — 1.2.  • .  A". 
Pr(/ / .  = 1./^,  = I) = rr[lU = l)Pr(/^,  = 1) 
We '.vil l  call  the moclel  clelinecl I jy (U.l  ) .  (U.2).  and (U.^J) the uiii fonn-wUhtii-ctU n spnnsi 
probabili l i j  tnodd. 
2.4 Hot deck imputation 
. \u important class of imputation procedures,  and the c i i i e  we consider,  is  called hoi 
(kck i inpii tdtioii .  Uecall  that  in imputation the value missing from a nonresijondeiit  
is  replaced by a value defined by a rule called the imputation procedure.  In some 
procedures the missing value is  replaced with the value from another element,  called the 
donor.  .Any imputation rnetl iod that  takc>s the donor from within the same sample as 
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t l ic ivcipit ' i i t  is  callccl  a  hot dock imputii t ion proccchirc.  A hot deck i iupulatioii  method 
can i)<'  cU'l i iR'd by two factors:  
I .  I  l l* '  way donors art* sflfctcd for « 'ach missing i tf in.  Let 
!1 if y ,  is  used as t lonor for y , 
0  otherwise 
for J fc . \ \ t  and i  €.  . \h- ' "I ' l  define 
(/  = ((/ . j i  /  €  .In - J  fc A\i  ) .  C-.l  1) 
The distribution of <l is  called t in- i i i ipnlnttnn it i i  r l iunisni.  
'2.  The weight of the donor for each missing i tem. I.et  tr '^  i>e the factor applied to 
the original weight for element j  wlu'i i  y.  is  used as an imputed value for missing 
i tem J.  For missing i tem j .  
^ = Y. 
' t  W( 
is  the total  of the imputed vabu's.  
The lirst  factor concerns the choice of donors and the second factor concerns the choice 
of im|)utation method. 
.A l in«'ar estimator using hot deck imputation can be writ ten in the form 
^/ = (" '•+ Y. (-•I ' j)  
i€ \ i i  \ J€.\M )  
'€•>/( 
where the notation A =: li is  used to denote the fact that  we set  / i  to b«> . \  or that  we 
cleline H to be tHpial  to . \ .  The is called the imputation weight.  I t  is  the weight that  
donor i  takes for missing i tem y^. I  l ie sum of the imputation weights for the donors of 
a missing i tem should he ecpial  to one. Fhus.  
5;  = I .  VJ€.IA/ .  (2 .17)  
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The sum of w'j over all  n-cipicii ts  fur which i  is  a  donor (i iu lucling the donor for i tself) ,  
denoted by a,,  is  called the total  weight of donor i .  Note that  
o,  > ((•, .  I  €  . l /<.  (2.IS) 
because the linal weight of a unit  is  increased if  the unit  is  used as a donor.  If  responding 
unit  i  is  not used as a donor,  except for i tself ,  then <>, = tr , .  
Tlu'  following class of hot deck imputation meclianisins is  of j jart icular interest .  
(1.1) For any missing j  € . l \ /  and any responding i  € . l /<.  
Pr(r/„ = 1 I Y . A . A n )  -  l'r(</. ,  = 1 I A .  A h) • 
(1.2) If  the unit  i  € An and the unit  j  ^ A\i bekjiig to dilferent imputation cells.  
Vv(il , j  = 1 \  I  ( ' k . j  €  ^  ( / )  = 0. 
(! . ;{) If  the unit  i  € An and the unit  j  t  .\ \ /  b«'long to the same imputation cell .  
0 < Pr( ' / . ,  = 1) < 1. 
I ' l ider the uniform-within-cell  response mod«'l .  i{ao ami Sliao (l!)l)2) used t n t y f i h d  
hot i l fck i inpulalioti .  which selects donors with the probabili ty of selection proportional 
to the sampling weight.  I his produces an unbia.sed estinuitor under assuni | j t ions (H.l)  
antl  (K.2).  While the weighted hot t leck procedure is often said to b<' design unbiased. 
unbia,sedness reciuires the respon.se i)robabili ty model assumptions ( l i . l)  and (R.2).  Thus 
the weighted hot deck procedure is a  model dependent procetlure.  
3 Estimation After Hot Deck Imputation: Population Model 
Approach 
We investigate the properties of a l inear estimator of the form (2.1())  after hot deck 
imputation under the population model approach. .An iniputed estimator 0/ calculated 
from 0 using ti io data aftor iniiJUtation is  called roiidil ionnllt j  uiibiastt l  uiuK'r t l io 
population model if  
i - : [ o , - d \  A . A n . d )  =  u. 
\vlier<'  the expectation is taken with respect to t in '  conditional distribution oi the pop­
ulation values of )  .  given t l ie realized sample .1.  the realized respontlents An. and 
the realizeil  imputation pattern d. I 'nder the cell  mean motlel  ( l i .f)  and an ignorable 
response mechanism. 0/ is  conditionally iuil j ias<'d if  
Note that  (2.17) and (I .J)  imply (:}.20) because 
^ o, = Y + S f H 
Z + Y. "'j  
= I 
iclnC,,  
The following lemma provides the distribution of the population values aft<'r  hot de«k 
imputation satisfying (1.1) and (I.- 'J)-
Lemma 3.1 [.d t in popululion niodtl  bt  l l i t  i inpulatiou ctl l  modd (2.9).  Asstmit  t in 
sninpliiKj nnclninisni (ind t in rtspoiisi  i inchaiuMii nn njuornblt .  Asstt i in t in imputution 
nnchaniani satisj i fs  (I .I)  and (l .- i) .  Tin n,  
V. \  { . \ .A,i .<i) ier, .  ( ;J .2I)  
Proof. For any Bi.  Bi € "'(V ) .  where (T(V ' )  is  the sigma (ielcl  generated by V. we have 
Pi" (K € 01. Vj € B'i  I d , j  = 1) 
Pr(^/„ = i |v; .v;)  
= Pr(>;€fl , .V^€/i ,]  
Pr(^/ . ,  = 1) 
i j 
So. l)y (1.1) and (l .^J)* 
Pr(V; € U i . Y j  € Bi I  <l,j  =  I)  =  Pr ( y ;  G Bx.Vj e  B,)-
Similarly.  
Pr (V, € b\ j fc b> \ <l,j = 0) = Pr (^,  € /^i .  V j  t  /^j)  • ( )  
lU'ticf.  from (;}.2 'J)  and (3.23).  
p r ( y . e b i . ) ] e  b .  I  ci , j)  = Pr 0;  t  /^, .  V€ b ,  ) .  ( .12 \) 
whicli  leads Ui (•i . 'J l)  bt 'caust* of (l! . l 'J) .  •  
111 rhoort ' in ^{.1.  wf cstablisl i  |)r i>|)<'rt i« 's  of  l l ic oslimator for the |)opii latioii  total  
unclfr  the imputation cell  model (2.5)).  hi  1 lu 'orcm e.Nprcs.sion (:{.2(i)  is  t lu* variance 
of 0[ as an estimator of t l ie si iperpopiilation | )arameter.  l ' " , . \ | )ressioiis ( ;{.27) aii<l ( ;}.2S) 
are the variances of t lu" estimators of the l inite population total  and mean. res |)eetively.  
i i iuler the popnlation model,  l  l ie exiiertations on tli** r igli t  side-of (;{.2()) .  ( :{.27).  and 
(.•}.2S) are with respec t  tcj  the joint distribntion of the sampling mec l ianism. the response 
mec hanism, and the im|)i i tal ion mec hanism. 
Theorem 3.1 l .d t in populaliou uiodil  bf tht  i inpulalioii  ct l l  modd (J.9).  .l.-.M/mf t in 
tiunipli iKj infrl i<ini. '<ni and thi  n. ' iponst nit  cl idnisnt art  iynornblt .  AsfHtnit  t in iniputntion 
uHchanisni s(i l isj i t . '< (I . I)-  ( l . i) .  Ltt  0 bt a Untar (st innitor of t in form (J.J) con-
. '<tnicttd from llu full  . l .s .sH/nf 0 /.s dt .sign unbiastd for t in population ({uantily 
0\ .  .•\t i . '<uin( t in imputation wdglit . ' i  art  construrttd .-^o thai (J.  17) holdti .  Thft i .  
[•{o,-Os ) =0. (;{.2r,)  
and 
l  «r (tf/)  = l  «r Y, 
\a=i ig.-tnt ' .J  /  \a=i/  
I  • )  
tri l l  n  n, /s ihi  total  wiii jht  of  donor i  aft  ir  hot dick imputation, .1 /.s t in si t  of  saniph 
i n d i c t s  d f j i n i d  i n  S i c t i o i i  J .  . \ f i  i s  t i n  s i t  o f  r t s p o n d f  n t  i n d i c t s  d t f i n t d  i n  S f c t i o n  J .  ( 1  
is  tl i f  nuinbf r  of  inipii t i i t ioii  ci l ls ,  and l  ' , j  is  t in si t  of  indicts for t in r/" '  inipatation cil l  
i n  t i l l  p o p u l a t i o n  d t f i n t d  i t f l i  r  ( J . 9 ) .  
I f  ^ .v = E.l i  V. • """ 
\  ar (^t)i  -Os) = Wir [ Z! "  Z] II  
\:i=\>€Ar<l. ,  ;  = !•€' . ,  /  
^7=1 •€ l«n/ ,  J 
If  Os = .v~'  >; (t i id x; , t  I == 1.  I l l" '  
I  ar [l)i  -  Os) = \  or f Yi  ""'/ 'v -  51 Y.  /' . /)  
\ j=l"€inr. ,  7=1 I t ' , (  /  
+ '•••(i; E I-""' 
V J— ' It •! J  
Proof. I.ct  t lu '  l inear cstinialor for t lu '  full  sample be as «lefii ie(l  in and let  0/ he 
the imputed ««stimator.  l  i ider t l ie model (iJ .Jl) .  
/•  (<),  = /qi;  5: o,f i , \ . \ . . \n.d 
\7=l i t .W(l^' ' . /  
f  r  ( I  
= Y.  Y "•/':» H 51 "' ' I 'u 
7=1 i 6 . 1 J = i ' € . \ n l \  
where the last  eciuali ty follows from (3.20).  By assumption, the weighted sample sum of 
fi , j  is  design unbiased for 
The conditional variance of 0;  is  
\  I =  Tcj/-I  51 n,V; I 
1 ,7=1 
-  a .  H 51 c\,ajCor(Y,.yj  \ A.Afi .d).  
7=1 h=l 
Hy tl io assumption tluit  imiHilation in i l i irotvnl a-l ls  is i i iclopcnck'nt .  
y=l /iz:i  ^ ),  
= I E I-'™' 
.7=1.6.t„or,  
untU'r  t l ic population model (2.5)).  t l i i '  igiiorahU- samprui>> i iu ' t  l iai i ism. and tin- igiKjrahlf  
r( 's | ions( '  i iu 'cl ianism. 
\ \c will  sl iovv (;{.2())  by using the (U'comi)osit ion 
\ < i r { d i )  =  \ a r { l - : ( 0 , \ . \ . . \ n . < l ) }  
+ l-:{\  ar {U, I ( ;{ .:{!)  
inserti i if i ;  ( ;{.25)) and (;{.;JU) into (. '}. ;{!) .  result  (;{.2(i)  follows. 
lo show (:{.27).  note that ,  hy (:{.21).  
{  I  ( I  
E [() ,  -  Os 1 A.Ah. 'I)  = -  Z L /'v 
/= \ It . in/ .f .7= I It'  •/ 
uiuU'r the mod«'l  ( ;{.21).  .Now. 
\  ' ( ir  (^Oi -  Ox \ A.  An .d^ = \ 'nr (^Oi \ A.  An .  
-•2Cur (d, .Os I  A.Au. ' l)  
+  \  a r { O s  I A . A , i . , i ) .  ( ; { . ; { ; { )  
wher<' .  for 0\ = ]Ci=i 
a 
Cur  {0,.0s \ A . A i i .d) = 
J=1 ^ 
and 
I ar (Os I A.  An.<l) = 51 51 
.7=1 .€<•,  
So.  from 
ll {\ (ir  {o, - oy I  A .  A r  . ' / ) }  =  5 1  y .  ( " •  -
j=l J=h€r. ,  
Note that,  by (:{.20).  
'4t E "."A = ^ "''"i) 
\ : /=i '€. iHnr,j  /  V=i.€.*nr^ /  
= EE 4 j=i  .er ,  
S(j .  
I  i i r  [o ,  -  Ox I  . 1 .  . l „ .  r / )  =  / • - '  j i i ]  Y1 ~ -"•) Z '^z 
I  luTcfurt ' .  i i ist ' i t ing and (;{. . 'M) into t lu '  (If ' tuii ipusil ion (.{. lU) apij l icd to 0/  — 0 \ .  
result  (:{."J7) follows. 
.Now. for<;v = 
(F 
( 'ur  (^Oi .0 \  \  . [ .  An  .  = V" '^  ^  0,(7*  
j= 1 It.I /<n/ .y 
aticl  
i</r«y,v 1 . \ . . t«. ' / )  = 
J= \  
So. from 
I • ( / ; •  (o ,  -  Os I  .1 .  . l„  . ' / )  = (n,-  -  2.V-'o,)  (t ;  + .V"-  ^  o-j .  
(nr. ,  j=l  
Tsing (;{."J0) and dfsign uiibiasfdiicss of tf .  \v»'  have 
E •••(E E O.";)  = '4E E "••"i  
U=li€.tHnr,  ) t : /=l  i€.tnr,^ 
r ;  
=  v - ' L E ' ; .  
J=1 •€'  
Hence. 
'4E E ("r-2.v- 'c,>^+.v- ' i : i : .4 
U=l'€.>ftn( „ J=\ I^r . j  )  
E  ,  ( " f -  v - o , ) . 4 .  
^7=1'€.lr tnl  ^ J  
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ri iorcfoif .  using tin- (Ifiomi)usit ioii  (;}. ;{!)  applied to 0/ -  0\.  result  (;J . 'J8) follows. 
• 
I ' luler the iinputalioii  cell  model (2.!)) .  t l ie variance of the estimator is a  function 
of the expectation of c\f .  This ex|)ectation is a function of the procedure used to select  
donors.  .A prt)cedure that produces eciual o,  will  minimize the variance uiuler model 
(12.1)1.  
While the Ix-st  est imator of t lu '  cell  mean under the c»'l l  mean model is the simjjle 
mean, t l i is  estimator is seldom used in practice.  Clu'  i )racti l ioner may he will ing to 
u.se the model to impute for missing vahu's hut not for estimation of t lu '  total .  .Mso. 
the model may not he api)ropriate for other ly-vahu-s.  I lu* common ajiproach und»'r  
motlel  (2.9) is  to select  donors with ( ' (pial  prol)ai)i l i ty.  . \n alternativ*- that  is  closer to 
the optimal is to use respondents with small  weights more often as i lonors.  In Corollary 
. 'M. we outli iM' a  procedure that minimi/«'s  the variance,  given that the weights for the 
original respomU-nts are not cliang«'d.  
Corollary 3.1 I  ' l tdtr t in nssuii i i) l ioti .-< of  Tin on in J.  I .  t in vitrianns in ( Lja).  (J.J7).  
t inil  (- i .JS) an niininii:i l i  whin t in o,  in a nil  an all  nji t i i l .  That is .  ivhin 
(\ : = T. 
• € \nl  \ .  
If  ict  ni j i i in that o,  > w, for all  i  € thin t in niini .ni 'ation occurs whin 
+ HkeAsir^l '^  "'*•] '/ ' 
i f  i  6 D'^nAnnC^ 
O. =  < 
I f ,  
u'htn D.j  is  t in lanjtst  subsit  ofAuC]!' . ,  satisfyinij  
iD,r '  E "iS"-.-  v,€B, 
k€D,jU{.\ ,unL'. ,}  
( :U7) 
and \D,j\  dtnotts thf  nuinbtr of tUmints in Dj.  If  Dj = thin a'  in (L lti)  is  
the samt as thf  o" in 
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Proof. Wo have only to iincl o,"s that  
iniiumize 
<€.\Hnry 
subject to 
E " .  =  E . " -
A ,Y It . in( ^ 
and 
() ,  ir ,  I t  An n I J .  1.!;{?)) 
Phis is  a  convex opiii i i izatioii  proijU'in.  which can he solved jjy applying the Kuhn- I ncker 
theorem (see.  e.g.  ("ollatzand Wetterl ing.  l!)7 ')) .  If  the rest  r i<t ion is not re( |nired.  
then the solution is (i j . i j . j) .  by the Lagrange method. I hat  is .  without (;{. .}!)) .  t in- best  
proce(lure is to imjiute tlu* simiile mean for all  elements incliuling the rt 'spondents.  
Let J  6 be the index of largi-st  sampling weight that  does not satisfy 
If  
( I ' j  -  V/ € (.A/in r^i  /  {j} 
k^ Anl 
then the minimization occurs when 
(3 .10)  
o. = s 
( '•tf  -  I )" ' '  r 7 
u\ if  /  = J 
and the o* satisfies and (."{.3!)) .  If  (3.10) does not hold,  we can find the largest  
subset D,j  of Afi r \  l ' , j  such that 
V / €  D ,  c  . \ / f n r . .  
keDgU(AMnl\,)  
(:{.-ll) 
The minimization occurs when 
i- i  
O. =  l^i/ l  ir<:6DaU(.»A/n( j)  if  '  € 
If. if / € n .-IR n 
so 
hikI the n* satisfies ( .{. .IS) and (.{.39).  •  
.\ccorcling to ("orullary :{.l .  the respondents with hirge sampling weights should not 
be n.sed as donors for hot deck imputation in ortler to minimixethe variance.  The donor 
set  D,i  is  determinetl  by (;{.  l l ) .  
Remark 3.1 I  ndtr t in n. ' isumpt inns of Tli ionin i . l .  t in inipntfd t s t i i i iatur 0 usiinj  a,  
il l  (- i .- iOj ( f i l l  saHsfij  
\ ' a v [ O i )  < V a v [ d )  .  ( .{.12) 
i j  ti l l  t i ' ,  ( in uii i i i i i i i l .  Til l  inti iuali t i j  luipi)!  i i .s  ir l iui  0 is  not t in bist  (sl i inii tor in t in 
St l ist  of  niinii i i izinfi  t l i t  vi irianii  \  tir ^0^ si tbjirl  to tinbii ist  i l i i t  ss  i inih rt l i i  i inputdtion 
I I I  o i l11.  
We now consii ler variance estimation of Oi after hot deck imputation. If  we treat  
t in* imputed values as if  they are true vahu's and apply the standanl replication vari­
ance estimator I JK definetl  in ("J.  1).  then th»'  naive jackknif«'  variance »'st imator can be 
e.xpressed as 
iy = ^r ,  (;{. . | ;{) 
i i .=i  
where 
<•= 5; ol '- ' t ;  cun 
•e.i/ ,  
with 
oi" = („•!"+ y :  cMo) 
V j€li ,  /  
and 0/ is defined in (2.1. ' )) .  The expectation of the naive variance estimator is given it i  
Theorem 3.2.  
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Theorem 3.2 l . i l tht  assuniplion.s of  TInort ii i  J .  I hold.  Assuiui t in jackknijt  rnriami 
(sl imator Vj/v for t in full  snii ipli  is  t l tsi i jn uiibiastd for ll i t  ranunct of  0.  I ' lnii .  t in 
itair(  jackknifi  vaniit irt  i  st i i i idtor \  j ajj^l i td to t in impultd data st  t  coii taii t iny t in 
i inputid rali i ts  satisj i is  
a 
\ j -  I  i c  . l l  J  
C 
;=i  
(;{.l( i)  
u'l i f  n  (t ,  is  t i l l  total  u'l  iyl i t  of  i lotior i  ajt i  r  hot dick i iuinitution dij inid ii f t i  r  (J.KJj nnd 
mid oj*' '  is  t i l l  k-th n plication n rsion of o,  diJinid in (. i . f- ' )! .  
Proof. W '(• write 
( .117) 
and i)l)seive that  
I .  
/•; r, (<)'/•' - d,y I A.Aif. d = Yi [/-• I ' ') 
k=l i=| 
+ ^ - (h I '/) • 
k=l 
I 'nder model ("2.9).  the igiiorabil i ty of the sampling and the response mechanisms, and 
the assumption (I.1)-(I.;J) of the imputation mechanism. 
a 
J— I  i t . l r tnf ,1 
( . U 9 )  
r;  
\„r{d'-; '-di\ . \ . , \„. , i)  = Y.  Y.  
a = l  i € . - t n (  j  
By ("J.  17).  we have 
E 5: 5: 
'€ . lHnr^ Jt . lwnr, ,  v /  
= E + E 
'&.\n n( ,1 j t  l .v/1^'  .y 
= E 
i t . m r , ,  
l leiuc.  using (iJ. 'JU) and (. '{."HJ).  (U, I!))  re 'duces tu 
I .  =  t  E K '  
J= 1 I t  7 
, ( M  
J 
(:{.r ,U) 
Defint  
^ = 11 Y.  
;=i  ,e tnr, ,  
to 1m' an eslinialur uf the same functional fonn as 0 with the iiH'aiis  ft., repla( in}>, t in-
response variable t  ^  I I iu-esti inators 0 and 0 are i<li ' i i t ieal  wiienever fT'  = ().  The 
jackknife variance «'sl iniatt)r  a | j | ) l i» 'd ID 0 can be \vrit t« 'n as 
I .  ,  / .  
x; a.  (»<"-») '  = I  a. 
il = l / I-1 
E E K' 
where 0^^^ is  the k'-iU replicat<'of 0 .  l iy the (U'sign unijiaseclness of the jackknife variance-
estimator ap|)l ietl  to 0 .  we have 
/•; E- ' k=i 
c; 
E E W" 
r; 
=  ^  I -
V;=l .€. tnr.  
1 )  
where the exjiectation antl  the variance are calculale«l with respect to t i ie sainpling 
niechanisni.  
Therefore,  by (3.17).  (3.18).  anc|(: l . . ' ) l) .  we have (;{.  l( j) .  •  
By Theorem 3.1 and Theorem 3.2.  we can calculate the bias of the naive variance 
estimator under the imputation cell  model.  The bias of \  J for estimating the variance 
of di  is  
^7=1 ig.inJ ,,  U-=i 
(3.^2) 
To culji ist  for l lu* bias,  uv must csti i i iat* '  rr j .  If  we use a pairiri f i t  iniputulioti  intl l iod.  
where two distinct donors are selected for each missing i tem, one way to estimate tr j  is  
to treat  each set  of imputed values in a  missing unit  as a pseudo stratum and ap|)ly the 
jackknife m<'tho<l to the pseudo strata in ci ' l l  cy. to estimate rr '^.  
lo i l lustrat* '  th«'  est imation of rr,- ' .  assume ) ,  and are two il ist inct  donors ftjr  the 
missintf  i tem If the V. in [)seudo stratum / € Am is  deU'ted.  then the iackknife 
reji l icate for Oi can b«'  writ ten as 
' '  ~ '  — D. 'xcjV, 
where is the jackknife replicate of Oj when the element .s in the |)seudo stratum 
j  € \ \ i  is  i leleted.  So. lor j  . \ \ i  0 I  j .  
/•; I -(),)*' I = ( ) . r u i ' -n-.  (:{. .>!) 
Since t lu '  bias term (. '{."i 'J)  is  a  l inear function of the cell  varianci-s.  the suggested 
variaiic(> estimator is 
i : .  = i j '+ E E '' . /fc («!" '• ' -»/) '•  i i .w) 
where (/ , j  is  the imputation indicator function deli i ieil  in (2.1 'J)  and the replication factors 
f/j ,  are to b«'  deterniine(l .  
Because 
I  H -  ^ i) '  I -^Ii-  '4  = E H H 
J ;/=l 7Wv 
the determining equation for </j ,  with t l , j  = 1 is  
("1^'  -<».)* + o.j  Y. 
t=l  yt. t .w 
A solution is 
f/ j .  = ^0. ')  |o.-  -  Y Ck -  n,) ' |  .  (.{.50 
8-1 
lo osti inaU' the variance of 0/  -  0\ with 0 \  = Hili  solulion is 
<ij,  = ^o. ' j  j  |"r '  - ("I^ '  -  ".) I  • 
For 0\  = .V~' 5Z,=i ^1- sohition is 
, , , .  = fo.3 y  |«f -  .\- '<i ,  -  T, («!" - .  (:).-.S|  
Stncral  si i i ipli l icatiotis  uf t l ic suggfstccl  variance estimator in (iJ . j ' ))  are possible.  
Since the two sciuarecl jack knife deviates in a psendo stratum have the same I 'xpeetat  ions,  
deleting oidy one eUMiient for each i)seudo stratum reduces the nuniher of replications.  
1 lu-n.  the varianci-  estimator can l)e writ ten as 
I :.• = iy+ E 
je.A w 
where </j = r/j ,  <ij t  with (j j ,  and (jj i  heing calculated from (;{. ' )())  when V, an<l V( are two 
distinct donors for the missing i tem )j .  In this ca.se.  t f ' / '  is  ecpial  to the 0\ di-l ined in 
The model assumptions are those commoidy maile for the imputation cell  model.  
Nonetheless they are ndatively strong assumptions.  1 hey are us<'d in the proof of mean 
unbiasedness and in an even stronger way in the proof of variance unbia.seilness.  
Modest modification of an e.\ ist ing single imputation i)rogram is retpiired to imple-
nn'i i t  the fractional imputation procedure.  In practice,  we wouUI emjjloy a scheme such 
that donors are used appro.ximately an etpial  number of t imes an<l such that a donor is 
never used twice for the same recipient.  Cliven the data set .  all  estimation is conducted 
with the single data set .  I 'nder the model,  all  functions of the V'-variable.  including the 
distribution function, are consistently estimated. Once the weights r/j  are determined, 
variance calculation can be carried out with a program such as W'esV'arPC (199G). No 
additional programming is required.  
riu '  VHrianc-e ostimatioii  procedure is relatively eflieieii l  because the degrees of free­
dom for the estimation of the imputation variance is ecpial  to the inimber of recipients.  
Of course,  one can reduce the number of replicates if  i lesired.  
4 Estimation After Hot Deck Imputation: Response Model 
Approacii 
W'e investigate the projx'r t ies of a l inear estimator of the form (i-Ui) after hot deck 
imputation uiuler the response moclel  approach. The overall  distribution of an imi)utetl  
estimator under the res |)onse motU'l  approach can be obtained IJV using the probabili ty 
structure of three phase sampling, where the resjjonse motlel  is  treated as the second 
plias«'  sampling mechanism and the imputation mechanism is tr<>atefl  as the third |)has«> 
sampling mechanisn\.  
.•\n imputetl  estimator 0/ for the full  sample estimator 0 is  called coii(l i l ion<ill i j  i inbi-
for 0 under the response m«Hlel if  i t  satisl ies 
where the expectation in ( l .GO) is  taken with resjject  to the joint distribution delined 
by the response model and the imputalioti  mechanism, given the realized sample .1 and 
the hxed finite population JF. 
The following lemma provides a n«'cessary and sufficient condition for the imputed 
estimator 0[ to be conditionally unbia.sed under the response model.  
Lemma 4.1 Let t in rt^potisc modtl  bt  ( j ivtn.  .1 met smtry and sujj icit  t i t  condition for 
t i l t  imputid tuti inator of the form (J.  16) to bt conditionnlly unbia.std uiidtr t l i t  assunnd 
rtspon^t modtl  is  
(l .()U) 
£(/?.n.  1/- . .1) = ,r . .  (1.61) 
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whin o, in t in total  wfiyhl of  donor i  ({t j i t inl  in (J.Hi) and th( t  iptctdtion in (-( .(Jl)  is  
lakdi with nspfct  to Iht joint  distribution of tht  assunitd nsponst i i i trhanisin and t in 
imputation infcliati isni .  
Proof, riu" cxpt 'ctatioii  uf Oi — i must lie ( ' ( tual  to 0 = Z].t  
and V for imljiascdncss.  This is only achieved if  ( l . () l)  holds.  •  
Coiidit ioii  (  l .Cil)  si if^^«'sts uays of <'oiistructi i ig cotuli l ioiially uti l) ias<'d iMi|)i i tat i t>M 
estimators.  Uecall  that  in fractional imputation (Kl) suggested by Kalton ami Kish 
(l!)Sl) .  multiple donors are iis«-d R)r each missing i tem. I ' luler the nniform respoiist-
nioilel  within imputation cell ,  if  donors fur the fractional im|>ntation procedure are to 
he selected with eejual prohahili t ies of selection then the imputation weight of a donor 
for a  missing i tem / siunild he propijrt i iJiuil  to the sampling weight of that  i lonor.  On the 
other hand, muler the uniform-wit hin-cell  res | jonse model,  if  the imputation w«'ights are 
to he the same, then the selection of donors shouUl Ix'  with probahili t ies proportional to 
the sampling w«Mghts of the donors,  l- 'ay (!!)?)())  used fractionally weighted imputation 
with such selection prohabili tes.  
I ,et  t ,2 = Pr(/^,  = 1).  If  were kiunvn and n-,.> > 0.  then a hot deck imputation 
satisfying 
/•• ' (o,  I .1 .  Afi)  = (1.62) 
will  protluce an unbiased estimator for the population total .  In particnlar.  hot cleck 
im|)i i tat ion with 
o, = ir,rr~,' 
produces the most efficient imputed estinuitor in the sense of minimizing the imputation 
variance for estimators that are iuibia.sed under the response motlel .  
Since T,. .  is  usually unknown, i t  is  conmion practice to assume (R.l) .  the uniform-
S7 
witli in-cell  r t 'spoiisf  i iu 'cl ianisin.  1 hen. a r<'a.soiial)U' csti i i iator of z, j  is  
= f  II  "'•)  H 
If the :T ,2 arc iisi ' t l  to coiistriu t  an estimator of t lu '  Horvitz- I l ioinpsoii  type,  we obtain 
= i i f  L (i.(i i)  
j - i  \ i t  tnr, ,  /  "  I 
I  l ie estimator ( l . ( i  l )  is  called full>'  el l icient in 'causc the ;T ,J in ( l . ( i i{) <lo<'s not in\ 'olv«'  
the variai)i l i ty cUu' to the ini |) i i tat ion nu'clianisin.  
We suggest that  the estimator ( l . t i- l)  be implement<'cl  by using fractional iniimtation. 
In the sugg(>stetl  | )roce(lure.  every responding unit  in t lx '  same imputation cell  is  used 
as a donor.  The impntati i)n weights are proportional to the sampling weights,  l l ie 
estimator ( l . ( i l)  can In" writ ten as the fractionally i inputeil  estimator 
'  I 
j=l  I t  *,(0/- , ,  
where u\j is  the weight of i loiu)r j for r«'ci | ) i« 'nt  i. If  i is  a  respondent (c, .  = ir, and 
n'l j  = 0 for j  4^ I .  If  I  is  a  nonrespondent.  
n\j  = 
vse.l /fnfj  
r i ie estimator ( ! .()• ' )) .  alg«'braically ecpiivalent to ( l . t i  l ) .  is  called lUc fully f j]icnnt fac-
tioiiall t j  i inputfd (l* Kl '"I)  est imator.  In terms of expression CJ.l ' ))  using the imputation 
weight w ' j .  the FKFI estimator can b«'  implemenletl  by using (l , j  = 1 for all  i  t  
and j  € A,\ t  0  1'^,  and by using 
""u = 
- 1  
The FKFI estimator is optimal uiuler the equal response model but may not be optimal 
UIKUT the cell  mean model.  However,  if  the weights in a cell  are the same, the FKFI 
estimator is  also optimal under the cell  mean model.  
5 Variance Estimation 
\ \V'  now consider variana'  estimation of t l ie estimators after l iot  deck imputation. [,« ' t  
the complete sample replicate variance estimator be as defined in (2.1).  Hie proposed 
replicate for the I '  KFl estimator f/ . / . ; /- /  is  
/iC')  _  
hi-.H 2w 2- ~ [IT 
7=1 \ ie. \nr, j  /  
/. ' i  ( iSl  
i .  ,  
and the replicate variance estimatcjr  can lie writ ten as 
/  
^•=1 
1 l ie actual computation of t lu* replicates in ("i .dS) can be carried out in several  ways.  
Recall  that  cell  mean imputation, using the cell  mean as the imputed value,  (fives the 
same estimator as fully ell icieii t  est imation. One way of makinjj ,  the re| j l icates.  as in [{ao 
and Shao (1!) ') 'J) .  is  to replace the weighted cell  nu'au 
f J l i j  = ( Z! I SI 
by 
( < . • )  /  i k ) \  ^  ( A . )  
'Jhj = 2- L 
at each replication. 
.•\n al ternative approach is to change the imputation weight iflor, ,  " ' i )  
in (1.67) to = (Hie i/ tHfj  " ' i*" ')  ' i '  ' ' J" ' '  replication. .Voting that 
•  ( k )  ir . ,  = u . ( 5Zje.t«nr,  " ' j  ^ '  I (^'1 I 1 »#« 
an algorithm for generating the A--th replicate in (5.()8) can be described as follows. 
1.  Create the usual jackknife replicate by defining weights for every original sample 
element.  
89 
2. If  unit  i  is  a  rcspoiulfi i l .  t luMi imilt iply t l io jackknifc rt»plicato wciRlil  of every 
recipient of unit  i  by 
\  /  ( ^  
ri i is  is  ecjuivaleii t  to creating the same FKFI estimator based on the replication 
weight ir j^ '  s .  In particuhir.  if  unit  i  is  deleted then t i ie donor values from unit  
i  are also deleted for everv recipient j  and the w«'ights for the other donors are 
increased so that th<* sum of the imputation weights for I  lu-  recipient is  th<'  sam<' 
as for the original sami)le.  
I  l l* '  proceduix'  follows closely the suggest i t j i is  ol  Uao and Shao (l!)92) variance I ' s t imator.  
W'e show that the \ariance estimator is consistent.  
Theorem 5.1 Assunn a suiuiin of  popidatiouf.  i iuUxitl  bij  t>. with boiii i i l id fourth inn-
L< I a  sdii iplf  of  sizt  i i„ > b< s t l trhd from Iht r-l / i  popniii l ioii  inlh kiioini  
probubili t i ts  of  ."it  I t  c t ion.  i t  I t l i t  full  st i tnplt  tst irnntor 0„ of Hit  popululioii  nit  t in bt 
unbidstt l  for ti l t  population nit  an ami assumt tl i t  varianrt of  0^,  is  of  ortl t  r  n~^.  iht  
popiital  ion is  t l tconipostt l  into (!^ niutualhj t jrln.sirt  ami t  xhaustivt  t i l ls ,  l . t  I t in pop­
ulation sizt  in ctl l  t j  bt  I t t  t i l t  saniplt  sizt  in ft  II  t j  bt  n, j„ ami It t  Iht  nspomltnt 
sizt  in ft  II  (J  bt r , j^.  .  \ssuint tht  ami n^, ,  satisfy 
max = 0^(1) (C.-J) 
Ev'=»,(l) .  ((•. ;!)  
J=1 
.A^sunit  that fully t f j i f i tnl  frartional imputation is usai so that t in rtsnll intj  Fii i ' I  ts-
t iniator /.s of  the form (.}.6.{}.  Ltt  tht  rfplication rariancf tsi imtitor for tht  compUti 
gamplt  of  tht  form (J. .{)  bt  consisttnl  for tht  varianct of  originti l  tsl imator 0 antl  satisfy 
!)0 
TIKI I ,  undt V thi  unifovm-within-ctH vt.^ponsi inodtl  (H.  I)-(LI .  J ) ,  l l n  r a r i n i i r t  t s l i -
t i iulor dfj i tnd in (j .O'J) sntisj i ts  
\  l  EFI =  ^  (^FfF/ I +  "p ("p '  -^z) • 
win ri lln dislnbulioii is with rtsptrf to tin .sanipliiKj iin rinnnsiii mid tin n sijoii.-i( iiioilil. 
Proof. For the sake uf si inij l ici ty.  \vr si ipprcss t l ir  subscript  DCMIK '  t l ic <ii iaii t i t ics 
Ijast 'd on the coinpli ' tc sample 
V, = .v;' 5: 
leinr,^ 
K- = v" '  53 
.etnr, ,  
and the (j i iaii t i t ies based on the res |)on(lents 
\ , i j  = .V~' 
I t  1 
^'nj  = v; '  " ' '"r 'y.-
where = [ 'r( l{,  = 1).  Also,  deline the population total  of 7 in cell  ry as  V.^ = X!i€'  Vi 
and the population mean of ij  in cell  g as ) ] ,  =  1 hen. the 1-"KF1 estimator tan 
be writ ten as 
r;  
O f f  hi = 53 •/<';.  
J=l 
.Vote that ,  by the Taylor expansion. 
Hence, we have 
= 5:A-,[V,.V,+ (V„,->,.v„,)]+OJ^.\>; 
J=1 \3=l 
91 
I 'si i ig ti l l"  Caucliy-Srliwartz ii i i '<iuali ly 
^ (I(S'-" 
< l-v.  
U=I 
max r ,  'n. ,  I I max i i , '  .V, ) (  ,  '  . -I .  
= w,, ("  ^.v).  
l)y ((  .1).  ((  .2).  and ( l  lu'n'forf.  t l ie variaii tc of t l i r  h I ' . l '  I  est imator is.  i i | )  to terms 
of order 0  (//" '  .V").  
\ ' i ir  (^Oy,.; , .  /  I = \  ar .V; ) ' , \ j  + (V/<., - I • 
Now tlie total  variaiiee is d«'com|)osi ' t l  i i i l t j  two part ,  t in- variaiKc due to t l ie samplii iM, 
mei l iaii ism and t!n '  variance due to the response meelianism. Since,  under t lu '  response 
mecliaii isni  satisfying 
;w4>:, .v,+ = V:, 
1 .v, + (i,,,-t;,.v„,)) = -v;' x; "T':,-,"'!!) 
where 
' r j  = ! / . - )  J -
Iherefore.  up to terms of onler 
1 {dyt:n I i 1 ,,r (5; 1 + /•; I Y. r,-:' (I - 11 ^ I • 
li€.» J i:/=l i€.inr,, J 
( .->.70) 
Now, for the variance estimator defined in (• ') .( j9).  we can ajjply the same argument.  
First ,  deline the quantit ies basetl  on t l ie complete sample using the replication weight 
as 
( i )  
•Vf ' = .v;' E 
c €.»nr,;  
Vfi = .v;' E 
i6. tn( "a 
and the c| i iai i t i t i« 's  l iast 'cl  on tl io rrspondi 'nts using the n'plication wcigli t  as 
y ( k )  _  y - l  V-' . . .C"-)--!  
^  H)__t 
'  H] ~ 2^ "• y'-
<€ A nnl\ ,  
r iu ' i i .  t l ic replicates of FEFI estimator can he writ ten as 
a 
/I*" '  _  V V>*) 
-  2--^J V; ».ar 
: /=! A U) 
Note t l iat .  by t l ie layhjr expansion again.  
= 1,  ( .V]" -  .V,) + -  V,,. ,  -  y,  ( .V); , '  -  .v„, ,) |  + 
where 
^11.,  = 
.Now. the expec tation of the scpiarecl ch'viates can lje cieconiposecl intcj  two parts 
{("S/. ,  -  >ln:ny I = !•: {[/• .» ("re, .- ,  -  h;:n)\  I  J"} 
Since 
!•:,<  ^ t -v, - K) 
7=1 
\vc have 
I  E'- 'Kw/-«>«/) '1:^1 
E - v . o r - n )  
E  h " ( 1  - I I •  
l  j=l  i€.-»nf^ J  
The first  term in the right siclc uf (0.71) rctlutcs to 
[ k = i  
H y. 1^1 = I-^1+'^(" '  v-)  
i 6 . i  I  1 . 6 . 1  J  LI6.\  
r i ir  sccoiul term in the right si t le uf (5.71) nnliui 's  tu,  i)y (^.(i) .  
'•••(i; II II--.II 
rhcri ' furr .  I)y (5.7U). \vc have 
^ i  i : i  i  -  I i  i )  (",T'  ^i") • 
• 
The variaiu 'c estimator (• ') .()!))  is  also (oiisislcnl UIKUM '  the <i ' l l  mean modrl.  
Theorem 5.2 /.*/ t in Jinit t  iJopulntiDii  b( a niiulum sniuii l t  from tin nil  imtii i  modi I 
(J.9).  I. t  I a  ••«uiti) l i  of  sizt  n b( .>tlirh(l  from tin i)oi)uli i l ioii  with known i>rol}iibil i ty of  
s(l i  ctioii .  Lit  t i l l  full  snmph ist imalorO of t in i jopulation mtan bt i inbii i . '^t  i l  for t in 
j jopulation niinti  and t in rnrianct off)  bi of  nrdi r  n~^.  f l i t  iJopitlat  ion is dirompostd 
into CI mulualhj aclu. ' i in and txhaastiri  rt l ls .  .{s.st tmf that Ihi  sampling i iKchanism 
and tin nsponst inichanism an iynorabli .  Lit  tht  population sizi  t in sampli  
sizf  n.j^ and nspondt nt  sizt  r. j„ ni  a U ;j  satisfy (C.lj .  (C.J).  and (C. i)  of TInornn 
•5.1.  As.-<unn that fully (JJiritnt  fractional imputation is us(d so that t in nsult imj I- 'h' l ' l  
fst i i initor is  of  t in form (.{.<).{) .  Lit  t in n plication rarianci t  s t imator for t in comphtt  
sample of  t in form (J.-i)  bt  unbiasid for thi  rariana of original ist imator 0 and sati .- i fy 
( J . t i ) .  
Thtn,  thf  rarianct (st imntor dtj incd in (-5.09) sati .sj i is  
^ h'Khi = \ nr (Ori.:i.-i^ + u,, (n.T' .V,:)  .  
undtr the cell  mtan inodcL 
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Proof, riie deviates in ( '}.G9) can be clecoinposod into 
i%r, -  OfE,,  = .l|," + 
where 
= E H [/'•' + ^ '^^ 7.'' 
j=i 
f^ir  = t .  
.7=1 
H (V, -  //J 
ittnJ \ 
and 
H "•-] Y1 "•' 
Vje.tnr^ /  
/  \  " '  (^•)1 . , .(^» 
" >  —  L { j e  i n l  E 
W'v write 
= r( . 1 1 , ( « ! , " ) " • +••! i 
i=i *,=1 <.=1 
and ol)s«'rve that 
I  nder the cell  mean model (^J. ' i l)  for the imputed data. 
a 
J=l ,e. \nl\  
and 
a=l i€.lnf „ 
=  L  E  K ' -
7=1 i€.-l«nC, 
(• ' j .r-i)  
(5.75) 
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IK'CHUSC n, = ir,7r~, '  for / € AnOl'j  in tlic FEFl nK'tliocl.  I 'sing (ij .ol) and (O.TI).  we 
have 
= Y. "V'v 
^J=l Ifc.tnr. ,  
r inis.  using lliat is.  
*. = 1 
\v«'  l iavr 
/... 
J — I  f t  l / f H /  
Ilciu'c.  using (o.T^J) and (:{.L'(i).  wo have 
Now. it  sufiirt 's  to show that 
l )c' rausc (5.7()) and (j.77) iiniily 
/• .{Ea"!." ' ' ! ,"} = 
by thf ( 'auihy-Srliwartz iiuuiuality. I h*' relation in (o."?) is j j r o v i 'd by using 
I l A n . t i )  =0 
and 
y=l.€.»Hnr^ 
< max max 
r„,, .ar.  ("•, '")• 
!<;<?; i<V<l E.€.i„nr, "7 
,„ax ,  
- E l  E  
a=i \ie.»Hnf^ 
(•'j.77) 
!)() 
riu'  tirsl  tfi in in the ii |fl i t  side of the iiie<iuality is 0(1).  lii<'  second term is o(l).  and 
the tliird term is 
i f  E ,  =  " ( " " ' ) •  
j=l \ i t  l;(nf , j  )  
Therefore, we have (j .77). •  
6 Simulation Studies 
6.1 Experiment One 
lo inak<'eoiiiparisuiis with the existing nx'thuds. we perforineil  a limited simulation. 
In the first experiment, we generate [ i  = lU.UUU sami)les. where each is simple random 
sam|)le of si/e ti .  The population is cc)mpi)sed of two ecpud sized cells,  where 
V, ~ .\  /  ( 'J.S, l .Ki) in I 'ell  one. 
V, ~ .\  /  ( '{.8. in tell  two. 
Ki.TS) 
III addition to w«'observe the variidde /  wlu-re / ,  is an l i d  indicator variahh' with 
Pr( /  = I] = O.'Jo. The varialile /  is independent of 1.  1 he variahh- /  is always 
observed. The res|)oiise rate for V is 0.7 in cell  one and U.() in cell  two. When we have 
less than twcj respcjiideiits in an imputation ccll .  the realized sample is not used for the 
simulation. Tlu'  prohahility of having less than two respondents in an imputation cell 
is ecpial to 5.1 x 10~" for i i  = GO aiul fi .I  x 10"*' for n = 120. which is regarded as 
negligible. 
I l ie i)arameters of interest are 
(a) Oi :  the mean of 
(h) 0> : the mean of for Z=l. 
(c) 0:i :  Fraction of less than 2.0 
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\ \  c consider four different met hods a.s follows. 
1. Model-based replication using pseudo strata descrilx'd in Section :{ with the pair-
wise hot deck iniputalion (Plll)l). 
•J.  Kully Kllicieiit  IVaclional imputation (FKFl).  
Approximate liayc'sian Eiootstrap (AHH) proposed In Rul)in and Sciieiiker ( 
with nuiuher of the rt 'peated imputation M = 
1. Alili  method with M — It).  
I he I ' l iDI metliofi was performe<l using withoul-re|)lacemenl selection of two distinct 
ilonors within the same im|)Utation cell ,  lo illustrati* the s«'lection. let there l»e r, ,  
respoiid«Mits and in,,  missing values in cell  </. l .<'t  
where l . j  and k . j  are integers with 0 < k. ,  < r, .  1 h«Mi k\j  respoiuU'nts are used / ,-f 1 t imes 
and r.f — k.j  respornlents are used /, ,  t imes. I hose to 1H '  used Ij  -f 1 t imes are selectc'<l 
with e(iual prohahilily without replacem»'nt.  
I lu* variance estimator for multiple imputation can be writti 'n as 
^ 
((i .79) 
where 
A /  
11M = 
A /  
os,  = 
98 
M is the tmmbcr of the imiltipk'  i inpulHtions. \  /*• '  is t l ic compl«'te data variance estima-
^ I k )  •  • • * 
lor applicil  to the A-lh repeated imputation data set.  and Oj is a version off/  computed 
from the A'-th repealt 'd imputation data set.  We use the jackknife m<'thod to calculate 
the r/^'-s.  
I he mean and variance of the estimators, the mean and variance of the estimators 
of variaui ' t ' .  the mean h-ngth uf a >.»jntidence intiTval (CI),  t lu'  ajverage uf a 
confidence int<'rval.  and the relative hias of the estimators of variance'  for each of the 
three estimators ol interest are calculated. 
For the CI. we used 
0  -  t y W O  - f r  l \ j \  ]  .  ((i .NO) 
where I  = -1 fur the IMIDI method autl FKl l nietho<l. an<l r is t lu '  mimlx'r of 
respondents, [-"or the AliU nu'thocl.  Kuhin ami Sclienker (l!)S(i) sugj^est using / = 
where 
•u \  n ui-
= (M - 1 + ((i .Sl) 
M + \J Ihi 
11 A/ and l i \ i  are <l«'lined after (().?!)).  and wv used this /-value. 
T I H '  relativt- bias of \ as an estimator of tin- variance of 0 is calculated by 
Kel. Bias = \ A'H j  — I .  ((i .S'i)  
where the subscript l i  denotes the distribution generated by the .Monte Carlo simulation 
and r  is the estimator of variance calculated for the sample. 
Table shows the mean, llu'  variance, and the staiulardized variance of the point 
estimators under the three different imputation schemes. .All three imputation methods 
arc unbiased for the three parameters and the .Monte Carlo n'sults are consistent with 
that property. 
There are differences in the efficiency of the procedures. In the FKFl method, there is 
no contribution to the variance due to random selection of donors because the estimator 
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is fully I' f l icicut untlcr tlu'  model.  In Pill)  iiuputation. the contribution to the viiriancc 
due to ranilom selection of donors for the estimator of 0\ is 
^  { 0 \ . i ' U D i )  —  V  =  0 . 2 ' ) / <  "  | A - i  ^ 1  -  a \  +  A - j  ^ 1  
0.000(189 if M = (iO 
'•j  
O.ddO.M") ifn = lL'() 
V 
where 2^(1 = / i x r\  + k\.  with 0 < k\ < ri and 2//(j  = I ,  .< with 0 < k) < r>. 
This expr«'ssion is t lerived in Apijendix . \ .  
In . \HB imputation, the contribution to tin- variance of the iininitation is 
^ \  (<^1./••/•,/••/) = '  (l  -  -  jj^']  r r -
0.001182 if ;/  = (iO. . \ /  = :{ 
O.OOl.M.') if  = (iO. . \ /  = 10 
0.0022()9 if n = 120. M = 
0.000081 if ;/  = 120. . \ /  = 10 
riiis «' . \pressiou is derived in . \ppendi.\  ( ' .  
I ' l ider model (().7S). the variances of the full sample estimators are 
= 
v ( d , )  =  
V ( h )  =  
and 
r(«:,) = 
0.02829 if ; /  = GO 
0.0 Ml. ')  ifn = l20 
0.1007 if;/=(i0 
O.OoO.l iff< = l20 
0.00222 if n = GO 
0.00111 ifn = l20. 
The increase in variance of the estimator of the mean tfi  for n = 60 due to missing values 
is 0.011.5. O.GliKS, O.OKSU. and 0.0151 for PHDI. FKFK AbB(M=:3). ^lnd ABB(M = 10). 
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rcs|j<'ctivf>ly. Thus, the estimated r<'hiti\«'<'lfiri( ' iKy as rstiniators of tl ic iiu'aii  of the iiiiss-
iiig valiu's is Oo. 'J.  100. 7().0. and 92.1 for PHDI. FEFl. AliB(M=;{)- and AHH(.M= 10). 
rc 'sprctiwly. riu'  rorrt 'spoiidiiiff relative rfficicnrios for n — 120 are 9o.2. 100. 7') .2. and 
91.0 for PUDI. FKFl. Anii(M=;J).  and AHB(M=10). rc-spcctivciv. 
riu'  .Montr Carlo results arc in ficncral aj^reement with tiic theoretical results.  The 
Munle Carlo variaiicer- of ra!)le <1k)\v that FI' .F! fd\v;»y>i in<><i I ' l l ieieiit  and AHH 
with M=:J is always the least ellieient.  In the Mont<' Carlo results,  the PllDl is more 
eflicient than .ABH with .\1 = H) for paranielt 'rs aiul Oa .  For tl ie(loniain |)aranieter fj .  
ABB with .M = 10 is generally superior to I ' l l!)!.  This is Ixuause the eifeet due to the 
\vithout-re|)laeein<'nt selectit)ii  of donors is atteiniateil  in th«'  domain estimation. 
Tahle I shows the mean, relative bias, variance, and the stamlardi/i-d variance of the 
Nariance <'stii i iators.  I 'or siiiall  sanipli '  sizes, the l)ias«'s cjf the \ariance estimators can he 
si/eahle for the FF.FI and .AMB methods. I ' luU-r model ((1.78). the i»ias of tlu- jackknife 
variance estimator is shown in .\pp«Midix B to he 
0.001M iff/  = (iO 
O.OOO.T) ifM = 120. 
where the e.xpectation and the variance are conditional on (ri .cj).  The relative bias of 
the jackknife variance estimator comes from the fact that tlu'  jackknife procedure uses 
the factor ri{n — 1)"'  for the full sample size, while the actual inimber of observation 
used in the calculation is t ' j  in each c<'ll .  Thus the bias is due to the degree that 
The .Monte Carlo estimates of Table -I i l lustrate that the variance estimator for FKFI 
slightly over estimates the true variance. The relative bias is smaller for n = 120 because 
the difference in (6.83) is smaller for n = 120. 
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A nirthocl of adjusting lor t l ir  (U'grccs of fr«'t ' i loin is descriljod in I ' tdlt 'r  ("JOUO). l i i  
expcriiiuMit OIK',  the I' Kl' l  estimator for Oy can be written 
^ i . F E F l  =  ( i i \ y i i i  +  O i y r u )  •  
where we have n degrees of freedom fur the estimated pro|)ortitJii  / j  degrees of 
!re<'d<)m for Uj{\.  ;uid decrees of freedom for Deliiie .r . j  to !)»• an iiulieatiir  fii i ictioii  
for r«'ll  (J and deliiie a jat kkiiife re|)rK ate for n. j  as 
C.) 
"Vl = " Z- " 11 • 7 •  
1=1 
wher« 
" -
if  ( = A-
r '  ( I  ~  " u )  i f '  7 ^  A - .  
and 
(/„ = ;; '  — I I  ( i i  — 1 .  1/- '  
1 he jac kknif*'  repheate for ijn, is 
- 1  
=  ( Y. " ' I . ' I  Y1 "-I.- ' j- . j / ' . /y.-
^1 = 1 c=l 
where 
Or,I if  '  = A 
{ l - j  -  1 ) " '  (l  -  ( t r . , )  if  I  A-. . 1 \ , J  =  
1 if .f . j  # ^-hj.  
Hence, the resulting replicate of Oi- ef i  i"* 
" F K F !  -  "  2- "ui 
J=\ 
The resulting variance estimator, 
\  =  ^  { ^ F I : F I  ~  ^ F E F l )  •  
k=l 
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is unbiased for l l ic variance. For derivations, see Fuller (2000). 
riie bias of the multiple imputation variance estimator for t l ie .ABli method is.  up 
to O (n~^) terms. 
wlieif nt.j  i?> l lu '  li iuiilj t ' i  i^f iui»iiij i ,  uuil.-> in ii-ll  <y. 1 lu '  liin.-i  leriu i> cilwtiy> i i t '^atiw. 1 ht '  
.Note that the bias is i iulepentleiit  of M. 1 ii is is demonstrated in Table 1 in that the 
absolute vahu- of the relative bias of the multiple imputation variance estimator is larger 
at .1/ = 10. l)ecHuse the ilenominali-r of the adative bias t<'rm in (G.S2) is smaller at 
M = 10 whih* the mmn'rati-r term remains the sam«\ 
Table I i l lustralt 's  that FFFl is the oidy imputation method that protluces a con­
sistent estimator of the variance of the estimator of 0, anions the imputatit)n methods 
considered in the experinn-nt.  I he parameti 'r  Ot is a domain mean, where the domain 
information is not used for imputation. I he relative bia.ses of m<'tho<ls other than FKI' l  
in ["able 1 are all  over lO'X. ev«Mi for relatively large sample sizes. 
For the variance of the variance estimator. FKFI is uniformly smallest.  The . \HH 
method has a large variance of the variance estimator. Fven compared with PHI), where 
we have two imputed values for each item, the .VBU with M = 10. where ten imputed 
values are used for each item, has larger variance of the varianc<' estimator. The relative 
efficiency of the FEFl variance estimator relative to the multi |)le imputation (.M = 10) 
variance estimator for 0\ is i:J2V( for n = GO and lUo'X for n = 120. The relative 
efficiency of the FFFI variance estimator to the multiple imputation (.\1=3) variance 
derivation is made in ( ' .  For the estimator of the sarianc»' of the estimator <)f 
0.00 l(i. ' )  i fn=(iU 
0.000112 if/;  = 120 
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estimator for 0^ is for i t  = GO and TQ'lVi for i i  = 120. Tlu'  supt 'riority of FKKl 
is greater for the large sample because the im|)iitation variance is being <'stimale(l with 
ten replications. Fhe ap|)pro.\imate degrees uf freedom for .MIB is u in ((i .Sl).  which is 
not a linear function of the sample size. Recall that the degrees of free«loin for the [•"K1-"! 
is r — 1. which is l inearly increasing as the sample size increases. lU-nce. th«'  ratio of the 
ilegrets uf fiffiluiii  uf ill*'  1 '1.1'I  <' ."itinuiUji to that uf the .\UH i.-> s i iuilliT fur t lu'  l i irge 
sample. The stability of the variance estimator is anotln'r  main superi(jrity of I 'I 'J '  I ov«'r 
the . \BB in«'thod. 
lable 5 shows tlu'  mean and variance of CI U'ngth (CI width),  antl t lu'  relative 
bias of the variance estimators. 
I 'or the coverage <jf a !)• ') ' /  CI.  the ( I s  based on llu'  PIIDI ami !• !•.!• 1 show b«'tler 
performance than the CI s ba.sed on .Mili.  1 his is because tin* approximate degrees of 
fre«'dom for t lu'  .AUM in ((i .Sl) retpiires tlu'  sample size in ea<"h cell  to be large relaliv«'  to 
the li.xed number of repeated im|)Utatioii  M. Hence, the coverage of a CI with ii  = I'JO 
[M'rforms better than the one with n = (iO. 
6.2 Experiment two 
In the second experiment, we consider stratified sampling. \\"e generate / i  = 10.000 
samples, where each is a stratiheil  random sainpU' front an infinite population with four 
strata. The sample size is 25 for each stratum. The population is composed of two 
imputation cells,  where the imputation cells cut across strata. 
For each unit i  in stratum /«, we generate three variables. The first variable is the 
cell  variable, which lakes a value of either one or two. So. .V/,,  = (j means unit (hi) 
belongs to cell  <y. Let C'/ ,^ = Pr{\h, = g). Then. ( 'uj = l.£/ = 1.2. because every 
lO-l 
unit belongs to one and only one coll.  The second variable anil the third variable are 
V,..  \ l  (/ ' j .cr;) if A'/ , .  = (J ((i .8-1) 
y-iu r t iuuUi (p.j)  if  A'/ , ,  = (J.  
where V and /  are independent within each cell  but with parameters that dejjend on 
the ifll .  Table (i slioWft the population parameters fur the simulation. I 'he response rate 
for y is O.S for cell  one and (J .(i  for cell  two. The response rate- for /  is () .7") for c»dl on«' 
and ().(). ')  for cell  two. 
The paraiiK'ters of interest are 
(a) 0 ,  = E { Y )  
( B ) D ; ,  =  E { Z )  
(c)0:,= /•;(>•/) 
(d) Oy = Pr(V > = 0) 
[ he estimator for each jjarameter is a weightetl  sum of the stratum means. Kor examph-. 
tlu'  full  sample estimator for ()\  can be written as 
f ' j ' r '  ^  bu j  '". 'A-
/i=i V .=1 /  /i=i 
where 11'/ ,  is  the stratum w»'ight for stratum li satisfying 
E ii;  = I 
/i=i 
and ijh is the sample stratum mean. I 'nder model ((i .Sl) and the response mechanism 
described above, the full sample estimator Oi and the imputed estimators are unbiased 
for Oi. 
For simplicity, wc use equal stratum weights.  The imputation metho<ls we consider 
are the same as in experiment one. We include an ABB imputation procedure that 
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uses eight imputation groups, where an imputation groui) is tli(> | )ortion of the cell  in a 
stratum. This nu'thocl of delining the groups was suggested in a private communication 
with Don Kubin. We call the ABB methocl using eight groups defined by crossing strata 
with the original two cells stratijud Alih. In the stratified sampling where the imputation 
cells cut across strata, the .ABB imputation is not jiroper in the s«'nse of Huhin (1087. 
|>I1S-| |*)) because it  does iiol satisfy tlie followinii conilition of proper imputation. 
where 11 A/ is definetl  alter ((i .Ti)).  I  is the full  sample variance estimator, anti  the 
expectation is taken with respect to the respons*- mechanism. One can verify that the 
condition does not hold for . \BB imputation by using T/,,  = h. Then I is «'<|ual to zero 
whih'  the left sidt* of the above eciuality is not «'(iual to zero. I 'nder the cell mean iiK>del.  
we have. U| )  to order terms. 
because we hav«> the same sampling weights.  1 he derivations are made in .\pp«'n<li.\  ( ' .  
\ \V compan' si. \  im|)utation methods. 
1. .Model-ba.sed replication using pseu«lo strata described in section '•] with the pair-
wise hot deck imputation (Plil)I).  
2. Fully Kllicient I-Vactional imputation (KKFl). 
. \BB using two original cells with M = 
•I. .ABB using two original cells with M  =  10. 
5. Stratified ABB with . \ /  = l.  (SABB) 
6. S.ABB with M  = 10. 
((i .S.-i) 
/ • - • ( n  u )  II  / \  ( i r  ( / < i / / i  +  i i i f i j )  +  
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In the PHDI metliod. ll ic seU'ctioti  uf donors is |)cMfornu'(l  siuh lliat we have two distinct 
floiiors for oacli full  respondiMit and for each partial respondent.  I l ie seUntion of donors 
is performed by with-replaeenient selection, for the sake of simplicity. In the f 'KI'I  
method, the univariate FEFI method is moililieil  as follows to give the same imputation 
weights for each item: 
1. I- 'or a partial respondent,  univariate KKFI is performed marginally by taking values 
from all the units rt 'sponding on the item in the same cell.  
•J.  For a full  nonrespond<'nt,  univariate FFFI is performed unit wise from tlu'  full  
respondents in the same c«'ll .  I hat is.  all  full  vectors (V.Z) are used from the set 
of full  respondents. This is not the most ellicient procedure lor lull  nonrespondents 
Ijecanse it  ignort 's information ai)out the mean in the s«'t  of partial resi)ondents. 
Since the I '"FFI used lu're is not e.xactly fully ellicient.  \ \v use the term Approximate 
FFFI (. \FFFI).  The .MilJ imputation and the S.\H1) imputation are also performed 
marginally for full  noiucspondents. When we lia\ 'e no respomleiit  in an imputation 
grouj).  the r«'alized sample is not used for the simulation. The i)robability of having 
less than twi> fidl respondents in an imputation group is 2.7 x 10"'  and is regarded as 
negligible. 
Table 7 shows the m<'an and variance of the point estimators uinh-r four dilferent 
imputation schemes. .As in exiieriment otie.  all  | )rocedures ar<' uni)ia.sefl for the jjaratn-
eters and either the .\FFFI estimator or .ABM estimator with .\1=10 has the smallest 
variance for each parameter.  I he variance of the S.\BB estimator is iniiforndy larger 
than the variance of .ABB estimator because the variance of the .ABB estimator has 
terms inversely proportional to the number of respondents and so a small number of 
respondents in an imputation cell  may make a large contribution to the total variance. 
I 'nlike experiment one. the variance of the PHDI estimator is larger than tiie variance 
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of tlic ABB estimator with M  = 10 ln'caus*' witli-rcplaconiciit  scU'ctioii  is iiscti  lu ' iv for 
PIIDI. whiU' without-rrpiacciiRMit sclt 'ctioii  is used for expc'rimoiit  oiio. 
For some parameters,  the variance of AKKKI estimator is larger than that of the 
ABB estimator with M = 10 because the AFKKl is not fully edicieiit .  
lahle S shows the in«'aii  and variance of tlu* variance estimators, the nu'an length of 
a 9')/i  CI (CI sviilth).  tin* luW'ragt '  ul a !)•) (  I .  auil  t lu'  i i ' lcitiw bias of tl ie \ariauce 
estimators. There is a slight bias, largest for SABB. because zero varianc«' is assunu'd to 
cells with only on<' respondt ' i i t .  In terms of relative bias, the .M-'KI- ' l  estimator of\arianci '  
is Ix't ter than th<' nndtiple imputation variance estimator ba.sed on . \Bli imijutatiou or 
on SABB imj)Utatiou. In particular,  the performance of the variaui*'  estimator for . \ i iB 
for Oi is severelv biased. When Z is always obst 'rved. 0^ is a domain total of indicator 
variable /  (V > Hence, as in experiment one. the . \BH imi)Utation variance<'stimator 
is biased for I herefore. even tlu)Ugh we know that ) and /  are independt ' i i t  within 
a cell ,  we have to use the value of /  for the imputation of Oy WIKMI we us*' the multiple 
imputation. 
riie relativ«'  bia.si 's are generall\  large for the S.XHB estimator liecause the sample 
size in each imputation grouj) usetl  for S.\BB is not large enough to ensure small bias 
of the multiple imputation variance estimator, lor the r«'lative bias ol the S.\B[J 
estimator is not a.s severe because the negative bias due to small sample size within a 
cell is diminished by the positive bias due to the domain estimation bias. 
One might argue that the comparison is not fair b<'cau.s«'  the .ABB and S.VBB impute 
marginally whilo the .\KKF1 imputes jointly for elements with both V and Z missing. 
Hence, we made another simulation where everything is the same except that Z is always 
observed. Table 10 and Table 11 show the simulation results for the paramet«'r 0^ WIH'II 
Z is always observed. In this case the fractional imputation procedure is fully efficient.  
.All the imputation methods are performed marginally within each cell .  The simulation 
I OS 
results ill  Table 10 and Table 11 demonstrate the superiority of I 'KFl for 0^ under the 
conditional independence model.  
Appendix 
A. Calculations of the Variance of the PHDI estimator in Experiment One 
Let the full  sample estimator for the m<'an of ) '  be 
0 = —.1/1 + — ly... (A. 1) 
II  II  
where f/i  and ii> are the number of sami)les in cell  1 and in ci ' l l  J .  respectively. Note 
that ill  eNperiment one ii{ ami ii> are raiuloni variabU's with l '^(ii\]  =• /-  (".>) = I).• ') ' / .  
I ' l ider moth'l  (().7S). the variance of the full sample estimator Oi of tin'  | )arameter Oi 
IS 
=  n ' "  ^ \ ' ( r t i f i i  +  n , f n }  +  I :  - h  l i  
= ;i"' |u.•_'•') (//| —/!.>)' + O.-'xTj"' + 0..jrrT| 
0.0282^) if //  = (iO 
(A.-J) 
0.01115 if n = 120. 
We assume that '2in.j  = k,,  x r . j  + t . j  where h.j  and t . j  an- integers and 0 < /j  < r. j .  L<'t 
the imputation be performed such that of the respoiulents are used + 1 t inu's for 
imputation and r.j  — t,j  units are used kj t imes for imputation. 'The t.j  of the respoiulents 
that are used k , j  + 1 l imes are chosen by simple random sampling without replacement. 
Let </, = 'AJ b«» the number of t imes that unit i  is used as a donor. Then, for unit 
i  € .I f t  n  [ J ,  
El (il,) = + r~^l.j = '2r~^rn.j (A.:}) 
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Cur I (</, .</j)  = (A.-t) 
and 
(l  -  r; ' /J if i = j  
ir I ^  J-
\vli( 'r«'  the (lislrilj i i t ioii  is with rcspcrt tu the imputation inciliHiiisiu. conditional on 
iuid iii . j .  
For missing data, tlu'  IMIDI estimator lor tin- nu'an ol )  is 
" i  " j  
" I 'UDi -  — i j ' i i  + — 
II  II  
where 
! J i i  —  " i  '  5 3  - I ' l l  I f  I  ( I  +  U . • • ) < / , )  ( / ,  
. = 1 
rt  
i j . i ,  =  h J '  ^  ( 1  +  0 . • ' » / , )  l y , .  
i = i 
and r. i  and .r. j  is t i ie indicator funt tioii  of rcll  one and cell  two. respectively. 
I ' luier model ((i .TS). lh«'  variance of i^'  
^ {^x.l 'HDl) — "  * (^ ("i/ ' i  + "j/ ' . ' )  + /•- ("i '"i  ' ) ' ' •? + ')  
U.0127G if II = (iO 
^0.021:1}) iff! = 120. 
hy (A.3) and (A.-l).  
B. Calculations of the Variance of FEFI estimator and the expectation of 
Rao-Shao estimator in Experiment One 
For missing data, the FFFl estimator for the mean of V is 
f f F E F I  =  — U H l  +  — U H i -
n n 
( B . l )  
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where ym and yn< are llie simple means of respondents in cell  1 and in cell  "J. respectively. 
L'nder model (G.7S). the variance of fJi, /  / , / . /  is 
^ [ O l . F U h l )  II ^ { V  ( / i i / ' i  +  +  / • - '  ( n f r ,  ' )  T f  - f -  / • ;  ' )  o - j j  
i i  -I 
u.urjo: if;)=(i(} 
0.U21U1 if/(  = riO. 
Hie liao-Shao jackknife variance <'stimator for tl ie estimator in tlu- form (IM ) 
has 
i  he relative bias of the jackknife variance estimatijr conu's from the approximation 
C. Expectation of Variance Estimator of the ABB method in Experiment 
One 
After the ABU imputation, the imputed estimator usinii;  M repeated imputation can 
be written as 
w1km>' (//(; .) ,1 and i//(t) . j  is the mean of the imputed values for the Ar-th repetition of the 
•ABB imputation in cell  one and in cell  two. respectively. .Also, nii  and 1112 is the number 
of nonrespondents in cell  one and in cell  two. respectively. 
U.UI.T)! ifn=(iU 
U.O'JliW if/i  = lJO. 
II  II  
—  I  y  *  ( I  l i l  t \ 
E + -mu) • 
I 'siiig ll io ri 'sult  of Appeiulix A of Uul/iii  ami SiluMikor ( \vc iuivi '  
i^!Jl{k). i i  I — Ulhj 
^{ulikij  I V'ufc,) = (^ -  ' 'J ')  
I  , ,m.j 
where = {(' .  V,) :  i  € -!/<} ami .sjY/ sainple variance of the resi)oii(l«Mits in cell  
/ / .  Hence. 
I v:,/,,)} + i:{\ '<tr (Oi.  wHM I Va,)} 
Therefore, under model ((i .TS). 
\  [ f h . A H h )  
=  i i  •  <  i  +  i i  • f l  ' )  +  ^  / • -
I :v=' 
0.0 Ui") if n = (iO. .U = ;{ 
O.O l;M2 if N = (iO. . \ /  = 10 
= < 
0.0-2:Ul if n = l iO. . \ /  = ;{ 
0.0217-J if/ /= 120. . \ /  = 10. 
To calculate the expectation of the variance estimator of . \HH estimator. \vc n<'ed 
t lu'  following lemma. 
Lemma C.l that th( Jir. f t  r . j  (Imifnt .s  in ctl l  i j  an vtsponiling and t in rtst  
ni, j  = ii. j  — f j  an nii . '<sirti j .  l . t t  ) ,  bf thi  ob. 'ytrvtd ralt t i  of  t in i- th unit ,  i  = 1 . 2 .  .  r  j  
and ) bt  t in imputtd cnlut associattd with t in j- th unit  for thi  h-th vtpft i t ion of t in 
Aim mtthod for j  = r^ + l . --  -  ,n^ ami t  = [.•••  .  M. Thtn.  undtr tht  ct l l  nnan niodrl.  
w( hni ' f ,  for i  and j  in cell  g,  
= ,;V» (c.i) 
+ ^1/ -1 
.11; i i i  
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and 
rr- i f  j  = j '  and k- = k-'  
( - ' • 7 '  ~  ' 7 ' )  ' f  J ^  j '  
, f  k  ^  k' .  (( ' .2) 
Proof. Li'l  \ \ ,h,  Ix'  t i le sot i)f rc 'spoiulmts and Ix'  tl i«'  duiior set of size for 
the A--tli  r«' i)«'t i l ioii  of the Alili  i inputalion. 1 lius. in t l if  A-tli  rt ' i jctil ioii  of t in'  Alili  
i i i ipiitatiuii .  \vt '  f irst  scU'cts from Y,h, and tlu'u sclocts j  = r.j  + I.-- - . / / j .  Lrt 
^ '(k) '•*'  nu'an of tli i-  st ' t  Xutf that 
(^^yC.)) -  /':/  
and 
I =  1  { / • • •  I  }  +  /•: (v;-„ 1 i ,.,)} 
=  1 . , ( I  
. I - I J - J i 
= - '-J ''•J 
Also, for k k' .  
( 'or{i-:  (v;,;.,. | v^b,)} + (•:{rm- v;,;.,, | 
l o r { V « j }  
' j  ' ^  r  
Now. for I  — 1.2. • • • .r . j  and j  = / ^  + 1 .  • •  •  .  
C m - =  c  v { ) ; ,  I  
= C ov 
- '  u 
ii;{ 
To show (C'.2).  first  note that .  iuo clistrihutcd iiKU'ixMKleiitly toiulilioiial on ^ 
So. for k A'.  
A k ) - ^  ~  ^ I  • A k ) )  •  j ' { k ' )  \  
((•.;n 
aiitl .  for j  ^  j ' .  
I lu 'rt 'forc. the ( '(niality (( ' .• '{) aii<l (C. t) lead to (C. 'J).  
I 'sii ig (C.l) and (( ' ."2).  wr have, up to ortU'r i i~'  term. 
K ( \ \ ' m )  =  I I  '  ( i i \ f i \  +  i i : H > ) +  Y 1  
j=i 
I I , +  2 -
in.  
_ ^ i )  
II /  
( ( M )  
and 
(C.ti) 
1.7=1 \  
1 hcrcfori*. tho overall  expectation of the variance estiniator is.  up to order ii~'  term. 
(r\/ /)  = " ("i/ ' i  + "j/ ' j)  
j=i 
(T* 
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labli '  Mean, variance, antl slaiidardizcd variaii<<' of the [joint cstiina-
lors under tlu'  four tlifFcrcnl i i i i j)ulation scln'iiu's in exiJeriincnt one 
(lU.UUU sanipU's).  
n l^aranu'ler Iinj)Utation Scliemc .Mean \  arianre St d. \  ar. 
I M I D I  {.;U) ().0l;{7 io;{ 
I ' K F I  {.:U) O.OIL'-J 100 
o^ . \Mli(.\I=;n {.;U) 0.0170 1 1 1  
. \HH(.\1=1U) {.:U) o.oi;{s 101 
I M I D l  j . ;w O.lLM I K i  
{.;{0 0.101 100 
(iO 0, . \ l i l i(M=;n {.;{() o.rjo 1 l . j  
. \UH(.\I = I O )  {.:U) 0,110 10(i  
O.Ui O.OOiMO io;{ 
O.Ki o.oo;{:n 100 
<h O.Ki o.oo;{72 112 
. \MB(M=10) ).l(i  O.OOiJU) 10. ')  
I ' l l D l  {.;{o O.O-J-JO 101 
l - K F I  {.;{0 0.0212 100 
{.;}0 o.o2;{N 112 
. \HB(.\I=10) {..{0 0.02 IS io;{ 
I M I D I  {.;{0 0.0. ')S7 112 
I ' K K I  l:W O.O.Vi.^ ) 100 
120 0, . \BU(.\I=;M {.;KI O.OoS.l 112 
.\BB(.\I = 10) {.;jo O.Ool 1 10:{ 
P I I D I  O.Ki 0.00172 102 
F K F I  O.lt) 0.001()8 100 
0, .\UH(.\I=;J) O.lli  0.00 IS 1 110 
.•\nB(.\i=io) 0.1(iJ 0.00171 102 
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ral)lt '  1 NU-aii.  r i ' lativc ijias.  variance, staiulardizril  variaiuf uf the variance 
c^titi iator ij!  rxpcriiucjil  one ( 1().0()<) >;an!|)! ' '< ).  
n .Mctlux! .Mf-aii  H. B. \  arianr*'  Std. \ 'ar.  
PMDl u.oi;{7 O.UOO 1.5 X 10"'  115 
I 'Kl ' l  u.0i;57 O.OiJ.j  1.1 X 10"'  100 
O.OI.j . l  5.2 X 10"'  ;}77 
. \ lUi(M=lO) U.01-i:{ -O.O.T) 1.8 X 10- '  i;{2 
IMIDI O.lSl 0.1!). ')  ' ) .G X 10" '  250 
l-KKl 0.11 1 ;{.8 ^ 10- '  100 
()U Oi 0.17S 0. ISS 12.0 X 10" '  ;{11 
. \Mli(.\I=10) 0.1 (iS o.. ') ;ui G.li  X 10^ '  171 
IMIDI o.()o:{;{s -O.UOl 1.1 X 10-" ION 
KKI'l  0.00:M0 0.028 1.;} X H)- '- 100 
0^ o.oo;{.") -0.0-17 1.2 X 10-" ;{21 
. \HB(.\I=U)) 0.0():{2S 
-0.0G2 l.G X 10-" 12:{ 
PHDI 0.02IG -0.018 1.8 X lO""'  111 
FKFl 0.02 l. i  n u l l  l .G X lO-"'  100 
0,  0.02:n -0.02!) 10.!) X 10-' '  702 
. \BB(.\I=10) 0.021. ')  -0.011 ;{.o X 10"' '  1!)1 
IMIDI 0.0S81 0.1!)!) 10.:{ X 10" '  2!)7 
F K F l  o.ooij;} 0.011 :{. !  X 10"'  100 
120 0,  . \BB(M=;J) O.OS.^). ')  0.1G2 15.5 X 10"'  11!) 
. \BB(M=10) 0.081;} 0.r)02 7.0 X 10- '  20:{ 
IMIDI 0.001()8 -0.025 l.G X 10- '  112 
FKFl 0.001G7 -0.001 1.5 X 10-'  100 
0,  ABB(M=.{) 0.00180 -0.01!) 8.0 X 10-'  5U) 
.•\BB(.\I = 10) 0.001G8 -0.020 2.5 X 10-'  1G7 
l is 
lahlc ") Staiulardizecl nioaii (M. width, standardized variance of (".I.  width, 
and coverage in experinn'ii t  one (10.000 samples).  
n .Method Std. .Mean Std. \ 'ar.  ( 'o\ '  rage ( ' /  ) 
IMIDI 100 112 )5.0 
I 'Kl-M 100 100 ):).5 
. \Bn(M=;i) 109 SO!) ):l.s 
AHH(.\I = 1()) 97 i;{s KJ.S 
IMIDI 120 i.ji )7.;i 
i"i-;i"i 100 100 )l.S 
(iO 0, i;{0 ;{i(i )(i.7 
. \HB(.\I = I O )  120 I K i  )7.;j 
IMIDI 100 lOS )2.9 
I 'Kl ' l  100 100 )2.!) 
Os ABB(.\l=;l) 109 )2.."i 
ABB(.\I = U)) 97 1 2 1  )1.1 
IMIDI 100 120 ).').0 
FKl'l  100 100 )r,.o 
Ox ABB(.\1=;{) l i : {  Ui;{7 ):{.!) 
ABB(.\l  = m) 100 209 M.ti 
IMIDI 129 1 7 1  )7.S 
I 'Kl- ' l  100 100 M..') 
120 0: ABB(.\I=;{) I;M )7. j 
ABB(.\I=10) 12:{ i;U) ).S.U 
PllDl 100 1 1 1  );{.9 
I 'KFl 100 100 );i.9 
0-,  ABB(M=;5) 1 1 2  I I K )  )2.S 
ABB(.\I = 10) 100 171 );}.i 
Table C Population |)aranieters for simulation in experiment two. 
Cell (g) P'J 
J 
C.\.j 
1 0.1 2.0 1.0 o.;i 0.:{ 0.2 0.2 
2 0.7 l.O 1.2 0.2 0.2 o.;{ 0.:i 
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lalilr  7 Mean, variaiuc. and slaiularclizt ' t l  variaiut '  of tln'  puint estimators 
uiulcr diUfrt ' i i l  i in|JUlatioii  stiiciiics in cxixMiiiicnt two (10.000 saiii-
p i i ' s  i j f  s i / f  l U U ) .  
I^araiiu'tcr l i i ipiitatioii  SciiiMnc .Mean \  ariaiicc Std. \  ar.  
P I I D l  ;{.uo 0.027(i 10() 
AFKFI ;{.uu O.OL'liU 100 
Oi AliH(M=;{) ;{.00 o.o-jsi 108 
AUH(M = 10) :{.00 0.0-J71 101 
SAHH(M= n  ;{.ou O.OL'S.j 110 
SABH(M = 10) ;{.ou 0.0-J7(i 10(i 
I M I D I  U.j ')  0.00;{7() 107 
AFKFI O-.j.-) 0.00:r)0 100 
0. AI3U(M-;}) 0.") o.uo;ri 10(i 
AHB(M = 10) D.r)-) O.UO:{51 100 
SAHB(M=;{) U..") 0.U0;{90 111 
S A I i U ( M  =  l U )  U.") 0.00372 10(i 
P l I D l  1.80 O.O.VjL' 109 
A l - K F I  l .SO o.onof) 101 
0:s ABB(.\1=;J) l .SO O.OoilS 10(i 
ABB(M = 10) l .SO 0.050() 100 
SABB(M=:{) l.SO 0.0. ')(i2 110 
SABB(M = 10) 1.80 0.05;i2 lOo 
IMIDI 0.17 o.oo2o;{ l i : t  
AFKFI 0.17 0.001S7 101 
0.x ABB(M=;}) 0.17 O.OOlO.j lOS 
ABB(M = 10) 0.17 0.00180 100 
SABB(M=;l) 0.17 0.0020.') 111 
SABB(M=10) 0.17 0.00 l!)t  108 
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labli '  8 Mraii.  relative bias, variance, .standardized variaiue of the variance 
evil inin1(»r in evperimeni two (10.000 samples).  
Methofl Mean H. B. \ 'arianc«' Sttl .  \ar.  
PlIDI 0.0277 O.OOG 2.f) X 10""'  1 15 
1-Kl-l 0.02(il  0.020 2.0 < 10-' '  100 
0,  . \HU(.\I=:{) 0.0275 -0.021 7.0 X U)-"'  ;{95 
. \HB(M = 10) 0.02()1 -O.O.T) 2.7 X 10-"'  i ;{5 
S.\BB(.\I=;{) 0.02(i;{ -0.077 (i.:{ X lO""'  ;{15 
.S.\BB(M=10) 0.02r)2 -0.087 2.(i  X 10-"'  i;JO 
PUDI O.OO.Ui!) -0.0 If) 1.8 X 10-• 180 
l-KFI o.oo;}.')2 u.oua 1.0 X 10"" 100 
0,  .\BB(M=;n 0.00:{72 0.00:{ 17.1 X 10"" 1710 
.\BB(.\I = 10) J.00:M8 -0.010 :{.l  X 10"' :U0 
S.\BB(.\I=;{) o.oo;{.').5 -0.0«)U 1. ') .0 X 10"" 1500 
S.\BB(.\1=10) O.OO:{;M -0.102 ;{.o X 10"' ;{oo 
PliDl 0.05(il  0.021 7.(i  X 10" 1 10 
I 'KFl 0.0. ')  10 o.oo:i 5.2 X 10-"' 100 
0,  . \BB(.\1=;{) 0.0. ') .57 0.0:{. ')  10.5 X 10"' '  779 
.\BB(.\1 = 10) 0.0. ')22 o.o;{2 0.2 X 10"' '  177 
S.\BB(.\I=;{) 0.05;{;j  -0.0. ')2 ;{5.5 X 10~' '  ()8;i  
S.\BB(M=10) O.OoOl -O.OOS 1 O V 109 
IMIDI 0.002;{7 O.IG.') : i :2  X 10-" 152 
FKFI 0.001ss 0.006 2.1 X 10"' 100 
0.^  . \BB(.\I=;l) 0.00225 0.117 10.0 X 10- '  170 
. \BB(M=10) 0.00210 O.KSG ;j.o X 10"' l l .J 
SABB(M=;J) 0.00217 0.0()0 9.7 X 10-" 162 
.SABB(M=10) 0.00202 O.O.T) 2.9 X 10-" i;{s 
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ral>lc 9 Stanciardi/oil  i iu'an (M. wicltli .  staiuiarclizocl variaiuc (M. width, and 
covcragf in oxpcrinuMit two (lO.OUO saiuplcs).  
.Method Std. .Mean Std. \ 'ar.  ("overage {'A ) 
PIIDI 102 i:{(i !)5.0 
I"I:FI 100 100 !)5.;{ 
. \ i iU(.M=;r) 105 71!) !)l . l  
AHli(M=lU) 1)S 1 11 Ol.O 
SAMB(.\i=;n 102 (iO!) !);{.;{ 
SAHH(.\1 = 1U) !)7 i;j!) !);}.(i  
PIIDI 102 105 !»i.;{ 
l-KKl 100 100 !)5.1 
0,  AliH(.\l=;{) 10!) 125S !)1.2 
AMH(.\I = 1()) !)«) ;}5;{ !)l . l  
SABH(.\i=;n 10(i ;{7;{s !);{.2 
SABB(.\1 = 1()) !)7 :MS !);}.2 
PllDl 10. ')  1;{1 !)5.2 
100 100 !)5.1 
0,  ABB(.\1=;}) 110 17 Hi 01.0 
ABB(.\1 = 1U) 100 ISI !) | .S 
SABB(.\I=:{) 107 1551 !);{.7 
SABB(.\I = 10) 08 1S2 !);{.N 
IMIDI 112 12:{ !)5. I 
FKI'l  100 100 !);{.!) 
Ox ABB(.\I=;J) l is !)0;{ !)I.S 
ABB(.\1 = 10) 105 m !)5.;{ 
SABB(.\I=;}) 115 87:{ !). '{.  ( i  
SABB(.M=10) 102 i;{;{ !);{.8 
["able 10 Mean and variance of the i)oiiit  cstiniator of 0.x nndcr the three 
dilferent imputation schemes in experiment two when Z is always 
observed. 
Parameter Imputation Scheme .Mean X'ariance 
KEKl 0.171 0.00112 
ABB(.\1=;{) 0.171 0.00118 
0.x  ABB(.M=10) 0.171 0.001 15 
SABB(.M=3) 0.171 0.00150 
SABB(M=10) 0.171 0.00 MS 
ial)l( '  11 Mi-aii  anil  variance ul l l ie variance estimator, the mean leiiffth of 
CI (CI width),  the covera^je t)f !)") V( CI.  ami tlu'  relative bias 
of the variance estimator in ( 'Xperimi'i i t  two when 7. is always oh-
seTved. 
Methoils .Mean \  ariance CI Width ( 'overajfe Kel.  Hias 
KKKl O.UOl 11 7.S xH)-" 0.1 jO 0.!)1'J 0.00») 
0.001G7 17.1 xlO-'* o.i(i;{ 0.!). ')(! 0.1 ;n 
. \HH(.M=10) U.OOKi-J !).7 xlO"' '  O.KiO 0. !) ') .•) o.rj;{ 0.001(i;{ 11.7 xlO-"* O.Kil 0.»).VJ 0.0!)2 S.\HH(.\I=1()) 0.00 KiO i).r, xio-'* 0.17S 0.f)l(i  0.0S2 
REPLICATION VARIANCE ESTIMATION FOR 
MULTI-PHASE STRATIFIED SAMPLING 
A paptT to l)t '  sul)initti ' ( l  to Joiinuil of ll ic American Statistical Association 
.Ja«'  Kwang Kim. Alfredo Navarro, aiul Wayne A. I ' l i l ler 
Abstract 
In two-phase sampling, the secoiul phase sample is often a stratified sample based on 
the information observed in the lirst phase sampU*. I 'or the total of a population char­
acteristic.  either th<' double expansion estimator or the r<'weighted expansion estimator 
can be used. 
In this paper, we propose a consistent replication variance estimation that is applica­
ble both to the double expansion estimator and to tln'  reweighted «'xpansion «'stimalor. 
The first phase sampling design is any design for which an unbiased replication variance 
estimator is applicable, fhe proposetl method can be extended to the nnilti-phase sam­
pling. .-\n application to the 2000 Census .Accuracy aiul Coverage Kvaluation survey is 
described. 
A'ti/  \[ 'or(L :  X'ariance Estimation. Double Sampling. Double Expansion Estimator. 
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1 Introduction 
I wo-pliaso saniprmg. also known as double sampling, can be a cost-effective tech­
nique in large scale surveys. By first selecting a large sami)le. observing clu>ap au.xiliary 
variables aiui then by properly incorporat ing the auxiliary variai)les into the second phase 
sampling design, we can protluce I 'stiniators with smaller variances than those based on 
a single phase sampling design for the same cost.  In one of the common procedures of 
twi>-pha.s«'  sampling, the second phase- sample is select«'d usiiig stratified sam|)ling where 
the strata are created after observing the first | )hase. 
Rao (li)7iJ) and Cochran ( 1!)77) give formulas for variance estimation when the first 
phase is a simple random sample and the second phase is stratified ranclom sampling. 
Kott (11)90) derived a formula for variance estimation WIKMI the first phase is a strat-
ifii ' i l  random sanq)le anil the second plia.se is a ri '-stratiliecl random sample bas«'(l  on 
lirst-pha.se information. Uao and Sliao (1992) proposed a jackknifi* variance estimation 
method in the context of hot fleck imputation wlu're the second plia.s*'  strata correspond 
to imputatioti  cells.  Binder (199G) illustrated a "cookbook approach" for the two pha.se 
ratio estimator. Binder et al.  (1997) derived formulas for variance «'stimation for var­
ious estimators for two-pha.se re-stratified sampling. f '"ull«T (199S) propo.sed a replicate 
variance estimation method for tl ie two-pha.se regression estimator. 
. \mong the cited methoils.  otdy the Rao and Sluio (1992) method and Fuller (1998) 
method are replication methods. One advantage of using the replication method for 
variance estimation is i ts convenience for a multipurpo.se survey. That is,  after we crt 'ate 
the replication weights,  we can directly apply the replication weights for any variable. 
Let the finite population be of size .V, inde.xed from I to .V. and let the finite 
population be partitioned into G groups, which we call  the second pluise strata. The 
information about which group a unit belongs to is not obtained until  the first phase 
sam|)le has been observed. 
125 
Let l l ic paramctiM" of iii t«'rcst bo tlio population total V = Z],=i Uf where y, is the 
study variable ami .V is assumed to be known. Suppose we hav»' a |)rol)ability sample 
with the st ' t  of iiuliies . l i .  and observe y, on every element of the sample, tlien 
>i = 
•€  t i  
wheif (c, — [Pr(/ c .l i i j  i> ail  uiibict>ftl  fstiniatur u f V. 
Now assume, instead of dir«'« t |y observing ij,  lor / € . \ i .  we observe 
J-. . . r .f ,)  ((".2) 
for all  /  t  .li .  where . r , . j  tak«'s th«'  value one if unit i  belongs to tln> y 'h 5j;roup and is 
/.<'ro otln'rwise. Assinn*'that •' '••i  — '•  
Let a subsainple .l.> be sele( l«Hl from th<' first  phase sample . \ | .  I.«'t  
ir '  = [I'rC € .tj I I  € - l ilp' • (('.:{) 
[,et III J  = -' ' i j  ^1"'  number of lirst  phase sam|)le <'lements in grouj) ;/  and fj  = 
iiiKi'her of second phase sample elements in group ( f .  If t he second |)has»> 
sample is selected by stratified random sampling, w' = 
In this case, the groups are tlu'  second phase strata. 
Ciiven the described two-phase sampling, an unbiased «'stimator for the total of V is 
Yi = "' '" ' . 'y '  = 51 "'V" 
.6.>i 
where .Ij  is the set of indices for the second phase sample and o, = u'.ir , ' .  Kott and 
Stukel (1!)97) called the estimator in (C. l) the doublt t j imnsion estimator (DICK). 
•Another important estimator for t i ie total of V is 
= 5^ iy , .  (C'.o) 
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wlu'iv 
,= i K H j e  h  ' ' ' j  ' j j /  
Kotl and Stukc'l  (1997) calU'd tl if  <'stimator in (( ' . ' ))  tlu- nwaghlnl  i  J imnsion estimator 
(RKK). 
Kott and Stukfl (19!)7) fxainiiu'd possible replication metiiotls for estimating the 
variance of the double expansion estimator and concluded that th«' jackknife methods 
they coiisitU'retl  caniu)! be used for <'stimatiiig the variance of the doubh- «'xpansi(jii  
estimator. l*or the reweiglited expansion estimator, t lu'  r«'i)licatiou method proposed 
by Rao and Shao (199"2) produces consistent variance t 'sti inat«'s.  In the next section, 
we discuss asymptoti*'  |)roperties of the double ex[)ansion I 'stiinator and the reweighted 
expansion estimator, in section -l.  we discuss the replicate m«'thod lor e 'stimatinfj,  th«'  
\ariance of the reweighted expansion estimator. In section I.  a consist<'nt r«'plication 
variance estimator for the double expansion estimator is pro|)osed. In section ') .  the 
reijlication nu'thod for two-pha.s«> sampling is extende<l to multi-phase sampling. In the 
last section, an ajjplication used in the JOUU Census is described. 
2 Asymptotic Properties 
In oriler to provide asym|)totic properties of the estimators, we slightly extend the 
notation as follows. \\ '<'  assunte a s«'(iuence of samples and finite |)opulations such as t hat 
described in Kulh'r (197j).  In this paragraph, we outlin*'our assumptions. Let {Ci}„rri 
bo a se<[uence of populations, each having //„ > // , i-i  strata of size .V,,/ ,  and (!„ > 
groups of size whc're tin* groups can cut across the first jdiase strata. .Associated 
with the j - th  <'lement in the population Cn vector 
of group indicators of dimension Ci,, .  and the study variable ij„j.  . \ssume that the 
population size .V„ increases a.s i t  increases such that the limit of . \  ~'n is a finite fraction. 
Let = {{xi.ij i) .(Xi.yi).--- .U\n-ySn)}- = E;l"i • '•n.a!/, . .  and V,. = E.="i !/-. .•  
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riuMi. V'„ = \ ,t, j  bt ' t  auso a unit Ijcloiigs to oiu'  and only one group. 
riio first  phase sampling design consitU'recl is fairly general.  Let . \„i he the s«'t  of 
indices for the first phase sample selected liy the first plia.se sampling design from the n-
th linite population i, '„.  Let u'„,  be the sampling weigiit  of unit y,, , .  Define the cjuantities 
i)asecl on the full l irst  j ihase sanijile 
•l/ . i  ;!  — ^ " " 'ni ' ' ' i i  c  I 
^ r i ' / l  — " fii*'  uriUni '  
and 
^ ' . /I  = ^ •• j i -  (( .  I ) 
wlu're we use the subscript 1 to emphasize that the esliiuator is based on the lirst phase 
sample, . \ssume 
and 
\  u r  i  . v . : '  )  I  J  =  O  ( n - '  )  .  ( . l . J ) .  
.1.1). 
In particular,  we assume the order of the within-groiip variability of an estimator is the 
same as that of the overall  variability. Thus. 
E V-.i) '  I = 0 (,r ').  (.\ . -2b) 
.Also, we assume 
•\r't .  >'4' (1 ..V. I = o (/,-'). (,1.2,•) 
7=1 
.Assumption (.A.2c ) does not directly follow from (.\ .2l)).  If we assunn' that the variance 
of the ratio V'„ji  is appro.ximated i)y the linearized variance iu each group so that we 
have 
i/- , ,)  I/- , ,))  =<,(. ,- ' .V,;).  [A.>.i) 
7=1 
where then (A.2b) and (.A.2d) imi)lies (A.2c). 
Remark 2.1 Assumption. '^  (A.Jb) .  (A.Jc) .  and (A.Jd)  art  t jpnsstd in  hrnis  of  l l i t  
n ioni fnt  condi l ioi is  of  satnpl t  t s t  iniators .  I f  sni i ipl t  variai ic f . ' '  <ir t  i i tc tr .s t l i j  proporl ioni i l  
to  santpl i  s iz ts .  I f f  can wri t f  t in  condi t ions in  t tr t i is  of  t in  populat ion charact i  r is t ics  
and thf  nal izat ion of  t in  j irs t  pl iast  sninpl i  s iz is  in  lac/ i  t j roup.  Hit  condi t ions an:  
= I.U'I 
j=l 
and 
I 
Yi {i jn ,  -  Vn:,)  = O ( .V„ ) .  
J=1 
u ' Ik  n (A.Ji}  and (A.Jf)  assuns that  no s inyh obsi  rrat ion is  i tnporlanl  in  t in  wii t j l i l id  
sunt  V; . i  = and (A.Jf j )  n i ians that  t in  iv t i ' jh i td  art  nuj t  o f  wi t l i in-yroup 
fourth mointnts  is  boundid.  
In t lu'  s«'ajiit l  |) l ia.sf sampU'. a stralilu'cl iiunii 'placciiU'iit  raiulum sample is sclcctc'd. 
when '  r lcmcti ts  ar t '  s f lcclrcl  f rom tl i< '  l i rs t  phase cl tMiu ' iUs in  group ( j .  Let  a„> 
be llu'  scfoiid phase sample iiidirator of unit Since we assume etpial prohahility 
nonreplacement select ion in each group. \v<' write 
rti I ^rt  • u 1 • '  ) — fiY '  rii^ ( .  l . 'U/ ) 
J=l 
and 
Ll '=l  (l  -  -l-nrj  if  '  = J 
( A M )  
- E,v=l Ulnj ' t j - i 'n . j - l -nj , ,  "if '  J-
where /•„ = (r„i. '"nj.  • • • . rnr;, ,) .  Let . l„2 Ije the set of indices for t l ie second j)liase 
sample. Define the second pha.se sample estimators 
^ ngi  — "'ni' ,1,; ri;/-''iiijl/rii 
I € -l ti  J  
C  o r  { ( i f n *  \  n • I • O ^ 
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and 
^ <i>j2 — -^^1,^2 ^ ' ly j -
where we use the siiliscript 2 to emphasize that the estimator is liasecl on the s(>tond 
phase sample. I he RKK in (( ' . ' ))  ran be written as 
r ; . .  
V Fir = ^  (( .S) 
J=1 
Also, the DKK in (C.l) lan he writl<'n as 
>: . , /  =  ( ( • . ! ) )  
7=1 
By (.A.- 'Ja).  we have 
I'- ^ ^ Ai'y2 • ^ '1.72 ^ I fi  •  1 •  '  n ^ ^ - ^ 71 .  ^  uj I ^ • (C.IU) 
where the expectation is taken with res|ject to the second |)ha.se sampling, with lixed 
second pha.se sample size. We ti.ssiinie that the ex|)»'(  lation of the conditional variance 
of the DKK due to second pha.se sample selection is the same order of the variance of 
the estimator ha.sed on the full first  phase samiile.  Thus. 
I: 
.Mso. we assume 
h 
• I^.j  = o(,r ') .  (.1.1) 
'  = c;(n- ') .  (.1.16) 
For simplicity, we assume that the number of elements in the secoiul pha.se sample is 
the same order as the number in the first phase sample in each group. That is.  there 
exist positive constants C'l  and C'l such that 
< "'na' 'ni/ < ( 
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for all  (J = 1.2. • .  (I 'n ii i i t l  for all  i i .  
To rnlculatc tlio bias and variaiico of the UKK. wo use tlu'  following assumption. 
I - v i ) .  (.1.5) 
From (A.')),  it  is uiulerstood that the weifflilcd sum of the scpiares ol conditional biases 
of is at must the .^aiue uiiler a.-,  the wtMghleil  .- .uni of variances of V Also, we 
assume 
/•; 
a,. 
T.  >'4 - >«.)' 
.7=1 
r.. = o (,r-'.v,;) ( A M )  
which is a higlu'r moment versiun of 
Another iinportant assuin|)lion is 
.Assumption sets some restrictions on the relation between the sami)le size in each 
group and the inimb«'r of grou|)s.  Also, we assinne 
/•; I j=\  
\ l ,  ,> -  Mu, nu\  
M,„ 
J".  = O (.\ .(i6) 
which is a higher moment version of (.A.G). 
1 he following theorem provides asymptotic proix-rtit-s of tin* HKK and the DKK. 
Theorem 2.1 Lit  Ihf  s f q u t t m  ofj ini l t  I jopulat  ions  dud sain pi ts  bt  as  dt  scribt  i l .  l . t tWir  
bt  Hit  REE iUjimd in  (C.SI  and Id V, , , /  b t  t in  DEE di f intd in  (( ' . ! ) ) .  Ci ir tn  assumptions 
(A.I) .  ( . • \ . - ia) . ( . \ . ib) .  f . - l . - j j .  and (A. t i ) .  
ElVnrlJ 'n) = V ; .  + O ^ .V,.) (CMl) 
and.  undtr  ( . \ . l )  and ( . \ . . ia j .  
E {Y .ni I JF,.) = v;.. ( (• .12)  
i ;n  
I  ' l id t  r  (A.  ia) .  (A.Jb) . (A. ' ' ) ) .  (A.obj .  (A. l i ) .  and (A.Ob).  l lu  rariann of  UKK 
\  a i  ^  V  nr Fi ^ ^ ^ ^ n 1  ^  
+  — I "  
^ t l 'J  t l 'J  ,  
M t i f  J  t -f. .  V,;) 
1/7) (  n 
it' 1 n IJ r  • )  I  ( ' " < 1 7  1 )  I i f j  
'€ IRI I 
. l /fii  ^ ic; • 
( ( M l )  
tmd ) '„j  = M„j)  „i  i> t i l l  p f fpuldl ion ni tai}  of  Um ( jrouj)  ( j .  
I  tn l t  r  ( t .s . ' i t t i i i i ) l ioi i . -< {A.  in}  and (A.  ib) .  I fu  rnri t i iKi  of  I )hi .  i ."  
r,„- (V:.,  I/- , ,)  = r,„- (V;„ j^.) + /•; 1  FJ U V;; I 
u-h • in  n  
(7 
"" vjl ( '" ' i .V ^ ' 53 
• 6.1 ti I 
• '  r i i j  " fii / /rtl  J  J I 
( ( ' . 1 ' ) )  
Proof. \ \V' i irst  cxpri 'ss REK as sum of two terms as 
V rir — l \  + Qri- (C.IU) 
wlierc 
i \  =  E { u . , , v ; ,  + - . u „ , , v ; . , ) }  
j=i  
Q~ = E {y. . , ,  -  v;„).  
7 = 1  
The Pn is clerivecl by using the Taylor expansion of V'„r with respect to V  , ,^2) 
at  MnjA'nj) and the Q,^ is the residual term of the approximation. 
By (A.I) ami (A.;}a).  I \  is unbiasfil  for V„. So. to sliow (CM 1). it  is eiiough to show 
that 
=o( /rjx.) .  
Now. hy tho Schwarz iiiccpiality. 
a.. 
;=i 
< E'•••{(.>'  -I .^y^'{(>•.«->•„) I 
Ifi  j2 ^n;i I 
((M7) 
7=1  
<  ' e '  - -
7=1  
•  I r :  
A/,. ,  
^»ti 
. 7=1  
( ( M S )  
uhcrc th»' last i iu'ciuaiity in ( ( M S )  can IJO proved Ijy applying Corollary 1 l . l(). :{ of 
llarvillc (1*)97). The first terni in the right siilc of ((MS) is 
— -UM;! 
u k  
J=l M 
J" .  
nj  
= E'-
7=1  
= '^(1).  
by (.A.ti).  The s«'fond torin in tlu'  right side of ( ( M S )  is of order (^(;)~'A,f) hy (A.')).  
Hence, the right side of ((MS) is tin* product of the o(l) term and iIh'  O ^/i~jA„] term. 
T h e r e f o r e ,  w e  h a v e  ( C M " ) .  
The nnhiasedness of DKK follows directly froni 
(• (v'nj I r,) = E { E  (v;., i r) | j^] 
= A(V;„) 
by (.\ . ;k).  Result (CM2) follows because y„i is unbiased for V'„, by (.A.l).  
Wo now coiisiilor the VHiiaiicc of liKLC. Note that 
(V'„r 1 /"M) = ^ (/^M I ^M) + ^ (t}..  I ^n) 
+2Cur {^l \ ,  Q,^  I ^„)  • 
I lu '  \ari<iu«.t '  uf / '„ i>i i l t ' rotiii><.j>»*tl i t i lu twu jjarl. i .  
1^,. . .1,  
+ h{\  nr( l \  
Now. l)y (A.. '{!)).  we liavi '  
\  (it  ^  V ,1 Y J \  ,i, j  \  I nj2 I ^n* • ^ FI I • ' ^  
"';J 1)- '  
\ ' -nj  ">njJ 
^ • ' ' n i y  l " ' r l l < T l l j  ' " r i 7  
\  Jt.lt i l  
wluTo t , . , .  = y„. -  v;.j .  SiiKT 
\j6 tnl 
"J' "JV .  1 /•, .  = 0. 
the riglit  side of (C.22) is dominated by 
"Iny ( ^  -  D" ^  -^n, jK. f  i , •  
VnJ ' "nj  
( (• .19)  
By (A..{a) ami (A.^lb).  
/• '( / \  i JT,. .I ,(c.-ji)  
I «r (/••„ I-F,. .  .1, . , .  r)  = '^\ '<ir (\„j> -  \ |  JT,.. .  l„i  • ' ' )  • 
(C.22)  
lIciKC. inserting ((".21) and (( ' .22) into (( ' .20). we liavc 
f.M 
'  V'.3 " '~j /  
-p. V,;) 
. \u\v. for the variance Q„. by tlie Scliwarz ineciuality again. 
(q- I /• . .)  
= /•: 
< /•; 
< f:  < 
X I-: 
(!„ 
E (•""»- -  Kx) (»•„; - v„„) J".  
.7=1 .7=1 
J^n 
E 
.^=' 
V;„ 
y=i 
by (.v..5b) and (.A.Gb). Since we have (( ' .17) by (.\ . ' ))  and (.\ .(i) .  
r<ir (y„ I r . )  = /•;  [ i j i  I / •„) + {/•; (y„ i J-, ,)}"'  ="v,;) 
anil by the Caurhy-Schwarz ineciuality 
cov[K.Q,Ar,)  =o(n-' .v,:) .  
Therefore. (C.I.J) follows because 
Var (V;,,  I Tn) = V «r (A. |  J",)  + o '  .V^) .  
For the variance of DEE. since 
(^»n 
^  nJ ^  t i  ^ni / l )  ^ ' i l  
((".2;{) 
j=i 
I .Jo 
using (A.3a) and (A.. ' lb),  vw have 
v «/- |>„,i  1 : r„ |  = I firlv",.!  1/",»} 
+ A' '  \  (ir  (V„jj I .  r)  i I  .  
..v=i 
l ly (A.;lb).  
\ ' i t r  { )\ j ,  I = i i i i j  1— '  _Li  i  ^ n t ,  i j j  i  
wluTi'  
' )  I  /yr i i  ' "117 Xw njj ' t 'n j  f j l l j  
»€ A»,i \  j€ l.i i  
Remark 2.2 Mf i l lustrah <i rnsi  w Ik i i  (A. ' )}  ini t l  (A.d)  holds  ford, ,  = If  <tl l  
I  s inclul toi i . -^  t j ' i s l .  i j  
/•-• - v;., I /•... .1,.,. '•) = o, ('•:;) ((m> n 
and 
/•- I (V MjJ - V m^i) I /•„. .U.l. ''I 
= M-;\  ar  {v; . , ,  -  i . i„ , .  ' •}  + o, .  (>--;) .  ((" . 'Jo)  
i f  t in  Cr', ,  ct l ls  art  of  tqual  s iz t ,  i f  r ,^ . i  i s  Iht  sani t  for  inch al l .  and i f  r„j —> rc as 
n -> DC. Ihdi (A.-5) and holds IIAM.SI 
=0(6', : ' )  (C.aG) 
and 
= o (re) ((••27) 
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To st(  l i l ts ,  l ln  oriU V of  t in  l inn in  tht  I t f l  .s»/(  o f  (A.- ' ) )  i s .  by (C' .J . j ) .  ( ( ' .JO') ,  and 
(C.J7) .  
L  ( ' • • • " " ' • V , ; ) .  
.7=1 
U f i u t .  ( A . - ' j )  h o l d s  f o r d , ,  =  H i t  o r d (  V  o f  t i l l  h  n i i  i n  l l n  l i f t  s n h  o f  ( A . f i )  i s .  
by  (( ' .J .5) .  (C. ja) .  and (( ' .J7j .  
.7=1 
l i t  in t .  (A.( i )  holds  ford, ,  =• o(^n^^.  
3 A Replication Method for the Reweiglited Expansion Esti­
mator 
I,»' l  t lu '  rt ' | ) l icati '  variaiue f^tiii iatur for tlu- coiiii j lctc sain[j |<* csliti iator K„i in (C.l) 
be writti ' i i  of tin- form 
*.=1 
wlierc is the A'-tli  version of V,,! leased on the oijservations incluch'cl in the A--tli  
replicate. is t l ie nuinl)er of repliralions. and is a factor associate*! witii  replicate 
A- and tiie replication nietiiod. Phe A,'-tl i  replicate for the coiupU'te lirst  phase sample 
estimator he can be written in the form 
r , l f '  =  E  « • » )  
'€-lnl 
where «•[*•'  cU'iiotes the rei)licate weight for the /-th unit of the A,-tli  replicate. 
The construction of the replicate variance estimator in (( ' ."JS) is possible, if the 
sampling design is measurable. See Fay (1989). Tor example, consider a simple randan) 
sample of size rt with tr„, = iTK Then, the jackknife variance estimator is defined by 
V.Vi 
Ln = n.  i \k  = (1 -  .V,;  ' " )"  '  -  n ainl  
(M — 1) '  if / ^  A.-
0 if / = k. 
Ufiicc. a replication nu'tliod consists of the nuinljcrof rcijlicatcs. the r( ' | ) l ication factors, 
antl  the re|)lication weights.  In particular,  when the saniijling rate in each lirst phase 
saniijling stratum, tleiiiied ljy /„/,  = A "//!/; ,  is c»(l).  then wv have 
i 
|C.:U]| 
*.= 1 
I 'or example, the ja< kkiule varianc«' estimator for stratilietl  midtistag«' sani |)linn tN'lined 
by deleting one cluster <'ach t ime and increasing the wi'ights of other units in the sam«' 
stratum by (/// ,  — l)~'  wlier*'  in, is the number of clusters in tlu'  stratum, will  satisfy 
(( ' . :{0) when we choose c,,; .  = (/;/ ,  — 1) for cluster k in stratum li.  
. \ssum«' that the complete sam|)le variance estimator is consistent: 
r,.. = /•-•(U. 1^.)+o„(,r'.v,:) 
lo have (( ' . ;{!).  the existence of the moments of higher order than two is required. I ' l ius. 
we a.ssume 
/•; v,:' s  -.v.:'v. 
'  € • t  .11 
for some r  > 0. 
Rao and Shao (H){)2) proposed an adjusted jackknife m«'thod in the context of hot 
deck imputation, where the imputation class corresponds to the second phase stratum. 
The Rao-Shao jackknife replicate for the reweighted expansion estimator in (( ' . ' ))  is 
o„ 
v „V" = Z E " 
a—I \ '€-lti i  
^ '6 t.ij  " '»! 
wlu-n' t i l l '  aiv tlu- lull  saiiiplf rt 'plicatc weights of (C. ' i tJ).  The replicate variance 
estimator can be written as 
L„ ^ 
^-1 
where th<' c, ,) .  are ileterniined by anil the design. Kotl anil Stukel ( IJIMT) suggest 
the u^•e of the adjii-^ted jackknife method delined by ( ' ' ."rj) and {(' .•]•]) i" <'<ti!iutl ' '  th<' 
variance of the reweightcd expansion estimator. 
Deline the rejjlicates of the quantities based on the full l irst  phase sample 
<1 = E "-I' ' ' -  "•••Ill  
l.i i  
v-(^) 
t>i 1 
and 
'  M . 7 I  ~  \ - * ' n : l i  )  '  n j l  •  
Then, we assume that the sum of lh<' biases of the jackknife variame estimator of the 
esliniated group totals over the groups is of smaller onler than the sum of the variances 
of I 'stiniateil  group totals.  
^ ' t t  l -n  
E  H  ( • > ' . ' . 5 1  -  " - . . I - - 1 ' . . , . - 1 ; , ' ' ;  - 1 ; . . . )  
7=1 K-.-.I 
= ^ \ „r{(.U„„. V„,) '  I / •„}+.,„ (-r ' .V,;) (A.S) 
J=l 
.Vote that the consistency of the replication variance estimator a|)plied to a single esti­
mated group total leads to 
E '•»< (• ' ' .»1 -  •"«•• t 'S'  -  (•"•' .51 -  •'• ' .«•• 'SI -
I ( 'n,Tj l '4) • (( ' . .T)) 
Thus, if wc assume (.A.' if) and (.A.2g). we have (.\ .8) from (( ' .3o). 
* . = 1  
= \ 'ur  
i ;w 
Ut'forc showing the consistency uf the Rao-Shao variance estimator, we need the 
following result.  Here, we define the replicates of the cintiatities based on the s<nond 
|>has«' sample 
and 
M fij2 = Z "• ( fc)  ' I 'n j  
nj  
= V I l l  
'€ in 
lu'j 
\ 
, i ; J  '  nj l -
Lemma C.l /.</ t in  . •^ t i iui i in  of  J i iuh populnt ions and sai i iph i t> bt  d tsrr ibtd in  l l i i  
bi  i j i ini ini j  o f  S i  rt  ion J .  As.suni i  l l idt  l l i t  n  pl icat ion rariaini  t  s l imator di  j int  d  in  (C.^S)  
sat is j i t . s  k- i t i  < < k>n for  soni i  const i ints  lx\  ani l  Aj  and that  (•„i;  bot tndid bi lotr .  
 ^ "•'' dtjinid in (('..Hi) and V,i; bi lli< ijopttlalton niian oj //„, .s m ijroiip i/. 
t  ndi  r  (A.Jbj .  (A.Jdj .  (A. lb} ,  ( . - l . / j .  (A. ' )} ,  and 
max max l<k<l.„ l<J<(in 
•  [ k )  
^ lij j  ~ ^ "V-
. - l / . - io ,  undf  r  (A.Jb) .  (A.-hi) .  (A.- ib) .  (A. j ) .  (A, . ' )} ,  and (A.S) .  in  l iari  
ma.x ^ n j i  ^  "J  I — ("  * n  )  ((•.;{S) 
Proof. Let (  > 0 be given. I.et C'l  !«'  the lower bound of r„/t .  Since Z!y=i = -Vi-
we have 
/^ < max max n^C/,, '  
< R < max max /H.V"'.\/,„, 
LI<*:</. , .  I <a<<v..  
-  (i-) 
>clsr.  
- .(fc) 
^ 11^2 ~ ^ nij l  > t I 
ilii lii f 1 
k=[j=l  *• ^ nyi — '  n, j2  
>t 1^, r.].  
no 
I sii ig Chebycliov's in«'( |uality («\g. ["ullor,  UH)G. p."J15)).  
L-n ^ i \  
El k=\ j=\  
^ 'u  (  /  "  ik)  - \* 1 
l)y (A.;{).(A. li)).(A. ')) and (A.S). IK-mt' .  wr liavc ((". .{7). 
lu show (( ' . :{S). iisiiif;^ t lu '  sanu' argumciil .  we have 
< max '(- 'C/, . '  |V',w. '  -  V',. , ,  > ( I -F.,  > 
y = l  
=  0 ( 1 ) .  
by (A. Ill)  and (A.o). Tlu'ri 'forr.  (C.iJS) is jirovt 'd. •  
We establish the cojisistciicv of \ in 'he following throrcni.  
Theorem 3.1 /.«/ t in  s t i iutnct  of  J ini t i  popuhi t ioi is  and .- idi i iph.s  b(  as  dtsc  nbul  in  t in  
bt i i i i i i i i iKj  o f  S fc t inn J.  Assuni i  that  t in  sainpl i i iy  rai t  in  larh Jirs t  phasi  santpl iny s tra­
tum.  ( l i j i t i td  by /„ / ,  =  />o(l) .  Assui i i f  that  tht  n  pl icat ion rarianrt  
dt j intd in  (C.JS)  . s  ki i i  < < k>n for  so in  ( constants  ki  and k-> and that  r , ,* . .  is  
bot i inl td  bi low.  I ndt  r  ( .[ .  Ia ' t  han 
i ; ,r  = Tf/r (y;.r  I JF„) + (n"'A'-) (C.iW) 
Proof. Wo foiisidcr a docomposition of similar to tiio dcconipostioii  of V',,^ in 
( ( • . 1 6 ) .  
(CMOI 
I l l  
where 
I ' ! ."  = i ;(VC!v;. ,  + V;i:]-.rCv;.,} 
j=i  
It  suflices to show tluit  
/.  ( v ; . r  I (N ' .V , ; ) .  
i = l  
*••=1 
and 
E (yl." - Q«) = (""'-v:) • 
*.= 1 
where l \  ancl Q„ art '  delhied after ((MG). I hus. 
If - /*. = 5:{(.>C - - -fC+.u„i) v„ + - v 
7=1 
The exijeclation of c,,^. is  decomposed into two parts: 
= I  1^..-
+  I , I ' l  -
The first part of (C. l l)  is,  by (A.3a) and (( ' .31) 
I .  I  I^nj 
= Vuv |> '„1 1 + O (n"'  A',f) .  
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For tlu' secuiicl part of (C.ll). since 
I .n  
k=l  
= E E I J 'n--t . . .  '•}. 
k=i j=\  
wf liavc. by (.\ . ;{!)),  
I .n  (/-',</•' -A, I/-,,.. 
I .n  ( iu  
= 1::^-
k=i j=i  
.  -1 
<t Itll  
("•In '  -  "'-u)  '  n,: ,  "  Y.  '' '"JV (""Iu "  ) 
y€ 
"j;; 
wlitTc ( ,uj is (h'l i iK'd in ((M l).  We claiiii  t l ial 
/ • •  Ig  r, , , \  ar  -  l \  \ Z", . .  .1 , . , .  r )  |  
!
/.M a,  I /  
LS " ' - w  ( ;  
^•=1 j=i v 
^ '' rii'; Tit ^ ntj " I ri / "i" n ^ • 
i€ liii  J  
1 1 \  - I  (" ' ,^^ -  1 ) 
i c . r > ]  
To sliow (( ' .15). it  is iMicmgli to show that 
'^•>1 / I I 
{ E ' E — -
<••=1 j=l  I 'n . j  l l l„ . j ,  
( '",w -  1) -t  
'tia 
l€lnl 
HI - I  
"3  E (" '"j  ""j) '"J!/  
J €- 111 I 
= o(n- ' .V,;).  
((M(i) 
Sincp 
jS-Uii 
1 
the left side of equality in (( ' .  Hi) is.  hy (.A.S). 
Ln ' ^ ' > 1 / 1  I  \  I I I , , . ,  
k=l " 'J  " 'n jJ  l l lnj  
r,, *•(*•')  _ v- _ V ( _ W ^ 'njl  '"yl '  ' i j  •• 'nyl j  
-Ef-—-) I f . )  
\rn„ IllnJ "l„.i  -  1 
Ileiue. (( ' .1 ')) is jJiTned. I ' lKler the assumption of (( ' . .{0).  we havi-
I ii E ^ I '•) 1 
U=i .7=1 J 
FT f  '  FI 
>•=1 j=\ "J .t t„, 
{i l l  t i l l  '  '  ^  -  • '  " 1 7 "  '11' nil  I 
- ro 
Inserting (C. IT) into (( ' .  t l) .  by (( ' .!;{)• w*- l iavt- ((Ml), 
lo show (( ' .12), note that 
(C.i;  
yi," - Q ~  =  i :  (il ' ' ,  -1«) {i-^c  -  -"'S) -
j=i  ^  
I 'sing 
i., ,  
E fnk  
k = i  
E {("^l -
7=1 
= i i  i„r 1 :r„.  ,1,. , .  r)  1 j -„ I  
[/.  = !  y=l J 
= 0(""'V;) 
and 
max nia.x 
l<k<L„ i<:/<c;„ 
_ V 
'  '  "a 
=  ( I )  
Ml 
!)y (( ' . . '}?) and (C.iJS) with ( l „  = w c  IIHW (( ' .12). 
Kclation (( ' .13) is oa.sily proved by applying ( 'aiuliy-Scliwarz in('C|uality to get 
k=l 
E («1." - «••) (A!" - A,) 
i; 4.) T E 
u=1 LA— I 
WIHTC ( ' \  is lower hound of I 'sii ig (C. l l)  and (( ' .TJ).  w«' have (( ' .  | ;{).  •  
Remark 3.1 ) uii ( j  ( l !)!J()) pmrtd cnnsis l f  ncy of  Hit  Huo-SIkio raridi ic t  i  s t i i i iatof  wint i  
(1,^  i s  j is td .  Ti l l  on III  y .  /  i s  an ix l t i is ioi i  of  )  ni i t f (  s  ns i i l l  in  l ln  s i  i is i  l l i i i l  i r t  
i i l loi i '  ( i ,^  to  bi  i i i rn  i is i i i i j  i r i t l i  or i l i  r  u  ^ in^ .  .1M i i l l i  n iul in  pronj  is  i / inn in  Apinndi i  
H.  
4 Replication Variance Estimation For the Double Expansion 
Estimator 
\ \ ' r i t«'  the DKK as 
( t , i  
^ ml — ^  ^ nj l - t i j i -
J = \  
wlit 'ri '  
^ ' iKj  " ' n i  
-n , j i  - I Yi "'"'t""':/) I H "'.'•n-J.'yn 
and 
= Y.  " Ml^ n x f j  
((MS) 
Thr variables r, , ,^ and x,^„j are characteristics of the observations. The ratio of to 
the denominator of may be fixed by the sampling tlesign. 
Ho 
If we define r,„ = and write 
ulij ••Til 'ni/i — j "'"'"'a 1 I 
then the UKL", in (( ' .18) is in the form of the reweighted expansion estimator defined in 
(C.o) with .r„,y replueeil In" Cn,, ,  and 7,, ,  repUieeil hy c,, , .  Hence, a replication variance 
estimator can !)<> coiistnu ted iiy analoey to (C.il ' i) .  I lu '  [)roposed replicates an* 
t i r - - I t ' : -  K - i ' ' i  
j=i  
where 
"71 ~ Z-
i til  
/  \ . t  l,. .> /  
and th«' replication weight are th«' weight t)f (C.J!)).  The re|)licat«'  variance'  « 'stimator 
can he writt*'n as 
l.n 
\  n ,  =  (C.oU) 
k=i 
riie consistency of I directly follows from tin* fact that,  after the al)ov«« transfor­
mation. the DHK can be regarded as a special RKK and I can i)e regarde<l as a special 
\  '„r.  so that we can apply riieorem . 'M. 
5 Replication Variance Estimator for Multi-Phase Sampling 
The idea of Hat)-Shao variance estimator is extended in this section. For simplicity 
of notation, we snppress the subscript 11 in what follows. Both the RKK and the DKK 
can be written in the form 
•eAj  
MG 
wluMV tlu' notation .1 B is used to denote that we define B to he e<iual to A. is a 
vector of the estimated population characteristics estimated with the first phase sample, 
o, are the coefficients that are functions of the sample but not of ij.  and .I2 the set of 
indices for the second pha.se sample, l lie estimator ci is the realized first phase sample 
size in DKK and is tlie estimated siz<' of the seconil phase strata calculated from tin* first 
plmse sample for RK!'^ In '-itli 'M' w' < Hn writ<' 
c, = ^ .r.. (C-'j ' i) 
where r, is the vector of th«' second [diase stratum indicator functions for unit i  as (U-fined 
in (C.J). </, = 1 for Ul'lK and </, = for Dl-IK. If we define c, = </,r,.  then <i is th(> 
estimated total of c, 
1 In* weights o, are tlu' o, that minimiz«' 
((k, -  (c, 
•e.tj 
sul)jecl to 
= c,. (( ' .>1) 
• 6.»i 
where ci is defined in (C.o'i).  
In the Rao and Shao (liWi) replication method for hot deck imputation, the jackknife 
replicate for the imputed mean is calculated after atljusting the imputed y-values. If there 
are several variables, the computation of jackknife replicates is a large computational task 
because the imputed values must be recalculated for each variable at each replication. 
I 'sing the linearity properties of the estimator, we propose a computational procedure 
for variance estimation under two-pha.se sampling. The proposed procedun- has tin* 
following features: 
1. The replication weights are calculated only for the second phase sample, not for 
the whole first phase sample. 
in 
2. Ona> calculali 'cl.  the replication weights can be applied to any stiuly variable of 
interest. 
The resulting replicates give the same variance estimate as the Kao-Shao nu'thocl 
for tlu> UKK estimator. 
1. The method is applicalde to an extended class of reuression estimators and lu 
replication met hods. 
•').  The number of replications is the lirst |)lias«' sample size ii.  although metliotls can 
b«' develop«'tl to redni*' the mnnber of rejilicates. 
The procedure for jackknife replication is the following: 
[Step I] Delete a lirst pha.se primary sampling unit. 
[Step "J] Compute r\^\ the lirst phast- <'stimate of th<' total of (/,T,  with A--ih ohs<'rvaliun 
deleted. I hat is 
v (^i 
wher*' «•!*' '  is the standard jackknife replication weight for unit / of the ^'-th repli­
cation. 
[Ste|) :{] Calculate the new jackknife weights for the second pha.sc' sample using as 
control, ["he form depends on the type of second pha.se «'stimator used. I.et 
be the new jackknife replication weight to be detenninetl for unit / of the A'-tli 
replication. I he are chosen to minimi/.e 
5; (oi" -  ((v>5i 
'€ 
subject to 
Y, = c}*"'. (C.")6) 
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whort'  is calculalccl from [Step "J], aiul are the first phase jackknifc weights. 
I he minimization of ((". '). ')) subject to tlie e(|uation (( ' . ')()) gives the weights 
( k )  (<••) " ' j  \  , , ,  --i L -'-'J Ik)— • > 
J = 1  " j  ' I J - ' J : I /  
rh«'jackknife replicate for V.. of the A-th replication using weights (( ' . ')7) is 
\ f >  = ^  ((\ssi 
•€ ij  
The of (("."iS) is alg«'braically »'( |uivalent to the Hao-Shao replicat«' value for the 
KI'.K if f/i = 1. 1 he replicates for the DKK are constructed with (/, = 
[ lu' proc»'dur«'can he extended for thr«'e-|)hase sampling. I.et a t hree-phase <'stimator 
can be writt«'n of I l ie form 
V', = c^/3., := A,//, .  
• t . i '  
wher«' '(•> is the control total of certain characteristics calculatetl from the seci>ncl |)lia.se 
sample and .1) is tln' set of indices for the third pha.se sample. 1 he dimension of tin-
vector (•< is e(|ual to the number of the third piiase strata. We assume that w«' can write 
CJ = ^ . 
where ti ' ,> is the samjiling weight of unit i  in tlu' second pha.si '  sam|)leand is a vector 
of the indicator functions for tiie third pha.se stratum, l lien. in addition to the three 
steps above, we need one more ste|): 
[Step -1] Calculate the new jackknife weights for the third plia.se sample using as 
control. Let AJ*' '  he the new jackknife replication weight for unit i  of the A--th 
replication. The AJ*^' are chosen to minimize 
s  (A;"-
• €4i 
t^k  
1 19 
siibjocl to 
y1 H (('."jf)) 
ig.t.  i tW 
wluTo is lalculatc'd from [Step il], 
6 Application to the 2000 US Census 
6.1 Introduction 
riu' ( 'ciisiis Bur«'aM will coiuliut tlu' Actiiracv an<l Coxcraf^f l '"-valiiatioii (A.C.K. I 
survey after the initial phase of the census enumeriition. The A.C.K. will rely on dual 
system estimation (l)SK) to tlet<>rmine estiniates. h'or ih'tails of the DSK. see W'olter 
(li)S()). '["he estimator is 
where 
( •  = Ceiisus count. 
I I  = number of whole-|)«'rson census imputations. 
CE estimate of K-samph' i-orr«'ct emnneratioiis. 
A; = estimated K-sample total. 
A; = estimated P-sami)le nomuov«Ts. 
•V. = ("stimated P-sample inmovers. 
A: = estimated I'-sample otitmovers. 
SI .  = estimatecl P-sample iionmover matches. 
SL = estimated P-sample out mover matches. 
Hence, there are seven components to be estimated to construct a DSK. For the sake of 
simplicity, we only consider the estimation of the total number of matches. To dccide 
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the match status for the iticlivicUials in a block, a computerizecl system is used to che( k if 
an individual in the P-sainple is also locateil in the correspondinjf block of the K-saniple. 
The computer operation of searching in the block is called initial matching. 
In the 19f)0 PKS. the surrounding blocks as well as the correspoiuling block were 
searchetl for matches. The si 'arch in the surroiniding blocks is calleil tlu'  <'.\ten<led 
*iear<"ll. I 'A'teiul ' ' '!  >;<'JU"' ' lies wer<' made for :ill K;iiii[ile lilocks in llii> HlflO PI' .S. In the 
200U .\("K. the extended search sample blocks are seh-cted on information obtaincil from 
the initial matching. I his search of sami)le blocks is called largeted K.Ntcndetl Search 
(TKS). 
The .Accuracy antl Coverage Kvaluation (.\( 'K) surv«'y. which will iu- performed after 
tlu' census einimeration. has th«' folUnving three-phas** sampling features: 
[Phase One] .About iJO.UUO Uloc k clust<'rs ([{(') are s<*lect«'d using the K'M design. 
[Pha.se I wo] .About I'J.OOO HC are srlectcjl from the .ACL samjjle using a stratitication 
of the .{0.000 BC. 
[Pha.se Threej Checking for a match of a p<'rson in the surrounding block area is per-
fornu'd on about "JO ' /  of tin- .ACK sample. This is called the Targetetl lv\t<'nded 
Search (TK.S). 
The overall process was performed to gain efficiency because the available information 
is different for each phase. Pha.se Fwo uses the information of the Census I/ist ami 
Independent List for the .ACK survey. Pha.se Tinee uses information attained in the 
initial matching of housing units in the P-saniple and the K-sample. 
6.2 Point Estimation 
Let the parameter of interest be the state population total 
/ /  
h = \ 1 = 1  
l o l  
where y^^, is the vahie of the study variable at the thirtl jihase. Hie third phase variable 
can also be written as y/,,  = »/,,  + r;,, .  where «/„ is the initial value of the stiuly variable 
for BC i  in stratum h in the state after initial matching and i'; , ,  is the ehange in vahu' 
due to TES. Without loss uf generality, we assume that the first M/I units are selected as 
the ICM saniph'. 
rhe ICM sample i- an etjiud pruba!)i!ity sample in each '^trahm!. If u wi-n- <»bv;,.j  v<'d 
for the entire first phase sample, tin* full samiih- estimator would be 
I I  
1=1 
where »•;„ is the original sampling weight. Since the ICM is a stratified random sam-
j)le. if/ii  = original ICM design has four strata. Stratum on*- contains 
small block clusters (U-J H( /MC). stratum two contains medium block clusters (.{-7!) 
Iir/HC). stratum three contains large block clusters (SO or over IH /HC). and stratum 
four contains American Inclian Region block clust«'rs. 
portion of the IC.\1 sam|)l<'s are selected for the .\CK sampi*'. I he design lor 
the ACK sample uses stratification of tln' ICM sam[>le. Within each block cluster stra­
tum. the original IC.M sample is partitioned into four substrata. TIH'V  an- a consistency 
substratum, a high inconsistency sulistratum. a low inconsistency substratum, anil a 
minority substratum, i he .\CK subsampling was done ind«'p«Midently within each sub­
stratum. 
Define a substratum indicator function which takes tin* value on<' if unit i in 
stratum li  belongs to the y-i[i substratum and zero otherwise. .Vote that HyL, .1/,^, = I 
because each unit belongs to on«' and only one substratum. The si„j, defines a population 
characteristic, membership in a substratum. 
.AI .SO. define Ihj, to be the sample selection indicator for second phase selection. The 
subscript y is used because the selection for the second pha.se sampling is dependent on 
substratum y. Note that E (luy,) = where is the first phase sample size of 
l o 2  
subsUatuin y in slratuin h and is the secoiul pliasc saiuijlc size of stibstraliim </ i ti  
stratum li. If tho entire second pliase sample, the complete ACK sample, is observed, 
the t\vo-phas»' estimator would be 
/ /  a 
= EE hj 1 Uhi)! ( ^ .() 1 ) 
/i = |  j-X 
wluTC 
.= l 
("». \ " fit  ^h ' j t  1 ^  ^ " ' /H ^h' f iUlt l  
1 = 1  /  1 = 1  
This is a t\vo-|)has«' estimator where the ACK sample is the second phase sample. Thus. 
-V/,^1 is tlu' estimated size of substratum // in stratum h based on tlie lirst jihase sample 
and ijh,j> is the second phase inean of y/,,"s in substratum (j of stratum h. The siibscrijits 
1 and 2 are usetl to denote the statistics calculated from tlu' lirst phase samph' and th«' 
second phase sampU'. respectively. However, there is a thirti pha.se of sampliiif^. 
In tlie third plia.s«' of sampling, the .\("K sample is divid«'d into two grouijs. basetl on 
the value of i//, ,"s obs<>rved in tlu' . \( 'K sample. Thes«' strata are formed at a national 
level without consideration for the first phas«' strata and without consideration for the 
second pha.se strata. We delitie .S|, to equal one if the (-tli unit is in the I KS group OIK*. 
and zero otherwise. Similarly, we define .s,,  to be the indicator function for the TF.S 
grouj) two. If the /-tli BC is in group one (.s,,  = l..s,j = 0). a siibsample is selected for 
TES determination. .Ml HC in group two (.S|, =0..s,. .  — 1) have a I KS determination 
mode. 
Define to be the TKS sample membership indicator of unit i  and let n,", be the 
TES sampling factor, where O;*, = {Pr[a/„ = 1 |  (hi) € -li]} '- Then, a tlir<'e-pha.se 
cstiniatof of the total of i j  =  ii  + r  is 
/ /  ( ;  
V:I - X! X] 
/l=:l J=l 
+  Z E v  h j l  ^  " V i i  ^ / l y i  ,  ' V i  
/ i=lj=l 1 
I I  a  
(('.(i-J) 
rills estimator ((".(i 'J) uses a tlitfrri ' iuc csliiiutlor in moving from tlic third phase to tin-
second phase. 1 his diti 'er«Mue estiinator was jutlged to he a simple and natural estimator 
in this situation. Only for rt, ,  is th»'r»' third phase sampling variability. I lie estimator 
(( ' .(>2) is not in the class discussed in S«'(tion 1. hut each of the two |)arts is a member 
of the class. 1 he first part, tlu- part in a. is a twt>-phas«' estimator of the Uh.K type. 
Since th«' weight »•/,,  is constant within a stratum h. the lirst part can also he reganled 
as of the DI'.M tyjje. The s»'coud part, tlu" |)art in r. is of the l)|-",K typ<' because tln' linal 
weight of unit {In) in tlu- third phase sample is tlu' product of the .\( ' |-! sample w<Mght 
and the TKS sampling factor n, '_. 
6.3 Variance Estimation 
. \  set of jackknife replication weights were constructed at the .\( 'K samph' level for 
variance estimation, ["he luimber of replications is ecpial to the number of MCs in the 
K'M sample, liecall that the weight for . \( 'K sainpl*' unit i  in substratum (j at stratum 
where is the .ACK sam|)le size of substratum y in stratum li and ui/,,;  is tlu* K'M 
sample size of substratum (j in stratum h. The three-phase estimator of (( ' .(i 'J) can be 
written as 
11 is 
nihj  
— "Vii • 
''h,j 
H c;  t ih  
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I 'lKler the two-pliasc sampling setup, we are able to construct the replication weights 
for a variance estimator. Let he the standard jackknife re|)lication weight for the 
lirst phase sample. That is 
( " »  
0 
"/I 
"(I -1 
;r;,. 
if (///) = (../) 
«•/ , ,  i f  h = s . i  ^  I ( ( • . ( ; ; { )  
if h /  .S 
1 11*' replicate for the total of // based on the .\( 'K sam|)le. wlien the lirsi phase unit ( s t )  
is deleted, is 
V"' '  I-Z-i = l "  /ii • '  v: '• v . . i 2_^ l i t  • ' I ' l l  '  hj i f jh  
i i  a  
-
" »I ( '' I / h=l J=l  Z - ( = : l  " 'hi  ' ' ' 1 . 7 1  1 = 1  
n a "I ,  
h=\  .7=1 .=1 
= z t z c : " -
h-l  ,7=1 It.  I.  
where 
( • ' ( )  
V^'WI ,. Z-j = i " hj • '  i i ' j j  (j() 
e;;, I  
•tr hi  (( ' .(il) 
: l j  
.Notice thai only the second pha.se sample is used to construct the reiilicales. I he weights 
( a t )  Hre 
U 
rhil-i '"h.i "h-l 
( • " )  
'h i , I  = 
(C.Go) 
if (///) = (../) 
if h = .s..r,y, = 1. l„j, = \. ,  ^ I 
if h = = 1. l, ,jt  = U. / /  
if h = s .x„, t  = 0. / ^ / 
if h ^ .s. 
wliere ;j/,  is the first pha.se sample size of stratum h. nth, is the lirst phase sample size 
of substratum <j in stratum li .  ri„j is the second phase sample size of substratum y in 
stratum h. The replication weight in (( ' .G3) satisfies the condition (( ' .5G). 1 hat is 
. r i . , . .  I< =  i . a . - - - S =  1 . 2 .  . .  
""l.y "h-l 
"ft Q. 
1 = 1  1=1 
l o o  
VVc trccit tlic third phase varial)le as if there were seeoiul phase variables that take the 
value zero when they are not observ«'tl. I hen. the jackknife replicate of V!} l)as«'d on the 
replication weights in (( ' .G.{) is 
H I!  "h 
v:,"" = EEE'C".'" ' '  
h=l ,7=1 1 = 1 
, el. 
+ I. ^—T-
t = l  \ / l = 1 . 7 = l  1 = 1  /  Z ^ / i = l  2 - 7 = 1  2 - 1 = 1  
Appendix 
A. Notation 
• Po|)ulation Characteristics of unit / 
- I/, :  study variable 
-  c, :  tirst phase sample si rat uni indicator vector. . : ,//) wh-re 
tak<'s tin'  value one if unit i  belonjfs to the / i - t l i  first phase sam(j|e st rat um 
and is zero otherwise. .Vote that c.;.  = 1. '  = l. ' i .  . .V. 
-  J-, :  second |)hase sample stratum indicator vector, j,  = (.r,i . .r.j .  • • • . .r ,r;) 
when* .r,^ takes the value one if unit / belongs to tlu' y-th second i)hase 
sample stratum and is zero otherwise. 
-  s, :  third pha.se sami)le stratum indicator vector, .s, = (.s,i • .^.k) where 
.•i,t  lakes th<' value one if unit i  belongs to the k-lh third pha.se sample stratum 
and is zero otherwise. 
•  Set of indices for the .sample 
-  .li :  the .set of indices for the first phase sample. 
-  .Ij :  the set of indices for the second phase sample. 
-  .-I3 ;  the set of indices for the third pliase sample. 
lo(i 
•  Quantities related to the first phase sampling 
-  .V/i = :,h '  population size of the (irst phase stratum h 
~ "/i = 'i/i • ^'Hmple size of the lirst phase stratum It 
• Quantiti<'s related to th«' s«'contl phase sampling 
-  Il l , J  = • uumber of the first phase sample elements in th<' second 
phase stratum (j. 
-  r.j = '• iiumher of the second phase sample elements in the second 
phase stratum <]. 
•  Sampling indicator function ( exclusively used in S«'ction •') ) 
-  /, :  second phase sami)rmg indicator 
-  (/. :  third phase sampling indicator 
•  Sampling weight 
-  w, :  first phase sampling weight, ir,  = [l 'r(; £ M] '  • 
-  o, : second [)hase sampling weight. 
B. Properties of the proposed variance estimator 
Uao and Shao (1992) showed the replicate variance estimator \ I- in (( ' . ;};$) to be 
a consistent variance estimator for the reweight<'cl <'xpansion estimator under certain 
conditions. In this appendix, we discuss variance estimation for an extended class of 
estimators and for a general class of designs. 
Conceptually, the second phase sampling indicator a, can be extended to the entire 
population. Recall that x, is a population characteristic defined for the entire population. 
Let / = 1, 'J. • • • .  .V. lie raiidoni variables that take the two values zevo and one with 
Pr {«, = 1} = Pr { unit i  is oi)served if it  is selec ted in the lirst phase sample } .  
1 he <'xtended definition of </, is discussed by Fay (11)91) antl usetl in Shao and Steel 
(1999) in the cont»'Xt of tin* imputation iiroblem. We (•onsi<ler the set of two phas*-
samples for which Pr {«, = 1} is fixed. 
Hoth UKK in (( ' . ')) ami DKK in (C.l) can he written as 
>• = I  (It. II 
ami the jackknife replicates can he written as 
>•'"  = t  (e .  (II . - ' )  
J = \  V,t,» /  I 
wlu're f/, = 1 for KKK and q, — n\"'  for Dl'.K. 1 In- variable is the lirst phase 
auxiliary variable us<'d in the estimation. 
Consich'r the population deliiie<l hy lixins the vector a = ((/i.</.>.••• .«v). h'l "ly = 
and = (1,(1,X,,,.  r iie estimator (U.l) can !)»• written as 
i: j=i 
where I '.j  = S.j = , u\s , . j .  ami f.j = Yl,e.\ ""•' '•r M«'"ce. by (( ' . iU ). 
/ :  ( i ; .  I « )  = \  '( tr  1 « )  .  
where is the jackknife variance esitmator defined in (( ' . :}:{) using the replicates in 
(U.2). 
The total variance of V — V is 
l ( v ; - v )  =  \ | / . : ( v ; - v | « ) }  +  £ ^ { \ ( v ; - v | « ) } .  ( B . : l )  
wliori '  V = 51;^I y,. Wo linvt'  
a /  Y 
/•; (v; -  v I (/) = 
7=1 \.=1 
5Ii=i IZi=t 
.E;=i .7 E;=. '/.• '•.v 
c; 
= E 
.;=! 
IIi=| 7I-^' ' .7 A 
(y .  -  '/ .  ( H I )  
1=1 
wlicrc 
-1 
W=1 1 = 1 
rii«' asyiiipluticcciuality in (H. 1) fulious frum tin- layiur cxpansiuii.  Asymptotic equality 
.1 = H should !)<• i iiuU'rstuad as = 1 + «,, ( 1) .  
If Cur {a, ,  i i j )  = U for / ^ j .  we have 
r  [/•;(>;.-r I ( /)j = (/ ' /- i) 
.;=! '  = 1 
(H.j) 
j=i 
where 
.V, = 
1=1 
V 
•S* = -V' ~ 
1 = 1 
and pj  = l ' r[a,  = 1 |  ,r,y = 1). The varianet'  ol '  the conditional expected value of tin-
estimated iiu'an in (11.1) divided by A " is 
f.  \-
7=1 
When the design is made in such a way that 
[/• (V; -  >• I , ,)j  = .V-' ±  ^  - I) s-  = o  (.V-').  
I • ' 
(B.ti) 
Pv = I • (J  = - .a .  
then we have 
Cur {a, ,  a  j )  = 
p . j ( [  -  p. j )  if i  =  j  and j \ ,j  = 1 
-  (.\ . j  -  1)" '  / 'a  (1  -  ) i f" '  #  J -^ '" j  =  1 
0 otherwise (B.7) 
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Heiico. \vf have 
r [/.; (V; - v | „)] = .v- f - i) = «(.v). (U.s) 
• j = i  ^ 
r iu ' ieforc. in any cases, wr coiulutlf that tlic bias in tlir Uai>-Sliao estimator is small 
for large iJO|)iilalion. 
If \vi> cH!) Mti imiiias<'(l estimatDi* S '  uf >"j. then 
( ! ) .<))  
will iiiihiasedly estimate the variaiiee in (M.')). uher«' Mj[ = 5Zi6.i "'•• ' '••i '1"'  estimated 
population size of ifroiip //.  in., -  \ is the number of the lirs: phase imits in group 
(]. and r.j = is the numljer of the second phase units in group g. It can be 
shown that the bias is negligible if on«' of tli<' twt) conditions holds. 
(CI) is negligibU-for all y = l. 'J.  • •• .(1. 
(( '2) 1 -  iii '^r.,  is n<'gligible for all /y = .(!. 
Hence, if tin* number ( 1  is {'([ual to otu* and the sampling fraction is negligible. tluMi (CI) 
is sati,s(i«'d and the Hao-.Shao methoti is consistent. Hut. if the weights in a cell are not 
sufficiently large, we cannot exp«'ct condition (CI) to hold, in that ca.se. the Kao-Shao 
variance estimator fails to be consistent. 
C. Derivation of two phase variance when the second phase is stratified 
poisson sampling 
We investigate the variance of the reweighted expansion estimator. There are two 
random variables involved : 
I G O  
[A.I] /HI :  IIH '  i irst phase sampling intlicalor of unit hi .  
i ' :{hu)  = h  ( = .V;:'M,) 
I  ( i r{ l i„)  = / / ,  (1  -  /A)  
( 'ur  (l ,„ ,  ) = -  (.V;, -  1)"'// .( 1 -  fh  ) if / '  = i  ^  i '  
= U if h /  h'  
[A.2] iiuj, :  the srconcl |)has('  sampling iiKTuator for unit hi  that l)i ' longs to grtjup '/ .  
Assum«' jjoisson sampling within group g. I.«'t m.j ix- the iiumijcr of hrsl |)has(> 
samph' units in group g and l«'t i-j ht- tlu'  nmnhfr of sccoinl phase sainjih' units in 
group g. 
\ ' ( ir  {( iKj , )  = 
Lemma C.l I ' l id t  r  i is .sut i ipt ion [A.  I j  ( ind [A.Jj .  "•» han 
(  I  —  J h f j i  — •  f h r j  
I  ( i r  { Iht ihi;!I  )  — f l i j  (  1  fh ' j  )  
and 
C  o i '  ( I )  —  
(I -  A./) ' /  (/ ' . ' / ')  = (/ 'V' ') 
f j i f j ' iCoi ' i lh , .  / / i ' , ' )  o lhiru ' is t .  (C . l )  
Also,  
C OC (  I h i ^h ig i  •  I h ' t ' )  — f j 2^  ^h i '  I h ' l ' )  
I G l  
Proof. Skipped. 
Define the population characteristics 
= 1 if unit (hi)  l)eloiigs to group <j 
= Q other\vis«' 
'  hjt  — /iji iUhi  
(I I  \ f ,  \  "  •*".  /i=i 1=1 /  h-\  .=1 
and 
j*/ii — ('Ml 11 • '  * * • /j( I' l)  
'  /ii — ( '  /(11 • '  'i j j  • * * •  • ^ / ifii) 
f 3  =  ( i i .  i , ; ) ' .  
rhus. the (delineci is like a d«'vialion from the p()pulation mean in goup <j if unit (hi)  
belongs to y. 
The estimator of the population mean of j-/.,  I)as«'d on the tirst phase sample is 
i i=i  j=i  
The estimators of the i)opulation characteristics hasecl on the second phase sample are 
I I  \ \  
• i ' j i  — A  ^ j l i  -t 'h i j i  
l i= l  1 =  1 
I I  
I j ' j i  = -V" • 'EE ^ h i^^h ' j t  f  j l ,  Hh t  
h=\1=1 
• i j i  = - i - j l 'M 
^2 — •  •  •  •  •  
Define the G by G diagonal matrix of second pluise sampling fractions 
Ac; = Di(iy  { fv i - fu ' ' ' '  •  fc iz}  
IG2 
and the (1  by (1  diagonal inatrix of socond phase sampling indicator 
• l/ii  — I ) i i iy  .  ( t i i t2 ' ' ' '  • "AIC>'} • 
r iu* estiniator of the population mean of based on the second phase sample is 
/i=i 1=1 
Lemma C.2 I 'ndiv  a.^ iunpt ion [A. l]  and .rt havt  
II  
/l=l 
\  - ( /3,) = .V-(.V'v.Vv)-'  l  (. ,l(.V'v.Vv)-'  ((M) 
niul  
II  
r ( / 3 , . x , )  = : ( . v v . V v ) " ' $ ; / , : ' ( !  - / , . ) . v , , v ( ( • . . - j )  
/.= ! 
wil t  r(  
r  II  I I  
*•(' .•) = -V"- Z //r '  (1 -  A) -V/V,+ Y i  K ' X - d a  -  X ; ) \ u M „ ,  
Ui=l /i = l 
aii f l  
— I  )  ( •^hi  * ' * / i  )  ( •^h )  
1=1 
\\ 
-rr/l = (A/. -  1) '  (</u ~ '/ .  ) (t/ll  -  '/l ) '  
1 = 1  
•Vh 
-rj-A = (A^ -  I) '  ~ 
1=1 
Mrrh = (A'/, -  1) '  51 ' '" ' ' i i  
1 = 1  
w 
A = 
1=1 
1=1 
I I  s \  
-v.v-v.v = 
/i=i 1=1 
Ki;} 
oik I  la  is  l l i (  (1  X a idtnl i ly  inatru.  
Proof, riu' proof of (C'.:}) follows by llu- standard arminu'iil for a stratifunl raiuloin 
sample, lo show (C. l). notf first that 
( / /  V , .  \  ~ '  11 \ \  
Yi  Y ,  /:'/». h.X: 'E Z /:'' 
/i=i 1 = 1 /  /i=i 1 = 1 
I h<'ii.  wv have 
i i  \ \  \  '  / i i  V,, ^ ' 
\  H ^  ' H E A, \  /i=i 1=1 /  \  /.=i 1=1 
Lft till 'cstiiiiator of the populatiuii mean of (/, .  based on the second phas«' sami)le be 
l i  -  A ^ /;„.l;.iA~.'  I I , ,  =: 
/i=i 1=1 1 = 1 
Note that 
i i  
'or (f 
/ i = i  h^i , '  
i i  
= ^ \ f;,j).  
/ l =l 
I.et ih.ji b«' the f/-th element of the vector Now. 
S'Wir  [t  h , j2)  
V" 
~ ^ '  ''yi) " ' 'vZ/i:/ '  "'lyj/zij '  ' '7j) 
1=1 i^j 
.N\ 
h j i '  > 'u j  
1 = 1 
\- .N„ Ah 
= 7',:' (1 - a) ^+ a;' (i - a.')e'f!,. 
'  1=1 1=1 
Hence. 
V,„•(,„) = A-'lf;/,- '!! + i;/ ,; '(i  -  A..)E<;„| 
(.h=l h = l  1 = 1 J 
KM 
For <j ^ ij, l)y the similar iirguiiieiits. 
(i i  i i  s i ,  H ^ ~ H ^ ~ •/./'!) H ' ' j ' '  } • /i = l /i=l • = !  
To show (C.j). note lirst that 
/  i i  \ h  \  ~ '  
c'oc /,) = I-V"'^  ^  1 roc(f.. .  J-, I 
Sow. 
C o r  ( i  J .  j ' l  }  =  ^  T o e  ( ( / , j .  A i  )  •  
/ .= i 
where t/.i  = .V"' ihtJ'hf Now. U-ttiiig .r/, . ,i  l)e th«' 7-th <'leiiieiit of r/,i .  we iiave 
^ii 
(  '•"'(< I ) — f Ul' ^ A I  f ' l  h j i  Jl^ i j  '  h ' j f  A f  
1 = 1  
+ 5151'^' ' '" '  ( '^ huHhji jk . j  < h: , , -  -V"'/;; '  
= .\-7,:'(i-//.) V, 
- ' ' ' l . /r '  h j l  ( -^ /i 1 ) ^  h ' i <  '  1 , ' J J  
1  =  1  
\ -
= I '  - A ) Y I H ( '  ' .y'  -  '  ) (•'• ' . . .•/ -  ' ' I 'J  > •  
wh«'re ./-Ay = .\7'  ^ ;1", [leiuc. 
i i  
1=1 
(  O f  ( (  , j >  .  J ' j l  )  — A f U  (1 j h )  y  . (''171 ' /17 ) (•'V117 '"/ij ) • 
/l=l ~ '  1=1 
The same arguments can he applied to get 
h  A',. •'•'• 
C or (( .J  I ) = .V~- 51 //, '  (1 -  fh)  •  51 (' ' 'v -  t , ,y ) ( j -A , y  -
/ .=i '  1=1 
.Note that the CI x ( I  matrices Dj-j/, .  - .f/i .  -Wrf/,.  and -V',A'„ art '  dianonal iiuitrices 
because every unit belongs to one and only one group. The following theorem gives the 
variance of the RKtl. 
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Theorem C.l Vndir  iht  ( issumptioi is  of  l . t  i i ini t i  I .  l l i t  v t ir innci  of  I I k  nwi iyht td  tx-
pint .s ioi i  ( s t inxi tor  i jr  for  t in  unai i  o f )  of  t in  form 
ilr  = 
win rt  T i  ( I S  ( l i f i ind in  ( C ' . J )  i s  
11 
\ ' i U r )  =  -  f , ) { l 3 ' ^ ^ r r k l 3 +  / ' ^ „ / .  /  +  2  I ' ) ! ,  , . , l 3 }  
/ i  =  l  
i i  
+ .V--5;.\,/ ,: ' / '[a-. '(A ;-Ar.-).\/„,l / .  (C .S) 
*1=1 
Proof. Define 
i i  v,, 
U = V"' 
/i=i 1 = 1 
i i  v„ 
- = .v-'5:5:a.. 
; .=i 1 = 1 
Note that. ft)r the liKK. 
Ur -  y = (j*, -  J-+ j '-/3) + O,, (/("') 
= (J,  -  J-) ' /3+/ ' ; .  + ( / ( - ' ) .  ((• . ! ) )  
Ijy tlic Taylor expansion, llfiur. tlu* approximate variance is 
l - ( y . )  =  f 3 ' V { T , ) ( 3 +  I  + - 2 l ' C ( : , . x , ] i 3  
I 'sitig tlu' results of Lemma 2. we have (( ' .8). •  
Theorem C.2 Tin jackkni f f  variatni  ts t inni tor  dt f i ind i t i  (C.-J- i )  sat is f i j iug ( ( ' .  J!)  has 
i i  
E  (u) = .V-^ Y .  1 - A) 
/ l = l  
H 
+ A--' Y. A'/./A~ '  ( 1  -  A )  / '  [Aa' (/r; - Ar;) .U„J I .  (CMO) 
h = l  
1()6 
Proof. Let llio full sHiiiplo jiickkiiifc re|)licati '  iiuiltiplicr of unit ( h i )  when ( s t )  is clclctrd 
be 
Note that 
where 
with 
in  i ' l )  _ Hit  
0 if h -= . s .  /  =  / 
\Ui  ^  
> ' : =  £ 0 ^ ) 1 1 - / . I  j=i \Z-i=i '•>< /  (=1 ((Ml) 
ami 
•'Jl -
-1 1=1 
// V,, 
/ i=11=1 
hj .  
I j j i  -
// .v„ 
A=i 1=1 
.7/11 
j i ' t )  
•hi  -
U ' )  
• '1 = 
^2 
_ ( j ( " )  j(»() 
—  I . J , J  . J , ,  
•  - f e " ) ' -
Similar to (( ' .9). we have 
-Ur = - -Ti) 13 + / '  (f 1'" -  (.') (CA2) 
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Since 
J" I .  
.r, — i"! 
H Vh 
=  . v - ' e l k ' - i )  
/L=: I 1=1 
_ Y~'/j — ^• = 1 
Ei^*, / ,  E.l ' ,  
= .v-7. 1 f-i A', 
A', -  1 
( )  Ai 
and 
i i  v ,  
/ l = l  1 = 1  
= I I ,  
y\. I ^^.V. j  ^-^ i  = \  ' I I  
\V(> have 
//J"''' - /y.- = A' ' ^ {(r, -  x „ ) '  ( 3  +  .  ( « , - ( „ ) }  / ,  '  / „ .  
( sing the result of Lciiitna 1. 
13+ I ' (>,->„)} 
and 
\  * •  
A, 
+  A - '  ( ) ' / : ' / ' A , V  ( l a  -  A a  
Hcnrc. we have 
+ S- '  (-^r^)'/ ." '  [I 'X-  Ua -  A,.),. , ,; ,/  
Therefore, using (C'.ll) and the definition of and .\Krh- we havc(C.lO). 
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Remark C.l Diji  III  
T i l t  n .  
•v,. 
1 = 1  
i i  
\(,),) = .v-'x;-V/J,: '(I -/;j{/3'i: . ./ ./3+ /'V,,/ 
/.= ! 
J=1 '»=! 
and 
i i=i  
7=1 /.= 1 
Tli fr t fon.  Il i (  b i l ls  o j  t in  Hiio-Sl i i tn  i .s  
11 (.  
Hui.s  (u) = ' Y i  -V,. i ; /; , '  (1 -  f ,>)  m „ h . j  
/i  = l /=! 
= "( .v - )  
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GENERAL CONCLUSIONS 
Item nonresponse occurs when a sampled unit cooperates in the survey but fails to 
respond to some of the items. To compensate for item nonresponse at the processing 
stage, various imputation procedures have been used to fill in the missing item values. 
Variance estimation after imputation has been an area of practical as well as of 
theoretical interest. Multiple imputation proposed by Rubin (1987) and the jackknife 
method of Rao and Shao (1992) are two existing methods for variance estimation after 
imputation. The idea of Rao and Shao (1992) can be extended to variance estimation 
for two-phase samples. 
This dissertation contains three research papers. The first paper proposes a variance 
estimation method based on a data set used only for variance estimation. The proposed 
method is asymptotically equivalent to that of Rao and Shao (1992) and to that of 
Rao and Sitter (1995), in the sense that the proposed method is a linearized version 
of the Rao and Shao (1992) method. The proposed method has some computational 
advantages over the existing methods. 
The second paper concerns the estimation of variance after hot deck imputation. 
Inference after hot deck imputation is studied under two approaches, the population 
model approach and the response model approach. We propose a replication variance 
estimation method for estimators calculated from a data set based on hot deck imputa­
tion under the cell mean model. We also introduce a fully efficient fractional imputation 
(FEFI) procedure. Comparisons with the existing methods are made through limited 
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simulations. The simulation results show that the FEFl estimator has the smallest 
variance, and provides valid variance estimates for all parameters studied, including 
multivariate statistics and domain means. The simulation shows that the multiple im­
putation variance estimator has a large variance relative to the FEFI variance estimate. 
Also, multiple imputation provides biased variance estimates for multivariate statistics 
such as the domain mean. This is even true when the two variables defining the statistic 
are independent. 
An advantage of the FEFI method over other imputation methods is that single data 
set and a single set of replication weights can be used for the FEFI method regardless of 
the number of variables. The FEFI procedure can be easily implemented using existing 
software such as WesVar PC developed by Westat. Inc.. A disadvangtage of the FEFI 
method is that the data set can be large if the number of respondents in a cell is large. 
This can be serious if there are several variables with missing data. In the simulation, 
we used an approximate FEFI method for the two variable situation. An alternative 
method of reducing the size of data set by approximating the FEFI estimator is under 
study. 
The third paper concerns variance estimation for multi-phase stratified samples. The 
proposed method can be used for the reweighted expansion estimator as well as for the 
double expansion estimator. The resulting replicates give the same variance estimate as 
the Rao and Shao (1992) method for the reweighted expansion estimator. The proposed 
method is easily extended to a class of regression estimators and to muiti-phase sampling 
designs. Application of the proposed method to the 2000 US Census of population is 
illustrated. 
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