generalized radius and center Lipschitz conditions with L average are introduced to investigate the convergence of Gauss-Newton's method for finding the nonlinear least squares solution of nonlinear equations. The radii of the convergence ball of Gauss-Newton's method and the uniqueness ball of the solution are estimated. Some applications are given.
INTRODUCTION
Finding the solution of a nonlinear operator equation
in Banach space X is a very general subject which is widely used in both theoretical and applied areas of mathematics, where f is a nonlinear operator from some domain D in a real or complex Banach space X to another Y. When f is Freehet differentiable, the most important method to find the approximation solution is Newton's method which is defined by and x0 is far enough from the boundary of D, transforms the convergence of the Newton method into the judgment of some bound criterion around x0. It implies the existence of the solution. Therefore, the existence of the solution is a very natural hypothesis. The advantage is that it makes us clearly see how big the convergence ball is. Under the hypothesis that the derivative of f satisfies the Lipschitz condition, Traub and Wozniakowski [3] and Wang [4] independently obtained the exact estimate for the convergence ball. In order to investigate the complexity, Smale [5] assumed that f is analytic at the solution and introduced the criterion 7](x*): )11)1/(~_1 )
7i(x) : sup (llf'(x)-(k)(x k_>2
He gave an exact estimate for the corresponding radius under the hypothesis that 7f(x*) _< 7, for which some strictly weaker condition, i.e., 7-condition, was substituted by Wang and Han [6] lately. Very recently, to unify the above results, Wang [7] generalized the concept of the Lipschitz condition. He introduced the so-called Lipschitz condition with L average and gave unified exact estimates of radii of convergence ball of the Newton's method and existence ball of the equation.
However, in practice, equation (1.1) is often nonconsistent. In this case, we need to find the least squares solution of (1.1) when X and Y are of finite dimensions, or equivalently, we solve the following minimization problems:
Let R '~ denote the n-dimensional Euclidean space. Thus, when f : R n --~ R m is a nonlinear Frechet differentiable mapping and rn >_ n, one of the important methods to find an approximation solution of (1.2) is Gauss-Newton's method, which is defined as follows:
where x0 E R ~ is an initiM point. As is well known, see, for example, [8] , under the assumption that the derivative of f satisfies the Lipschitz condition, Gauss-Newton's method converges if the initial point x0 is sufficiently near the solution. Following Wang's idea in [7] , in this paper, we will investigate convergence of Gauss-Newton's method for finding the least squares solution under the generalized Lipschitz condition with L average. The unified exact estimates of convergence ball of Gauss-Newton's method and the existence ball of the least squares solution are obtained so that some earlier and recent results are extended and improved sharply.
PRELIMINARIES
For x e R n, r > 0, let B(x, r) denote the open ball of radius r at x. Let L(#) be a positive nondecreasing function and x* E R n. Then, the following concepts of Lipschitz condition with L average were introduced in [7] . 
VaeB(x*,r), [9, 10] .) Let A,E C Rmx% Suppose that B = A + E and IIA+I I ItElt < 1.
rank(B) _> rank(A).
In particular, rank(B) = n if rank(A) = n, m > n. 
is also nondecreasing on (0, r].
PROOF. For any 0 < tl < t2 _< r, we can write ~(t2) -~(tl) as follows:
The standard computation shows that
i.e., ¢(t2) >_ %b(tl) when t2 > tl. 
CONVERGENCE THEOREMS

'(x*)T f'(x*)]-l f'(x*)TII. Then Gauss-Newton's method (1.3) is convergent for all xo e B(x*, r) and
2)
In particular, if c = O, then, 
for any x 6 B(x*,r). Taking A = 1 and l = 0 in Lemma 2.3, respectively, we have
Consequently, Ilxl -x*ll _~ qNxo -x*ll and so xl e B(x*,r). Clearly, (3.2) holds for n = 0. Now assume that x~ E B(x*, r) and (3.2) holds for n > 0. Then, with the same argument, we obtain that
flff(X~)L(#)~ d# v/5~2cfoP(X~)L(#) d#
IIx~÷l -x*ll < -I flf:(~)n(#)d# + -
--flE(~)L(#) d#
Thus, again using Lemma 2.3, we have
i.e., xn+l C B(x*, r) and (3.2) holds for n + 1. Hence, (3.2) holds for all integers n > 0 by induction. | REMARK 3.1. Theorem 2.1 extends the result due to Wang [7] in the case when the inverse f(x) -1 exists and f(x*) = O. 
It is easy to show that f' satisfies the radius Lipschitz condition with L average on B(x*,r).
Note that c = 0. By (3.3), we obtain that
Let x0 = x* + r. We then have xl = x* -r. Similarly, by mathematical induction, we can verify that x~ = x* + (-1)hr. Hence, Gauss-Newton's method fails. |
The following theorem is concerned with the convergence under the much weaker condition that if(x) satisfies the center Lipschitz condition with L average.
THEOREM 3.2. Suppose that x* is the solution of (1.2), f has the continuous derivative f' in the ball B(x*, r), if(x*) is full rank and satisfies the center Lipschitz condition with L average. Let r satisfy 0 < •f°(2r -#)n(,) d, + v/~/3%foL(~) d# _< r. (3.4) 1 -ZfoL(,) d#
Then Gauss-Newton's method (1.3) is convergent for a11 xo ~ B(x*, r) and 
11~ -x*ll
< Zf~(~°)(2p(xo) -,)n(,) d, II~-~ -~*17 + v~Z~ep(~o)fo~(~°lL(,) d, II~-~ -~*11 p(xo) 2 (I -fifo p(x°) L(#) d#)
IIXl --X*I] -~ [ft(xo)Tft(XO)]-I ft(x0) T [ft(Xo) --ft(x 0 ÷ T(X* --X0))] (X 0 --X*) + f'(x*)Tf'(x*)] -i f'(x*) T --[f'(xo)Tf'(Xo)] -i f'(Xo) T ]If(x*)N <--Z [[[ff(Xo)--f'(x*)]+[f'(x*)--f'(Xo+T(X*--Xo))]H []X0--x*l[ d~-
+ [f'(x*)Tf'(x*)] -if'(x*) T _ [f'(xo)Tff(Xo)] -iff(xo) T
Therefore, xi E B(x*, r). Clearly, (3.5) holds for n = 0. Assume that x~ E B(x*, r), (3.5) holds for n > 0, and p(x, 0 decreases monotonically. Then, using Lemmas 2.3 and 2.4 again, we have This implies that (3.5) holds for all integers n > 0 by induction.
THE UNIQUENESS OF SOLUTION
In this section, we will deal with the estimate of radius of the uniqueness ball of the solution of (1.2). PROOF. Suppose that x0 ~ B(x*, r), x0 ¢ x* is another solution of (1.2). Then,
[f,(x,)T f,(x.) ]-i f,(xo)T f(xo) = O.
This implies that
Xo
and
Observe that monotonicity of L implies that functions
and axe nondecreasing with respect to t, Then, we have that
which is a contradiction. Therefore, the solution of (1.2) is unique. I
The following proposition shows the estimate given in Theorem 4.1 is optimal in some sense. .2) was given by Wang [7] . Note that in this case, L need not be nondecreasing but only positive integrable.
APPLICATIONS
In this section, we will apply the obtained results to some concrete cases. First, by taking L as a constant, we immediately obtain the convergence and uniqueness results under the classical Lipschitz condition. 
In particular, if c = O,
(ii) Let
Then, the solution of (1.2) is unique in the ball B(x*, r). Moreover, the given r is optimal. 
