where the integrals are taken in the sense of the extended principal value of Definition 1.1. This problem, suggested by W. Feller, arises in the theory of stochastic processes. However, it is interesting from a purely analytic point of view, and this paper will be concerned only with that aspect. A probabilistic interpretation of our result will be found in a forthcoming paper by Feller . For a precise definition of the operators ß and ß* see §1.
The equation (0.3) mix, t) = w-'P | ---= -I-'u, •7-00 £ -x where the underlying space is C[-°o, + °° ], has been considered as the backward equation for the Cauchy process in [2] . The solutions are harmonic functions in the upper half-plane. We may consider the solutions of (0.3) as transformations on the initial values, that is for fEC[-=°, H-°° ], we define Ttf = uit, x), where u is the solution of (0.3) such that u(0, x) =f(x). These transformations have the semi-group property Tt+hf= TtThf-In view of this, v/e might expect the semi-group given by (0. 4) Ttf -/_ (f -x)2 + t2
where fEC[-<x>, + go ]t to have -I1as infinitesimal generator. This, how-ever, has been proved rigorously only for Lv[-°°, + oo ], p>l, by E. Hille [6] .
Our equations represent the analogue of the Cauchy process on the finite interval. In the terminology of diffusion theory, we may call (0.1) the "backward equation" and (0.2) the "forward equation." Oddly enough, the initial value problems and semi-groups associated with our equations bear a strong resemblance to those connected with the pair of parabolic differential equations dx I.
-x2 )
This resemblance accounts for the unexpected similarity between the equations (0.1) and (0.2) and the diffusion equations for the case of regular boundaries. It should be noted that while equations (0.1) and (0.2) are in a sense adjoints to one another, (0.5) and (0.6) are not; in diffusion theory the forward equation to (0.5) would be (0.6) with the first minus sign replaced by a plus sign. We would expect our equations to behave like the heat equation ut = uxx rather than like (0.5) and (0.6).
To solve the initial value problem for (0.1) and (0.2) we shall follow the pattern used in [3] for the treatment of the parabolic partial differential equations. The integration problem is treated there as an abstract problem for semi-groups. We shall start with (0.1), the backward equation, on the space C [-1, +l] . A set SC-D(ß) is called a lateral condition or conditioning set if the contraction ß/2 is the infinitesimal generator of a contraction semigroup. We show that all the admissible lateral conditions for the backward equations of diffusion theory have analogues for (0.1). We shall not prove in this paper that our lateral conditions are the only possible ones, that is, that we have constructed all the contraction semi-groups "generated by ß" in the terminology of [3] . However, this follows from a generalized version of the proof for the parabolic differential equations which will appear in a forthcoming paper by Feller. Next, we shall investigate the semi-groups of transformations adjoint to those generated by ß, cf. § §11, 12, 13. In general, the infinitesimal generator of the adjoint semi-group is given by a contraction of ß* plus additional terms. Only with special lateral conditions will ß* generate the adjoint semi-group. A similar situation arises in the differential equations' case The lateral conditions on (0.3) which give a differential operator as the generator of the adjoint contraction semi-group are called the analogues of the 
respectively, where £y=ä0, ç,è0. In our case, the analogues of (0.7) and (0.8) are (0.9) qi lim u(t, x) + pi lim x«_l I ux(t, x)(l -x2)ll2dx
with similar expressions for the left boundary, cf. Theorem 12.1 where the case cr = r = 0 gives the analogue (0.10).
On the infinite interval, for each 0<a=g2, there is a stochastic process, namely the symmetric stable process of order a. The Cauchy process corresponds to a-1, and the diffusion to a = 2. A study of these semi-groups for the analogous processes corresponding to 0<a<l and 1 <a<2 on the finite interval will be made in a subsequent paper. Kac [7] has studied the problem for general a, which corresponds to the "absorbing barrier" case of the diffusion equation. Kac's point of departure is the theory of summation of independent random variables(2). This connection of the stable distributions with diffusion theory has been discovered by Bochner (cf. [2] ). Feller [2] has treated this connection from the point of view of Riesz potentials.
The Hille-Yosida theorem [see §l], which gives the necessary and sufficient conditions that an operator on a Banach space X he the infinitesimal generator of a contraction semi-group [cf. Definition 1.3] with range dense in X, leads us to a study of the resolvent equation \u -ßw = h. We shall show that this equation is equivalent to /+i p+i K(x, y)u(y)dy = J K(x, y)h(y)dy, where K(x, y) is defined in (2.6). The homogeneous equation corresponding (2) In [7] Kac outlines the theory for general a. The detailed theory for <* = 1 has been developed by Kac and Pollard [8] .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use to (0.11) appears in [8] , but has been used there only for L2. We shall treat (0.11) in C[-1, +1 ] and give proofs for the existence of positive, continuous, norm-decreasing solutions. If an arbitrary, positive, continuous function is put on the right of (0.11), the solutions u are not necessarily positive. However, we can show that if h^O in (0.11), then so is u. § §1-7 are concerned with the solutions of the resolvent equation.
The author wishes to thank William Feller for many helpful discussions and suggestions. The operator ß* from L [ -1, +1 ] to itself is defined by Conversely, a linear operator with these properties is the infinitesimal generator of a contraction semi-group with range dense in X.
In our case ß itself is not an infinitesimal generator since Xm-ßw = 0 has solutions, cf. §7. However, ß may be the extension of an infinitesimal generator. The problem of finding the most general lateral condition is to determine all sets 2 (independent of X) such that Xy\-ßy* = x has a unique solution for xEC [-l, +l] , satisfying (1.1) and (1.14). Then the contraction ß/2 is the infinitesimal generator of a contraction semi-group. In case the closure S is a proper subspace of C[-l, +l], we must take 2 = X in the Hille-Yosida Theorem in order that the conclusion of that theorem hold. The restriction that the range of the semi-group be dense in X is equivalent to the statement that ||F(x -x||->0 as ¿->0 for all xEX, cf.
[3]. Hence all our solutions converge in norm to the initial values. This does not mean that the semi-group admits no extension from 2 to the whole space but the extensions will converge only pointwise to the initial value.
It might be pointed out that a certain duality exists between the solu- If v is a solution of the latter, then there exists an a such that u = fxav(t) dt is a solution of the former, and conversely, if « is a solution of Xw-ßw = 0, then u is absolutely continuous (cf. Theorem 2.1) and u' is a solution of \v-iï*v = Q. 2. Formal reduction to an integral equation. In order to apply the HilleYosida theorem we must make a study of the equation
where h(x) is given in C[-1, +l]. In this section we reduce (2.1) to an integral equation in a purely formal way. The proof will be carried out in §3.
The following lemma, due to H. Söhngen [9] , makes this reduction possible. 
such thatf(x) and f2(x)(l-x2)112 are integrable in [-1, +l] are given by
where A is an arbitrary constant.
Applying this inversion formula to (2.1) we obtain
Then, integrating (2.4) formally, we get
It will be seen in § §4 and 6 that we can write the solution to (2.5) in terms of a solving kernel T(x, y; X). This gives We have omitted the X in T(x, y; X) for simplicity. The precise statement of this equivalence is contained in the next theorem. .1) is also a solution of (2.5) for some A and B. Conversely, every continuous solution of (2.5) is an absolutely continuous solution of (2.1).
The proof of Theorem 2.1 is given in the next section.
3. Proof of Theorem 2.1. 
Proof. The proof is given in [10, chap. V].
where K(x, y) is the function defined in (2.6).
Proof. Since we do not assume that g(x) is differentiable, the condition given by Hardy in [5b] for the interchange of the order of integration does not apply. However, formula (3.3) may be verified as follows. We write 
Proof of Theorem 2.1. Suppose first that/(x) is an absolutely continuous solution of (2.1). Lemma 2.1 leads us to (2.4), and (2.5) follows from Lemma 3.2 and the assumption of absolute continuity; the steps are reversible. 4. The integral equation. The kernel K(x, y) is symmetric, non-negative, and K~i±l, y)=K(x, ±1)=0 for x, yEi~I, I)-In this section we state theorems about the equation
They will be proved in the next section. The step from (4.1) to the more general (2.5) will prove easy, cf. §8. In the terminology which is usual in diffusion theory, we say that the solution/(x) of (4.1) is the absorbing barrier solution of (2.1), that is, fix) is the solution for which limx^±i f(x) =0. .Jl/a, *-! + ■>-■"-Dl 
Preparatory lemmas. The lemmas of this section will be used to prove the theorems of §4.
Lemma 5.1. If K(x, y) is defined as in (2.6), then
Proof. Integrate by parts.
The following lemma will not be used until later sections, but for convenience we prove it here. Lemma 5.2. For each e>0 we can choose an 17 >0, independent of x, so that (5.2) f K(x,y)dy<t
for \x\ all where Rvis the region defined by \x-y\ <r¡ and \y\ ¡gl.
Proof. From Lemma 5.1 we have for -1 +n<x<l-n, I K(x, y)dy = r¡K(x, x + r¡) + r¡K(x, X -ti)
while for 1-?7<x<l,
A similar formula holds for -1 <x< -1+7?. Clearly, it is sufficient to show that given ô>0, we can find 77 >0 so that r7F(x, x±n) <5 for all x£ [-1, +l].
We write the kernel in the form, + f Kix + h, y) -Kix, y)dy.
•I x+h
The first and second integrals are given by
respectively, where F(x) = (1 -x2)1'2. The third integral is similar to the first. From (5.5) we see that h1~aKix, x+h) <e for h sufficiently small. Proof. We have by Í3.3) 
1+1 .
-1
Since the integrand is continuous at x, we have (5.17).
We have now shown that F(x) has a continuous derivative in (-1, +1 ). It is clear that F'ix) is continuous for |x| >1. Upon substituting (4.2) for / and changing the order of integration, we get (4.5). The result for ô2/ is proved the same way.
7. The equation XF -ßF=0. Before we study the resolvent in the general case we must have some information about the solutions of i _ r+1fit)dt (7.1) X/(x)--F ^-= 0. Proof. That (¡>i and (p2 are solutions of (7.1) follows from Theorems 4.1 and 4.2 and the fact that from (1.5)
J_i (i -t2y>2(t-x)
Thus £i and f2 are obviously solutions. Suppose £3 is a third solution. Then the function / defined by
is a solution of (7.1) which vanishes at x= ±1. Hence by Theorems 2.1 and 4.2,/(x)=:0. Proof. Let (7.6) Vi(x) = -x a arc sin x -f-1/2, Vt(x) = x_1 arc sin x 4-1/2 where arc sin + 1 = +x/2. Then (7.7) **(*) = -j r(x, y)vi(y)dy + K~Si<*).
Since 17,^0, it follows from Theorem 4.1 that £¿^0. Upon adding the two equations in (7.7) and noting that 771-I-I2-1 we obtain (7.8) X"1 -Ux) -Hx) = f T(x, y)dy ^ 0, which proves (7.5). by the theorems of § §4 and 7. The f¡ are defined in (7.2). We desire that/ be a bounded linear transformation of h. Hence A and F must be linear functionals on A, which we will denote by Qtih) and Q*(h), respectively. The resolvent then has the form The most general lateral condition will, of course, involve both boundaries. In order to simplify notation we shall assume, until §14, the left boundary condition /( -1) =0. When the result is obtained for this case, the passage to two free boundaries is exactly the same as for the parabolic partial differential equations. Since the Hille-Yosida theorem requires that the domain of the infinitesimal generator be dense in the underlying Banach space, we take as the space Since ||e*||ál and by (7.8) also O^X^-^-^X-1, the quantity in brackets is <1. This completes the proof. If 5^ exists, it is clear that x21/2 lime^o PÍ¿) =b2f. Conversely, if lime,0 m(£) exists, we solve the differential equation in (8.6) to get e^'hpie) =fópix)x~1,2dxi since we know that lime,0 e_1/V(e) =0. Hence lime_0 €~hf/it) exists, which implies the existence of Stf.
9. The lateral condition for one free boundary. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
where b2f is defined in (4.5).
Theorem 9.1. The operator ß of (1.3), restricted by the lateral condition (9.3), is the infinitesimal generator of a contraction semi-group with range dense in Co[-I, 4-l] or in the linear manifold defined by (9.4) ptfil) = rj f(x)dp(x) according as o+y>Q or 0-4-7 = 0. Its resolvent is given by the linear transformation
(9.7) Q(y) = taJ T(x, y; X)dp(x) + yAtfi?),
where ^* is defined in (4.7) and X (9.8) A =-f+1 pi -Xt I %2(x)dp(x) + (a + 7co)X with w = ô2£2 as defined in (4.5).
The next section will be devoted to the proof of this theorem.
10. Proof of Theorem 9.1.
where qi and Q(s) are defined in (9.6) and (9.7).
Proof. Suppose first that /£2. Then clearly, since by Theorem 7.1 the only solution of (7.1) in C0[-1, 4-1] is £2(x), we can write (10.2) /(x) = f T(x, y)h(y)dy + Xfc(*)/(1).
If/GZ, then from (10.2), (9.3), and Lemma 8.1
Ptfii) XTji f r(*> y)*(y)*y]¿Pi*) Proof. We have Il(?*||=?2+/ Qi*)ds (10.4) = A ïa + t f if T(x, y)dy\ dp(x) +yf £2*(x)áxl.
It is easily seen from (7.7) and Theorem 4.3 that
where co is given in (9.8). Hence the right-hand side of (10.4) is equal to
= -52?,X ^ 0, since £i^0 and |i(l)=0. From (9.1) and (10.7) we conclude that ||0*||gl.
The next three lemmas are used only for the statement concerning the density of S. Proof. Let t2n . ^T2y
We can choose n large enough so that ||»"|| <e. Furthermore Qvn(x) is a polynomial by (1.5), so that vnED(Q). (10.15) e(w) = p2w(l) -t I w(x)dp(x) + yô2w.
This gives A=ho(e+o)~1 and since, by Lemma 10.4, we can choose w so that e(w) is arbitrarily small, there are finite values of A satisfying (10.14). We can now put wt = Aw with \\Aw\\ <e. If <r = 0 but 7^0, then the proof follows along the same lines using Lemma 10.5. The statement concerning the case cr-f7 = 0 is obvious.
Proof of the theorem. Suppose a set 2 of the type in Definition 9.1 is given. The function/(x) defined by (9.5), (9.6), (9.7), and (9. 11. The adjoint semi-groups.
We now wish to investigate the semigroups adjoint to those generated by ß. This requires a study of the adjoint resolvent. We introduce the L0 following [3]. In this section we prove some preparatory lemmas.
Lemma 11. Following the convention used in [3] for the differential equations case, we shall write (11.6) as (11.11) Xv -tt*v^Av.
In case v is absolutely continuous we replace Av by v' or use (11.10), which is equivalent to (11.11) for absolutely continuous v.
Lemma 11.2. In the notation of Lemma 11.1
Proof. Using Lemma 11.1, we have
where F(x) =fxv(x)dx. An integration by parts gives the result.
Definition 11.2. We define and (11.17) Ki(x, y) = log(l-
Note that \x -y\ >e throughout the region of integration in 7i. In this region for e sufficiently small, using (5.10), Proof. That £f and £* are solutions of (11.21) follows from (1.5) and Theorem 4.2. Suppose/is a third solution. By the duality principle stated in §1, there exist constants a, b, and c such that fxf, /f^f, and fxcQ are solutions of XF-ßF = 0. By Theorem 7, there exist constants A, B, and C such that Cflf = Afl^*+Bfx¿*. Since £f and £* are independent, CVO, and the lemma is Lemma 11.5. If Jt\p%il-xs)~%lHx< », then +1,. .", ,,"r" r+1 <x)dxt (11.22) L0= |o
Proof. It is not difficult to verify this by direct methods, but a more instructive proof is the following. Letting cb(x) =v(x)(l-x2)~112, we have /í]02(x)(l-x2)1/2¿x< °o. Using Lemma 1.2, we put (f>(x) = X)t"-i ak-Pk (x) and conclude that T(p= 2Z£=i akQk+i(x). Hence (11.23) is equal to Z*"-i akft\ Qk+i(x)(l-x2)-"2dx = 0. Proof. The positivity is clear. To prove the norm condition we need consider only the case gs^O. We have, using (7.8), In a similar way, using Lemmas 11.1 and 11.2, we have ki(x)dp(x) -XyA I tf(x)r,2(x)dx = -4>2Ç -f-TtQ.
Hence from (10.5) (13.12) XtA j it(x)dp(x) -XyAw + yA = -$2Q + T2Q.
From (13.9) and (13.12) -$2G 4-TiG (13.13) = |ft + xf Ux)g(x)dx\ irA f Ux)dp(x) -yAo> + l| 7 r -±-v^ i *« + ?" -ft 4-G2 = -gi + Xo2 4-02. 
