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Abstract
We study in this paper a multilayer discretization of second order elliptic prob-
lems, aimed at providing reliable multilayer discretizations of shallow fluid flow
problems with diffusive effects. This discretization is based upon the formula-
tion by transposition of the equations. It is a Petrov-Galerkin discretization in
which the trial functions are piecewise constant per horizontal layers, while the
trial functions are continuous piecewise linear, on a vertically shifted grid.
We prove the well posedness and optimal error order estimates for this dis-
cretization in natural norms, based upon specific inf-sup conditions.
We present some numerical tests with parallel computing of the solution
based upon the multilayer structure of the discretization, for academic problems
with smooth solutions, with results in full agreement with the theory developed.
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1. Introduction and motivation
This paper deals with the numerical approximation of the Poisson and re-
lated problems by means of layer-wise discontinuous solutions. It is motivated
by the construction of multilayer discretizations of fluid flow equations on sha-
llow domains. This produces a reduction of the dimensionality of the approxi-
mated problem, yielding in practice a domain decomposition discretization that
is solved by parallel procedures.
This is the case for instance of the works of Fernndez-Nieto and co-workers
[1, 2] and of Sainte-Marie and co-workers [3] to solve the Navier-Stokes equa-
tions. In these papers the velocity is discretized by layer-wise smooth functions,
discontinuous across the layer boundaries. The conservation of momentum needs
the continuity of diffusive fluxes across layer boundaries. This is ensured in these
papers by specific techniques based upon finite-difference discretizations in the
vertical direction. Both papers perform stability analysis for the discretizations
introduced, however no convergence proofs are reported. This mainly occurs
because the discretizations are purely finite-difference approximations, that are
not linked to variational formulation of the targeted equations.
In this paper we look for stable multilayer discretizations for which con-
vergence proofs are reachable. More concretely, we look for stable discretiza-
tions that are related to variational formulation of the equations. A possible
discretization meeting these criteria could be provided by the Discontinuous
Galerkin (DG) method. This method was introduced in the 90’s by Cockburn
and Shu for hyperbolic conservation laws (cf. [4]), and later adapted to ellip-
tic problems, by re-writing as two coupled first-order conservation laws for the
unknown and its gradient (cf. [5, 6] and references therein). DG methods for
elliptic problems are based upon the flux formulation of the elliptic problem,
that includes both the original unknown so as its gradient as unknowns of the
discretization. This allows to approximate both the unknown and its gradi-
ent by discontinuous finite elements. The stability of the formulation strongly
depends on the choice of the numerical fluxes of both unknowns.
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An alternative discretization could be provided by the Discontinuous Petrov
Galerkin methodology, introduced in a series of papers by Sacco and co-workers
(cf. e.g. [7, 8]) and systematically studied by Demkowicz and Gopalakrishnan
(see [9, 10, 11, 12] and references therein). The DPG methodology approximates
the unknown by either continuous or discontinuous trial functions, while the
tests functions necessarily need to be discontinuous. This formulation admits
three equivalent interpretations: a Petrov-Galerkin method with test functions
that achieve the supremum in the inf-sup condition, a minimum-residual method
with residual measured in a suitable dual norm, and a mixed formulation where
one solves simultaneously for the Riesz representation of the residual. The
stability of the formulation is a direct consequence of the first of these three
interpretations.
Here we propose a discretization specifically adapted to multilayer discretiza-
tions, for elliptic problems related to the Poisson equations. The main idea is
to start from the solution by transposition of the equations, much as the ultra-
weak formulation considered in the works [7, 8] by Sacco and co-workers. The
solution by transposition naturally belongs to L2 spaces, and thus admits piece-
wise discontinuous approximations. Based upon this procedure, we propose a
Petrov-Galerkin discretization for cylindrical domains, in which the solution is
a layer-wise constant function, while the test functions are continuous piecewise
affine polynomials in the vertical direction, with knots in a shifted grid. We
derive a single “recepy” to build this kind of discretizations: Approximate the
vertical derivative of the unknown by the vertical derivative of its interpolate
on the test functions space.
We prove the well-posedness of this discretization, given by an inf-sup con-
dition satisfied by the bilinear form appearing in the discrete problem. Also,
we prove optimal order error estimates for smooth solutions. We further extend
the multilayer discretization technique introduced to domains which are vertical
deformations of cylindrical domains, which appear in shallow water problems
when a flat surface is deformed. We also prove well-posedness and optimal order
error estimates for this extension. We further extend the method to Neumann
3
boundary conditions, by slightly changing the test space.
We finally present some 3D numerical tests by parallel solution of the re-
sulting linear system, taking advantage of the multilayer structure of the dis-
cretization, what allows to only solve 2D linear systems. These tests present
speeds-ups rates ranging from 20 to 50, while presenting optimal convergence
orders for smooth functions, in agreement with the theoretical expectations.
The paper is organized as follows. Section 2 introduces the motivation and
the basic multilayer discretization that we consider, for the Poisson problem in
a cylindric domain. This discretization is studied in Section 3, where stability,
convergence and obtention of error estimates are analyzed. In Section 4 the
discretization is extended to Poisson problems in domains with non-flat upper
boundary, also analyzing stability, convergence and error estimates. Section 5
is devoted to the extension of the discretization to Neumann boundary condi-
tions. Finally Section 6 present several 3D numerical tests for each of the cases
considered, for smooth solutions.
2. Multilayer approximation
Let us consider a cylindrical domain Ω = ω × (0, L) where ω ⊂ Rd is
bounded domain, and d ≥ 1 is an integer number. Let us consider the homoge-
neous Dirichlet Poisson problem as a model problem:

−∆v = f in Ω,
v = 0 on ∂Ω.
(1)
As is standard, this problem can be written in variational form: Given f ∈
H−1(Ω), find v ∈ H10 (Ω) such that
a (v, ϕ) = L (ϕ), ∀ ϕ ∈ H10 (Ω), (2)
with
a (v, ϕ) =
∫
Ω
∇v ∇ϕdΩ, and L (ϕ) =< f,ϕ >Ω . (3)
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The solution of this problem is also the solution of the transposition formu-
lation of problem (1), given by (Cf. [13]): Find v ∈ L2(Ω) such that for all
φ ∈ L2(Ω),
∫
Ω
vφ dΩ = L (T φ), (4)
where T φ = ϕ is the solution of
−∆ϕ = φ in Ω,
ϕ = 0 on ∂Ω.
(5)
Problem (4) admits a unique solution in L2(Ω), that necessarily coincides
with the solution of (2). Also, problem (4) admits a unique solution when f is
less smooth (actually, when f ∈ (H10 (Ω) ∩H2(Ω))′) whenever the problem (5)
is regular, in the sense that ϕ ∈ H10 (Ω) ∩H2(Ω) (Cf. [13]).
However, we are not interested in approximating the formulation by trans-
position (4), rather we use it as a base to build our multilayer discretization of
the weak standard formulation (2). To do it, let us split the domain Ω along
the vertical direction into N ≥ 1 plane layers of constant thickness h = L/N
with N + 1 interfaces Γα+ 12 of equations z = zα+
1
2
for α = 0, 1, . . . , N (see
Figure 1). Hence, we split Ω =
N⋃
α=1
Ωα with
Ωα =
{
(x, z); x ∈ w and zα− 12 < z < zα+ 12
}
.
We assume ∂Ω = Γb ∪ Γs ∪ Γl, where Γb and Γs are the boundaries of
the bottom and the top, respectively, and Γl is the vertical boundary of the
domain. We shall denote by zb = z 1
2
= 0 and zs = zN+ 12 = L the equations of
the bottom and the top interfaces Γb and Γs, respectively. Notice that ∂Ωα =
Γα− 12 ∪ Γα+ 12 ∪ Γl,α, with
Γl,α =
{
(x, z) ∈ Rd; x ∈ ∂w and zα− 12 ≤ z ≤ zα+ 12
}
.
Then the vertical boundary is split as Γl =
N⋃
α=1
Γl,α.
5
Figure 1: Splitting of the domain Ω
Also, we denote zα =
zα− 12 + zα+ 12
2
, ∀ α = 1, 2, . . . , N .
We shall assume from now on that ω is polygonal. Let us now introduce
discretization space for the unknown v,
Xh =
{
vh ∈ L2(Ω) / vh =
N∑
α=1
vαh ⊗ κα with vαh ∈ V0,k(ω)
}
,
where κα is the characteristic function of the interval (zα−1/2, zα+1/2) and
V0,k(ω) is a finite element sub-space of H
1
0 (ω). The sub-index k denotes the
horizontal grid size. We assume that V0,k(ω) = Vk(ω) ∩ H10 (ω) where Vk(ω) is
a Lagrange finite element space, constructed when d = 2 with either triangular
or quadrilateral elements, i. e., there exists a grid Mk such that
Vk(ω) = {wh ∈ C0(ω) |wh|K ∈ Rl(K), ∀K ∈Mk },
where Rl(K) =
 Pl(K) if Mk is formed by trianglesQl(K) if Mk is formed by quadrilaterals, for some integer
l ≥ 1; where Pl(K) is the space of polynomials on K of global degree less than
or equal to l, and Ql(K) is the space of polynomials on K of degree less than or
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equal to l in each variable. When d = 1, the triangulation is formed by segments
K, and Rl(K) = Pl(K).
We approximate the solution v of problem (4) by some vh ∈ Xh. Observe
that for all ϕ ∈ H2(Ω) ∩H10 (Ω),
−
∫
Ω
vh ∆ϕdΩ = −
N∑
α=1
∫
Ωα
vαh ∆ϕdΩ = −
N∑
α=1
∫
∂Ωα
vαh∂nϕdΓ
+
N∑
α=1
∫
Ωα
∇vαh∇ϕdΩ.
(6)
As vαh |∂ω = 0 , then it holds∫
∂Ωα
vαh∂nϕ =
∫
Γ
α+ 1
2
vαh∂zϕ −
∫
Γ
α− 1
2
vαh∂zϕ,
where ∂z denotes the vertical derivative. Thus,
−
∫
Ω
vh ∆ϕdΩ = ah (vh, ϕ),
where ah is a the bilinear form defined by
ah (vh, ϕ) =
N∑
α=1
(∇vαh ,∇ϕ)Ωα +
N−1∑
α=1
∫
Γ
α+ 1
2
(vα+1h − vαh )∂zϕ dΓ
−
∫
Γs
vNh ∂zϕ dΓ +
∫
Γb
v1h∂zϕdΓ;
(7)
Next, we introduce the discrete test functions space,
Yh =
{
ϕh ∈ L2(Ω) / ϕh =
N∑
α=1
ϕα ⊗ σα, with ϕα ∈ V0,k(ω)
}
,
where σ1, σ2, · · · , σN are piecewise affine 1D functions on the intervals [zb, z1],
[z1, z2], · · · , [zN−1, zN ], [zN , zs] that satisfy σi(zj) = δij and σi(zb) = σi(zs) = 0
, for all i, j = 1, 2, ..., N , as we see in Figure 2. Then Yh is a subspace of H
1
0 (Ω)
formed by piecewise P1 polynomials in the variable z with coefficients in H10 (ω).
Note that the intervals [zb, z1], and [zN , zs] have length h/2. Introducing them
allows to have dim(Yh) = dim(Xh).
We now are in a position to state the multilayer discretization of (2) that
we study in this paper,
Find vh ∈ Xh, such that
ah (vh, ϕh) = L (ϕh), ∀ ϕh ∈ Yh.
(8)
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Figure 2: Basis function on Xh and Yh
Notice that although the space Yh is not a sub-set of H
1
0 (Ω)∩H2(Ω), the action
ah(vh, ϕh) is well defined whenever vh ∈ Xh and ϕh ∈ Yh.
Observation 1. If we consider the mapping Th : Xh −→ Yh defined by
Thvh =
N∑
α=1
vαh ⊗ σα ∀vh ∈ Xh,
the form ah can be written on Yh as
ah (vh, ϕh) =
∫
Ω
∇Hvh∇Hϕh +
∫
Ω
∂z(Th(vh)) ∂zϕh. (9)
where we denote ∇ = (∇H , ∂z) with ∇H = (∂1, · · · , ∂d−1) the horizontal gradi-
ent.
3. Stability and convergence analysis
In this section we study the well-posedness of problem (8) in the sense of
Hadamard: We prove that it admits a unique solution that depends continuously
on the data. This will be based upon the Banach-Necˆas-Babuska theorem (Cf.
[14]).
We consider the space Xh endowed with the following H
1
0 (Ω) discrete norm:
‖vh‖Xh =
(
h
N∑
α=1
‖∇vαh‖20,ω +
h
2
∥∥∥∥ v1hh/2
∥∥∥∥2
0,ω
+
N−1∑
α=1
h
∥∥∥∥vα+1h − vαhh
∥∥∥∥2
0,ω
+
h
2
∥∥∥∥ vNhh/2
∥∥∥∥2
0,ω
)1/2
=
(‖∇Hvh‖20,Ω + ‖∂z(Thvh)‖20,Ω)1/2 ,
(10)
and the space Yh endowed with the H
1
0 (Ω) norm. It holds the
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Lemma 1. The mapping Th is an isomorphism between normed spaces. More-
over, it holds
‖∇(Thvh)‖0,Ω ≤ ‖vh‖Xh ≤
√
3 ‖∇(Thvh)‖0,Ω, ∀vh ∈ Xh. (11)
Proof: By construction Th is linear and bijective. To prove the equivalence of
the norms, let ϕh ∈ Yh. Denote ϕα = ϕh(zα). Some standard calculations yield
‖∇Hϕh‖20,Ω =
h
6
∫
ω
|∇Hϕ1|2 +
N−1∑
α=1
h
3
{∫
ω
|∇Hϕα|2 +
∫
ω
|∇Hϕα+1|2
}
+
+
N−1∑
α=1
h
3
∫
ω
∇Hϕα · ∇Hϕα+1 + h
6
∫
ω
|∇HϕN |2.
Also, as
∂zϕh =

ϕ1
h/2
in ω × [zb, z1],
(ϕα+1 − ϕα)
h
in ω × [zα, zα+1], ∀α = 1, 2, ..., N − 1
−ϕN
h/2
in ω × [zN , zs];
(12)
it follows
‖∇ϕh‖20,Ω =
h
2
‖∇Hϕ1‖20,ω +
N−1∑
α=2
2h
3
‖∇Hϕα‖20,ω +
+
N−1∑
α=1
h
3
∫
ω
∇Hϕα · ∇Hϕα+1 + h
2
‖∇HϕN‖2ω +
+
∫
0,ω
(ϕ1)2
h/2
+
N−1∑
α=1
∫
ω
(ϕα+1 − ϕα)2
h
+
∫
ω
(ϕN )2
h/2
.
(13)
To obtain the first inequality in (11), (13) and Young’s inequality yield
‖∇ϕh‖20,Ω ≤
h
2
‖∇Hϕ1‖20,ω +
N−1∑
α=2
2h
3
‖∇Hϕα‖20,ω +
+
N−1∑
α=1
h
6
(‖∇Hϕα‖20,ω + ‖∇Hϕα+1‖20,ω) + h2 ‖∇HϕN‖20,ω +
+
∫
ω
(ϕ1)2
h/2
+
N−1∑
α=1
∫
ω
(ϕα+1 − ϕα)2
h
+
∫
ω
(ϕN )2
h/2
≤ ‖(Th)−1(ϕh)‖2Xh .
9
Analogously, to obtain the first inequality in (11), again (13) and Young’s in-
equality yield
‖∇ϕh‖20,Ω ≥
h
2
‖∇Hϕ1‖20,ω +
N−1∑
α=2
2h
3
‖∇Hϕα‖20,ω +
−
N−1∑
α=1
h
6
(‖∇Hϕα‖20,ω + ‖∇Hϕα+1‖20,ω) + h2 ‖∇HϕN‖20,ω +
+
∫
ω
(ϕ1)2
h/2
+
N−1∑
α=1
∫
ω
(ϕα+1 − ϕα)2
h
+
∫
ω
(ϕN )2
h/2
≥ 1
3
‖(Th)−1(ϕh)‖2Xh ,
what concludes the proof with vh = (Th)−1(ϕh). 
Observe that this results justifies the choice of the discrete norm (10) if Xh
is considered as an external approximation of H10 (Ω).
The stability of the multilayer problem (8) is stated next.
Theorem 1. The form ah(·, ·) satisfies the following properties:
1. ah (vh, Th(vh)) ≥ 1
2
‖vh‖Xh ‖∇(Thvh)‖0,Ω ∀ vh ∈ Xh; (14)
2. ah (vh, ϕh) ≤
√
3 ‖vh‖Xh ‖∇ϕh‖0,Ω, ∀ vh ∈ Xh, ϕh ∈ Yh. (15)
Proof: 1. Let vh ∈ Xh and ϕh ∈ Yh. It holds
N∑
α=1
(∇vαh ,∇ ϕh)Ωα =
N∑
α=1
∫ zα+1/2
zα−1/2
∫
ω
∇Hvαh · ∇H ϕh
=
∫ z1
zb
∫
ω
z − zb
h/2
∇Hϕ1 · ∇Hv1h +
∫ zs
zN
∫
ω
zs − z
h/2
∇HϕN · ∇HvNh
+
N−1∑
α=1
∫ zα+1/2
zα
∫
ω
(
zα+1 − z
h
∇Hϕα + z − zα
h
∇Hϕα+1
)
· ∇Hvαh
+
N∑
α=2
∫ zα
zα−1/2
∫
ω
(
zα − z
h
∇Hϕα−1 + z − zα−1
h
∇Hϕα
)
· ∇Hvαh
=
(
3h
8
+
h
4
) ∫
ω
∇Hv1h · ∇Hϕ1 +
(
3h
8
+
h
4
) ∫
ω
∇HvNh · ∇HϕN
+
h
8
N∑
α=2
∫
ω
∇Hvαh · ∇Hϕα−1 +
3h
4
N−1∑
α=2
∫
ω
∇Hvαh · ∇Hϕα
+
h
8
N−1∑
α=1
∫
ω
∇Hvαh · ∇Hϕα+1.
(16)
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Consequently, we can express ah (vh, ϕh), as
ah (vh, ϕh) =
5h
8
∫
ω
∇H v1h · ∇Hϕ1 +
5h
8
∫
ω
∇H vNh · ∇HϕN
+
3h
4
N−1∑
α=2
∫
ω
∇Hvαh · ∇Hϕα
+
h
8
N−1∑
α=1
(∫
ω
∇Hvαh · ∇Hϕα+1 +
∫
ω
∇Hvα+1h · ∇Hϕα
)
+
+
∫
ω
v1h
ϕ1
h/2
+
∫
ω
vNh
ϕN
h/2
+
N−1∑
α=1
∫
ω
(vα+1h − vαh )
ϕα+1 − ϕα
h
.
(17)
To obtain (14), let ϕh = Th(vh). Using (17), we have
ah (vh, ϕh) =
5h
8
‖∇Hv1h‖20,ω +
5h
8
‖∇HvNh ‖20,ω
+
3h
4
N−1∑
α=2
‖∇Hvαh‖20,ω +
h
4
N−1∑
α=1
∫
ω
∇Hvαh · ∇Hvα+1h
+
∫
ω
(v1h)
2
h/2
+
∫
ω
(vNh )
2
h/2
+
N−1∑
α=1
∫
ω
(vα+1h − vαh )2
h
.
(18)
By Young’s inequality,∫
ω
∇Hvαh · ∇Hvα+1h ≥ −
1
2
(‖∇Hvαh‖20,ω + ‖∇Hvα+1h ‖20,ω) .
Then, from (18), it follows
ah (vh, ϕh) ≥ h
2
N∑
α=1
‖∇Hvαh‖20,ω +
∫
ω
(v1h)
2
h/2
+
∫
ω
(vNh )
2
h/2
+
N−1∑
α=1
∫
ω
(vα+1h − vαh )2
h
≥ 1
2
‖vh‖2Xh ≥
1
2
‖vh‖Xh ‖∇ϕh‖0,Ω.
(19)
2. Let vh ∈ Xh and ϕh ∈ Yh, starting from (17) and using (11) and Holder’s
inequality, we have
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ah (vh, ϕh) ≤ 5h
8
‖∇H v1h‖0,ω ‖∇Hϕ1‖0,ω +
5h
8
‖∇H vNh ‖0,ω ‖∇HϕN‖0,ω +
+
N−1∑
α=2
3h
4
‖∇H vαh‖0,ω ‖∇Hϕα‖0,ω +
N−1∑
α=1
h
8
‖∇H vαh‖0,ω ‖∇Hϕα+1‖0,ω
+
N−1∑
α=1
h
8
‖∇H vα+1h ‖0,ω ‖∇Hϕα‖0,ω +
(∫
Γb
(v1h)
2
h/2
)1/2 (∫
Γb
(ϕ1)2
h/2
)1/2
+
+
N−1∑
α=1
∫
Γ
α+ 1
2
(vα+1h − vαh )2
h
1/2∫
Γ
α+ 1
2
(ϕα+1 − ϕα)2
h
1/2 +
+
(∫
Γs
(vNh )
2
h/2
)1/2(∫
Γs
(ϕN )2
h/2
)1/2
≤
≤
{
5h
8
‖∇H v1h‖20,ω +
5h
8
‖∇H vNh ‖20,ω +
N−1∑
α=2
3h
4
‖∇H vαh‖20,ω +
+
N−1∑
α=1
h
8
‖∇H vαh‖20,ω +
N−1∑
α=1
h
8
‖∇H vα+1h ‖20,ω +
N−1∑
α=1
∫
Γ
α+ 1
2
(vα+1h − vαh )2
h
+
+
∫
Γb
(v1h)
2
h/2
+
∫
Γs
(vNh )
2
h/2
}1/2
·
{
5h
8
‖∇H ϕ1‖20,ω +
5h
8
‖∇H ϕN‖20,ω +
+
N−1∑
α=2
3h
4
‖∇H ϕα‖20,ω +
N−1∑
α=1
h
8
‖∇H ϕα‖20,ω +
N−1∑
α=1
h
8
‖∇H ϕα+1‖20,ω +
+
N−1∑
α=1
∫
Γ
α+ 1
2
(ϕα+1 − ϕα)2
h
+
∫
Γb
(ϕ1)2
h/2
+
∫
Γs
(ϕN )2
h/2

1/2
≤
≤ ‖vh‖Xh ‖(Th)−1(ϕh)‖Xh ≤
√
3 ‖vh‖Xh ‖∇ϕh‖0,Ω.

As a conclusion we deduce
Corollary 2. The form ah satisfies the inf-sup condition
inf
vh∈Xh
sup
ϕh∈Yh
ah (vh, ϕh)
‖∇ϕh‖0,Ω ‖vh‖Xh
≥ 1
2
. (20)
Proof: It is a direct consequence of estimate (14). 
This implies the well posedness of problem (8):
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Corollary 3. The multilayer problem (8) admits a unique solution vh ∈ Xh
that satisfies the estimate
‖vh‖Xh ≤ 2 ‖f‖H−1(Ω). (21)
Proof: The form ah is stable by Theorem 1, and satisfies the inf-sup condition
(20). Also, (14) implies that if ah(vh, ϕh) = 0 for all vh ∈ Xh, for some ϕh ∈ Yh,
then necessarily ϕh = 0. Consequently the hypotheses of the Banach-Necas-
Babuska Theorem hold (Cf. [14]). This ensures that problem (8) admits a
unique solution that depends continuously on the data f . The constant 2 in
estimate (21) also follows from (14). 
3.1. Convergence analysis
In this section we prove a convergence result for general solutions of problem
(2), so as optimal order error estimates for smooth solutions. For that, let us
construct an interpolation operator on Xh for functions defined on Ω. Let Ph
be the prismatic grid of Ω constructed by vertical displacements of the grid Tk,
located at the nodes zb, z1, z2 · · · , zN−1, zN , zs. The geometric elements of Ph
are constructed as P = K×Ij , where I1 = [zb, z1], Ij = [zj−1, zj ], j = 2, · · · , N ;
IN+1 = [zN , zs] and K ∈ Tk . Note that Yh is the prismatic finite element space
defined by
Yh = {w ∈ C0(Ω) |w|P ∈ Rl(K)× P1(Ij), ∀P = K × Ij ∈ Ph } ∩ H10 (Ω).
If {xi}i∈I is the set of Lagrange interpolation nodes for V0,k(ω), for some set of
indices I, then the set of Lagrange interpolation nodes for Yh is
{ri,j = (xi, zj) | i ∈ I, j = 1, · · · , N }. Following Bernardi et al. [15], we
introduce a nodal Lagrange interpolation operator Πk : L
2(Ω) 7→ Yh, of the
form
(Πkw)(x, z) =
∑
i∈I
N∑
j=1
w¯i,j αi,j(x, z),
where the αi,j are the nodal Lagrange interpolation basis functions on V0,k(ω)
corresponding interpolation nodes ri,j , and the w¯i,j are averaged value of w on
an element to which the node ri,j belongs.
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The operator Πk satisfies the standard finite element interpolation error
estimates,
‖w −Πkw‖0,Ω ≤ Cˆ (h+ kl) ‖w‖l,Ω, if w ∈ H l(Ω), (22)
‖w −Πkw‖1,Ω ≤ Cˆ (h+ kl) ‖w‖l+1,Ω, if w ∈ H l+1(Ω). (23)
We shall assume that the operator Πk also is defined componentwise for vector
functions, without change of notations. We next define an interpolation operator
Πh : H
1
0 (Ω) −→ Xh that transforms v ∈ H10 (Ω) into Πhv ∈ Xh, defined by
(Πhv)|Ωα = vαk ∈ V0,k(ω), ∀ α = 1, 2, · · · , N , with
vαk (x) =
1
h
∫ z
α+ 1
2
z
α− 1
2
Πkv(x, z) dz x ∈ w a. e.. (24)
We at first obtain the optimal order error estimate
Theorem 4. Assume that the weak solution of (2) satisfies v ∈ H l+1(Ω) ∩
H10 (Ω), with l ≥ 1. Then, the solution vh ∈ Xh of the discretization (8) verifies
‖Πhv − vh‖Xh ≤ C ‖v‖l+1,Ω (h+ kl) (25)
for some constant C > 0 a constant.
Proof: Define the consistency error εh ∈ Y ′h by
< εh, ϕh >= ah (Πhv − vh, ϕh), ∀ϕh ∈ Yh.
It is sufficient show that, there exits a constant C ′ > 0 such that
| < εh, ϕh > | ≤ C ′ ‖v‖l+1,Ω ‖∇ϕh‖0,Ω (h+ kl), ∀ ϕh ∈ Yh. (26)
Indeed, by the inf-sup condition, we have
1
2
‖Πhv − vh‖Xh ≤ sup
ϕh ∈Yh
ah (Πhv − vh, ϕh)
‖∇ϕh‖0,Ω =
= sup
ϕh ∈Yh
< εh, ϕh >
‖∇ϕh‖0,Ω ≤ C
′ ‖v‖l+1,Ω (h+ kl),
and we obtain the error estimate with C = 2C ′.
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To prove (26), notice that ah (vh, ϕh) = L(ϕh) = a (v, ϕh), and then
< εh, ϕh >= ah (Πhv − vh, ϕh) = ah (Πhv, ϕh) − a (v, ϕh) =
=
N∑
α=1
∫
Ωα
∇(vα − v)∇ϕh +
∫
Γb
v1∂zϕh +
N−1∑
α=1
∫
Γ
α+ 1
2
(vα+1 − vα)∂zϕh +
−
∫
Γs
vN∂zϕh =
N∑
α=1
∫
Ωα
∇H(vα − v)∇Hϕh −
N∑
α=1
∫
Ωα
∂zv ∂zϕh +
+
∫
ω
∫ z1
zb
v1
h/2
∂zϕh +
N−1∑
α=1
∫
ω
∫ zα+1
zα
vα+1 − vα
h
∂zϕh +
∫
ω
∫ zs
zN
−vN
h/2
∂zϕh =
=
N∑
α=1
∫
Ωα
∇H(Πhv − v)∇Hϕh −
N∑
α=1
∫
Ωα
∂zv ∂zϕh +
∫
ω
∫ z1
zb
∂z(Th(Πhv)) ∂zϕh+
+
N−1∑
α=1
∫
ω
∫ zα+1
zα
∂z(Th(Πhv)) ∂zϕh +
∫
ω
∫ zs
zN
∂z(Th(Πhv)) ∂zϕh.
Then
< εh, ϕh >=
∫
Ω
∇H(Πhv − v) · ∇Hϕh +
∫
Ω
∂z(Th(Πhv) − v) ∂zϕh. (27)
To estimate the first term in (27), we have∣∣∣∣∫
Ω
∇H(Πhv − v) · ∇Hϕh
∣∣∣∣ ≤ ‖∇H(Πhv − v)‖0,Ω‖∇Hϕh‖0,Ω.
Now we add ±(∇Hv)(x, zˆ) to the integral, use Holder’s and Minkowski’s in-
equalities and apply that if v ∈ H2(Ω), it holds
(∇Hv)(x, zˆ) = (∇Hv)(x, z) +
∫ z
zˆ
∂z(∇Hv)(x, s)ds
for z, zˆ ∈ (zα− 12 , zα+ 12 ), a. e. for x ∈ ω. Then,
‖∇H(Πhv) − ∇Hv‖0,Ω =
=
 N∑
α=1
∫
Ωα
∣∣∣∣∣∣ 1h
∫ z
α+ 1
2
z
α− 1
2
(∇H(Πkv)(x, zˆ) − (∇Hv)(x, z)) dzˆ
∣∣∣∣∣∣
2
dxdz

1/2
≤
≤
 1
h
N∑
α=1
∫
Ωα
∫ z
α+ 1
2
z
α− 1
2
|(∇H(Πkv)(x, zˆ) − (∇Hv)(x, z))|2 dzˆdxdz
1/2 ≤
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≤
 1
h
N∑
α=1
∫
Ωα
∫ z
α+ 1
2
z
α− 1
2
|(∇H(Πkv)(x, zˆ) − (∇Hv)(x, zˆ))|2 dzˆdxdz
1/2 +
+
 1
h
N∑
α=1
∫
Ωα
∫ z
α+ 1
2
z
α− 1
2
|((∇Hv)(x, zˆ) − (∇Hv)(x, z))|2 dzˆdxdz
1/2 =
=
(
N∑
α=1
∫
Ωα
|(∇H(Πkv)(x, zˆ) − (∇Hv)(x, zˆ))|2 dxdzˆ
)1/2
+
+
 1
h
N∑
α=1
∫
Ωα
∫ z
α+ 1
2
z
α− 1
2
∣∣∣∣∫ z
zˆ
∂z(∇Hv)(x, s)ds
∣∣∣∣2 dzˆdxdz
1/2 ≤
≤ ‖∇H(Πkv − v)‖0,Ω + h ‖∂z(∇Hv)‖0,Ω ≤
≤ Cˆ (h+ kl) ‖v‖l+1,Ω + h ‖∂z(∇Hv)‖0,Ω.
(28)
where the last inequality follows from (23).
To estimate the term in ∂z in (27), we have∣∣∣∣∫
Ω
∂z(Th(Πhv) − v) ∂zϕh
∣∣∣∣ ≤ ‖∂z(Th(Πhv) − v)‖0,Ω ‖∂zϕh‖0,Ω.
Observe that the composed operator Th◦Πh is a Cle´ment interpolation operator
(cf. [16]), so as v ∈ H2(Ω), it holds
‖∂z(Th(Πhv) − ∂zv‖0,Ω ≤ Cˆ ′ ‖v‖2,Ω h. (29)
Then, from (28) and (29), we obtain (26) with C ′ = Cˆ ′ + Cˆ + 1. 
Observation 2. The overall order of the discretization (8) is then one. Thus,
to minimize the number of degrees of freedom the best choice is l = 1 and k = h.
We now can deduce the general convergence result,
Corollary 5. Let v ∈ H10 (Ω) the solution of problem (2). Then it holds
lim
h→0
‖Πhv − vh‖Xh = 0 (30)
where vh is the solution of the multilayer discretization (8).
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Proof: As in the proof of Theorem 4, it holds
1
2
‖Πhv − vh‖Xh ≤ sup
ϕh∈Yh
< εh, ϕh >
‖∇ϕh‖0,Ω
≤ ‖∇H(Πhv − v)‖0,Ω + ‖∂z((Th ◦Πh)v − v)‖0,Ω. (31)
Operators Πh and Th ◦Πh are stable, in the sense that
‖∇H(Πhw)‖0,Ω ≤ C ‖w‖1,Ω, ∀w ∈ H1(Ω),
‖∂z((Th ◦Πh)w)‖0,Ω ≤ C ‖∂zw‖0,Ω, ∀w ∈ H1(Ω).
Indeed, is straightforward to prove that ‖∇H(Πhw)‖0,Ω ≤ ‖Πkw‖1,Ω and then
the first estimate follows as it because Πk is stable in H
1(Ω) norm. The second
one is a standard property of the Cle´ment interpolation operator (cf. [16]).
Then a standard argument, using the density of D(Ω) in H10 (Ω), proves that
the r. h. s. of (31) tends to zero as h→ 0. 
4. Extension to domains with non-flat upper boundary
In this section we extend the multilayer discretization of the Poisson problem
(1) to domains with non-flat upper boundary, that arise in geophysical flows.
Concretely, we consider domains Ωˆ that can be obtained as vertical transfor-
mations of the domain Ω = ω × (0, 1) (that we call in this section “reference”
domain) by a change of variables of the form:
zˆ = z η(x), xˆ = x, (32)
with x ∈ ω ⊂ R2, z ∈ (0, 1) and where η is an smooth and strictly positive
function defined in ω (the surface equations are thus z = η(x, y)). We assume
that η ∈ W 1,∞(ω) is a function such that
η(x) ≥ η0 > 0 and ‖∇Hη‖∞,Ω < 1, ∀ x ∈ ω uniformly, (33)
for some constant η0. Note that he restriction in (33) on the gradient of η is
consistent with the need of having η > 0 on ω.
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We intend to solve the Poisson problem in Ωˆ:
−∆vˆ = fˆ in Ωˆ,
vˆ = 0 on ∂Ωˆ.
(34)
To do it, we use the change of variables (32), to transform problem (34) in
the following elliptic problem in the reference domain Ω in variational form:
Find v ∈ H10 (Ω) such that
aK (v, ϕ) = L (ϕ), ∀ ϕ ∈ H10 (Ω), (35)
with aK (v, ϕ) =
∫
Ω
η (∇ϕ)T K ∇v and L (ϕ) =< f, ϕ >Ω, where f (x, z) =
fˆ(x, zˆ) and K is a symmetric and positive definite matrix given by
K =
 KHH KH3
K3H K33

where KHH = IdH with IdH the 2 × 2 identity matrix, KH3 = − z
η
∇Hη,
K3H = K
T
H3 and K33 =
1
η2
+ |KH3|2
Here our objective is to deduce a multilayer approach of problem (34).
4.1. Multilayer discretization
To obtain our new multilayer system, we consider the same vertical decom-
position of domain Ω and the same definitions and notations as those used in
Section 2.
Similarly to the definition of the form ah by (9), we propose the following
multilayer discretization of problem (34):
Find vh ∈ Xh, such that
aK,h (vh, ϕh) = L (ϕh), ∀ ϕh ∈ Yh,
(36)
where, the bilinear form aK,h (·, ·) is given by
aK,h (vh, ϕh) =
∫
Ω
η
[
(∇Hvh)T ∇Hϕh + ∂z(Th(vh))K3H∇Hϕh
]
+
+
∫
Ω
η
[
(∇Hvh)TKT3H∂zϕh + ∂z(Th(vh))K33∂zϕh
]
.
(37)
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4.2. Analysis of the multilayer discretization
We now study some properties of the multilayer problem (36). The stabil-
ity of the multilayer discretization is achieved, under some restrictions on the
gradient of function η, as follows:
Theorem 6. We assume that function η satisfies (33). Then, the bilinear form
aK,h(·, ·) satisfies the following properties:
1. There exists a constant C1,K > 0 that depends on η, such that
aK,h (vh, Th(vh)) ≥ C1,K ‖∇Th(vh)‖0,Ω ‖vh‖Xh , ∀ vh ∈ Xh. (38)
2. There exists a constant C2,K > 0 that depends on η, such that
aK,h (vh, ϕh) ≤ C2,K ‖∇ϕh‖0,Ω ‖vh‖Xh , ∀ vh ∈ Xh, ∀ ϕh ∈ Yh. (39)
Proof:
1. To obtain (38), let vh ∈ Xh and ϕh = Th(vh), then from (37) we have
aK,h (vh, Th(vh)) =
∫
Ω
η
[
(∇Hvh)T ∇H(Th(vh)) + K33|∂zTh(vh)|2
]
+
+
∫
Ω
η [∂zTh(vh)K3H∇H (Th(vh) + vh)] .
Now, using that η > 0, Young’s inequality
(
a b ≥ −1
2
(a2 +
1

b2)
)
for the
last integral and the estimates within the proof of (11) in Lemma 1 for the
integrals with ∇Hvh or ∇H(Th(vh)), we obtain
aK,h (vh, Th(vh)) ≥
∫
Ω
η
[
1
2
|∇Hvh|2 + K33|∂zTh(vh)|2
]
+
− 
2
∫
Ω
η|K3H |2|∂zTh(vh)|2 − 1

∫
Ω
η
(|∇H (Th(vh))|2 + |∇H vh|2) ≥
≥
(
1
2
− 2

) ∫
Ω
η|∇Hvh|2 +
∫
Ω
η
(
K33 − 
2
|K3H |2
)
|∂zTh(vH)|2 .
Then, if we take ε = 4 (1 + β) with β > 0 and we use that ‖∇Hη‖∞,Ω < 1,
we have
aK,h (vh, Th(vh)) ≥
∫
Ω
(
1− (1 + 2β)z2(|∇Hη|2)
η
)
|∂zTh(vh)|2 +
+
β
2(1 + β)
∫
Ω
η|∇Hvh|2 ≥ C1,K ‖vh‖2Xh ≥ C1,K ‖∇(Th(vh))‖0,Ω ‖vh‖Xh .
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with C1,K = min
{
β η0
2(1 + β)
,
1− (1 + 2β)‖∇Hη‖2∞,Ω
‖η‖∞,Ω
}
, where for the last in-
equality we use (11).
2. Let vh ∈ Xh and ϕh ∈ Yh, then as η > 0, (11) and Holders inequality, we
have
aK,h (vh, ϕh) ≤
(∫
Ω
η|∇Hvh|2
)1/2 (∫
Ω
η|∇Hϕh|2
)1/2
+
+
(∫
Ω
η|K3H |2|∂zTh(vh)|2
)1/2 (∫
Ω
η|∇Hϕh|2
)1/2
+
(∫
Ω
η|∇Hvh|2
)1/2
·
·
(∫
Ω
η|K3H |2|∂zϕh|2
)1/2
+
(∫
Ω
ηK33|∂zTh(vH)|2
)1/2 (∫
Ω
ηK33|∂zϕh|2
)1/2
≤
≤
{
2
∫
Ω
η|∇Hvh|2 +
∫
Ω
η(|K3H |2 +K33)|∂zTh(vh)|2
}1/2
·
·
{
2
∫
Ω
η|∇Hϕh|2 +
∫
Ω
η(|K3H |2 +K33)|∂zϕh|2
}1/2
≤
≤ CK‖vh‖Xh‖(Th)−1(ϕh)‖Xh ≤
√
3 CK ‖vh‖Xh ‖∇ϕh‖0,Ω.
Thus, we obtain (39) with C2,K =
√
3CK where CK = min
{
2‖η‖∞,Ω,
1 + 2‖∇Hη‖2∞,Ω
η0
}
.
As consequence of this theorem we deduce the following well posedness result
for the multilayer problem (36):
Corollary 7. We assume that function η satisfies (33), then the multilayer
problem (36) admits a unique solution vh ∈ Xh that satisfies the estimate
‖vh‖Xh ≤ C3,K ‖f‖H−1(Ω)
where C3,K > 0 is a constant that depends on η.
The convergence of the multilayer discretization (36) is stated as follows:
Theorem 8. We assume that η verifies (33) and that the weak solution of (35)
satisfies v ∈ H l+1(Ω) ∩H10 (Ω), with l ≥ 1. Then, the solution vh ∈ Xh of the
discrete problem (36) verifies the estimate
‖Πhv − vh‖Xh ≤ (h+ kl) C4,K ‖v‖l+1,Ω
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with C4,K a constant that depends on η and Πh the operator defined by (24).
Moreover, if v ∈ H10 (Ω), then, it holds
lim
h→0
‖Πhv − vh‖Xh = 0 (40)
The proof of this result is an extension of that of Theorem 4 and Corollary 5
by standard techniques, we omit it for brevity.
5. Neumann boundary conditions
In this section we extend the multilayer discretization to the Poisson problem
with Dirichlet boundary conditions (1) to the following Poisson problem with
Dirichlet-Neumann boundary conditions:
−∆v = f in Ω,
v = 0 on Γb ∪ Γl,
∂nv = g on Γs.
(41)
The variational form of this problem is: Given f ∈ H−1(Ω) and g ∈ H−1/2 (Γs),
find v ∈ H1bl(Ω) such that
a (v, ϕˆ) = Lˆ (ϕˆ), ∀ ϕˆ ∈ H1bl(Ω), (42)
with
a (v, ϕˆ) =
∫
Ω
∇v ∇ϕˆ dΩ, and Lˆ (ϕˆ) =< f, ϕˆ >Ω +
∫
Γs
gϕˆ, (43)
where H1bl(Ω) = {v ∈ H1(Ω) / v|Γb∪Γl = 0}. Here we consider the same space of
semi-discrete solutions in the vertical direction as in Section 2, that we endow
with the following H1bl(Ω) discrete norm:
|||vh|||Xh =
(
h
N∑
α=1
‖∇vαh‖20,ω +
N−2∑
α=1
h
∥∥∥∥vα+1h − vαhh
∥∥∥∥2
0,ω
+
h
2
∥∥∥∥ v1hh/2
∥∥∥∥2
0,ω
+
3h
2
∥∥∥∥∥vNh − vN−1h3h/2
∥∥∥∥∥
2
0,ω
1/2 . (44)
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Figure 3: Basis function on Xh and Yˆh
This new discrete norm is motivated by the following new semi-discrete test
functions space,
Yˆh =
{
ϕˆh ∈ L2(Ω) / ϕˆh =
N∑
α=1
ϕˆα ⊗ σˆα, with ϕˆα ∈ V0,k(ω)
}
,
where σˆi = σi, for all i = 1, ..., N − 2, and σˆN−1, σˆN are piecewise affine
1D functions on the intervals [zN−2, zN−1], [zN−1, zs], respectively, that satisfy
σˆN−1(zj) = δ(N−1)j and σˆN (zj) = 0, for all j = 1, 2, ..., N − 1; σˆN−1(zb) =
σˆN−1(zs) = σˆN (zb) = 0 and σˆN (zs) = 1 as we see in Figure 3. Note that Yˆh is
a subspace of H1bl(Ω) such that dim(Yˆh) = dim(Xh) and the interval [zN−1, zs]
has length 3h/2.
We look for an approximation of the solution of (42) of the form
v ' vh + gh with gh = gk (z − zs) κN and vh is the solution of the following
multilayer discretization of (42):
Find vh ∈ Xh, such that
aˆh (vh, ϕˆh) = Lˆh (ϕˆh), ∀ ϕˆh ∈ Yˆh.
(45)
where aˆh is a the bilinear form defined by
aˆh (vh, ϕˆh) =
∫
Ω
∇Hvh∇H ϕˆh +
∫
Ω
∂z(Tˆh(vh)) ∂zϕˆh;
with Tˆh the mapping defined by Tˆhvh =
N∑
α=1
vαh ⊗ σˆα ∈ Yˆh, for vh ∈ Xh,
and Lˆh (ϕˆh) =< f, ϕˆh >Ω +
∫
Γs
gϕˆh − aˆh (gh, ϕˆh). We assume in particular
g ∈ H10 (ω) in order to have this last term well defined.
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Observation 3. The basis functions of spaces Yh and Yˆh only differ on the
layers ΩN−1 and ΩN . Then the form aˆh only differs from the form ah defined
in (7) in the integrals on ΩN−1 ∪ΩN . Then a slight modification of the proof of
Lemma 1 yields
4
5
‖∇(Tˆhvh)‖0,Ω ≤ |||vh|||Xh ≤ 4 ‖∇(Tˆhvh)‖0,Ω, ∀vh ∈ Xh. (46)
Consequently, the mapping Tˆh is too an isomorphism between the normed spaces
Xh and Yˆh. This justifies the choice of the new norm on space Xh.
5.1. Well-posedness and convergence analysis
In this section we first study, analogously as we see in Section 3, the well-
posedness of the multilayer problem (45):
Theorem 9. We assume that g ∈ H10 (ω), then the multilayer problem (45)
admits a unique solution vh ∈ Xh that satisfies the estimate
|||vh|||Xh ≤
5
2
(
‖f‖H−1(Ω) + (
√
L+ 2
√
h) ‖g‖0,ω + h
√
h ‖∇Hg‖0,ω
)
. (47)
Proof: (Sketch) Reasoning as in the proof of Theorem 1 for the multilayer
problem (8), we deduce that the form aˆh is stable and satisfies the inf-sup
condition
inf
vh∈Xh
sup
ϕˆh∈Yˆh
aˆh (vh, ϕˆh)
‖∇ϕˆh‖0,Ω |||vh|||Xh
≥ 2
5
. (48)
This new inf-sup condition is proved similarly to (20), as a consequence of
estimates (46) and taking into account the differences between the forms ah
and aˆh mentioned in Observation 3.
Then problem (45) admits a unique solution that depends continuously on
the data f and g. The estimate (47) follows from (48), and standard estimates
of Lˆh(ϕˆh). 
Finally we prove, analogously again to the case of the Poisson problem (2),
the convergence of the discrete solution of the multilayer system (45) to the weak
solution of the variational problem (42), so as optimal order error estimates for
smooth solutions. For that, let us define the operator Πˆh defined by Πˆhv =
Πhv + gh, for v ∈ H1bl(Ω), with Πh defined by (24). Then we have:
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Theorem 10. Assume that the weak solution of (42) satisfies v ∈ H l+1(Ω) ∩
H1bl(Ω), with l ≥ 1. Then, the solution vh ∈ Xh of the discretization (45)
verifies
|||Πˆhv − vh|||Xh ≤ C ((h+ kl)‖v‖l+1,Ω +
√
h ‖g‖0,ω + h
√
h ‖∇Hg‖0,ω) (49)
for some constant C > 0 a constant.
Moreover, if the solution v of problem (42) is only in H1bl(Ω), then it holds
lim
h→0
|||Πˆhv − vh|||Xh = 0. (50)
6. Numerical results
In this section we present some numerical 3D experiments, to analyze the
computing time reduction obtained by the parallel computation of each mul-
tilayer discretization, so as to test the error estimates. We have used the
FreeFem++ software (cf. [17]).
Concretely, for the Poisson problem (1), we solve the multilayer problem (8)
by an iterative procedure. Taking the test functions ϕh = ϕ
α ⊗ σα, 1 ≤ α ≤ N
in (8), this problem is equivalent to the following linear system, with unknowns
vαh , α = 1, · · · , N ∈ V0,k(ω):
∫
ω
(
5h
8
∇H v1h +
h
8
∇H v2h
)
· ∇H ϕ1 +
∫
ω
(
3
h
v1h −
1
h
v2h
)
ϕ1 =
= L(ϕ1 ⊗ σ1), ∀ϕ1 ∈ V0,k(ω);∫
ω
(
h
8
∇Hvα−1h +
3h
4
∇Hvαh +
h
8
∇Hvα+1h
)
· ∇Hϕα +
+
∫
ω
(
− 1
h
vα−1h +
2
h
vαh −
1
h
vα+1h
)
ϕα = L(ϕα ⊗ σα), ∀ϕα ∈ V0,k(ω),
α = 2, · · · , N − 1;∫
ω
(
h
8
∇H vN−1h +
5h
8
∇H vNh
)
· ∇H ϕN +
∫
ω
(
− 1
h
vN−1h +
3
h
vNh
)
ϕN =
= L(ϕN ⊗ σN ), ∀ϕN ∈ V0,k(ω).
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We solve this linear system through a block-Jacobi iterative algorithm by
layers, that leads to solve at each iteration the following sequence of 2D hori-
zontal problems :∫
ω
5h
8
∇H v1,k+1h · ∇Hϕ1 +
3
h
∫
ω
v1,k+1h ϕ
1 = −h
8
∫
ω
∇H v2,kh · ∇Hϕ1 +
+
1
h
∫
ω
v2,kh ϕ
1 +
5h
8
∫
ω
f1 ϕ1 +
h
8
∫
ω
f2 ϕ1, ∀ϕ1 ∈ V0,k(ω);
3h
4
∫
ω
∇Hvα,k+1h · ∇Hϕα +
2
h
∫
ω
vα,k+1h ϕ
α =
− h
8
∫
ω
(
∇Hvα−1,kh + ∇Hvα+1,kh
)
· ∇Hϕα + 1
h
∫
ω
(
vα−1,kh + v
α+1,k
h
)
ϕα
+
∫
ω
(
h
8
fα−1 +
3h
4
fα +
h
8
fα+1
)
ϕα, ∀ϕα ∈ V0,k(ω) 2 ≤ α ≤ N − 1;
∫
ω
5h
8
∇H vN,k+1h · ∇HϕN +
3
h
∫
ω
vN,k+1h ϕ
N = −h
8
∫
ω
∇H vN−1,kh · ∇HϕN +
+
1
h
∫
ω
vN−1,kh ϕ
1 +
5h
8
∫
ω
fN ϕN +
h
8
∫
ω
fN−1 ϕN , ∀ϕN ∈ V0,k(ω),
(51)
with fα =
∫
Ω
f σα, α = 1, · · · , N .
This block-Jacobi algorithm is solved using an affine parallel GMRES algo-
rithm (built-in in FreeFem++), where each layer-wise 2D problem is solved in
a different processor using basically the following function:
real[int] func Jzero(real[int] & U) // jacobi iteration
{ISendRecv(U,uh);
bh=rhs;
w = Mi*uh[0][] ; bh += w ;
w = Mi*uh[2][] ; bh += w ;
w = Aˆ-1*bh;
U-=w;
return U;}
where, for example, to solve the 2D problem on layer α with α = 2, · · · , N − 1,
rhs is the contribution of the integrals in f in (51), Mi*uh[0][] are the
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integrals in vα−1h in (51) and Mi*uh[2][] are the integrals in v
α+1
h .
The numerical tests have been run on Altix UV 2000 with 32 CPUs Intel
Xeon 64 bits EvyBridge E4650 with 10 core with a total of 2048 Gb RAM ,
using the same number of processors as of layers.
Test 1: Homogeneous Dirichlet boundary conditions
In this numerical test, we consider a smooth exact solution
v(x, y, z) = 4 z2 (1− z) sin(pix2) sin(piy)
of (1) in Ω = ]0, 1[3 with homogeneous Dirichlet boundary conditions. We com-
pare the solution obtained by the block-Jacobi algorithm (51), with a piecewise
affine finite element space V0,k(ω) constructed on a structured horizontal grid
of ω = ]0, 1[2, versus the direct solution of the global 3D problem (1) by the
standard Galerkin method with piecewise affine finite elements on a structured
tetrahedral grid, with the same degrees of freedom as Xh (that is, number of
layers × dim(Xh)).
Concretely, we at first compare the CPU time to obtain the sequential so-
lution by a Conjugate Gradient Solver (built-in in FreeFem++ too) versus the
mean CPU time required by the processors to solve the block-Jacobi algorithm
(51).
For that, we compute two tests. Assume that the horizontal grid size is
k = 1/NH for some integer number NH ≥ 1. In the first test we set NZ = NH
and progressively increase these numbers from NZ = NH = 10 to NZ = NH =
100, with step 10. In the second one, we fix the horizontal grid size to the value
NH = 1/40 and progressively increase the number of layers from NZ = 10 to
NZ = 100, with step 10.
Figure 4 shows for each of these two tests two ratios, on the one hand, the
ratio between the CPU time to solve the sequential 3D problem by the Con-
jugate Gradient Solver (CG) versus the mean CPU time used by processors
to build the matrix and the second member of the 2D system that we solve
in each layer/processor and solve it by the affine parallel GMRES algorithm
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Figure 4: Test 1: Ratio sequential versus parallel CPU times.
(lines with legend "CPU TIME init+resol"). On the other hand, the ra-
tio between the CPU time to solve the sequential problem by the CG Solver
versus the mean CPU time used by processors only to solve the 2D system in
each layer/processor by the affine parallel GMRES algorithm (lines with legend
"CPU TIME resol")
We notice that we obtain similar results for both tests. As the number of
layers increases, there is a large gain of computing time, up to an optimal rate
around 30/40 layers, that deteriorates as NZ increases from this value.
Furthermore, we test the error estimates. For that, Table 1 shows the ob-
tained results for the relative errors in the L2(Ω) and the H1(Ω) discrete norms
introduced in (10), for NZ = 10, 20, 40, 80 and k = 1/NZ, thus with the same
grid size in the horizontal and vertical directions. Also, Table 1 displays the
estimated orders of convergence, computed from these errors and the number of
iterations used by the affine parallel GMRES algorithm to solve the 2D system
in each layer/processor.
In all test we denote by ‖vh‖1,h = ‖vh‖Xh and ‖vh‖0,h =
(
h
N∑
α=1
‖vαh‖20,ω
)1/2
,
and we compute ordk,h = log2
( ‖eh‖k,h
‖eh/2‖k,h/2
)
for k = 0, 1.
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N 10 20 40 80
‖eh‖0,h 0.0311414 0.0077288 0.00192875 0.000481821
‖eh‖1,h 0.162031 0.080199 0.0399963 0.0199851
GMRES iters 21 39 89 252
ord0,h 2.0105 2.0026 2.0011 -
ord1,h 1.0146 1.0037 1.009 -
Table 1: Test 1, relative errors in discrete L2(Ω) and H1(Ω) norms and estimated convergence
orders.
We obtain first order convergence in the H1(Ω) discrete norm, in full agree-
ment with our theoretical expectations. We also obtain second order conver-
gence in the L2(Ω) discrete norm, as arises for Galerkin finite element solutions
of regular elliptic problems.
We obtain quite similar convergence orders if we use unstructured horizontal
meshes, that we not display for brevity.
Test 2: Domains with non-flat surface
Now we present a numerical test, where we consider a computational domain
Ωˆ that is obtained from the reference domain Ω = ]0, 1[3 by the change of
variables (32) with the function η given by
η(x, y) = 1 +  sin(2pi(x+ y)).
This function satisfies (33) if  < 1
2
√
2pi
.
In this test we compare an exact solution of the Laplace problem (34) in Ωˆ
with the solution obtained by our multilayer discretization (36) in the unit cube
Ω. Concretely, we consider the function
u(x, y, z) = 64 sin
(
piz
η(x, y)
)
x2 (1− x) y (1− y)2
that is the exact solution for the Laplace problem (34) in Ωˆ, and we consider
the previous function η with  = 0.15. Figure 5 shows the global 3D Galerkin
solution of (34) with h = 1/36.
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Figure 5: Test 2. Solution of problem (34) with 36 layers.
Figure 6 shows the same two CPU ratios for each of the two tests shown in
Figure 4
We observe a similar behavior as in Test 1, there is an increasing compu-
tational gain as the number of processors increases up to 40/50 layers (lines
with legend "CPU TIME init+resol"), that further progressively deterio-
rates.The gain is somewhat higher than in the previous test, possibly due to
the larger computational cost to obtain the 3D sequential global solution in the
computational domain Ωˆ.
Also, Table 2 display the norms of the relative errors, estimated orders of
convergence, as well as the number of iterations used by GMRES, for NZ =
10, 20, 40, 80. We observe a quite similar behavior as in Test 1, we recover the
theoretical first order in the H1(Ω) discrete norm, and second order in the L2(Ω)
discrete norm. Here we do the tests for structured horizontal meshes, but we
again obtain quite similar results if we use unstructured horizontal meshes.
Test 3: Dirichlet-Neumann boundary conditions
In this third test, we consider an exact solution of (41) in Ω with Neumann
boundary conditions on Γs and homogeneous Dirichlet boundary conditions on
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Figure 6: Test 2: Ratio sequential versus parallel CPU times.
N 10 20 40 80
‖eh‖0,h 0.0284935 0.00677639 0.00158417 0.000390097
‖eh‖1,h 0.162359 0.0786338 0.0381604 0.0189835
GMRES iters 24 46 117 355
ord0,h 2.0720 2.0968 2.0218 -
ord1,h 1.0460 1.0431 1.0073 -
Table 2: Test 2, relative errors in discrete L2(Ω) and H1(Ω) norms and estimated convergence
orders.
Γb ∪ Γl:
v(x, y, z) = 64 sin
(piz
2
)
x2 (1− x) y (1− y)2.
Figure 7 shows the global 3D Galerkin solution of (41) with h = 1/36.
Figure 8 shows shows the same two CPU ratios for each of the two tests as
in Figure 4 and Figure 6
We observe a similar behavior, there is an increasing computational gain as
the number of processors increases to around 30/40 layers, that further pro-
gressively deteriorates. The gain is somewhat smaller as for the Test 1 due to
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Figure 7: Test 3. Solution of problem (41) with 36 layers.
Figure 8: Test 3. Ratio multilayer versus Galerkin 3D CPU times.
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additional calculations required in the upper layers.
Also, Table 3 displays the norms of the relative errors, estimated orders of
convergence and number of GMRES iterations, for structured horizontal meshes,
again for NZ = 10, 20, 40, 80. We observe a quite similar behavior to the Test
1 that qualitatively are the same for unstructured horizontal meshes.
N 10 20 40 80
‖eh‖0,h 0.0423782 0.0104868 0.00261555 0.000654319
‖eh‖1,h 0.21214 0.10533 0.0526301 0.0263241
GMRES iters 22 44 122 635
ord0,h 2.0147 2.0034 1.9990 -
ord1,h 1.0101 1.0010 0.9995 -
Table 3: Test 3, relative errors in discrete L2(Ω) and H1(Ω) norms and estimated convergence
orders.
7. Conclusions
We have studied in this paper a multilayer discretization of second order el-
liptic problems, aimed at providing reliable multilayer discretizations of shallow
fluid flow problems with diffusive effects. This is a Petrov-Galerkin discretiza-
tion in which the trial functions are piecewise constant per horizontal layers,
while the trial functions are continuous piecewise linear, on a vertically shifted
grid.
We have introduced the discretization for the Poisson problem with Dirichlet
boundary conditions in cylindric domains, and extended it to Neumann bound-
ary conditions in cylindric domains, so as to domains with variable surface,
that appear in free-surface fluid flow problems. We have proved the well posed-
ness and optimal error order estimates for these three discretizations in natural
norms, based upon specific inf-sup conditions.
We have performed numerical tests with parallel computing of the solu-
tion by a block-Jacobi algorithm, based upon the multilayer structure of the
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discretization, for academic problems with smooth solutions. We recover the
theoretical optimal error order convergence, and observe a high increase of the
speed of computations for a moderate number of processors. This confirms the
interest of applying the technique introduced to multilayer discretizations of
fluid flow problems.
In further steps we shall improve the parallelization procedure to obtain a
good scaling of the CPU computing time for large number of processors. Also,
we will apply the discretization introduced to convection-diffusion problems,
and then to multilayer discretizations of Navier-Stokes and related equations.
We will also extend the discretization to higher-order approximations of the
unknowns. These works are now in progress.
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