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SUMMARY
This thesis investigates the optical properties of two-dimensional hybrid organic in-
organic perovskites (2D-HOIPs). These materials, consisting of stacked layers of metal-
halide octahedras separated by long organic cations, feature a previously unexplained ex-
citonic fine-structure in their low-temperature absorption and emission spectra. This thesis
work shows that features within this fine-structure correspond to exciton-polarons of dis-
tinct polaronic nature. The first evidence to support this interpretation was provided by
successfully reproducing the low-temperature absorption spectrum using a modified Wan-
nier formalism supposing distinct excitonic states with contrasting couplings to the lattice.
This hypothesis is then unambiguously confirmed by high-resolution resonant impulsive
coherent stimulated Raman spectroscopy which revealed in detail the exact polaronic na-
ture of each excitons within this fine structure. Having shown their distinct polaronic na-
ture, we then show that it drives the relaxation dynamics of photoexcited species down this
excitonic manifold. This highlights the importance of the proper consideration of these
polaronic effects when optimizing these materials for optoelectronics. We also show, us-
ing two-dimensional coherent spectroscopy, that these effects protect the excitons from
many-body interactions with other quasiparticles hinting at the importance of polaronic ef-
fects in polaritonic microcavities based on these materials. Finally, we also observe stable
biexcitons in these materials up to room temperature using high-power two-dimensional
coherent spectroscopy showing the importance of many-body interactions in these mate-
rials. Our conclusions are of broad fundamental importance to this class of materials for
they suggests an avenue to unify the physics governing spectrally broad and narrow emit-
ting 2D-HOIPs. Moreover, due to the high degree of tunability of their crystalline struc-
ture, 2D-HOIPs offer an ideal system on which to test models that account for both strong
electron-hole and strong electron-phonon interactions. This is of fundamental importance




In 1926, Schrödinger proposed an equation that formalized de Broglie’s view that all ele-
mentary particles, not just the photon, could have a wave-particle duality [1]. This equa-
tion, now called the Schrödinger equation, was a landmark in the development of quantum
mechanics and provided an accurate formalism with which to predict the dynamics of non-
relativistic particles. In principle, except for the fission of radioactive isotopes and spon-
taneous emission, this equation can fully describe with great accuracy all the properties of
earth-occurring and man made materials known so far. In reality, this is only the case for
one family of systems, the simplest materials of them all, hydrogen-like atoms. Any sys-
tem more complex than these cannot be solved exactly and the solution of the associated
Schrödinger equation becomes exponentially more demanding on computational resources
with the number of degrees of freedom.
This opacity inherent to the Schrödinger equation is the driving force behind the field of
condensed matter physics. Its goal is to discover conceptually and mathematically simpler
models to accurately describe systems with a large number of degrees of freedom as well
as tackle the emerging properties arising from this complexity. From these, new emergent
physics can be discovered such as the BCS theory of superconductivity, topological insu-
lators, quantum fluids and many more. Sometimes, these new emerging models paint a
physical picture that is mathematically similar to other fundamental physical models such
as those of Majorana fermions or massless Dirac particles in graphene. Given that these
are manifested in man-made or naturally occurring materials, probing these phenomena
is much easier that their high-energy physics counterparts. Emerging solid state physics
model can even inspire high-energy physics, as was the case with the recent discovery of
the Higgs boson whose theoretical formulation was inspired by the BCS theory of super-
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conductivity [2]. Not only does progress in condensed matter physics affect the advance-
ment of other disciplines, it also provides the scientific foundations of today’s technological
progress. Building a hierarchy of models to describe the properties of a family of mate-
rials with the desired amount of accuracy gives device engineers the required theoretical
and conceptual tools to design the next generation of technological wonders. Therefore,
materials which have great potential for both fundamental discoveries and technological
applications are the most appealing systems to investigate.
Two-dimensional hybrid organic-inorganic perovskites (2D HOIPs) are a prime exam-
ple of such a system. Not only do they strongly manifest nearly every phenomena discov-
ered in direct bandgap semiconductors during the past century, they are also poised to be
used in many novel technological applications. This family of solution-processable direct
bandgap semiconductors consist of thin metal-halide inorganic layers separated by much
longer organic cations. The inorganic layers where the carriers are confined can be reliably
made a few atoms thin thus effectively confining carriers to a two-dimensional geometry.
For this reason, they share many characteristics with the recently discovered monolayers of
transition metal dichalchogenides (ML-TMDCs) such as very strong Coulomb correlation
between carriers. This in turn yields high exciton and biexciton binding energies making
them ideal for polaritonics even at room temperature. Contrarily to ML-TMDCs, these ma-
terials can be made as thick as required without affecting their electronic properties so that
they can be used in powerful light emitting diodes or as a laser gain medium. Moreover, due
to the presence of heavy metal atoms such as lead, strong spin-orbit effects are manifested
in their electronic structure. Some reports even claim the presence of strong spin polar-
isation of the conduction bands due to a giant two-dimensional Rashba effect. Although
this claim is debatable, this is a highly sought property for spintronics applications. Last
but not least, the atomic bonds within the inorganic layers are of considerable ionic char-
acter, making electron-phonon effects potentially important. This aspect was given little
attention in the literature despite strong evidences of large polaron formation in their bulk
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counterparts as well as strong electron-phonon interaction. Faced with all these potentially
large effects, building a hierarchy of models to describe these systems with various degrees
of accuracy is challenging and has eluded the community for more than 20 years.
For instance, the nature of the first electronic excited states is unknown. While at first
sight the Wannier exciton model seems to adequately reproduce the high temperature op-
tical response, this breaks down at low temperature where the reduced thermal line broad-
ening reveals a complex excitonic fine structure. All but one of the above phenomena have
been claimed to account for this fine structure, echoing a similar debate in 3D HOIPs, but
none have provided conclusive evidence of their claims. In this thesis, we provide on mul-
tiple spectroscopical fronts strong evidence for another interpretation of this excitonic fine
structure: that each line represents a distinct exciton-polaron, quasiparticles composed of a
Coulomb bound electron-hole pair entangled with lattice phonons.
This hypothesis will be expanded on in the rest of the thesis. The latter will be broken
down as follows. In chapter 2, we introduce our hypothesis by first reviewing some con-
cepts of condensed matter physics required to understand and interpret the prior work done
on these systems. We will devote a large part of this chapter on the concepts of exciton,
polaron and finally of exciton-polaron. These concepts will find their meaning when we
review prior investigation on this family of materials at the end of the chapter. This thesis
relies on the heavy use of advanced optical probes to reach its conclusions. Therefore, we
devote chapters 3 and 4 to the theoretical and experimental aspects of these respectively.
In chapter 5, we present our first publication on the matter where we explore the system’s
linear and non-linear optical response using a modified Wannier formalism to account for
the fine structure and rationalize its complex lineshape. Doing so required the introduction
of distinct coupling to low-frequency vibrational modes and prompted us to propose, with-
out proof, the exciton-polaron hypothesis. In chapter 6, we provide unambiguous proof
of the distinct electronic nature of each excitonic lines by measuring each feature’s reso-
nant Raman spectrum in the time domain showing that the excitonic fine structure cannot
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arise from vibronic replicas. Furthermore, we also show that each excitonic line as well as
the carrier continuum are coupled to different lattice vibration, thus proving that they each
harbor a distinct polaronic character. In chapter 7, we propose that the peculiar excited
state relaxation dynamics is a consequence of the distinct polaronic nature of each excitons
and support this interpretation with a theoretical model. In chapter 8, we provide another
unambiguous evidence of the distinct electronic character of each features. Their intrinsic
homogeneous linewidths as well as their exciton-exciton and exciton-phonon scattering pa-
rameters were measured to be vastly different. The interaction parameters were also found
to be two orders of magnitude lower than those found in ML-TMDCS. We attribute this to
a polaronic protection effect, a screening of excitons by the polaronic cloud that surround
them. In chapter 9, we investigate bound biexcitonic states in 2D-HOIPs and find them to
be strongly bound, even at room temperature. The data shown in this publication also hints
at a complex biexcitonic spectrum, a possible consequence of polaronic effects. This thesis
is concluded by our conclusions on our own investigations in light of the state of the field
and an outlook for the work we feel should be undertaken to further test this hypothesis.
We nonetheless feel that the current work stands strongly as it is and urge others in the field
to seriously consider the proposed hypothesis.
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CHAPTER 2
NECESSARY ELEMENTS OF SOLID-STATE PHYSICS AND PRIOR
INVESTIGATIONS
To properly understand our own investigatios of two-dimensional hybrid organic-inorganic
perovskites, it is crucial to first understand a few elements of advanced solid-state physics.
This chapter serves this purpose by providing an introduction to these concepts for some-
one with a graduate-level understanding of solid-state physics. To justify our choice of
theoretical elements relevant to this thesis work, we first examine the measured crystal
structure of these compounds as well as ab-initio electronic structure calculations. Then,
we expand on these concepts in the following sections highlighting their most crucial as-
pects in the context of our investigation. Finally, we close this chapter by surveying the
previous investigations that directly set the context of this thesis’s work.
2.1 Atomic structure
Despite their names, two-dimensional or layered perovskites are not strictly speaking of
the perovskite crystalline group for they do not share the cubic unit cell of the latter. They
are nonetheless very similar as they both comprise of octahedral units encompassed in a
cubic structure that are arranged to form a series of layered planes. The arrangement of
these units within the planes, as well as the relative position of these planes within the unit
cell, determines to which phase such a crystal belongs. In the context of hybrid organic-
inorganic metal-halide two-dimensional perovskites (2D HOIPs), the Ruddlesden-Popper
(RP) phase is by far the most common [3, 4] with over 200 compounds catalogued in the
Cambridge Structural Database [5]. Luckily, it is also the simplest with a general formula
given by Cn+1MnX3n+1 where M denotes a metallic atom, X a halogen atom, and C de-
notes a long molecular cation terminated by a positively charged ammonium group. This
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mixed organic-inorganic nature is where these compounds get their names from. The crys-
tal structure of a prototypical 2D HOIP, (PEA)2PbI4, (PEA=phenylethylammonium [6])
is shown to scale in Figure 2.1. In the RP phase, metal-halide octahedras within a layer
are arranged in a square lattice with varying degrees of bond distortion depending on the
choice of the organic cation. The interaction of the latter with its environment distorts the
inorganic lattice and octahedras, sometimes quite considerably. This distortion is probably
relevent to the optical properties of 2D HOIPs as it was empirically found that highly dis-










Figure 2.1: Atomic structure of (PEA)2PbI4. The structure shown was extracted from the
compound’s crystallographic data at room temperature from reference [9] and is to scale.
The lattice vectors are also shown to scale with |a|=|b|=8.7 Å and |c|=33 Å. The arrows
in the phenyl ring of the cations indicate the orientation of their visible face. The shaded
structure corresponds to the normal one, albeit spatially shifted by a.
Even when restricted to lead-halide HOIPs, the RP phase can be obtained for a wide
variety of atomic compositions. Tin and lead can have been used as the metallic atom, chlo-
rine, bromine and iodine as the halogen as well as a plethora of different organic molecules
as a templating cation [4]. Exploring such a wide parameter space within the span of a
typical doctorate would require inhuman efforts from one individual. For this reason, we
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focused our efforts on a few simple compounds exhibiting no structural phase transition
from cryogenic to room temperatures, narrow emission lines from which high-quality and
stable samples can be synthesized and optical resonances comfortably within the visible
spectrum. For these reasons, we decided to primarily investigate (PEA)2PbI4 as well as
(NBT)2PbI4 (NBT=n-butylammonium) to support the extent of our conclusions to other
materials as well. It is our hope that by studying simpler materials in greater details, deeper
insights can be gained into their physics and applied to more complex materials later.
In the RP phase, each layers are intercalated with one another, separated by the long
organic molecules. Ab-initio calculations based on density-functional theory (DFT) for a
lead-iodine compound predict this material to be a semiconductor with a direct bandgap in
the visible [10]. Moreover, these calculations predict that no electronic dispersion should
occur along the axis perpendicular to the inorganic planes. This is a key signature of quan-
tum confinement of carriers in the inorganic planes from which one can expect the pres-
ence of strong excitonic effects. How excitons arise from Coulomb correlations between
carriers as well as their effect of optical properties is discussed in section 2.2. Due to the
sizes and relatively large contrast in electronegativity of its constituent atoms, the bonds
making up the inorganic layers are soft and of considerable ionic character. Therefore,
electrons are expected be strongly responsive to displacement of atoms and vice-versa, a
phenomenon know as electron-lattice or electron-phonon interactions. When these interac-
tions become strong enough, carriers become quantum mechanically unseparable from the
atomic displacements that follow them and are called polarons or exciton-polarons when
these carriers are also strongly bound by the Coulomb force. The topics of electron-lattice
interactions, polarons and exciton-polarons are central to this thesis work and are treated
accordingly in section 2.3. Last but not least, the presence of heavy atoms in the inorganic
layer is also expected to yield strong relativistic corrections to the electronic wavefunc-
tions through an effect known as spin-orbit coupling. These effects can significantly alter
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a material’s electronic structure by lifting spin degeneracies, mixing the wavefunction of
non-degenerate orbitals and changing the oscillator strength of many transitions. These
effects take a different flavor when occurring in low-dimensional systems as it might be
the case in 2D HOIPs. We briefly cover spin-orbit related effects and its approximations
in system of reduced dimensionality in section 2.4. Finally, the diverse manifestations of
these phenomena in 2D HOIPs investigated so far will be presented in section 2.4.
2.2 Excitons
Bloch’s theorem states that the eigenstates of a particle in a spatially periodic potential are
given by Bloch waves [11]. These periodic functions are each labelled by a wavevector,
a direct consequence of the periodicity of the lattice, and a band index in the commonly
used reduced-zone scheme. The energy of each of these states can be represented in a band
diagram and fully characterizes the system’s energetics. Crystalline solids are abundant
physical systems where electrons are subject to a periodic potential due to the regular spa-
tial arrangement of the crystal’s atoms. However, due to the presence of other electrons,
the single-particle picture breaks down and electronic degrees of freedom are no longer
described by a single Bloch wave. In the non-interacting limit, also called a Fermi gas, the
presence of other electrons is accounted for by using a properly anti-symmetrized many-
body wavefunction built from many Bloch waves such as a Slater determinant or second
quantization. In reality, electrons are charged particles and interact with each other through
the Coulomb force. This dive into many-body physics drastically complexifies the task
of accurately describing the behavior of realistic materials. For this reason, a plethora of
models have been developed to easily account for many-body interactions such as Fermi
liquid theory [12], Tomonaga-Luttinger liquid theory [13, 14] and BCS theory of supercon-
ductivity [15, 16] to name a few. In particular, the theory of excitons has been extremely
successful at describing the optoelectronical properties of direct bandgap semiconductors.
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The concept of excitons is almost as old as Bloch waves themselves, conceptualized
shortly after by Frenkel [17] and then Wannier [18]. Both models attempt to solve the
quantum dynamics of an electron-hole pair in a semiconductor subject to Coulomb forces
between them. The quasiparticle that diagonalizes this many-body Hamiltonian is known as
an exciton and is in this sense extremely similar to a Cooper pair in BCS theory. However,
both exciton models use a vastly different approach to this end. The Frenkel exciton model
poses the Hamiltonian from an atomic orbital basis between which excitations can hop,
useful should electrons and holes be very tightly bound, while the Wannier exciton model
starts from the perspective of interacting Bloch waves. In this section, we rigorously derive
from a fundamental many-body Hamiltonian the hydrogen-like nature of Wannier excitons
for both three and two-dimensional systems. We then discuss the consequences of this
model, more specifically regarding its optical absorption spectrum, and discuss extensions
to it to account for the presence of more than one electron-hole pair.
2.2.1 The Wannier-Mott model
Following the classic derivation of Hanamura and Haug [19], we start with the Hamiltonian











V c c c ck1 k2 k3 k4a
†
k1 c






V v v v vk1 k2 k3 k4a
†
k1 v





V c v v ck1 k2 k3 k4a
†
k1 c






V c v c vk1 k2 k3 k4a
†
k1 c
a†k2 vak3 cak4 v, (2.1)
where a†k j and ak j are the fermionic creation and annihilation operators of an electron
with wavevector k in the valence (j = v) or conduction (j = c) bands. The first term
accounts for the electron’s energy in the absence of other electrons and is dictated by the
material’s band structure. The two next terms arise due to intraband Coulomb scattering
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while the last two terms arise from interband Coulomb scattering. It is the latter which
will be responsible for excitonic effects. In particular, the last term is called the exchange
scattering term, so-called since it vanishes when the particles are far apart, as we will show
later. The Coulomb scattering coefficients are defined in terms of the Coulomb potential V
as
V i j l mk1 k2 k3 k4 = 〈k1 i,k2 j|V |k3 l,k4 m〉, (2.2)
where the bras and kets represent a two-body wavefunction composed of the direct prod-
uct of two Bloch waves. In the derivation of 2.1, terms that do not conserve the number
of pair excitations, such as a†k1 va
†
k2 v
ak3 vak4 c, were discarded. While this is not an exact
treatment of the full many-body Hamiltonian, the effects arising from these terms can be
well approximated by replacing the vacuum permittivity in the Coulomb potential by the
material’s permittivity [20]. We can convince ourselves of this by noticing that the terms
so neglected contribute to the polarization of the orbitals making up the valence and con-
duction bands and thus lead to screening of the electric field by these dipoles. To simplify
this Hamiltonian, we now introduce the concept of a hole. In the situations we are inter-
ested in, the valence bands will be almost filled with electrons while the conduction band
will be scarcely populated. Therefore, it is easier to talk about electron population in the
conduction band and electron depopulation in the valence band. The absence of an elec-
tron is precisely what a hole is and can be rigorously defined by the hole or time-reversal
transformation
Kak,vK
† = bk, (2.3)
where K defines a unitary transformation and bk is the hole annihilation operator. It is





A hole is therefore rigorously defined as the conduction band electron’s anti-particle. In-
jecting this definition into equation 2.1 and rearranging the terms in normal order using the
fermionic anti-commuting relations for creation and annihilation operators yields
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where the energies and electron-hole interactions have been renormalized by exchange in-
teractions through the hole transformation. We disregard shifts in the former and introduce
the effective mass or parabolic bands approximation. We set the energy zero to be the top
of the valence band and define the electron and hole energies as








where Eg is the electronic bandgap and me > 0 and mh < 0 are the electron and hole
effective masses respectively. While we suppose an isotropic band structure for simplic-
ity’s sake, this approach is still valid for anisotropic bands as shown by Dresselhaus in
reference [21]. We can now solve the Hamiltonian in the basis of the most general single










where |0〉 is the pair-wise vacuum state in which the conduction band is empty and the
valence band filled with electrons. This form of the excitonic wave function is strikingly
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similar to that of a Cooper pair states in BCS theory [16, 20]. Both are quasi-bosonic
states [19] composed of pair-wise fermionic excitations of the vacuum ground state and
diagonalize a many-body Hamiltonian. In the case of BCS theory, the interaction potential
is mediated by phonons while photons are responsible for excitonic binding. We look for
the coefficients Ckk′ such that |X〉 is an eigenstate which satisfies the eigenvalue equation
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Cl l′ = 0. (2.9)
We now introduce Wannier’s approximation [18], valid when the paired electrons and holes
are separated by many times the lattice constant or equivalently that they have a small
crystalline momentum or wavevector. In this limit, the electron and hole Bloch waves
become unmodulated Bloch states and thus define an orthonormal basis. This reduces the
Coulomb interaction terms defined in equation 2.2 to
V c v v c
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k−l′ l−k′ ≈ 0, (2.11)
where ε is the crystal’s electric permittivity in MKS units. The direct term simply becomes
a regular Coulomb interaction and the exchange term vanishes. Injecting this result into
equation 2.9 and taking its Fourier transform, we get the famed Wannier equation























which relates the exciton wave function to the coefficients Ck,k′ . Equation 2.13 should be
familiar to anyone with a formal education in physics for it is of the same form as that of
the hydrogen atom’s Hamiltonian. The bound and unbound solutions to this equation are
obtained through the familiar technique of variable separation and transition to the center-
of-mass and relative coordinate systems [22, 23]. This brings about a new interpretation
of the absorption spectrum of direct bandgap semiconductors. Unbound solutions to equa-
tion 2.12 are analogous to the hydrogen atom’s ionization continuum. In the context of
semiconductors, these states make up the so-called free-carrier continuum corresponding
to optical transitions from the valence to the conduction band in the single particle picture.
The bound state solutions of equation 2.12 are commonly known as Wannier excitons and
their spectrum has the same functional form as that of the hydrogen atom albeit contracted
due to the increased electric permittivity. Their energies from the ionization continuum,





with n = 1, 2, 3, ... (2.15)





















is the exciton’s reduced mass. Using these equations, one can use the measured excitonic
binding energy to extract the excitonic Bohr radius. This quantity is extremely useful to
estimate the carrier densities at which an exciton gas becomes degenerate [24, 25], enters
the electron-hole plasma regime [26, 27], or when many-body effects become important. It
is also useful to assess the validity of the Wannier approximation, that of small relative mo-
mentum and therefore large inter-species separation with respect to the lattice constant. As
we have shown right before equation 2.10, the Wannier approximation fails when an exci-
tonic orbital is smaller than the lattice constant. A treatment based on atomic orbitals rather
than plane waves, such as that of Frenkel excitons [17], is then more adequate. However,
one should not immediately discard the validity of the Wannier approximation when faced
with high excitonic binding energies. The system’s dimensionality plays an important role
there too. The consequences of quantum confinement, the reduction of the system’s dimen-
sionality, are manifest in the exciton’s binding energy. All things being equal (same carrier
effective masses and electric permittivity), equations 2.15 and 2.16 tell us that an exciton
in a two-dimensional system will have its binding energy increased fourfold in comparison
to a three-dimensional system. Therefore, when carriers are strongly confined along two-
dimensions, excitons can be strongly bound while still harboring orbits spanning many unit
cells and are thus adequately described by the Wannier model. The excitonic binding en-
ergy is often wrongly used as a criteria to distinguish between Wannier excitons and other
models of excitonic correlations such as Frenkel excitons. As we have shown in details,
Wannier excitons stem from correlations between electron and hole Bloch waves induced
by the Coulomb force. Frenkel excitons, however, stem from spatial correlations between
occupied and unoccupied neighbouring atomic orbitals through the possibility of energy
transfer or hoping in the lattice. It is important to recognize that the physical picture of
these two models are different and approximate the many-body interacting system in en-
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tirely different ways.
It is important to mention a few potential pitfalls of the above treatment. First, when
comparing the two- and three-dimensional cases, the effective masses of the carriers were
taken to be the same. This implies that the band structure in the unconfined dimensions
remained the same even down to atomic thicknesses. This assumption is found to fail
spectacularly in some systems like transition metal dichalcogenides and graphene where
the electronic structure changes abruptly when they are stripped down from few to a single
atomic layer [28]. One must then be very cautious when using bulk values to predict
the excitonic properties in systems where carriers are confined to a single atomic layer.
Secondly, in physical realizations of quantum confinement, the confining structure is often
embedded in a host of different composition such as AlGaAs for GaAs quantum wells.
The assumption of isotropic electric permittivity therefore fails, but can be accounted for
by using a modified coulomb potential in Wannier’s equation such as those arising from
the image charge method. These effects, also called dielectric confinement effects, can be
important when the host material has a significantly lower electric permittivity than that
of the thin active layer. Lastly, there are some situations in which carriers are not strictly
confined to a two-dimensional plane but rather trapped inside a narrow well. The addition
of a supplementary confinement potential to Wannier’s equation can also account for these
spatial confinement effects that do not modify the electronic band structure.
The Wannier model has been found to accurately predict the optical properties of most
inorganic direct bandgap semiconductors such as Cu2O [29, 30], bulk GaAs [31] and quan-
tum wells [32], ZnO [33], PbI2 [34] and many more as well as indirect bandgap semicon-
ductors like silicon and germanium [35]. Due to the omnipresence of excitonic energy
levels in direct bandgap inorganic semiconductors, some have wrongly [36] schematized
the energy diagram of Coulomb correlated systems by adding sub-bandgap levels in the













Figure 2.2: Comparison of the free-carrier and exciton pictures for a direct bandgap
semiconductor. The free-carrier picture (a) is in comparison with the excitonic picture
(b). Arrows represent examples of dipole allowed optical transitions. In the free-carrier
picture. The states involved in an optical transition, the wavevector labelling the states
and the curvature of the bands are of entirely different nature in these two picture and are
therefore incompatible.
are labelled by their band index and their wavevector. The latter is possible solely because
of the Hamiltonian’s spatial periodicity. The addition of a Coulomb potential to the Hamil-
tonian breaks this periodicity and the electron or hole wavevector is no longer an adequate
quantum number with which to label the Hamiltonian’s eigenstates. The free-carrier picture
is invalidated by the Coulomb interaction. Even if it did remain valid, the exciton wavevec-
tor corresponds to the electron-hole pair’s center of mass motion and is incompatible with
the single particle wavevector. It is therefore impossible to represent excitonic energy lev-
els in the free-carrier picture. To do so, one would rather have to speak of distributions in
the free-carrier picture which would be cumbersome and would say little about energetics
but would be closer to ARPES measurements on excitonic systems [37]. The proper repre-
sentation for energy eigenstates is that of the excitonic picture, shown in Figure 2.2b. Both
pictures share the same ground state: an empty conduction band and a valence band filled
with electrons. The ground state in the excitonic picture is a single point at a total momen-
tum of K = 0 and corresponds to the trivial solution to Wannier’s equation. Due to light’s
vanishingly small momentum, only vertical transitions to the various excitonic orbitals are
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allowed. The Hamiltonian’s translational symmetry with respect to the electron-hole pair’s
center of mass has excitons behave as free particles with an effective mass that is the sum
of that of its constituents. This leads to a parabolic dispersion with increasing K. As the
orbitals get closer and closer in energy with increasing n, a quasi-continuum forms E0
above the lowest excitonic orbital. An exciton’s binding energy is therefore a measure of
the stability of excitons to ionization at a given temperature. If the excitonic binding energy
is much larger than the thermal energy, excitons are said to be stable quasiparticles. This
excitonic picture makes hot carrier relaxation, exciton formation and ionization processes
conceptually much simpler by explicitly presenting in the same picture an exciton’s energy
and momentum. For instance, the connection between two excitonic energy level through
a phonon of given wavevector and energy is easily identified. Moreover, in this picture hot
carrier relaxation is not conceptually distinct from relaxation between atomic orbital and
thus can be modelled using similar theoretical tools.
2.2.2 The absorption spectrum of excitonic systems
Now that the system of interacting electrons and holes has been diagonalized and that its
eigenstates are known, we can calculate its optical properties using our favorite method, be
it perturbation theory [38] or a treatment based on optical Bloch equations [23]. Doing so,
























where ∆ = (~ω − Eg)/E0, Θ(∆) is the Heaviside step function, δ() is Dirac’s delta func-
tion, ⊗ denotes a convolution, and f(ω) is the lineshape function for optical transitions.
The latter is much more complex to calculate than the previous treatment and depends
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on the excitons’ interactions with its surrounding environment, be it thermal fluctuations,
many-body interactions or the quantum electrodynamic vacuum [39]. Equation 2.20 is
known as Eliott’s formula [38] and can be derived for systems of any dimensionality. For a
lorentzian lineshape with a full width at half maximum (FWHM) of 3 meV, the absorption
spectrum of a semiconductor with a bandgap of 2 eV and an excitonic Rydberg energy of
50 meV is plotted in Figure 2.3.



































Figure 2.3: Absorption spectrum of a direct bandgap 2D semiconductor with and
without excitonic correlations. The full and dashed lines respectively represent the
absorption spectrum with and without excitonic correlations. A 3 meV wide (FWHM)
Lorentzian profile was used as the lineshape function and an excitonic Rydberg energy of
50 meV as well as a bandgap of 2 eV were used. The lowest excitonic line was scaled down
by a factor of 10 to better show the contribution from other excitonic energy levels and the
ionization continuum.
For comparison, the absorption spectrum predicted for free-carrier transitions in the ab-
sence of Coulomb correlations is also plotted for the same material parameters. The most
striking feature of the absorption spectrum of excitonic system is the appearance of a sharp
and strong resonance below the absorption continuum. This strong feature arises due to a
transition from the ground state to the 1s excitonic orbital and its shift from the continuum
edge is a direct measure of the excitonic binding energy. Other lines below the continuum
are also observed and correspond to transitions to higher lying excitonic states. Their inten-
sities decrease with n−3 and quickly vanish into the contnuum. However, using ultra-high
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resolution absorption spectroscopy, the presence of up to 25 of these hydrogenic lines be-
fore the ionization continuum has been observed in a naturally occurring Cu20 crystal [40].
The broadening of the lineshape profile may, however, obscure the observation of these
other states. At higher energies, the sharp excitonic lines merge into a broad absorption
continuum. In the single particle picture, this feature corresponds to transition from the
valence band to the unoccupied conduction band states. In the excitonic picture, it cor-
responds rather to transitions into an ionization quasi-continuuum. Excitonic effects also
impact this feature by first drastically increasing the absorption coefficient in this spectral
region compared to the free-carrier case, the so-called Coulomb enhancement [23]. More-
over, through the presence of broadened excitonic lines, it also obscures the edge of this
carrier continuum, potentially making the measurement of the bandgap energy challenging.
Being the lowest lying excited states, they also dominate carrier relaxation dynamics either
through their luminescence or non-radiative electron-hole recombination. Therefore, the
optical response of direct bandgap semiconductors with strong Coulombic interactions is
dominated by the contribution from excitonic effects. Optical probes are therefore ideal
to study these systems and the presence of excitonic effects in a given material is easily
deduced from them.
2.2.3 Trions, biexcitons and other many-body interactions
When using equation 2.8 to define the basis in which to express the Hamiltonian of equa-
tion 2.5, we made a crude approximation. Indeed, by choosing this basis we restricted
our treatment to that of a single electron-hole pair. This approach is usually valid in a
low electron-hole pair density regime such as those typical of sunlight exposure but fails
to describe regimes of higher densities crucial to laser or LED operation. In this case, the
possibility of a higher number of electron and holes must be considered. One could go
about in a similar way as that described in the previous sections and would end up with an
infinite hierarchy of equations of motion for each order in electron-hole correlations [41].
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This hierarchy then needs to be truncated to the desired level of approximation. However,
these effects can be understood by extending the analogy of a Wannier exciton as an hy-
drogen atom to a greater number of carriers. In this case, quasiparticles arising from three
carriers are called charged excitons or trions and are akin to H+2 or H
−
2 depending on their
overall charge. These complexes have been reported in many semiconductors with strong
Coulomb interactions such as monolayer transition metal dichalcogenides [42]. Biexcitons
occur when two electrons and two holes form a bound state, a molecule akin to H2 and have
also been observed in many semiconducting systems such as GaAs quantum wells [43] and
monolayer TMDCs [44]. Neutral bound state of many more excitons such as triexcitons
and quadriexcitons have also been observed in GaAs quantum wells [45] all the way to
electron-hole droplets [46] or liquid [47]. At much higher densities, a small fraction of
ionized excitons will release free-carriers which can screen the Coulomb interaction hold-
ing excitons together. This will ionize more and more excitons until they are not stable
anymore due to the large screening from free-carriers. This is known as the ionization
catastrophe [48] and occurs when the dilute insulating exciton gas becomes a conducting
electron-hole plasma. This transition is also called the excitonic Mott transition [26] and the
incorporation of this phenomenon in the Wannier model yields the Wannier-Mott model.
Many-body interactions can also have more subtle effects on excitons. One of these is
exciton-exciton elastic scattering which conserves energy and momentum but reduces the
coherence time of excitonic wavefunction without changing their lifetimes. This is the case
since, as far as a single exciton is concerned, the other excitons act like a thermal bath and
thus affect it in a similar way leading to the decoherence of its wavefunction. This effect
is manifested in the homogeneous linewidth of optical transitions involving excitons and
is strongly density dependent [49]. It is a very sensitive probe of the strength of Coulomb
interaction of excitons and can be used to validate models regarding their scattering with
other quasiparticles. It is also a phenomenon crucial to the physics of polaritons and their
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condensation into a quantum fluid [50].
2.3 Interaction of electrons with the atomic lattice
Fundamentally, solids are held together because of the attraction between an atom’s nu-
cleus and the surrounding electrons and quantum mechanical exchange effect. Simply put,
when atoms are closely packed together, electrons feel the atomic attraction of neighbour-
ing atomic nuclei and form bonds between atoms. The exact nature of these bonds depend
on the atoms and the number of electrons that accompany them. Conversely, atoms feel
the electronic distribution surrounding them and adjust to it so as to minimize their po-
tential energy. Electrons then adjust to this new atomic distribution and vice-versa until
the electron-atom system has reached an equilibrium. For crystals, this new atomic ar-
rangement is what gives rise to the periodic potential of which Bloch waves stem from.
Therefore, when an electron is promoted from the valence band to the conduction band, the
electronic density is changed slightly. The atomic positions then adjust to this change and
thus modify the potential felt by electrons after the excitation, a phenomenon completely
ignored in our previous treatment of interacting electrons in solids. Furthermore, given the
ionic character of 2D HOIP lattices, these effects are expected to be strong. In this section,
we discuss the various consequences of electron-lattice interactions starting from the sim-
ple Franck-Condon model to more involved polaronic and exciton-polaronic models. Their
effects on the electronic structure as well as optical properties will be highlighted to guide
us through the conclusions of reports prior to this thesis’ work as well as those contained
herein.
2.3.1 The Franck-Condon model
This picture of electronic transitions followed by atomic relaxation is taken quite literally
in the case of the Franck-Condon model [51, 52]. It supposes a system whose electronic
spectrum is composed of two discrete states |g〉 and |e〉 to which correspond different op-
21
timal lattice configurations. These configurations are represented by vectors q(g) and q(e)
in the space of the system’s normal coordinates of atomic motion. These vectors are DN
dimensional where N is the number of atoms present in the system and D its dimension-
ality. Due to the atoms’ much greater inertia, the absorption of a photon instantaneously
promotes the system from the ground state |g〉 to the excited state |e〉. The atomic positions
then relax from q(g) to q(e) before the system can relax to the electronic ground state. The
absorption and emission spectra predicted by this model can be easily calculated making
it a powerful and accurate tool to interpret molecular spectroscopy. The separation in time
scales between electronic and atomic relaxation can be accounted for by separating the
system’s wavefunction |Ψ〉 into its atomic |ψa〉 and electronic parts |ψe〉, the so-called the
Born-Oppenheimer approximation [53], so that
|Ψ〉 = |ψe〉 ⊗ |ψa〉, (2.21)
where ⊗ is the tensor product between these states in different vector spaces. We sup-
pose that during absorption and emission, only small atomic displacements will occur.
This allows us to approximate the atomic potentials in the ground and excited electronic
states by harmonic oscillators of angular frequency ω0 and force constant k displaced from
each other by ∆Q in normal-coordinates space. The atomic spectrum is therefore dis-
crete and given by a ladder of states each separated by ~ω0 in energy. These states |n, ν〉
are represented by the electronic state index n ∈ {g, e} as well as a vibrational index
ν ∈ {0, 1, 2, 3, ...}. Before the absorption of light, the system is in the ground electronic
and atomic state. By Fermi’s golden rule, the optical transition probability from this state
to all of the excited states P abs07→ν is given by
P abs07→ν ∝ |〈g| ⊗ 〈g, 0|d̂|e, ν〉 ⊗ |e〉|2
∝ |dge|2|〈g, 0|e, ν〉|2, (2.22)
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where the dipolar moment operator d̂ only affects the electronic degrees of freedom. The
transition probability is given by the product of the electronic transition’s dipolar mo-
ment |dge|2 with the overlap between the atomic wavefunctions also known as the Franck-
Condon factor. Using the definition of the harmonic oscillator eigenstates through Hermite
polynomials and a table of Gaussian-like integrals, the Franck-Condon factor is found to
yield
















δ(~ω − E0 − ν~ω)
Zν
ν!
e−Z ⊗ f(ω), (2.25)
where ⊗ denotes a convolution, f(ω) the lineshape function and E0 the energy between
the ground and excited electronic states. As shown by the orange curves of Figure 2.4, the
absorption spectrum is therefore composed of a series of equally spaced lines distributed
according to a Poisson distribution. The presence of a vibrational degree of freedom does
not increase the overall oscillator strength of the ground to excited state transition, but
merely redistributes it along these supplementary lines called vibronic replicas. The emis-
sion spectrum can be calculated in a similar fashion. This time, we suppose that the vi-
brational relaxation time is very short compared to the electronic relaxation time. This
approximation, called Kasha’s rule [54], implies that at temperatures lower than ~ω0 all
emission processes will begin with the lowest vibrational state of the excited electronic
state. Since the Huang-Rhys factor is even with respect to the potential displacement, the
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emission probability P em0 7→ν is also given by
P em07→ν ∝ |dge|2|〈e, 0|g, ν〉|2
∝ P abs0 7→ν (2.26)




δ(~ω − E0 + ν~ω)
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e−Z ⊗ f(ω) (2.27)
and is therefore a mirror image of the absorption spectrum, as shown by the blue curve
of Figure 2.4. This model has been extremely successful at describing the optical proper-
ties of molecules in the gas phase [53] and similar lineshapes are also observed in more
complex aggregated systems [55]. Due to the discrete nature of its eigenstates, the absorp-
tion and emission spectra of Wannier excitons coupled to the lattice’s motion can also be
described using the Franck-Condon model provided they sufficiently displace the lattice
upon their creation. Therefore, absorption or emission spectroscopies can be used to infer
the magnitude and direction of the atomic potential energy surface (PES) displacement.
However, in some situations, these techniques may be inadequate for this purpose such
as when the line broadening from the electronic part of the wavefunction is too large, when
the electronic states are coupled to low frequency vibrations or when the displacement is
too small. In these cases, such as the one plotted in dash dotted line in Figure 2.4, resonance
Raman spectroscopy may be the only tool left to reliably measure this displacement [56].
Just like non-resonant Raman spectroscopy, resonance Raman spectroscopy is an inelastic
light-scattering technique that probes the vibrational modes in a solid or molecule. From
the energy shift and polarization of the scattered light with respect to the incident beam,
one can infer the energy and symmetry of the system’s vibrational modes. By tuning the
incident beam’s energy in resonance with a transition between two electronic states, the
modes displaced by this electronic transition will see their signature in the resonant Ra-
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Figure 2.4: Absorption and emission spectra predicted by the Franck-Condon model.
The blue and orange curves correspond to the absorption and emission spectra respectively.
The spectra were plotted for an E0 of 2 eV, a Huang-Rhys factor Z of 1.5, a vibrational
energy of ~ω0=120 meV (solid lines) and 20 meV (dash dotted lines) and a lorenztian line-
shape of 20 meV FWHM. The transitions between states responsible for these spectra are
drawn in insets with matching colors.
man spectrum be amplified by orders of magnitude when compared to the non-resonant
case [57]. This amplification is very large and the resulting signal is directly proportional
to the displacement’s magnitude. The spectral shifts from the incident beam’s energy line
remain very small. Therefore, as one can see from the optical spectra, such a measurement
remains very challenging. The relatively weak resonant Raman signal might be drowned in
the strong photoluminescence produced by the excitation laser. This case is typical of most
HOIPs and require more advanced spectroscopic techniques to extract the coupling be-
tween excited electronic states and the lattice such as time-domain techniques, the subject
of section 3.3.
Upon inspection of the absorption and emission spectra we just calculated, one could
be tempted to naively assign each peak to a transition between distinct electronic states and
the ground state. A correct understanding of the Franck-Condon model and the nature of
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such spectral features reveals this assignment to be entirely wrong. All of these transitions
involve a single electronic excited state coupled to a single atomic vibration. It is for this
exact reason that the additional lines shifted from E0 by multiples of the vibrational energy
are called vibronic replicas. Therefore, apart from changes in its overall amplitude, the
same resonant Raman spectrum will be obtained when pumping either replicas. This can be
used to the spectroscopist’s advantage when the replicas are clearly resolved by pumping a
replica far from the strong photoluminescence signal. In this case, the signal is strong, free
of background from photoluminescence and can be used along the absorption and emission
spectra to accurately estimate the excited state potential energy surface displacements.
2.3.2 Interaction between electrons and a deformable continuum
The Franck-Condon model accounts for the interaction of molecular orbitals with molec-
ular vibrations. What about the interaction of a continuum of electronic states (electrons)
with a continuum of vibrational states (phonons)? Such a treatment gives rise to polarons:
quasiparticles of both electronic and deformational nature analogous to bowling balls on a
mattress. Polarons, and more specifically exciton-polarons, are at the core of the work of
this thesis and the following intends to highlight that the existence of such quasiparticles
in a stronlgy polar semiconductor is far from controversial. In the following, we will first
discuss polarons using Emin’s scaling formalism in the adiabatic limit [58]. This formal-
ism is mathematically much simpler than more rigorous approaches (such as the Fröhlich
Hamiltonian [59]) and still gives powerful insights into the physics of polarons. Suppose
a single carrier of mass m and charge e interacting with a deformable continuum. The
deformation of this continuum at a position u is denoted by ∆(u) and effectively shifts the




where Z(r) is the electron-phonon interaction potential. There are many mechanisms
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by which electrons can interact with phonons but can be broadly assigned to two categories:
short and long-range interactions. Long-range interactions, also called Fröhlich coupling,
are caused by Coulomb interactions between electrons and the dipoles induced by atomic
displacement from their equilibrium such as those arising from the activation of optical
phonons. For long range interactions, the change in a carrier’s energy at r in the presence
















where k is the force constant between the dipole’s charges, Vc is the unit cell’s volume, e the
carrier’s charge and θ the angle between the dipole’s orientation and the vector r− u. In a
microscopic treatment of the electron-phonon coupling, the strength of the electron-phonon














where ε∞ and εdc are the material’s electric permittivity at very high and very low fre-
quencies, ω is the frequency of the optical phonon involved and m is the carrier’s mass.
The peculiar nature of the coefficient in between large parenthesis can be accounted for by
explicitly considering the effect of phonon modes on the material’s electric susceptibility
in the context of phonon-polaritons (see section 7.4.1 of reference [61]). A more intu-
itive interpretation is to consider that the polarisation caused by a high-frequency field on
a dielectric material is mainly caused by electrons since only they can follow the electric
field’s rapid oscillations. Conversely, at low frequencies, both the atoms and the electrons
can adapt to the electric field and thus both contribute to the low-frequency polarisation.
Therefore, by taking the difference between the high-frequency and low-frequency polari-
sations, one obtains the contribution to the material’s polarisation from phonons only which
is precisely the aforementioned coefficient’s form and aim.
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When α < 1, the electron-phonon interaction is weak and its effect on the electronic
part of the system can be treated perturbatively. Such a procedure yields a small correction
to an electron’s energy linear in α so that
∆E = −α~ω, (2.31)
where ∆E is called the weak-polaronic binding energy. The electron-phonon interaction
not only shifts the electronic bands but changes their curvature through the polaronic mass







where m∗ is the electron’s effective mass due to polaronic effects. Local distortions of the
lattice at equilibrium also affect the electronic degrees of freedom through strain and shear
or the piezoelectric effect. In these cases, the interaction potential is given by
ZSR(r− u) = −Fδ(r− u) (2.33)
where F is some force constant. This interaction is called the short-range interaction and
also reduces the energy of bands in the weak-coupling limit, albeit with a distinct depen-
dence on the system’s parameters. In both cases, the perturbative approach is valid only if
the electron-phonon coupling is weak. For instance, for long range interactions, this hap-
pens when α > 1 and the perturbative treatment no longer converges. In the case of 2D
HOIPs, under reasonable assumptions [62], the coupling constant can be estimated to be
between 1.67 and 2.2. This calls for another approach which does not suppose electron-
phonon interactions to be weak.
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2.3.3 Polarons
Following Emin [63], we start with a simple HamiltonianH for an electron in a deformable
continuum of the form
















is the contribution of strain to the system’s dynamics with S the continuum’s stiffness by
unit volume. The total energy E is obtained by taking the above Hamiltonian’s average
value yielding
E = 〈φ(r,∆)|H|φ(r,∆)〉, (2.38)
where φ(r,∆) is the electronic wavefunction which depends on the medium’s deformation.
We seek to remove the Hamiltonian’s dependency on the latter to obtain a purely electronic
Hamiltonian from which we can extract the system’s electronic structure. We can do so by
minimizing the system’s energy with respect to ∆(u). This is done by taking the energy’s








where ∆eq(u) is the continuum’s deformation in equilibrium with the electronic wavefunc-
tion φ(r,∆eq). We can therefore inject the result of equation 2.39 into the components of
equation 2.34 and transform the system’s Hamiltonian into a purely electronic one. By
stripping the Hamiltonian of its atomic degrees of freedom in this way, we implicitely treat
the electronic system adiabatically, that is, we suppose the electrons react to atomic dis-
placements much faster than vice-versa. One can check that the injection of equation 2.39





















duZ(r− u)Z(r′ − u) (2.41)
is the interaction function. The interaction function for both short and long range interac-






























Solving this non-linear equation can prove extremely challenging. However, using a scaling
approach much can be said about bound states in this system without having to explicitly
solve it. By scaling down the magnitude of all positions by a factor of L (e.g. as r→ r/L)
and keeping the wavefunction normalized by multiplying it with L−D/2 where D is the











































We therefore see that depending on the relative strengths of short and long range in-
teractions, minima in the energy functional will be obtained for some values of L. This
indicates that there is a particular scale for φ(r,∆eq) which minimizes the total system’s
energy and thus corresponds to the polaron’s size. If no electron-phonon interactions are
present (VS = VL = 0), the energy is minimized for L→∞ and the electronic wavefunc-
tion is completely delocalized, as predicted by Bloch’s theorem. When only long range
interactions are present, the energy is minimized for L = 2Te/VL and the system harbors a
large polaron. When only short range interactions are present, its effect depend on the di-
mensionality of the system and the relative magnitude of Te and VS . For three dimensional
systems, two minima occur at either L → 0 where the energy diverges to ∞ or L → ∞
where the energy approaches zero. The former divergence occurs because of the continuum
description of the deformable system. In reality, one should impose a short range cutoff
due to both the actually discrete nature of the deformable medium as well as exchange
interaction in realistic many-body fermionic systems. In the three-dimensional case with
only short-range interactions, the wavefunction is either that of a free-carrier (L → ∞) or
a so-called small polaron (L → 0). An energetic barrier at L = 3VS/2Te separates these
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two solutions and have the effect of slowing down small polaron formation [64]. Once over
this energetic barrier, carriers considerably shrink under their own effect on the atomic dis-
placements and form small polarons through a process known as self-localisation. When
both long-range and short range interactions are present in a three-dimensional system, the
relative weight between these interaction’s coefficients determine the size and nature of the
resulting polaron as shown in Figure 2.5a. In two dimensional systems, the short-range
interaction and electron kinetic energy have a functionally similar contribution to the en-
ergy functional. Therefore, the sign of Te − VS will determine whether the bound states
are large or small polarons. As shown in Figure 2.5b, increasing the short-range interac-
tion’s strength gradually contracts the polaron until it collapses into a small polarons when
Te < VS . Therefore, in two-dimensions, short-range interactions help the formation of
large polarons by reducing the kinetic energy’s contribution to delocalisation. Moreover, it
is not surprising that bound states between electrons and the lattice’s deformation should
always occur in the adiabatic limit for systems with reduced dimensionality. Quantum
mechanical bound states are always found in such system regardless of the depth of the
attractive potential [22]. Whether or not the polaronic treatment is useful then depends on
the stability of polarons with respect to the system’s temperature or, equivalently, on the
depth of the energy functional’s curve with L. Lastly, in the unidimensional case, given
the similar functional contribution of the short- or long-range interactions, a small polaron
never forms as shown in Figure 2.5c.
2.3.4 Exciton-polarons
Given our previous treatment of polarons and polaronic effects, one could argue that the
mere notion of exciton-polarons is absurd on the following grounds: the electric neutrality
of excitons, the ground-state approach we just employed, and that the term is superfluous.
Before discussing the concept of exciton-polarons, I will expose these objections and then





























a) 3D b) 2D c) 1D
Figure 2.5: Polaron energy functional for different system dimensionalities. Equa-
tion 2.43 is plotted for the 3D (a), 2D (b) and 1D (c) cases with Te = VL = 1 while varying
VS from 0 to 1. In 3D, small and large polaron formation depend on the relative strength of
each terms. In some cases, both small and large polarons are stable at finite temperatures.
In the two-dimensional case, carriers form either large or small polarons and cannot coexist
while in the unidimensional case, small polaron formation is impossible.
should couple too weakly to the lattice for polaronic effects to be of any importance. Al-
though it is true that over long distances excitons behave as small dipoles with negligible
total charge, they are still composed of two distinct charged particles: an electron and a
hole. Therefore, if the radius of a polaronic distortion is smaller than the excitonic Bohr
radius, strong polaronic effects could still be present. Even in the most strongly bound
excitons in 2D HOIPs, the excitonic Bohr radius spans a few unit cells [4]. Secondly, it
is also true that the above treatment is valid for a system’s ground state only and therefore
cannot be used to determine an excited state’s polaronic character, like that of an exciton.
Indeed, the previous treatment addresses polaronic effects on a system’s ground state. It
shows that the fact that solids hold together is the consequence of the polaronic effect.
However, the treatment can be generalized to other excited states of the system, albeit
perhaps not with the same simplicity. In the case of exciton-polarons, this ground state
procedure could be directly used in the Wannier equation (see equation 2.13) to determine
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the polaronic character of the excitonic ground state [65]. Finally, some might claim that
the term exciton-polaron is superfluous since excitons in polaronic system are merely com-
posed of two polarons of opposite charge orbiting each other. The resulting quasi-particle
is therefore no different than a normal exciton and should be named as such. Again, this
scenario is plausible but discards a host of rich physics which could arise from the presence
of carrier correlations through both the intercarrier Coulomb interaction and and electron-
phonon interactions. Indeed, polaronic effects screen electric fields, which in turn affects
the Coulomb interaction which changes the electronic charge density. In response to this,
the lattice rearranges and this cycle carries on. Thus, the inclusion of polaronic effects in
a Coulomb correlated system could potentially affect the electronic structure of a material
beyond the added individual contribution of both effects.
Therefore, exciton-polarons are the quasiparticles which diagonalize a system’s Hamil-
tonian in which both strong electron-phonon and electron-hole pairwise interactions are
present. It is not a new concept, used in the past to discuss polaronic effects on Wan-
nier excitons [65], the properties of strongly confined excitons in quantum dots of polar
semiconductor [66, 67, 68], quantum wells [69] and bulk systems [70]. These show that
since the exciton and phonon wavefunctions are entangled by these polaronic effects, the
exciton-phonon system must be considered as one for systems where both Coulombic and
polaronic correlations are strong. In particular, a simultaneous theoretical treatment of
both correlations for electrons in a quantum well surrounded by a medium with a distinct
electronic structure and electric permittivity is done in reference [71]. The authors con-
sider the contribution of both interfacial and bulk phonons to the Hamiltonian as well as
dielectric confinement effects. Given the close analogy between 2D HOIPs and the system
considered in these calculations, we will devote a few lines to some of their results. First,
the calculations validates our intuition that polaronic effects reduce the excitonic binding
energy. When the polaronic radius Rp = (~/2meω0), a characteristic length scale of the
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polaron problem, is comparable to the exciton’s Bohr radius, polaronic effects are reduced
and the exciton’s binding energy increases. Surprisingly, for atom-thin wells, the ratio of
the bare exciton’s Rydberg energy to that of the phonon it is coupled to has a strong ef-
fect on the resulting binding energy. Therefore, if excitons are strongly coupled to distinct
lattice modes, their energies will be altered as well. This ascertainment is central to the
conclusions put forward in this thesis.
2.4 Spin-orbit effects
When an electron moves in a magnetic field B, it experiences a correction to its energy
by µBσ · B through the Zeeman effect where µB is Bohr’s magneton and σ the vector of
Pauli matrices. However, a Zeeman effect in the absence of a magnetic field is possible.
Due to special relativity, an electron moving in an electric field E feels a magnetic field
Beff = −E × p/mc2. The electric field felt by electrons in a solid is that of the atomic




(∇V × p) · σ. (2.47)
For this reason, the spin-orbit coupling is often said to arise from relativistic corrections and
its effect on electronic band structure is the lifting of degeneracies related to the spin degree
of freedom. In solid-state systems, this atomic spin-orbit coupling can be approximated by
simpler expressions when the symmetry of the crystalline structure is known. For instance,
in the case of bulk zinc-blende crystals, the spin-orbit coupling takes the form [72]
HDSO ∝ ((p2y − p2z)pxσx + a.c.p.), (2.48)
where a.c.p stands for all circular permutation of indices. This spin-orbit Hamiltonian is
known as the Dresselhaus spin-orbit coupling and can be further simplified when consider-
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ing a strained zinc-blende structure along the (001) direction and reads
HDSO1 ∝ p2z(pxσx − pyσy) (2.49)
and is called the linear Dresselhaus spin-orbit coupling. More importantly in the context of




(z× p) · σ (2.50)
and is called the Rashba spin-orbit coupling where αR is the Rashba parameter. It is in-
tended to describe spin-orbit coupling arising from interfacial electric fields in 2D degener-
ate electron gases. It is important to remark that due to its linear nature in momentum, this
particular form of the spin-orbit coupling vanishes for systems with an inversion center. It
can therefore be of considerable importance at surfaces or interfaces. All of the above yield
energetic corrections to electronic bands depending on their spin degree of freedom. In the
linear approximation, this yields a shift of the bands in momentum space, effectively lifting
spin-related degeneracies. Such shifts in the electronic bands due to the Rashba effect have
been observed on the surface of BiAg (111) alloy using ARPES [75] or in Shubnikov-de
Haas oscillations in InAlAs/InGaAs heterostructures [76]. The Rashba parameter of the
latter was found to be 0.67×10−11 eV m while the former was found to be 3.7×10−10 eV m
almost two orders of magnitude larger. While the Rashba spin-orbit coupling seems like a
fair approximation for some systems, it only partially reproduces the real effects of spin-
orbit coupling on electronic bands and should be used carefully [77].
2.5 Previous investigations of the optical properties of two-dimensional perovskites
Having laid out the necessary theoretical elements, the experimental manifestations of these
various solid-state phenomena in 2D HOIPs can now be discussed. We begin with excitonic
effects, for they are the main focus of the work of this thesis. As we will show, the origin of
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excitonic fine structure in these materials remains elusive. This mystery is the driving force
behind much of the work presented in later chapters. We then turn our attention to reports
related to signatures of electron-phonon interactions in these systems. These were known
to be important in 3D HOIPs but, comparatively to their expected importance, few works
have considered these effects in 2D HOIPs. Our attempts to verify a hypothesis pointing to
a Franck-Condon interpretation of the excitonic fine-structure put forward in one of these
reports turned out to invalidate it and launched the whole polaron hypothesis defended in
this thesis. Finally, given that spin-orbit effects are usually manifested through degeneracy
lifting of angular and spin degrees of freedom, we present some reports of these effects
in 2D HOIPs. There is still much ongoing debate about the validity of these findings but
some interesting reported coincidences make these effects potential candidates to explain
the excitonic fine-structure splitting.
2.5.1 Excitonic effects
Due to their dominating contribution to the optical properties of two-dimensional lead-
halide perovskites [78, 79], it was observed in the earliest works that excitonic effects are
very strong in these materials. Exhibiting binding energies of hundreds of meV, on par
with those of other strongly excitonic two-dimensional materials such as monolayers of
transition metal dichalcogenides (TMDCs) [44, 80], excitons are tightly bound and there-
fore stable even at room temperature. This came as no surprise to the authors of these early
reports given PbI2’s large binding energy [34] (about 30 meV) and the recent work on quan-
tum wells of direct bandgap semiconductors such as GaAs. Moreover, signatures of bound
biexcitons in the low temperature photoluminescence spectrum of 2D HOIPs were also re-
ported early on [81]. A biexcitonic binding energy of the order of 50 meV was reported,
the highest of any material known so far and again comparable to that of monolayers of
TMDCs [82, 44]. Biexciton lasing was even claimed to occur in these same systems [83]
although no sharp threshold in emission was observed in the reported data. The estima-
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tion of biexciton binding energy through the non-linear growth with excitation power of a
reshifted photoluminescence feature is a common practice but can also arise from defect
emission. To unambiguously measure this binding energy, one must turn to multidimen-
sional spectroscopy. A recent report [84] performed multidimensional spectroscopy on 2D
HOIPs and obtained a binding energy of 40 meV at room temperature. There, they inter-
preted a featured shifted from another along the two-diagonal of a two-quantum spectrum
to arise from a biexcitonic correlation. This is an incorrect interpretation of their own data
as we will show in section 3.5 and we consider their estimate of the biexciton binding en-
ergy to be invalid.
Even though the optical signatures of excitons in these materials seem at first sight to
match the predictions of the Wannier model, two major discrepancies were observed be-
tween the measured and predicted excitonic signatures. The first one involves the unusually
high excitonic binding energies observed in lead-halide 2D perovskites. Although a four-
fold increase in excitonic binding energy is expected due to the quantum confinement of the
carriers in the lead-halide plane, this enhancement is insufficient to explain the binding en-
ergy’s increase by about an order of magnitude in most lead-halide 2D perovskites [79, 85].
The solution to this puzzle lies not in the composition of the inorganic well, but what lies
around it. If electrons are confined to a near two-dimensional geometry, the electric field
is not. This flaw in our previous derivation of the Wannier model where we supposed an
isotropic dielectric constant was highlighted near the end of section 2.2.1. In 2D HOIPs, the
electric permittivity of the organic layer is about 10 times smaller than that of the inorganic
layer [86] thus drastically lowering the effective electric permittivity relevant for the inter-
action between two charges in the inorganic layer. This effect, sometimes called dielectric
confinement or image charge effect, is not unique to 2D HOIPs and is in fact observed in
all atomically thin excitonic semiconductors of reduced dimensionality [80, 87]. In this
situation, the proper Coulomb potential to be considered in equation 2.13 is the one that
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arises from this heterogeneous dielectric environment. An analytical form for this potential
can be obtained using the image charge method [88, 79] and accounts correctly for this
increase in binding energy. However, the authors of reference [79] did not use the known
effective masses of carriers in a bulk analogue to the inorganic single-layers. They rather
adjusted the exciton’s reduced mass to maximize the agreement between the predicted and
measured binding energies of similar compounds. The agreement so reached is excellent,
but this method casts doubt on the validity of the envelope function approximation for these
materials. As previously argued from an experimental [89] and theoretical [90] standpoint,
the quantum well model fails when each plane of 2D HOIPs are composed of a single
layer. Not only is it impossible to use the same effective masses to predict excitonic prop-
erties from the single-layer to the bulk (unsurprising given they are different materials), this
formalism predicts the formation of minibands due to superlattice effects. These are not
observed in DFT calculations nor experimentally. In fact, single-layered 2D HOIPs behave
more like isolated sheets of two-dimensional semiconductors like monolayers of transition
metal dichalcogenides. This limitation of the Wannier model was mentioned in passing
near the end of section 2.2.1 and does not imply that the Wannier formalism is invalid for
these materials. It rather suggests that the correct material parameters can differ from those
of analogous multilayered or bulk systems. In this sense, monolayered 2D HOIPs should
be considered as different yet similar to these analogous systems.
The other discrepancy between the predictions of the Wannier model and the measured
optical spectra is at the origin of this thesis’s work and undoubtedly many more in the
future: that of an excitonic fine structure in the low temperature absorption and photolumi-
nescence spectra. This fine structure is consistently present across many 2D HOIPs with
distinct organic cations [78, 79, 91, 8] and halogen atoms [92, 93]. It also persists up to
room temperature as shwon by the properties of polaritonic emission when these materials
are imbedded inside an optical microcavity [94]. Early work on these materials hypothe-
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sized this fine structure to arise from the lifting of a degeneracy by spin-orbit coupling or
crystalline fields [78]. The original and subsequent arguments were based on the electronic
structure of PbI2 and supposed them to be Frenkel excitons whose wave functions were
solely composed of the s and p orbitals of Pb2+, thus completely neglecting contributions
from the iodine atoms and organic cations around it or any other structural details for that
matter. Unsurprisingly, this assumption was found to be erroneous by recent DFT calcu-
lations including spin-orbit coupling for similar compounds [10]. These calculations show
that the valence band maximum (VBM) and conduction band minimum (CBM) are con-
fined to the inorganic plane and both occur at the Γ point. The VBM is composed of the
hybridization between lead’s 6s and iodine’s 5p orbitals while the conduction band mini-
mum is composed of iodine p orbitals. However, these bands could just as well be split by
symmetry breaking effects such as exchange interaction, crystalline fields or spin-orbit ef-
fects and cause the observed excitonic fine structure. As a matter of fact, a fine structure was
also observed in orthorombic nanocrystals of bulk hybrid organic-inorganic perovskites al-
beit with much smaller energy splittings [95] and were assigned by some to a degeneracy
lifting by exchange interactions [96] and by others to spin-orbit effects [97]. Experimental
results proved the former right [96] and showed that the result of these broken symmetries
is an optically dark ground state and a bright non-degenerate triplet. Nevertheless, the close
proximity between 2D HOIPs and their bulk counterpart suggest similar effects could be at
play in the former.
2.5.2 Electron-phonon coupling and polaronic effects
As stated in section 2.1, from the atomic structure alone, one can deduce that the coupling
between atoms and the lattice will be important. It is therefore tempting to interpret the
excitonic fine structure as a vibronic replica like those predicted by the Franck-Condon
model. This assignment is all the more sound when the fine structure consists of evenly





Figure 2.6: Absorption and emission spectra used to justify the excitonic fine structure
as a vibronic progression. The absorption and photoluminescence of (PEA)2PbI4 at a
temperature of 15 K on a regular (a) and expanded (b) scale. Features in the emission
spectrum are labelled α, β, γ and δ with decreasing energy. The purple curve corresponds
to the emission spectrum amplified by a factor of 60 to show low intensity features. The
emission is time-resolved in panels (c) and (d) with the same feature labelling as in panel
(b). Taken from reference [98].
photoluminescence and absorption spectroscopies shown in Figure 2.6 some have proposed
this interpretation [98]. In the low-temperature absorption spectrum, the fine structure of
(PEA)2PbI4 is clearly resolved and four distinct peaks are observed (Figure 2.6a). Four
peaks are also observed in the photoluminescence spectrum but their intensities and ener-
gies do not mirror those of the absorption spectrum (Figure 2.6b), an indication that the
basic Franck-Condon principle does not apply here. The authors explain this discrepancy
by pointing out that when the emission is time-resolved (Figure 2.6c and d), each feature
rises in a step-like fashion one after the other. They attribute this temporal emission pro-
file to a slow relaxation down the excited state vibrational manifold, thus breaking Kasha’s
rule. If it were the case, the emission spectra at late times would then be Kasha-like emis-
sion, that is, once the population has relaxed to the lowest vibrational state. In this case,
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the emission spectra would then be a mirror image of the absorption spectrum, which is
not observed in their data. Therefore, unless the shape of the excited state potential en-
ergy surface changes during the relaxation, the time-resolved photoluminescence cannot
be explained by slow vibrational relaxation. For this reason, we doubted the assignment of
the excitonic fine structure to a vibronic progression is valid. Nonetheless, this work was
central in launching our own investigation in the matter. Indeed, to experimentally verify
the claim made by the authors, one would need to perform resonance Raman scattering on
all features of the fine structure. If the spectrum does not change with pumping energy,
all transitions share the same electronic character and are therefore vibrational replica of a
single electronic state. This is exactly what we performed in section 6.
In three-dimensional HOIPs, another manifestation of electron-phonon coupling be-
yond a displaced excited state was observed, that of large polarons. In an attempt to explain
the high carrier diffusion lengths, low recombination rates, strange temperature dependent
transport properties and low scattering rates, it was proposed that carriers in these materials
could in reality be large polarons [99]. Indications of polaron formation were later provided
using transient optical Kerr effect and DFT based calculation [100] and used to rational-
ize the slow hot carrier cooling curves observed in these materials [101, 102]. This as-
signment was subsequently confirmed by impulsive coherent stimulated resonance Raman
spectroscopy [103]. Surrounded by a large cloud of lattice distortion, electric fields out-
side the large polaron’s radius would be screened thus shielding carriers from interactions
with other quasiparticles and defects. Therefore, many-body interactions affecting polarons
should be considerably reduced. Due to the similarity between 2D HOIPs and their bulk
counterparts, carrier in the former might also share this polaronic character. Due to the
polaronic effect’s dependence on dimensionality, this effect might be enhanced as well. In-
deed, in light of very broad and strongly Stokes-shifted photoemission in some 2D HOIPs
with high octahedral distortions, self-localisation of excitons or small polaron formation
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is believed to play an important role in these materials [8, 7]. As stated in section 2.3.3
for the two-dimensional case, according to equation 2.43 with D = 2, the delocalization
from the carrier’s kinetic energy term can be compensated by short-range electron-phonon
interactions to yield a large polaron or amplified to yield a small polaron. 2D HOIPs could
be at the threshold between these two regimes and exhibit both characters depending on
the conformation imposed by the organic cations on the inorganic planes. This hypothesis
has also been proposed by others in light for the increased thermal broadening of emissive
lines in 2D HOIPs [104].
2.5.3 Spin-orbit effects
As mentioned in passing in section 2.5.1, spin-orbit coupling has a strong influence on the
electronic structure of 2D HOIPs [10]. These effects effectively split two quasi degenerate
conduction bands by about an electron volt. The spin-orbit coupling also mixes the charac-
ter of these conduction bands. Both of these effects are much softer on the valence bands
and does not significantly alter their nature. Small displacements of the lead atom inside
its octahedral cage could lead to spatial inversion symmetry breaking and therefore give
rise to a Rashba effect in 2D HOIPs [105]. In bulk HOIPs, the presence of a large Rashba
effect was confirmed by ARPES measurements [106] and yielded a Rashba parameter of
11×10−10 eV m, an immense value when compared to those obtained for traditionnal semi-
conductors. Due to the surface nature of ARPES measurements, however, this value might
be much larger than the correct one in the bulk. One may nonetheless expect these ef-
fects to be important in 2D HOIPs as well given their interfacial nature. Recently, ultrafast
transient absorption spectroscopy measurements have observed an excited state absorption
feature at a probe energy of 350 meV which they attribute to a transition from the exciton
ground state to a shifted Rashba band [107]. Using the bandgap energy extracted from elec-
troabsorption measurements and the photoinduced absorption feature’s energy, they extract
a Rashba energy of (38±3) meV and a Rashba parameter of (1.6±0.1)×10−10 eV m. While
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a surprising result which could arise from Rashba effects, this feature could also be inter-
preted as photoionization of bound exciton species. Nonetheless, the similarity between
the measured Rashba energy and the excitonic fine structure splitting is striking and hint
that Rashba effects could be behind the observed excitonic fine structure in 2D HOIPs.
2.6 Conclusion
In this chapter, we have presented all the theoretical elements required to understand the
current state of the field and interpret the literature it had generated so far. The portrait
so painted is blurry: many different phenomena such as excitonic correlations, electron-
phonon coupling as well as spin-orbit and exchange effects should be strongly manifested
in 2D HOIPs. However, no conclusive evidence points to one of these as being at the origin
of the observed excitonic fine structure splitting. Worse even, potential hypotheses involv-
ing all but one of these phenomena have been proposed to account for this fine structure
some using debatable or downright wrong arguments. The phenomena cast aside, that of
electron-phonon coupling, is expected to be strong but few in the field were aware of the
experimental and theoretical literature concerning two-dimensional polarons and exciton-
polarons. If electron-phonon coupling is sufficiently strong, that the excitonic fine structure
arises of electronically distinct states and there is a spectral dependence on electron-phonon
coupling within this fine structure, exciton-polaron effects could well be responsible for the
observed fine structure. In the remainder of this thesis, we will gradually give credibility to
this hypothesis using advanced optical probes. Before diving into the various experimental
results we have gathered to this end, we will spend the next chapter laying out the necessary
theoretical framework in which to interpret them. This shall not be in vain for it will give




SPECTROSCOPIC TOOLS: PROBING MATTER WITH LIGHT
It is by no coincidence that light is one of the most widespread tools used in the study
of matter. Light interacts with many degrees of freedom for a vast ensemble of physical
systems. It can be made to interact almost imperceptibly with a system, keeping the ex-
periment in the perturbative regime, or with such strength that light and matter become
indistinguishable. Moreover, the physical properties of light are numerous, readily mea-
sured and easily tuned making it a versatile tool too. Its scalar properties span multiple
orders of magnitude in time (from the attosecond to the continuous), energy (from gamma
rays to radio frequencies), lengths (down to the diffraction limit) and intensity (from the
single photon to powers capable of ripping apart an hydrogen atom). Its numerous vec-
torial properties such as direction of propagation, polarisation, and degree of helicity are
also extremely useful in isolating particular phenomena. Light’s versatility and ease of use
is such that it was instrumental to the development of nearly all fields of modern physics.
This trend is not about to end given the astounding research efforts directed into pushing
further this attribute, yielding new and promising ways to explore matter with light.
However, spectroscopy laboratories around the world aren’t equipped to span all of
light’s parameter space and restrict themselves to a sub-region suited to the phenomena
they wish to study. In the context of this thesis, we wish to study exciton dynamics in di-
rect band-gap hybrid semiconductors. This requires the generation of short tunable pulses
in the visible, so as to achieve the required temporal resolution and resonant excitation.
In addition to excited state population dynamics, we wish to study the temporal evolution
of a photocarrier’s wavefunction, its coherent dynamics, as well. Since it can be detected
through the optical dephasing of the corresponding optical transitions, we need our exper-
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iments to be phase-resolved and non-linear. The former arises because of the coherent na-
ture of optical dephasing processes while the latter is necessary to resolve sub-picosecond
oscillations using stroboscopic measurements. Such experiments falls under the umbrella
of time-resolved coherent non-linear spectroscopies such as transient absorption and mul-
tidimensional coherent spectroscopy (MDCS) [108].
In this chapter, I first expose the foundations on which the interpretation of coherent
non-linear spectroscopy experiments rests. I will focus on the theoretical elements used in
the interpretation and analysis of the measurements presented in later chapters. Along the
way, the connection between these measurements and the system under study will be made
explicit. Moreover, the formalism of double-sided Feynman diagrams will be presented
and used to interpret typical multidimensional spectra. Finally, more intricate models will
be used to show that non-linear coherent lineshapes are rich with information about some
of the most elusive effects in semiconductor physics namely disorder and many-body in-
teractions.
3.1 Fundamentals of non-linear coherent spectroscopy
The interpretation of almost every spectroscopic measurement stems from a perturbative
treatment of a system’s response to an applied electromagnetic field using time-dependent
perturbation theory. Such an endeavor yields the time-dependent polarization induced in
the material by the electric field. From it, one then obtains the frequency-domain response
of the system under study. The derivation of the system’s temporal response can be found
in reference [109] and yields










(n)(tn, tn−1, ..., t1)
× E(r, t− tn)E(r, t− tn − tn−1) · · ·E(r, t− tn · · · − t1) (3.1)
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where P (n)(r, t) is the non-linear polarization induced in the system to the n-th order in
the applied electric field E(r, t), r and t are spatiotemporal coordinates and S(n) is the
non-linear response function given by





Θ(t1)Θ(t2) · · ·Θ(tn)
× 〈µ̂(tn + · · ·+ t1)[µ̂(tn−1 + · · ·+ t1), [· · · [µ̂(t1), [µ̂(0), ρ(−∞)]] · · · ]]〉 (3.2)
where Θ(t) is the Heavyside function, µ̂ the dipolar moment operator, 〈 〉 denotes a quan-
tum mechanical average, ρ(−∞) the system’s density matrix before the experiment and
[Â, B̂] the commutator between two operators Â and B̂. All operators are expressed in
the interaction picture. These equations are the foundation on which lay the interpretation
of all coherent non-linear spectroscopy measurements. They state that the non-linear po-
larization is related to the applied electric field via their multitemporal convolution with
the response function. The microscopic description of the system (and thus, its dynamics)
enters these equations through the system’s dipolar moment operator and the density ma-
trix at equilibrium in the response function. Even in this general form, these equations are
easily related to the experiment being performed. Indeed, it is easy to design a non-linear
coherent spectroscopy experiment so that only the effects of the n-th order polarization
are detected. Therefore, in most cases, it is not necessary to consider these equations to
more than a single order. In this thesis, only experiments involving the first and third order
polarisations were performed. To the first order, equations 3.1 and 3.2 take the form of
P (1)(r, t) =
∫ ∞
0









where it is now clear that S(1)(t) is simply the linear electric susceptibility χ(1)(t) multi-
plied by the electric permittivity of free space ε0. A linear coherent spectroscopy measure-
ment is therefore equivalent to measuring the refractive index and attenuation coefficient
of a material. Equation 3.4 shows that the first light matter interaction launches coherent
oscillations between resonnant excited states which independently radiate a signal during
time t. This radiation then interferes with the electric field used to generate this polariza-
tion yielding the transmitted and reflected beams measured in reflectance and transmittance
experiments. These independent oscillations are the reason behind a linear measurement’s
fundamental ambiguity: it is impossible to tell apart a three level system from two uncou-
pled two-level systems. Linear techniques, such as absorption spectroscopy, are nonethe-
less extremely useful techniques notably to provide the energies of various excited states
present in a material.
To alleviate this ambiguity, we must use techniques of higher order in light-matter in-
teractions. Both transient absorption and all MDCS experiments presented in this thesis
are third-order non-linear coherent spectroscopy experiments. Equations 3.1 and 3.2 then
become











× E(r, t− t3)E(r, t− t3 − t2)E(r, t− t3 − t2 − t1) (3.5)
and






× 〈µ̂(t3 + t2 + t1)[µ̂(t2 + t1), [µ̂(t1), [µ̂(0), ρ(−∞)]]]〉 (3.6)
The aforementioned ambiguity is thus alleviated. The second light-matter interaction maps
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the independently oscillating coherences launched by the first one onto a population tran-
sient or another coherences which are then taken back onto oscillating coherences by the
third interaction. These last coherences then radiate the signal detected in an experiment.
3.2 Time-ordering and the semi-impulsive limit
The conditions in which these experiments are performed allow a few further simplifica-
tions. First, the electric field applied on the sample is provided by a sequence of two (for
transient absorption) or three (for MDCS) temporally well separated short pulses. For gen-
erality, we will present here the case relevant to MDCS. This allows us to split the general
expression for the electric field present in equation 3.5
E(r, t) = Ea(r, t) + Eb(r, t) + Ec(r, t) (3.7)
into three distinct electric fields
Ea(r, t) = Eaδ(t)e
i(±ωt∓ka·r) (3.8)
Eb(r, t) = Ebδ(t+ τ)e
i(±ωt∓kb·r) (3.9)
Ec(r, t) = Ecδ(t+ τ + τ
′)ei(±ωt∓kc·r) (3.10)
where the subscripts a, b and c denote the electric field of the first, second and last beams
to interact with the sample. The case for transient absorption is easily obtained by taking
beam a and b to be identical and simultaneous. This approximation, known as the semi-
impulsive limit, is valid when the pulses are short compared to the system’s dynamics
but long compared to the electric field’s oscillation. This is why the pulses are represented
using Dirac’s delta functions but still carry a wavevector and a carrier frequency. We replace
the first, second and last electric fields in equation 3.5 with Ea, Eb and Ec respectively to
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obtain the non-linear polarisation under this approximation. It reads






where Si is positive for two indices and negative for the other. The time-ordered semi-
impulsive limit greatly simplifies the interpretation of experimental data. For one, the mea-
sured signal is directly proportional to the response function. Moreover, by removing the
ambiguity over the temporal ordering order in which each beam interacts with the sample,
the number of terms contained in the response function that need to be considered is also
drastically reduced. Similarly to the case of the general electric field, the general dipolar
moment operator
µ̂(t) = µ̂a(t) + µ̂b(t) + µ̂c(t) (3.12)
as it appears in equation 3.6 is now replaced by the appropriate beam specific dipolar mo-
ment operator µ̂i(t) with i ∈ {a, b, c}. This reduces the number of terms to be considered in
the response function by a factor of 27. The time ordered semi-impulsive limit is generally
a good approximation. Full calculations involving a complete description of the electric
field reveal the pulses’ shape to merely act as a filter in the frequency domain and does
not significantly alter the lineshapes [110, 111]. We have also imposed a condition on the
phase of the polarisation in equation 3.11 by requiring that the polarisation oscillates at
a frequency near that of the probed optical transitions. This requirement, called phase-
matching, is the mathematical equivalent of experimentally detecting only light close to
resonance with the system under study and not at two or three times its energy.
The description of the response function must also be subtly modified to be in agree-
ment with the semi-impulsive limit. In reality, the response function as shown in equa-
tion 3.11 stems from the true response function integrated by a convolution with the electric
fields. Therefore, some terms in this integral will oscillate at the difference between the op-
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tical and material oscillation frequency while others will oscillate at their sum. The former
will dominate the optical response under resonant pumping since the latter will cancel out
in the integral, destructively interfering. Neglecting these terms from the response func-
tion in equation 3.11 is called the rotating wave approximation. It also drastically reduces
the number of terms required to build the response function, making computations easier.
Together, the time-ordered semi-impulsive limit and the rotating wave approximation yield
one last simplification. Equation 3.11 shows that the many directions in which the signal





We can thus further reduce the number of terms to be considered in the response func-
tion by spatially filtering the signal, isolating a particular {Si} | i ∈ {a, b, c} where Si is
positive for two indices and negative for the other. These then fix the form of each inter-
action’s dipolar moment operator entering the computation of the response function so that
the rotating wave approximation is satisfied. An interaction whose Si is negative is called
a conjugate interaction since the conjugate of the associated electric field contributes to the
detected signal. Other interactions are called non-conjugates.
3.3 Resonant impulsive coherent stimulated Raman scattering
We are now ready to model our first non-linear coherent measurement, that of resonant
impulsive coherent stimulated Raman scattering (RICSRS). This experiment consists in im-
pulsively exciting an electronic transition using a simultaneous conjugate and non-conjugate
interaction provided by a strong pump pulse and observing the temporal modulations in the
dielectric permittivity using the transmission of a probe pulse. To model this experiment,
we suppose as we did in section 2.3.1 that of displaced harmonic oscillators coupled to
an electronic degree of freedom. Knowing the eigenstates of the system, we could di-
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Figure 3.1: Probe energy dependence of RICSRS signal for a single homogeneously
broadened transition. The spectral amplitude (line) and phase (dashes) are computed
for an electronic linewidth of 50 meV coupled, a vibrational mode energy of 1 meV and a
Huanhg-Rhys factor of 0.5 at a temperature of 50 K. The absorption lineshape used in the
simulation is plotted as a shaded gray area.
rectly compute the system’s response function to obtain the time-dependent polarisation.
However, it is much wiser to separate the density matrix into its electronic and vibrational
degrees of freedom and then compute an effective change in the equilibrium first-order per-
mittivity induced by the pump pulse’s excitation [112]. This useful trick allows us to easily
distinguish between pump and probe interactions while drastically reducing the required
computational resources when compared to a full χ(3) calculation. The electronic density
matrix is taken to be diagonal, neglecting effects from electronic coherences. This approx-
imation is valid in the case of pump-probe measurements on two-level systems, but breaks
down when more coupled electronic levels are taken in consideration. The problem is then
reduced to the computation of the vibrational degrees of freedom’s effects on the dielec-
tric permittivity. To model these, the pump-induced modulation of the vibrational density
matrices are computed for the ground and excited electronic states. The vibrational Hamil-
tonian is the same in both cases, except for a displacement ∆ along the nuclear coordinate
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associated to the vibrational mode. When the pump field interacts with the vibrational part
of the system, it imparts a displacement in real and momentum space modeled using a mo-
ment generating function. All pump interactions are contained within this initial kick, after
which the vibrational degree of freedom evolve freely according to their respective Hamil-
tonian before interacting with the probe pulse. The only free parameters of this model are
the displacement of the vibrational Hamiltonian ∆ upon excitation and the complex line-
shape of the system under study. The latter supposes a single homogeneously broadened
electronic state and its accompanying vibrational replicas. With these considerations and
supposing undamped wavepacket motion, analytical expressions for the amplitude of the
pump-probe modulation can be derived, and further reduce the required computation time.
The result of such calculations are plotted in Figure 3.1. This yields the characteristic dual-
peaked lineshape surrounding the transition coupled to the vibrational mode as well as the
π phase shift upon crossing the central frequency. Not shown in the response so plotted is
the signal’s dependence on the pump pulse length. Indeed, the RICSRS signal is greater
when the pump pulse duration matches the period of the displaced mode. Therefore, if
the pulse is too short or too long, some modes could be unobservable using this technique
despite being strongly coupled to electronic degrees of freedom. Moreover, the magnitude
of the response depends on that of the displacement. It is therefore analogous to resonance
Raman spectroscopy [113, 114] and can be used as a substitute to this technique when
advantageous. This lineshape will become important for the results presented in chapter 6.
3.4 Double sided Feynman diagrams
Without specifying the system under consideration, it is hard to say much more about
interpreting non-linear coherent spectroscopy techniques. However, certain aspects of the
system under consideration are often well approximated by a single-particle occupying
molecular-like discrete orbitals. In this case, the system’s density matrix can be easily
written down and each terms arising from the nested commutators of equation 3.6 can be
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represented in a diagrammatic and useful way. Each diagrammatic elements are called
double sided Feynman diagrams. These are constructed by observing the following rules:
1. Time flows from the bottom to the top of each diagram.
2. Each line represents the density matrix’s state after a light-matter interaction.
3. Arrows represent light-matter interactions. Arrows pointing towards the right or the
left represent a non-conjugate or conjugate interaction respectively. The last interac-
tion arises from the quantum mechanical average to obtain P (n) and is different in
nature from the other interactions. It is not associated to an applied electric field but
rather spontaneous emission and so is represented by a different arrow.
4. Each Feynman diagram carries a sign of (−1)n where n is the number of light-matter
interaction acting on the right. This property stems from the commutator’s definition
that is [Â, B̂] = ÂB̂− B̂Â. The final emission interaction is not counted in this rule.
5. An arrow pointing towards the system represent an excitation of the system and vice-
versa for an arrow pointing outwards. This is a consequence of the rotating wave
approximation and forbids the appearance of terms corresponding to emission from
the ground-state.
6. After the final emission interaction, the system must be in a population state.
For example, the Feynman diagrams involved in the response function of a simple two
level system (or V model) following a conjugate and two non-conjugate interactions are
presented in Figure 3.2. By inspecting a Feynman diagram and supposing the density
matrix dynamics obey the optical Bloch equations, one can easily deduce the temporal
evolution of the associated term, its amplitude as well as its sign. For example, the term A
associated to the diagram in the upper left corner of Figure 3.2b is positive and oscillates
as




where γX = γ′X + Γ/2 is the dephasing rate, γ
′
X the bath induced dephasing and Γ the
radiative decay rate. During time τ and t, this term oscillates at ωX the frequency difference
between the states involved in the first and last coherence respectively. These coherences
decay at a rate γX due to dephasing dynamics induced by radiative decay to the ground
state and interactions with an incoherent thermal bath. During time τ ′, the density matrix
is in a population state and the signal does not oscillate but rather decays at a rate Γ due to
radiative decay. This basic model is useful to superficially interpret the results of coherent
non-linear spectroscopy experiments, but fails to reproduce many behaviors observed in
real experiments. First, it does not predict population relaxation within the excited state
ladders. This can however be accounted for by introducing these dynamics in the optical
Bloch equations. Secondly, it does not consider the effects of inhomogeneous broadening
on the system’s optical response, a broadening mechanism ubiquitous in even the purest of
samples. To do so, one must turn to a much more involved formalism, that of the Brownian
oscillator model [109] to predict their signature. Lastly, due to our choice of a single
particle basis to represent the system’s density matrix, this approach is ill-suited to discuss
many-body effects on the non-linear optical response. To properly account for these, the
double-sided Feynamn diagrammatic approach must be abandoned and the full many-body
calculation must be performed using equations 3.11 and 3.6.
3.5 Interpreting a multidimensional spectrum
The goal of MDCS is to obtain information about the system under study through the full
temporal dependence of its non-linear coherent response function. A MDCS measurement
is performed by scanning a delay during which a coherence oscillates and recording the ra-
diated signal’s spectral amplitude and phase. The radiated signal arises from the sum of all
the pathways taken by the density matrix following a defined sequence of light-matter inter-
action. The signals arising from different interactions sequences yield different information




















































































Figure 3.2: Double-sided Feynman diagrams for a two level system with two ladders of
excited states. (a) Energy levels of the model system. It is composed of a ground state |0〉,
two excitonic levels |X〉 and |X ′〉, and three biexcitonic levels |B〉 (two bound X excitons),
|B′〉 (two bound X and X’ excitons) and |B′′〉 (two bound X’ excitons). These levels are
redshifted from the sum of the energy of their constituents by a common binding energy
EB.(b) Double-sided Feynman diagrams responsible for the non-linear polarisation in the
case of a conjugate interaction followed by two non-conjugate interactions.
order response resulting from a conjugated interaction followed by two non-conjugated
interactions. In this case, all pathways feature coherent oscillations of opposite frequen-
cies during the first and last interpulse delays. The resulting response is called rephasing
since the coherent oscillations occurring during the first interpulse delay are rephased by
the coherent oscillations occurring during the last interpulse delay. For this reason, the
dephasing of the first coherent oscillations due to inhomogeneous broadening is cancelled
after some time during the last coherent oscillation. However, dephasing occurring due
to homogeneous broadening is not rephased, allowing us to segregate both of these con-
tributions to line broadening using a rephasing measurement. If the population dynamics
occurring during the second delay are not allowed to occur (by setting this delay to zero),
this measurement is called a photon-echo and is used to extract the intrinsic homogeneous
linewidth of an optical transition [115] as well as probe dephasing arising from many-body
effects. A similar analysis can be performed for all of the three distinct interaction se-
quences allowed by a third-order non-linear measurement. These can be classified into
three categories: one-quantum (1Q), two-quantum (2Q) and zero-quantum measurements
(0Q). This nomenclature is based on the difference in number of quanta involved in the
coherence oscillating during the scanned delays. Thus, n-quantum measurements probe
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the coherences between states separated by n light-matter interactions. For this reason, 1Q
measurements are the most common as they directly probe the optical transitions observ-
able in photoluminescence and absorption spectroscopy. 2Q measurements are extremely
useful to explore biexcitonic correlations and inelastic exciton scattering while 0Q mea-
surements are great to probe vibronic coherences within an excitonic manifold.
A 2D spectrum is the result of a multidimensional Fourier transform of the measured
signal’s temporal dependencies along the time axes during which coherences oscillate.
Generally, the Fourier transform along the emission time axis is experimentally performed
by a coherent spectrometer so that only the first temporal axis needs to be transformed. The
magnitude or real part of the 2D spectrum are then presented as 2D plots with two ener-
getic axes corresponding to the frequency domain of the scanned delays. By convention,
for 1Q measurements, the first scanned delay is called the absorption time tabs and yields
the absorption energy once transformed. For 2Q measurements, the corresponding axis is
called the two-quantum energy axis and corresponds to the second interpulse delay during
which coherences oscillate at twice the optical frequency. Finally, the time after the last
light-matter interaction during which the signal is emitted is called the emission time. Once
transformed, it yields the emission energy axis. For rephasing measurement, the initial co-
herence oscillates at a frequency with a sign opposite to the last coherence’s oscillation
frequency. For this reason, features appear in the negative part of the axis corresponding to
the former delay. Since there are three light matter-interactions and an emission involved
in generating a third-order non-linear signal, there remains another interpulse delay not
presented in a 2D spectrum. This delay is often the one separating the second and third
interactions in a 1Q measurement and yields important information about population in-
duced dynamics. It is often specified in a 2D spectrum along with the type of measurement
it represents.
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We can now interpret experimental two-dimensional (2D) spectra using the formalism
presented in section 3.1. To interpret a 2D spectrum, one could build a model for the
system, use it to predict the system’s temporal evolution and use equations 3.11 and 3.6
to compute the temporal dependencies of the non-linear polarisation. A two-dimensional
spectrum is then obtained by taking the two-dimensional Fourier transform of the response
function along the same time axes as those scanned in the experiment. By comparing
a few calculations with the experimentally measured spectrum, one could hope to draw
conclusions about the system from the experiment. This approach is sometimes used to
interpret subtle effects in 2D spectra of well understood systems [116] but proves challeng-
ing without a minimal model. Another approach involves the use of double-sided Feynman
diagrams to predict the spectral position of features as well as their overall relative sign.
However, as previously mentioned, this formalism does not account for some many-body
effects, disorder and fluctuations. It is nonetheless a useful paradigm in which to analyze
experimental data and is used frequently within this thesis.
In this picture, a feature in a 2D spectrum arises due to the contribution of all terms
that oscillate at the same frequencies during the scanned delays. Each term represents one
of the many possible pathways for the system following a sequence of light-matter inter-
actions and can be represented as double-sided Feynman diagrams. A diagram oscillating
at a frequency ω during the first scanned delay and at a frequency ω′ during the second
will appear as a feature at an energy ~ω on the first energy axis and at an energy ~ω′ on
the second one. Each diagram’s oscillation frequency can be determined using the same
procedure that lead to equation 3.14. The number of light-matter interaction on the right
side of the diagram determines the resulting feature’s overall sign. By writing down all
possible diagrams for a given interaction sequence, one can predict the energy, amplitude
and sign of features in a 2D spectrum. For example, the 1Q rephasing spectrum and the
2Q non-rephasing spectrum of a simple two excitons and biexcitons model are shown in
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Figure 3.3. The position and sign of the features in the rephasing spectrum are determined
using the diagrams of Figure 3.2b and a similar procedure was used to construct the 2Q
spectrum. While this is very useful to quickly predict a 2D spectrum, it still requires a
basic model. However, a model such as the one presented in Figures 3.2 and 3.3 can be








































Figure 3.3: One quantum rephasing spectrum and 2Q non-rephasing spectrum for a
simple two excitons model with biexcitonic correlations. Blue and red circles represent
features of opposite sign. The dashed line represents the diagonal and two-diagonal of the
1Q and 2Q spectra respectively. The dotted lines represent the energy of the excitons while
EB indicates the biexcitonic binding energy.
To show how this can be done, I will demonstrate in the following how to reconstruct
the model presented in Figure 3.3 from its 1Q rephasing spectrum and its 2Q spectrum. We
first turn our attention to the 1Q rephasing spectrum. Two features are observed along the
diagonal. These features are trivial and indicate that these optical transitions are correlated
with themselves. Their emission and absorption energies correspond to their energy above
the ground state. We thus know that there are two excitonic transitions at these energies,
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something we could have deduced from a linear absorption spectrum alone. For both of
them, features of opposite sign redshifted along the emission energy axis are observed.
These features typically arise from diagrams involving transitions from the first excitonic
manifold to the next and are called excited state absorption (ESA) features. These indicate
that there is an excited state manifold whose energy is redshifted by EB from twice the first
manifold’s energy. Features are also observed far off the diagonal and arise due to a com-
mon ground state between the excitonic features. These features, called cross-peaks, would
not be observed if the system were to be composed of two independent transitions such as
two distinct chromophores. This means that these features are intrinsic to the material and
do not arise from inhomogeneities. Redshifted along the emission axis from these cross-
peaks lie more ESA features indicating the presence of composite states in the higher-lying
manifold, that is states which can be populated by an optical transition from both |X〉 and
|X ′〉. When the second excited state manifold is not shifted from twice the first manifold’s
energy, these ESA features cancel out the crosspeaks. While the 1Q measurement indicates
the existence of a second manifold of excited states, it tells us nothing about its structure.
To do so, we turn to the 2Q spectrum. It harbors negative features redshifted along the
two-quantum energy from the two-diagonal indicating an ESA from the first to the second
excited state manifold. This vertical shift indicates the amount of energy by which the state
in the second manifold is redshifted from twice the emission energy. This information was
already obtained through the 1Q rephasing spectrum, but it is now clear that each exciton
can be excited into two distinct biexcitons. Moreover, each positive feature is accompanied
by a negative feature redshifted by the same energy along the emission energy. This yields
another method of estimating, for instance, a biexciton’s binding energy.
This type of analysis is useful to guide the interpretation of 2D spectra without relying
on a full model. From the energy and sign of features in a 2D spectrum alone, one can
even deduce many of the profound aspects a minimal model would need to be faithful to
60
the system under study. In real systems, many more effects can be observed that were not
included in our simple model such as repulsive exciton-exciton interactions in the 2Q spec-
trum [117] and population transfer channels through a cross-peak’s time dependence and
asymmetry between cross-peaks [118]. Vibrational coherences can also manifest them-
selves in beatings along the population time [119, 120] and yield similar information to
that which is contained in a resonant Raman spectrum.
3.6 Lineshapes in two-dimensional spectra
So far, we have yet to discuss the lineshape of features observed in a 2D spectrum. These
contain a wealth of information about many-body interactions as well as homogeneous
and inhomogeneous broadening mechanisms. They arise from two distinct phenomena.
The former is due to energetic fluctuations on an ultrafast timescale such as elastic colli-
sions with other particles and defects, environmental fluctuations, radiative decay as well
as other population dynamics and relates to a state’s lifetime. The latter arises from fluc-
tuations slower than the state’s lifetime such as Doppler broadening or sample inhomo-
geneities [109]. Therefore, probing these effects would reveal a wealth of information
about a system’s dynamics and the mechanisms that drive them. In the limit of pure homo-
geneous dephasing, the 2D lineshapes are well described by the optical Bloch equations.
Then, one simply needs to extract each term’s multitemporal dependence as shown in equa-
tion 3.14 and Fourier transform it along all oscillating temporal axes. The oscillating terms
merely shift the feature in the 2D spectrum as mentioned in the previous section. The expo-
nentially decaying terms, however, yield a complex-valued 2D lineshape in the (ωabs, ωem)
plane. For a 1Q rephasing term, it reads
SR(ωabs, ωem) ∝
[
γ2 + i(ωem − ω2)
(∆ωem − ω2)2 + γ22
× γ1 + i(ωabs − ω1)




where ωi and γi are the frequencies and decay rates of the i-th coherences while for a 1Q
non-rephasing term, we get
SNR(ωabs, ωem) ∝
[
γ2 + i(ωem − ω2)
(∆ωem − ω2)2 + γ22
× γ1 − i(ωabs − ω1)
(∆ωabs − ω1)2 + γ21
]
. (3.16)
When inhomogeneous broadening is no longer negligible, the above expressions must be
modified to account for this additional dephasing mechanism. We shall focus on the rephas-
ing 2D lineshape in this limit, since through it we can separate the homogeneous and in-
homogeneous contributions to the optical linewidth. Using results from Kubo’s stochastic
lineshape theory in the slow modulation limit [121] and the projection-slice theorem [122],
one obtains an analytical expression for the rephasing lineshape. For a diagonal peak, the








































Here erfc corresponds to the complementary error function, ωad and ωd are the anti-diagonal
and diagonal angular frequencies, respectively and δω characterizes the inhomogeneous
distribution. The real, imaginary and absolute lineshapes for various degrees of inhomo-
geneity are shown in Figure 3.4. Homogeneous broadening alone produces a symmetric
lineshape across the anti-diagonal. The real and imaginary parts respectively feature dis-
tinct absorptive and dispersive anti-diagonal lineshapes so-called due to their close resem-
blance to the imaginary and real parts of the linear response function’s spectrum. Upon
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increasing the width of the inhomogeneous distribution of states, the feature is elongated
principally along the diagonal but also slightly across it. To account for the latter, it is
therefore necessary to use the full lineshape to accurately extract the homogeneous and


















































Figure 3.4: Effect of inhomogeneous broadening on a feature’s lineshape in a rephas-
ing 2D spectrum. The real (a, b, c and d) and imaginary parts (e, f, g and h) as well as
the modulus (i, j, k and l) of a feature are shown for various degrees of inhomogeneous
broadening. Features arising from pure homogeneous dephasing are shown in a,e and i for
γ = 6 meV. The effects of an addiditonal inhomogeneous broadening are also shown for a
δω of 1 meV (b, f and j), 4 meV (c, g and k) as well as 10 meV (d, h and l).
The effects of many-body interactions on the 2D lineshape are much more challeng-
ing to account for and often require the use of an elaborate and realistic model for the
system’s temporal evolution between pulses [116]. When treating these effects, it is often
necessary to truncate an infinite ladder of higher orders of many-body correlations [23].
The effects of the truncated contributions can be approximated by a population dependent
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temporal modulation of an optical transition’s frequency [124]. This effect manifests itself
as both a population-dependent shift of the transition frequency called excitation-induced
shift (EIS) as well as a population-dependent dephasing of the optical coherences called
excitation-induced dephasing (EID) [125]. The latter manifests itself as an increased ho-
mogeneous linewidth due to inelastic scattering with other excitations. Counterintuitively,
this term does not vanish at low fluences since it then contributes linearly to homogeneous
broadening [49, 126]. Broadening due to scattering with other particles (such as phonons)
yields a similar linear effect at low particle densities. Therefore, to accurately extract the
single-particle homogeneous linewidth, one must extrapolate to zero density all many-body
effects by measuring the homogeneous linewidth at many densities [123]. Lastly, both EIS
and EID change the appearance of the real and imaginary parts of the lineshape. By using
modified optical Bloch equations accounting for these effects, one can show that the real
part of the rephasing spectrum changes from an absorptive to a dispersive character [124].
Therefore, both the linewidth and lineshape of features in a 2D spectrum can inform us on
scattering processes and many-body interactions.
3.7 Conclusion
In this chapter, the theoretical foundations behind the interpretation of non-linear coherent
spectroscopy experiments was exposed. In particular, the formalism was adapted to inter-
pret linear measurements such as absorption spectroscopy as well as third-order measure-
ments like transient absorption and MDCS. It showed that the result of these experiments
are closely linked to a quantum mechanical system’s coherent dynamics through the non-
linear response function. The diagrammatic expansion of the latter proved very useful to
predict the signal’s dependence on the experimental conditions, to quickly build a 2D spec-
trum from simple models and to interpret experimental data. The results of more involved
theoretical predictions were also presented to highlight the information contained in a fea-
ture’s lineshape. These showed how the inhomogeneous and homogeneous contributions to
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line broadening could be separated and how manifestations of many-body interactions arise
in the coherent lineshape. There is therefore much to gain from the implementation of such
powerful optical probes. However, given the stringent requirements of high relative phase
stability, short pulse width and resonant excitation, this is no easy task. These experiments
are as challenging to perform as they are powerful, but using an ingenious and rigorous ex-
perimental implementation, they can be routinely employed even by the uninitiated. In the
following chapter, I will expose how we surmounted these technical challenges to perform
state-of-the-art non-linear coherent spectroscopy.
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CHAPTER 4
EXPERIMENTAL IMPLEMENTATIONS OF SPECTROSCOPIC PROBES
Some believe physics to be at its core an experimental endeavor, an empirical pursuit [127].
To understand nature, one must first observe it and build physical models upon these obser-
vations. The whole purpose of physics’ experimental branches are to improve the scope of
what is observable through better experimental techniques. These developments allow for
new observations, which can be used to conceive better physical models and hypotheses. In
practice, this means that no measurement is ideal and therefore that understanding the lim-
itations of an experimental probe is required to correctly interpret its measurements. The
first limitation encountered in the laboratory is that of insufficient experimental power such
as insufficient resolution, scope or accuracy. This leads to a phenomenon being partially
observed and could bring about its erroneous understanding. Another limitation arises from
the opposite extreme, an insufficiently specific measurement. In this case, the experiment
reports simultaneously the effects of too many different phenomena making the interpreta-
tion of the acquired data potentially challenging. Manifestations of this limitation are called
experimental artifacts when the contribution from polluting phenomena is systematic and
tractable or noise when it is pseudorandom.
In this regard, coherent non-linear spectroscopy is no different from any other experi-
mental method. It too is prone to artefacts, noise and experimental limitations, perhaps even
more so given the complexity of some of these techniques. The purpose of this chapter is
to present the experimental implementations of these techniques highlighting the design
choices made to achieve the desired performances and each setup’s limitations. I begin
by describing the various devices required to optically power our experimental apparatuses
and then move on to the experiments themselves. A large part of this section is devoted
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to our multidimensional spectrometer given its unusual nature. We conclude this chapter
with methods used to compress and characterize the pulses used in our MDCS experiments.
4.1 Sources of light
Coherent non-linear spectroscopic apparatuses rely on appropriate sources of light to op-
erate. The measurement at hand dictates the desired characteristics of the light source.
In linear absorption spectroscopy, a spectrally broad source of light is all that is needed,
whereas transient absorption spectroscopy and MDCS, due to the required temporal reso-
lution and resonant excitation, demand short and spectrally tunable pulses of light. Thanks
to half a century of development in the field of lasers and photonics, it has never been easier
to manipulate light than it is today. In this section, I highlight how we generate light to suit
our many experimental needs.
4.1.1 Femtosecond laser system
Most ultrafast measurement systems described in this section are powered by the out-
put of a PHAROS commercial ultrafast laser system from Light Conversion. It is com-
posed of a low-power and high-repetition rate femtosecond oscillator whose output is
chopped down to 100 kHz using a pulse-picker and fed into a chirped pulse amplifier [128].
Both the oscillator and the amplifier use ytterbium doped potassium gadolinium tungstate
(Yb3+:KGd(WO4)2 or Yb:KGW) as a gain medium. This yields 200µJ of energy per
pulse (20W at 100 kHz) at a central wavelength of 1029 nm with a pulse duration of about
200 fs. While the laser does provide a stable train of short femtosecond pulses, the opera-
tion wavelength cannot be tuned to match the resonances in the materials we wish to study.
Moreover, even if its emission wavelength could be tuned as such, the pulses are too long
compared to electronic dephasing times making them useless for MDCS. We can however
use its high-peak powers to generate pulses suitable for our needs using non-linear optical
67
devices.
4.1.2 OPA: Optical Parametric Amplifiers
Optical parametric amplifiers are light amplifiers [129, 130, 131]. The light to be amplified
(the seed) interacts in an optically non-linear medium with an intense beam of higher en-
ergy (the pump). Through this non-linear interaction, the seed beam is coherently amplified
generating the signal and the pump’s excess energy is dumped into a third beam called the
idler. The seed is usually provided using white light continuum (WLC) generation [132,
133] by focusing a small fraction of the laser’s beam into a transparent material like sap-
phire. When done correctly, this generates a stable spectrally broad pulse of light with
a high quality beam profile ideal for subsequent amplification. During the amplification,
energy must be conserved so that
ωp = ωs + ωi (4.1)
where ωp, ωs and ωi are the frequencies of the pump, signal and idler respectively. These
devices use difference frequency generation [134] to provide the required non-linear inter-
action. Since the gain depends on the relative phase between all beams, sizeable gain will
only occur if the latter is constant throughout the interaction volume [135]. This requires
that the beam’s relative phases do not change when propagating through the non-linear
medium so that
∆~k = ~kp − ~ks − ~ki = 0 (4.2)
where ∆~k is the wavevector mismatch and ~kp, ~ks and ~ki are the wavevectors of the pump,
signal and idler respectively. This condition is known as phase-matching, not to be con-
fused with the phase-matching of section 3.2 whose physical origin is distinct. When the
pump and signal beams propagate in the same direction, equation 4.2 becomes a single
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scalar equation which can be reduced to
npωp − nsωs − niωi = 0 (4.3)
where np, ns and ni are the refractive indices of the non-linear material at the frequency
of the pump, signal and idler respectively. Due to the dispersive character of transparent
mediums, it is impossible to satisfy both equations 4.2 and 4.3 simultaneously in isotropic
medium [136]. For this reason, transparent uniaxial birefringent crystals with high χ(2)
values such as β-barium borate (BBO) are used to achieve phase-matching. The beams are
polarized appropriately and, using the crystal’s orientation or temperature [135], the effec-
tive indices of refraction for each beam are tuned to obtain phase-matching, and thus large
gain, at the desired wavelength. The frequency tolerance of this process is usually small so
that even though the seed is spectrally very broad (hundreds of nanometers) the resulting
signal and idler beams are no broader than a few nanometers. This limits the temporal res-
olution of non-linear experiments to a few hundreds of femtoseconds. However, generally
by tuning the non-linear crystal’s orientation, the output of the amplifier is highly tunable.
This tunability can be further enhanced by using an harmonic generator placed after the
OPA to reach any wavelengths between 250 nm to 2500 nm. OPAs are very useful in high-
resolution transient absorption experiments or ICSRS where moderate temporal resolution
are required.
4.1.3 NOPA: Non-colinear Optical Parametric Amplifiers
When a greater temporal resolution is required, the amplifier’s bandwidth must be drasti-
cally increased. This can be done by using a non-colinear geometry for the pump, signal
and idler beams and requires considering the full vectorial version of equation 4.2. The
non-colinear geometry amounts to matching the projection along the pump’s wavevector
of the signal and idler’s group velocity, thus increasing the gain bandwidth [137] to tens
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or hundreds of nanometers in the visible. By carefully matching the angle between the
pump and seed beams, a NOPA’s output is sufficiently broad to simultaneously cover many
excitonic features and even sometimes the carrier continuum making these devices ideal
light sources for MDCS experiments. However, given the large gain bandwidths, it is much
harder to tune the output of these devices than it is for an OPA. The output spectrum being
largely determined by the pump’s wavelength, laboratories are typically equipped with a
few NOPAs powered by different harmonics of the ultrafast laser’s output such that the
visible, near infrared and sometimes infrared regions are covered.
The spectral region of interest in the context of this thesis’ work is located in the vis-
ible. Therefore, a home-made single pass NOPA pumped by the third harmonic of the
femtosecond laser system was built to cover this spectral region with pulses of about 60 nm
of bandwidth. A schematic of our implementation is presented in Figure 4.1. A beamsam-
pler sends a tenth of the laser’s output (∼10µJ/pulse) to the seed generation stage while the
rest (∼90µJ/pulse) is used for the generation of the UV pump beam. To generate the seed,
the former is focused by a lens into a 4 mm thick sapphire plate while its power and the
location of its focal point inside the sapphire is trimmed to yield a single filament of WLC.
The resulting beam is filtered by a dielectric short-pass filter with its cutoff at a wavelength
of 750 nm to remove the light used to generate the WLC. The seed is then focused near
the amplification crystal by a 2” metallic mirror on a translation stage to trim the size of
the seed spot on this crystal. The use of a mirror instead of a lens minimizes the chirp
added to the seed pulse thus improving the amplification bandwidth. To generate the pump
beam, most of the laser’s output enters a delay line to trim the temporal overlap between
the seed and pump pulses before being entering the third harmonic generator. This device
consists of a long non-magnifying Keplerian telescope with two BBO crystals close to the
telescope’s focal point to increase the device’s power efficiency. The first crystal generates
the second harmonic of the laser’s fundamental while the second one sums the resulting
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second harmonic with the remaining unconverted fundamental beam to generate the third-
harmonic pump. By using a succession of type I and type II sum-frequency processes, the
temporal overlap of all beams involved in the third-harmonic generation is kept optimal
thus forfeiting the need for an additional delay line in the frequency converter [138]. The
pump beam is then focused towards the amplification crystal so that its focal point lies right
before it. This causes the pump beam to be slightly divergent in the crystal thus minimizing
the detrimental effects of non-linear Kerr self-focusing during the amplification. This in-
creases the maximal usable pump power before optical damage and amplified beam profile
distortion are observed and therefore also increases the efficiency of the amplifier. When
optimally aligned, the UV pumped NOPA can generate an output of around 200 nJ/pulse of
broadband light with a good spatial profile to be used in MDCS experiments.
SHG: BBO
Type I: 0.8 mm, θc=23.5°
THG: BBO 
Type II: 1.5 mm, θc=62.8°
NOPA: BBO 










































Figure 4.1: Schematic of our non-colinear optical parametric amplifier. The IR, green
and UV beams are represented by black, green and blue lines respectively. The shadded
portion of this drawing represents our implementation of the second harmonic pumped
NOPA, not used in this thesis.
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4.2 Absorption and transient absorption spectroscopy
Absorption spectroscopy is a linear measurement governed by the linear optical response
of the system as stated in equations 3.3 and 3.4. To perform this measurement, a spectrally
broad beam (for instance, as generated by a stabilized tungsten lamp) is sent to the sample
and the transmitted beam’s spectrum is recorded by a spectrometer. The beam interacts
once with the sample and sends the density matrix into a coherence for every optical transi-
tion resonant with the incoming beam. This oscillating coherence in turns radiates light in
the direction of the transmitted beam. This signal interferes with the original beam yield-
ing the measured transmitted spectrum. As such it is a self-heterodyned measurement. The
same also applies with reflectance spectroscopy, but the latter stems from the conjugate
of the optical response. To extract the absorption spectrum or absorbance A(ω) from the
transmitted spectrum IT (ω) and the incident spectrum II(ω), one assumes Beer-Lambert’s
law and that most of the incident light has been absorbed yielding






Transient absorption spectroscopy is similar to absorption spectroscopy but is time-
resolved and stems from a third-order polarization given by equation 3.11. As shown in
Figure 4.2, a strong pulsed beam first interacts twice simultaneously through both its con-
jugated and non-conjugated part with the sample creating an excited state population or a
coherence between two close-lying excited states. Some time later, called the pump-probe
delay, a spectrally broad probe pulse interacts with the sample, mapping it back into an
oscillating coherence. Just like with linear absorption spectroscopy, this coherence then
radiates a signal that interferes with the transmitted probe beam. In practice, transient ab-
sorption measurement are often reported in terms of the transient differential transmission
∆T/T . It consists in the difference between the transmitted spectrum when the pump is
on and when the pump is off then normalized by the latter. The differential transmission
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spectrum is then recorded for various pump-probe delays and yields a transient absorption
spectrum. To carry on transient absorption experiment, we used the output of an optical
parametric amplifier (OPA) to provide the pump pulse. The probe beam is generated using
2 W of power from the PHAROS focused into a 3 mm thick plate of sapphire to produce
a stable white light pulse. The transient absorption spectrometer is a commercial setup
(Hera) developed by Light Conversion and features an Andor Kymera i193 monochroma-





Figure 4.2: Schematic of a transient absorption experiment. A short pump pulse is sent
onto the sample followed by the probe pulse after some delay. The transmitted spectrum is
recorded for each time step by a fast spectrometer.
4.3 Four wave mixing-based multidimensional coherent spectroscopy using COL-
BERT
Multidimensional coherent spectroscopy (MDCS) refers to any measurement which fully
characterises the n-th order non-linear response of equation 3.2. There are almost as many
ways to perform this task as there are multidimensional spectroscopy groups. Some mea-
sure the non-linear response function through a final population state [139] instead of a
non-linear polarisation. This method is extremely versatile, allowing one to detect the
non-linear response through any population-related physical observable such as photolu-
minescence, photocurrent, photo-induced absorption or magnetization to name a few. This
allows the investigation of coherent processes resulting in species which recombine non-
radiatively, a feat unique to these methods. These, however, remain uncommon. Most
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methods involve the detection of the light radiated by a non-linear polarisation in a phase-
matched direction to measure the non-linear response function. To achieve this, many
experimental implementations are used. Some use birefringent wedges inserted in a tradi-
tional pump-probe beam line to split the pump pulse into two pulses and therefore resolve
coherent oscillations between the two first light matter interactions previously hidden in
transient absorption [140]. Recently, the use of frequency-combs to acquire multidimen-
sional spectra is being explored due to its increased resolution and acquisition speed [141].
Nonetheless, the most commonly employed MDCS method is that of a four-wave mixing
(FWM) experiment, as shown in Figure 4.3a. Using FWM-based techniques, n+ 1 pulses
are required to fully measure the n-th order response function: n are used to generate the
n-th order non-linear polarisation and another one, the local oscillator (LO), is used to ex-
tract the signal’s spectral amplitude and phase using a coherent detection technique called
heterodyne detection. Experimental precautions are used to avoid any interaction between
the local oscillator and the sample either by strongly attenuating it or by having it avoid
the sample altogether. The n beams interact with the sample and generate the signal in the
phase matched directions as given by equation 3.13. This direction is made to coincide
with that of the local oscillator so that both interfere in the spectrometer allowing hetero-
dyne detection of the FWM signal. The delays between the pulses are scanned and the
signal’s complex-valued spectrum is acquired for each step thus fully characterizing S(n).
In most implementations, four beams copropagating along the corners of a square (the
so-called BOXCARS geometry, see upper left corner of Figure 4.3a) are used to measure
S(3). Using a spatial mask, only the LO and any light copropagating with it is detected
fixing the contribution of the other beams to the detected FWM signal. Due to phase-
matching, the signal results from a conjugate interaction with the beam in the opposite
corner to the local oscillator (beam A*) and non-conjugated interactions from the other





























Figure 4.3: Schematic of a FWM based MDCS experiment and of the various measure-
ments it can perform. (a) Schematic of a MDCS experiment in the BOXCARS geometry.
The signal is generated in the same direction as the local oscillator for subsequent hetero-
dyne detection. Before being sent to the sample, all beams go through a partially etched
OD filter that attenuates only the local oscillator. The three types of measurements that
can be performed by COLBERT: 1Q rephasing (b), 1Q Non-rephasing (c) and 2Q non-
rephasing (d). The blue lines represent the indicent electric field and the black lines track
the evolution of the relevent terms in the system’s density matrix.
surement is being performed. When the conjugate beam or a non-conjugate beam interacts
first, 1Q rephasing or non-rephasing measurements are respectively performed (Figure 4.3b
and c) and the first interpulse delay tabs is scanned. When the conjugate beam interacts last,
a 2Q non-rephasing measurement is performed (Figure 4.3d) and the second interpulse de-
lay t2Q is scanned. After a scan, one has an energy (the spectrally resolved FWM signal)
and time (the scanned delay) two-dimensional map. Fourier-transforming this along the
scanned delay axis yields an energy-energy spectrum, otherwise known as a multidimen-
sional spectrum. This last step is only possible because of the coherence along both the
energy axis (trivial, a pulse is by definition self-coherent) and the delay axis. It is from this
last requirement that stems the phase stability condition, that is, the beams’ relative phases
must be constant throughout the experiment.
75
4.3.1 Overview
The goal of a multidimensional spectrometer is therefore to generate a sequence of phase-
locked pulses resonant with the optical transitions in the sample, delay them with respect to
each other and record the signal at each step. Starting from a single pulsed laser source, this
can be done using traditional beamsplitters and delay lines [142]. However, the requirement
of phase stability make such an implementation complex since the beams’ phases must be
actively stabilized using a reference beam co-propagating through the setup and a servo
loop. To circumvent this requirement, I implemented COLBERT (Coherent Optical Light
BEam Recombination Technique), a phase-shaper based multidimensional spectrometer
designed by the Nelson group [143]. It uses no moving parts and all beams travel through
the same set of optical elements. Doing so forfeits the need for active interpulse phase
stabilisation. This passive phase stabilisation scheme drastically simplifies its design. A
schematic of our implementation of COLBERT is presented in Figure 4.4. COLBERT first
splits the incoming beam into four using a diffractive beam shaper. As discussed in sec-
tion 4.3.2, splitting the beam this way has the benefit of high interbeam phase stability but
requires a careful alignment to avoid spatiotemporal beam distortions at the sample. These
four trains of pulses are then temporally shaped by a diffractive pulse shaper to generate the
required pulse sequence for each measurements. The workings of this device are described
in section 4.3.3 along with the intrinsic limitations of pixelated pulse shaping. I also signifi-
cantly improved the original COLBERT design by implementing a rigorous pulse compres-
sion scheme whose functioning principles are presented in section 4.4. Three beams and
the local oscillator attenuated by a neutral density filter are then sent to the sample held in
a cryostat to generate the FWM signal to be coherently detected using a spectrometer. The
principles behind the coherent detection scheme used in COLBERT, that of heterodyne de-
tection, are presented in section 4.3.4. To achieve high sensitivity and near background free
measurements, COLBERT uses a phase-cycling scheme presented in section 4.3.5 which





































Figure 4.4: Schematic of our implementation of COLBERT. Irises (Ix), lenses (Lx)
are numbered according to their placement in the beam line. Other labelled elements are
the diffractive optical element (DOE), cylindrical lens (CL), grating (G) and spatial light
modulation (SLM)
4.3.2 Beam shaping using a DOE and relay imaging
To generate four beams from a single one, COLBERT uses a diffractive optical element
(DOE). It consists of a two-dimensional phase mask which diffracts the input beam into
four beams. As illustrated in Fig. 4.5, this diffraction imparts a tilt of front on the outgoing
pulses [144, 145]. Since tilt of front is mathematically equivalent to spatial chirp, the
beams are slightly dispersed after the DOE. This is useful though: should the beams then
travel through proper imaging, the pulses will recombine perfectly on the sample [146].
When improperly imaged, the pulses recombine at the sample with an angle between their
pulse front, resulting in a small interaction volume, phase related artefacts in the signal and
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Figure 4.5: A schematic of the effect of the DOE on the generated beams’ pulse fronts.
The DOE imparts tilt of front on the generated beams. Through proper imaging, a total
overlap of the beams can be obtained at the sample. Improper imaging induces partial
beam overlap and spatial chirp at the sample, yielding artefacts in the signal as well as
reduced temporal resolution.
How does one properly image the pulses? The secret lies in relay imaging. When using
beams of light with no tilt of front, it is sufficient to ensure that the distance between two
lenses in a telescope is the sum of their focal lengths. Relay imaging also requires the
distance between two lenses to be the sum of their focal length even when the beams are
collimated. In other words, the purpose of relay imaging is to image the DOE’s phase mask
on the sample. The better the imaging, the better will be the experiment’s signal to noise
ratio and temporal resolution.
4.3.3 Diffraction-based pulse shaping
Pulse shaping is a field as old as femtosecond lasers themselves [147]. It can be done using
acousto-optic modulator (AOMs), deformable mirrors, MEMs-based micro mirror arrays
or liquid crystals on silicon (LCOS) placed inside a 4f spectral filter geometry [148]. The
purpose of these devices is to modify the phase of light incident on them. Most modern
phase shapers are pixelated in one dimension so that they can spatially modify the phase
of an incident beam and are thus called spatial light modulators (SLM). In principle, SLM-
based pulse shaping is simple: the first grating separates the spectral components of the
input beam so that they are imaged at the focal plane of the following cylindrical lens as
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shown in Fig. 4.6. The SLM is placed at this focal plane and modulates the spatial phase
of the beam spread on its active area. Because of the aforementioned grating and lens, a
position on the SLM corresponds to a particular wavelength of the diffracted beam. Thus,
by modifying the beam’s spatial phase at the center of the 4f shaper, the SLM modifies the
spectral phase of the incoming beam and performs pulse-shaping. If the SLM is transmis-
sive, the dispersed beam is modulated by going through the SLM and is then imaged by
another lens and grating arranged symmetrically to the first pair. If the SLM is reflective,
the beam is modulated and reflected back into the lens and grating it came from. In both
cases, even if no phase modulation is applied by the SLM, a slight deviation from the op-
timal 4f geometry will add a temporal chirp to the beam [147]. It is thus crucial that this
distance be accurately set so that the added chirp does not exceed the limitations of the
pulse shaper.
f f f f
SLM
Figure 4.6: Schematic of 4f spectral filter geometry with a transmissive SLM at its
center. The spectrum of the input beam is dispersed on the SLM so that it may modify its
spectral phase and perform pulse-shaping. The spectral components are then recombined
yielding the outgoing beam.
To simultaneously shape all the beams as required by MDCS, COLBERT uses a 2D-
LCOS SLM, a reflective SLM with its pixels arranged in a two-dimensional array. In early
designs of COLBERT, a beamsplitter was used to extract the reflected shaped pulses [43].
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However, a small fraction of each pulses was reflected unmodulated from the surface of the
SLM yielding artefacts in the output pulse train. Moreover, the spectral range of the pulse
shaper was limited by that which over which the SLM can provide a full 2π phase shift. As
we will show in the following, we can overcome these limitations using diffraction-based
pulse shaping. Following the derivation of Vaughan et al. [149], consider the Fraunhofer
diffraction pattern caused by a vertical phase pattern Φ(ν, y) at a horizontal position where
the dispersed beam’s frequency is ν such that







where αν is the maximal phase shift the SLM can achieve at this frequency, A(ν) is a
number between 0 and 1 and Sd,φ(ν)(y) is a sawtooth function of period d and phase φ(ν)





Figure 4.7: Schematic of the effect of a vertical sawtooth phase function on an incom-
ing beam.The gray and black lines represent the trajectories of the incoming and outgoing
beams respectively. d, φ and A(ν) are as defined in the text and f represents the lens’ focal
length.
position of the first-order of diffractionE(ν) thus created at the Fourier plane of an imaging
lens is given by








This result is of the utmost importance. It first shows that it is possible to directly mod-
ify the spectral phase of the diffracted component by changing the phase of the sawtooth
pattern. Moreover, it shows that even if the SLM cannot supply a full phase shift at a
given wavelength (αν < 2π), it is still possible to fully shift the spectral phase of the beam
at the cost of a reduced diffraction amplitude. The SLM used in our implementation of
COLBERT can induce a full phase rotation up to 700 nm but using diffraction based pulse
shaping, this range extends as far as there is sufficient power in the input beam to compen-
sate the decreased diffraction efficiency. Lastly, the position of the first order of diffraction
depends on the sawtooth’s period. Therefore, a pickup mirror can be placed right below the
incident beam to extract a shaped beam free of polluting replicas (see Figure 4.7). How-
ever, for pulses with large bandwidths, this will induce a noticeable vertical spatial chirp.
It is possible to compensate this effect by adjusting the grating’s period with respect to the








Figure 4.8: Examples of phase gratings used in diffraction based pulse shaping for
various spectral phases. The dashed black line represents the column at the carrier fre-
quency ω0. (a) A flat phase profile (b) A flat phase profile shifted by π. (c) A delay of 100 fs
with respect to the carrier frequency (d) A GDD of 1000 fs2 around the carrier frequency
(e) A third-order chirp of 2000 fs3 (f) A GDD of 1000 fs2 and a delay of 100 fs.
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Pulse shaping is a method by which a pulse’s temporal profile is shaped as desired
through the modification of its spectral amplitude and phase. This allows us to control a
pulse’s phase, delay and compress it as well as generating perfect temporal replicas [150].
The former is achieved by applying a flat phase pattern across all frequencies (see Fig-
ure 4.8a and b). To delay a pulse, we apply a linear phase profile with respect to frequency
(Figure 4.8c). We can see this effectively delays the pulse by the Fourier Shifting theorem,
F−1[e−i(ω−ωc)τF [f(t)]] = f(t+ τ), (4.7)
where F and F−1 denotes the Fourier transform and its inverse, ω the angular frequency,
ωc the carrier frequency, τ a temporal delay, t a time variable and f(t) some function of
time. This is how COLBERT can delay pulses without any moving parts. Moreover, it is
possible to select a frequency for which the phase will remain constant when delaying the
pulses, the carrier frequency. This is an extremely appealing feature of pulse-shaping for
MDCS since it allows for the rotating frame detection of the coherent signals. Instead of
oscillating at their natural frequencies, the coherences oscillate at the difference between
their natural frequencies and the carrier frequency. This allows us to sample the coher-
ent decay using much larger time steps and hereby reduces the time required to acquire
a MDCS spectrum. Using traditional delay lines, the probed coherences would oscillate
at optical frequencies. One would need to acquire a spectrum every half optical period, a
factor of ten more points than those typically required when using rotating frame detection.
Using diffraction-based pulse shaping allows us to shape the spectral phase and ampli-
tude of a pulse. This is particularly powerful and allows us to create complex pulses with
relative ease. A useful implementation of this dual-shaping is the generation of a pulse pair
from a single one [150]. To do so, we need to convolute in the time domain our pulse’s
82
electric field with the appropriate temporal response such as
Eafter(t) = Ebefore(t) ∗M(t) (4.8)
where ∗ denotes a convolution, Eafter(t) and Ebefore(t) are the electric fields after and before
the pulse shaper and M(t) is the filter applied by the pulse shaper in the time domain.
For two pulses to be generated from one, M(t) must be composed of two Dirac’s delta




[δ(t− τ/2) + δ(t+ τ/2)] . (4.9)
Since a convolution in the time domain is equal to a product in the frequency domain,








where arg() denotes the argument of its input. Applying such a spectral phase and ampli-
tude pattern on the SLM will perfectly split a pulse into two pulses separated by τ . This
can be very useful to perform temporal autocorrelation measurements such as colinear fre-
quency resolved optical gating (CFROG) [151].
Diffraction based pulse shaping as described above only holds when applying a con-
tinuous spectral phase profile. The pixelated nature of real SLMs imposes limits on the
performance of this method. The main limitation in the context of MDCS is the amplitude
modulation of the diffracted beam with applied delay given by
Ediff.(τ) = exp(−στ 2) sinc(ετ) (4.11)
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where Ediff.(τ) is the amplitude of the diffracted beam when delayed by τ and σ and ε are
constants that depend on the resolution of the pulse shaper [152]. Using an imaging lens
with a focal length of 15 cm and a bandwidth of 80 nm over a 800 pixel wide SLM, delays
up to 1 ps are comfortably achieved before substantial amplitude decay is observed. For
greater delays, the diffracted pulse’s amplitude decays which broadens features observed
in two-dimensional spectra. In theory, it is possible to compensate this effect by deconvo-
luting the two-dimensional spectrum or by reducing the phase grating’s amplitude at earlier
delays so that the diffracted pulse power is constant throughout the scan.
Due to the linear nature of pulse shaping, it is also possible to apply any linear combi-
nation of phase profiles. Fig. 4.8 d to f show examples of quadratic, third-order and delayed
quadratic spectral phases. We can thus compensate chirp to any order and theoretically al-
ways compress our pulses to their transform limits. Which spectral phase should we then
apply to obtain transform limited pulses? We can only know by measuring the spectral
phase of our pulses, the topic of section 4.4.
4.3.4 Heterodyne detection
For the Fourier transform of the time-energy correlation map along the time axis to be
fruitful, the FWM signal must be fully characterized. This means both the spectral ampli-
tude and phase of the signal must be measured. Measuring the spectral amplitude is easy,
one only needs a spectrometer, but the spectral phase, however, proves to be a little more
challenging. Luckily, since we have properly compressed all of our pulses to the transform
limit (flat spectral phase), we can use heterodyne detection to simultaneously measure the
spectral amplitude and phase of the FWM signal.
Heterodyne detection is a coherent detection technique that allows the full characteri-
zation of a time-varying signal by measuring its spectral interference with another signal
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of known spectral amplitude and phase called a local oscillator (LO). In our case, the LO is
the attenuated fourth beam which copropagates with the FWM signal after it has been gen-
erated. Both pulses copropagate into the spectrometer, which is a spectral intensity detector
yielding the following detected spectrum I(ω)
I(ω) = |Es(ω) + ELO(ω)|2 (4.12)
where Es(ω) and ELO(ω) are the complex electric field of the signal and the LO in the
spectral domain. Expanding the norm gives us
I(ω) = Is(ω) + ILO(ω) + IX(ω) (4.13)
The two first terms are simply the spectrum of the signal and the LO respectively while the
last term is the heterodyne term defined as IX(ω) = 2|Es(ω)|ELO(ω)| cos [φs(ω)− φLO(ω)].
It contains information about both the spectral amplitude and phase of the signal. Since it
is a real number, we can turn it into a complex number by filtering out the negative axis of
its inverse Fourier transform such that
As(ω)ALO(ω)e
i[φs(ω)−φLO(ω)] = F [Θ(ω)F−1[IX(ω)]] (4.14)
where Θ(ω) is the Heavyside step function and As(ω) and ALO are the spectral amplitudes
of the signal and LO electric fields. To cleanly separate the negative and positive fre-
quencies of the signal in the temporal domain, we slightly delay the LO from the signal’s
emission by τLO by applying on the LO a linearly increasing phase profile of the form
φLO(ω) = (ω − ωc)τLO (4.15)
where ωc is the delay carrier frequency. This delay will cause the appearance of spectral
interference fringes in the measured spectra. This delay cannot be too large, for it will
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otherwise yield strong artefacts in the extracted signal phase [153] when interpolating from
wavelengths to frequency. An accurate sampling can however circumvent this problem.
We can then extract the signal’s full electric field from the heterodyne term by removing








where ∆φ is called the global phase offset. It arises due to the ambiguity of equation 4.15
up to a phase constant. To obtain the signal’s true spectral phase profile, one must phase the
signal. This amount to the proper identification of in-phase and out of phase components of
the signal, or the determination of its real and imaginary parts. Due to pulse shaping, this
part is exceptionally easy in COLBERT since we can directly change each beam’s phase
and thus extract this global phase offset. The heterodyne signal we detect is of the form:
IX ∝ cos [φs(ω)− φLO(ω)] = cos [∆φ] (4.18)
with ∆φ = φb+φc−φa+φLO. Thus, by scanning the phase of one of the beams, measuring
the heterodyne signal at each step and fitting it to a phase-shifted cosine, we can extract ∆φ
and remove it from our measurements when analyzing our data.
4.3.5 Phase cycling
In an ideal context, only the LO and the FWM signal are detected by the spectrometer, all
the other beams and sources of light pollution being appropriately blocked. However, no
experiment is performed in such conditions and despite great efforts to isolate the desired
signal, the latter will be only a small fraction of the detected light. The main source of
signal pollution is that of scattering of the other beams on the sample or on the surface of
the SLM. For most fluences used in MDCS, the FWM signal is 4 to 6 orders of magnitude
86
weaker than the beams used to generate it. Thus, even the slightest amount of scattering
will compose a large fraction of the light to be detected by the spectrometer. Therefore,
extracting the heterodyne signal will be challenging. Luckily, MDCS is a coherent mea-
surement which means the detected signal’s phase has a clear dependency on those of the
beams that generated it. We can therefore design a measurement scheme in which the
undesired signals destructively interfere while the heterodyne signal is amplified. Such a
measurement scheme is called phase-cycling and is responsible for COLBERT’s high sen-
sitivity.
The procedure involves cycling the phase of each beams and recording the resulting
spectrum at each cycling step. The spectra are then linearly combined together so that only
the heterodyne term remains. Based on Turner’s work [143] for a fifth-order, two-beam
measurement, the procedure for a BOXCARS geometry in which beam a is the conjugate
beam is outlined here. In this case, the signal’s phase is given by
φs = φb + φc − φa (4.19)
where {φi} with i ∈ {a, b, c} are the phases of beams a,b or c. The intensity I detected by
the spectrometer arises from contributions from the signal, the LO and scattering from all
beams such that
I(φa, φb, φc, φLO) = |ELOeiφLO + Eaeiφa + Ebeiφb + Eceiφc + Eseiφs|2 (4.20)
where the spectral dependence of the detected amplitudes Ei and phases φi were omitted.
By expanding this expression and writing φs explicitly in terms of the phases of the beams,
87
we get
I(φa, φb, φc, φLO) =Is + Ia + Ib + Ic + ILO
+2ELOEa cos(φLO − φa)
+2ELOEb cos(φLO − φb)
+2ELOEc cos(φLO − φc)
+2EaEb cos(φa − φb)
+2ELOEs cos(φLO − φb − φc + φa)
+2EaEc cos(φa − φc)
+2EaEs cos(φa − φb − φc + φa)
+2EbEc cos(φb − φc)
+2EbEs cos(φb − φb − φc + φa)
+2EcEs cos(φc − φb − φc + φa)
(4.21)
Cycling the phase of the LO by π gets rid of terms that do not involve the LO’s phase
yielding
III(φa, φb, φc, φLO) =I(φa, φb, φc, φLO)− I(φa, φb, φc, φLO + π)
=4ELO[Eb cos(φLO − φb) + Ec cos(φLO − φc)
+Ea cos(φLO − φa) + Es cos(φLO − φb − φc + φa)].
(4.22)
We then cycle beam b’s phase with two more steps to get
IIV (φa, φb, φc, φLO) =III(φa, φb, φc, φLO)− III(φa, φb + π, φc, φLO)
=I(φa, φb, φc, φLO)− I(φa, φb, φc, φLO + π)
−I(φa, φb + π, φc, φLO) + I(φa, φb + π, φc, φLO + π)
=8ELO[Eb cos(φLO − φb) + Es cos(φLO − φb − φc + φa)]
(4.23)
Finally, a last cycling of beam c’s phase isolates the heterodyne term and removes the
88
pollution for the scatter of other beams yielding
IV III(φa, φb, φc, φLO) =IIV (φa, φb, φc, φLO)− IIV (φa, φb, φc + π, φLO)
=I(φa, φb, φc, φLO)
−I(φa, φb, φc, φLO + π)
−I(φa, φb + π, φc, φLO)
+I(φa, φb + π, φc, φLO + π)
−I(φa, φb, φc + π, φLO)
+I(φa, φb, φc + π, φLO + π)
+I(φa, φb + π, φc + π, φLO)
−I(φa, φb + π, φc + π, φLO + π)
=16ELOEs cos(φLO − φb − φc + φa)
(4.24)
By going through these eight acquisition steps, not only is the measurement background
free, the desired signal is also amplified. However, this procedure supposes that the sig-
nal and scattered light do not change in time. Therefore, in practice, some noise due to
scattering will remain in the acquired signal even after the phase-cycling procedure due to
small fluctuations in the NOPA’s output power. For this reason, the temporal stability of
the laser determines the noise floor of a COLBERT measurement, not the beams’ power.
To improve the robustness of this procedure to laser instabilities, it is possible to use a non-
integer based cycling procedure which requires fewer steps and is therefore faster [154].
Nonetheless, this procedure as it is yields spectacular results and allows us to measure the
non-linear polarisation induced in the sample with high sensitivity.
4.4 Pulse compression
To perform the experiment in the semi-impulsive limit, one needs resonnant pulses much
shorter than the optical dephasing time of probed transitions. In COLBERT, pulses of about
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60 nm in bandwidth travel through 10 m of air and 8 cm of glass before reaching the sample.
This temporally stretches the pulses so that, without a proper pulse compression scheme,
they are inadequate for MDCS and would yield practically uninterpretable two-dimensional
spectra. In this section, the foundations behind the pulse compression and characterization
schemes used before every COLBERT multidimensional measurement are presented. All
pulse compression and characterization methods are based on second harmonic generation
using an ultra-thin (10 µm) BBO crystal so that the spectral and angular tolerances allow
the simultaneous compression of all beams over their whole spectrum. Moreover, to ensure
the reliability of the procedures, both compression and characterization are done at the
sample’s exact location during the experiment.
4.4.1 Chirp-scan and MIIPS
The biggest improvement made by the Silva group on the original COLBERT design is the
integration of a rigorous pulse compression scheme instead of COLBERT’s original com-
pression routine. Using it, one can routinely obtain sub-20 fs pulses close to the transform
limit. There are many spectral phase measurement methods out there, but we opted for a
method which could be performed at the exact same location as the sample’s and required
a minimal amount of added components, a combination of chirp-scan [155] and multipho-
ton intrapulse interference (MIIPS) [156]. Both techniques apply, using a pulse shaper, a
known parametrized non-linear spectral phase (for instance, a quadratic chirp) and acquire
the second harmonic (SH) spectrum of the beam. By repeating this measurement for dif-
ferent spectral phase parameters, it is possible to infer the spectral phase of the pulse under
test. The principle behind this method can be understood by examining the process of sec-
ond harmonic generation for a broadband pulse. For a complex broadband electric field






E(σ)E(γ)δ(σ + γ − 2ω)dσdγ (4.25)
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where δ(σ + γ − 2ω) is Dirac’s delta function and follows from conservation of energy





E(2ω − γ)E(γ)dγ. (4.26)
Representing the electric field’s complex spectrum in its polar form
E(ω) = Ẽ(ω) exp(iφ(ω)) (4.27)
where φ(ω) is the spectral phase we would like to measure and Ẽ(ω) the spectral amplitude.




Ẽ(2ω − γ)Ẽ(γ)ei(φ(2ω−γ)+φ(γ))dγ. (4.28)
The SH intensity at 2ω will be maximal when φ(2ω − γ) = −φ(γ) so that the integrant in
eq. 4.28 is always positive. Defining γ = ω − Ω, this condition becomes
φ(ω + Ω) = −φ(ω − Ω). (4.29)
To fully appreciate the importance of this condition, let’s expand the spectral phase in a
Taylor’s serie centered at Ω, the compression carrier frequency. We get
φ(ω − Ω) = φ0 + φ′(ω − Ω) +
1
2
φ′′(ω − Ω)2 + 1
6
φ′′′(ω − Ω)3 + ... (4.30)
Using our pulse shaper, we can apply an arbitrary chirp ∆ to our pulse. We can rewrite the
spectral phase’s Taylor expansion in term of the pulse’s original chirp GDD and the added
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chirp ∆ as
φ(ω − Ω) = φ0 + φ′(ω − Ω) +
1
2
(GDD + ∆)(ω − Ω)2 + 1
6
φ′′′(ω − Ω)3 + ... (4.31)
We see that equation 4.29 will be satisfied only if the coefficients of even powers of Ω in
equation 4.31 vanish. These can be obtained with a binomial expansion of equation 4.31
and yields









ωn−2 = 0 (4.32)
where ∆opt.(ω) is the added chirp that maximizes the SH signal at 2ω, φ(n) the n-th deriva-














By inserting the binomial coefficient explicitly into equation 4.32, we get





ωn−2 = 0 (4.34)
which we rewrite as






We now see how we can extract the spectral phase from measurements of the SH’s spec-
trum for different added chirps. Since each powers of ω are linearly independent from each
other, we can fit αopt.(ω) with a polynomial of sufficient order and extract the non-linear
phase coefficients φ(n) thus measuring the spectral phase to the desired order. This tech-
nique is known as chirp scan [155]. This derivation also explains why maximizing the
SH signal using stochastic algorithms to extract the spectral phase [157] (trial and error or
genetic algorithms) performs poorly. Looking at equation 4.31, we indeed see that individ-
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ually tuning higher-orders of chirp also affects the optimal value for lower orders of chirp.
Another way to understand equation 4.35 is to state it in terms of an arbitrary non-
linear parametrized phase function f(ω). In the case of chirp scan f(ω) = ∆(ω − Ω)2.
Equation 4.35 can then be rewritten as






and we can now use any non-linear function of ω to extract the phase of our pulses. MIIPS
uses a sinusoidal phase function defined as
f(ω) = α cos(γ(ω − Ω)− δ) (4.37)
where δ is the scanned parameter and γ/2π is the inverse of the pulse’s transform limited
duration. This parameter is scanned to extract δopt.(ω), the parameters that maximize the
SH signal at 2ω. Injecting MIIPS’s definition of f(ω) into eq. 4.36 we get
f ′′opt.(ω) = αγ






which can be also fitted to a polynomial to extract the pulse’s spectral phase to the desired
order. This technique yields greater phase accuracy than chirp scan for flat spectral phases
at the cost of poor performance for severely chirped pulses. For this reason, we use this
function only to trim a pulse’s phase after it was compressed with chirp scan.
4.4.2 FROG: Frequency-Resolved Optical Gating
By far the most common technique to characterize ultrashort pulses is that of second-
harmonic frequency-resolved optical gating [158] or SH-FROG. It consists in recording
the spectrum of the second harmonic generated by the autocorrelation of a pulse in a non-
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linear medium for various interpulse delays. The obtain FROG trace is then used to extract
the pulse’s spectral amplitude and phase using an iterative reconstruction algorithm [159].
However, the most common implementations of this technique use a thin beamsplitter and
a delay line to generate the pulse’s autocorrelation. To avoid the addition of more optical
components to our experimental setup, we instead implemented versions of this technique
compatible with our pulse-shaper based apparatus namely colinear SH-FROG and cross-
correlation SH-FROG. The first technique uses the pulse shaper to split into two a single
pulse and delay them. This is done by applying on top of the beam’s optimal phase profile
the filter of equation 4.10. Due to the colinear nature of the measurement, terms cor-
responding to the second harmonic of each pulse replica as well as the FROG term are
measured simultaneously. The FROG term is extracted by applying a filter in the space
conjugate to the inter-replica delay [151] from which the pulse’s amplitude and phase can
then be extracted using the aforementioned algorithm. This technique, however, does not
easily detect the effects of tilt of front mentioned in section 4.3.2. To do so, we turn to
cross-correlation FROG where the cross-correlation between two of the four beams used
in COLBERT is instead measured. Not only does this also provide an estimate of a pulse’s
duration but also the amount of tilt of front by comparing it to the pulse durations obtained
from CSH-FROG. In fact, this measurement is the one routinely used for each beam pairs
to check if the compression and imaging were correctly performed prior to any COLBERT
experiment [143].
4.5 Conclusion
As we have shown in this chapter, generating and managing short pulses of light is a chal-
lenging endeavor but thanks to nearly three decades of efforts by the ultrafast commu-
nity, these can now be used in evermore complex experiments provided they are rigorously
characterized beforehand. Tremendous progress on the implementation and interpretation
of these experimental techniques have also allowed these experiments to be performed on
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more and more delicate or complex samples. They are no longer secluded to the fringes of
the spectroscopist’s toolbox and can now be used a tool to study poorly understood materi-
als beyond textbook systems. In the next chapters, I hope to convey through the example of
our own investigations of 2D HOIPs this idea that non-linear coherent spectroscopy, partic-
ularly multidimensional spectroscopy, are much more than fancy experiments heavy on the
taxpayer’s wallet. They elegantly provide profound insights into the quantum mechanical
behavior of a material which are impossible to obtain with traditional linear methods such
as photoluminescence and absorption spectroscopies. This is manifest when comparing the
intellectual acrobatics required to interpret the linear spectroscopy data of chapter 5 with
the straightforward, rigorous and unambiguous conclusions of the following chapters.
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CHAPTER 5
EXCITON-POLARON SPECTRAL STRUCTURES IN TWO-DIMENSIONAL
HYBRID LEAD-HALIDE PEROVSKITES
Motivated by our disagreement regarding the interpretation of the linear spectroscopy per-
formed in reference [98], we began our investigation of 2D HOIPs by exploring their linear
absorption and emission spectra in order to propose an alternative view on the origin of the
excitonic fine structure. Nonetheless, we agreed that strong electron-phonon correlations
could be manifested in the optical response and sought to account for it as well in our in-
vestigation. The Bohr radius estimated from the measured exciton binding energy (about
200 meV) was sufficiently large to encourage us to use the Wannier formalism described
in section 2.2.1. The 2D Bohr radius was initially wrongly estimated to be 12 nm due to a
confusion in the units used in a cited reference and is actually closer to 2 nm. Nonetheless,
to account for the observed fine structure, we modified the Wannier formalism by consid-
ering 4 excitonic states of distinct electronic nature separated by about 35 meV. These four
states, being electronically distinct, could couple differently to low-energy lattice vibrations
resulting in their distinct Franck-Condon like lineshapes. The energy of the relevent modes
for that matter were extracted from non-resonant Raman measurements, presented in chap-
ter 9, and were found to be comparable to the excitonic linewidths contrarily to the one
previously proposed to account for the fine structure. This yields a slightly asymmetrical
lineshape (see for example the dash-dotted lines of Figure 2.4) instead of a sharp vibronic
progression (full lines of Figure 2.4). This modified formalism does not interpret the fine
structure as a vibronic progression. Rather, it interprets the fine structure as arising from
electronically distinct excitons and their lineshapes as the consequence of broadened low-
energy vibronic replicas, a sharp contrast with the interpretation of reference [98]. To test
this formalism, we fit it to the temperature dependent spectra of two distinct single layered
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2D-HOIPs and found it to be able to reproduce their absorption spectra up to 100 K. This
suggested, but did not prove, that our interpretation of the lineshape could be correct.This
interpretation is further supported by the observation in MDCS of couplings in the fine
structure through excited-state absorption features. The presence of such correlation also
shows that these states are connected through common states including a common ground
state. Whatever their nature it, this shows they are intrinsic to the material and do not arise
from sample inhomogeneities.
It is also in this publication that we first hypothesize the fine structure to arise of pola-
ronic effects. We first noticed that although the fine-structure splitting was similar to the
suggested Rashba energy [107] in these material, the lack of apparent dependence on the
inorganic layer thickness suggested this was not a dimensional effect but could be inherent
to the lattice. This prompted us to put aside the hypothesis of Rashba effects as the origin of
the fine structure. At the time, we were not aware of experimental reports of the excitonic
fine structure in 3D perovskites [95, 96] and hypothesized they could also exhibit an ex-
citonic fine structure. A back-of-the-envelope calculation showed that the weak-coupling
polaron binding energy matched curiously well with the observed fine-structure splitting,
and planted in our minds the idea that polaronic effects might be responsible for it. As the
next chapters will show, this idea grew stronger with each new experimental result.
This work was published in Physical Review Materials in 2018 [62] and can be found
on the arXiv under the same title. Dr. Neutzner (CNST@PoliMi, IIT) acquired the temper-
ature dependent absorption spectra, designed the modified Wannier model and performed
the fits on the absorption and photoluminescence spectra. Dr. Neutzner and I acquired the
multidimensional and photoluminescence spectra and I performed the analysis of the for-
mer. Dr. Cortecchia (CNST@PoliMi, IIT) synthesized the high-quality samples used for
this study. The work was advised and supervised by Pr. Petrozza (CNST@PoliMi, IIT), Pr.
Silva (GaTech) and Dr. Srimath Kandada (CNST@PoliMi, IIT and GaTech). All authors
contributed to the redaction of the manuscript and its intellectual development.
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5.1 Abstract
Owing to both electronic and dielectric confinement effects, two-dimensional organic-
inorganic hybrid perovskites sustain strongly bound excitons at room temperature. Here,
we demonstrate that there are non-negligible contributions to the excitonic correlations
that are specific to the lattice structure and its polar fluctuations, both of which are con-
trolled via the chemical nature of the organic counter-cation. We present a phenomenolog-
ical, yet quantitative framework to simulate excitonic absorption lineshapes in single-layer
organic-inorganic hybrid perovskites, based on the two-dimensional Wannier formalism.
We include four distinct excitonic states separated by 35± 5 meV, and additional vibronic
progressions. Intriguingly, the associated Huang-Rhys factors and the relevant phonon en-
ergies show substantial variation with temperature and the nature of the organic cation.
This points to the hybrid nature of the lineshape, with a form well described by a Wannier
formalism, but with signatures of strong coupling to localized vibrations, and polaronic
effects perceived through excitonic correlations. Our work highlights the complexity of
excitonic properties in this class of nanostructured materials.
5.2 Introduction
Organic-inorganic hybrid perovskites (HOIPs) consist of metal-halide octahedral motifs
that form multi-dimensional lattice planes structurally separated by coordinating organic
counter cations [4]. While the frontier orbitals that give rise to the semiconductor electronic
structure are contributed by the metal-halide network, the organic cation plays a key role
in the structural configuration as well as the stability of the lattice [160]. When the organic
moieties are long enough to isolate the lattice planes electronically, the latter form quantum-
well-like structures with strong two-dimensional (2D) electronic confinement within the
metal-halide layer [90].
A consequence of such confinement is the creation of strongly bound excitons, which
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have been reported as early as 1989 by Ishihara et al. [78], with binding energies of 200–
300 meV. In a general context, a variational approach of electron-hole correlations predicts
that excitons in strongly confined quantum wells experience a four-fold enhancement in
binding energy with respect to the bulk semiconductor [161], assuming a smooth dielectric
environment around the well. This enhancement is generally observed in systems such
as GaAs, which is characterized by an exciton binding energy of 4 meV in the bulk and
16 meV in quantum wells [162]. Intriguingly, there is more than a ten-fold increase in the
binding energies going from 3D lead-halide perovskites (10–20 meV [163]) to their 2D
counterparts [78]. Beyond quantum confinement, dielectric confinement arising from the
intercalating organic layers increases the Coulomb correlations substantially, resulting in
such a strong increase in the exciton binding energy [78, 90, 164, 165].
There is now an increasing consensus that the charge carriers in 3D lead halide per-
ovskites behave as large polarons within an intermediate electron-phonon coupling regime
[166]. In addition to this conventional behaviour of any polar lattice, local lattice disor-
der induced by the relative motion of the organic cation has been suggested to affect the
excitation dynamics substantially [163, 166]. Within such a context, the contribution of
the lattice dynamics to excitonic and other multi-body correlations in two dimensional per-
ovskites is a very pertinent question. We have recently demonstrated that modulation of
the lattice degrees of freedom with temperature in fact changes the exciton and biexciton
binding energies [167], highlighting the importance of the crystal structure and its lattice
dynamics on the multi-body physics.
Owing to the large binding energy, clear and distinct excitonic transitions are observed
in the linear absorption spectrum. However, contrary to the characteristics of conventional
2D Wannier excitons, the spectra also exhibit a rich fine structure with the presence of mul-
tiple peaks distributed around the most intense one [98]. Previously, the presence of similar
spectral structure also in the photoluminescence (PL) spectrum motivated the inclusion of
vibronic progressions [168, 98], as widely used in the case of localized states in molec-
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ular semiconductors. Here, we provide a more quantitative description of these spectral
structures invoking various considerations of exciton-lattice coupling. First, we hypoth-
esize the presence of distinct excitonic states, possibly generated via degeneracy lifting
mechanisms driven by polaronic effects. This, however, does not discount the contribution
of low-energy lattice vibrations to the optical absorption in the form of vibronic progres-
sions. We analyze the vibrational and structural contributions to the excitonic correlations
by systematically tuning the lattice parameters using temperature, the chemical nature of
the organic cation, and the thickness of the quantum well. Based on these considerations,
we phenomenologically introduce additional parameters in the established Elliott’s for-
mula for the absorption coefficient [38, 169] evaluated from a 2D Wannier equation, and
we quantitatively reproduce the linear absorption spectra of prototypical 2D HOIPs.
5.3 Experimental methods
5.3.1 Sample preparation
For the preparation of (PEA)2PbI4 thin films (PEA = phenylethylammonium), the precur-
sor solution (0.25 M) of (PEA)2PbI4 was prepared by mixing (PEA)I (Dyesol) with PbI2 in
1:1 ratio in N,N-dimethylformamide(DMF). For example, 62.3 mg of (PEA)I and 57.6 mg
of PbI2 were dissolved in 500µL of DMF (anhydrous, Sigma Aldrich). For the prepara-
tion of (NBT)2PbI4(NBT = n-butylammonium), 50.3 mg on NBT)I (Dyesol) and 57.6 mg
of PbI2 are dissolved in 500µlLof DMF (0.25 M solution). For (EDBE)PbI4 (EDBE = 2,2-
(ethylenedioxy)bis(ethylammonium))), (EDBE)I was synthetized by dissolving 1 mL of
(ethylenedioxy)bis(ethylamine) in 10 mL of ethanol and reacting the amine with 6 equiva-
lents of hydroiodic acid (HI 57% water solution, Sigma Aldrich). The resulting precipitate
was washed several times with ethanol/diethyl ether and dried under vacuum at 60oC. The
spin coating precursor solution was prepared by mixing 100 mg of (EDBE)I and 115.2 mg
of PbI2 in 500µL of DMSO (0.5 M solution). All the perovskite thin films were prepared
by spin coating the precursor solutions on glass substrates at 4000 rpm, 30 s, followed by
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annealing at 100oC for 30 min.
5.3.2 Absorption and photoluminescence measurements
Temperature-dependent absorption measurements were carried out using a commercial
Perkin-Elmer UV/Vis spectrophotometer. The sample was kept in a continuous flow static-
exchange gas cryostat (Oxford Instruments Optistat CF). Measurements were taken in steps
during the heating up cycle, after going to liquid helium temperatures. Photoluminescence
spectra were taken by shining 405nm light on the sample sitting inside a closed-cycle gas
exchange cryostat. The incident power was measured using a calibrated photodiode and
the photoluminescence collected by a set of lens and sent to a spectrometer.
5.3.3 Two-dimensional coherent excitation spectroscopy
The multidimensional spectrometer, developed by Turner and Nelson [143], has been de-
scribed in detail elsewhere [167]. In this design, phase stability is passively achieved by de-
laying the pulses using phase-shaping, and by propagating the beams through a common set
of optics. The spectrometer uses pulses generated by a home-built two-pass non-collinear
optical parametric amplifier (NOPA) pumped by the output of a 1-kHz Ti:Sapphire regen-
erative amplifier system (Coherent Astrella). Before entering the spectrometer, the NOPA’s
output is spatially filtered using a pinhole to obtain a clean Gaussian profile. The pulse
shaper is also used to compress the pulses near the transform limit using chirp scan [155]
and multiphoton intrapulse interference phase scan (MIIPS) [170]. For the dataset pre-
sented here, this resulted in pulses centered at 520 nm of 21-fs temporal full-width at half-
maximum (FWHM) as measured by second harmonic generation collinear frequency re-




Figure 5.1: Experimental absorption spectra of polycrystalline films of (PEA)2PbI4.
(a) Absorption spectra at different temperatures (plotted as symbols) and numerical fits
done using Eqs. 5.1–5.4 (plotted as solid lines). (b) Experimental and fitted absorption
spectrum at 28 K showing both exciton and continuum contributions. (c) Zoom of the
exciton lineshape at 28 K(best fit shown in part (b)) plotted in logarithmic scale showing
the presence of four distinct lines.
5.4 Results and analysis
5.4.1 Exciton absorption lineshape in (PEA)2PbI4
We first consider a model HOIP, (PEA)2PbI4 (PEA= phenylethylammonium), to establish
a formalism for the absorption spectral lineshape before exploring other model systems in-
corporating alternative organic cations that induce different degrees of octahedral distorion
and connectivity. The absorption spectra of a polycrystalline film of (PEA)2PbI4 taken at
different temperatures are shown in Figure 5.1(a), focusing on the exciton resonance re-
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gion. The spectrum at 28 K, shown in Figure 5.1(b) over a broader spectral range, reveals
an excitonic peak at about 200 meV below the well-defined continuum edge, indicating a
high exciton binding energy. In addition, the excitonic peak exhibits a rich fine structure. A
closer inspection of this lineshape, as shown in Figure 5.1(c) by the fit to the exciton model
described below, reveals four distinct peaks separated by 35 ± 5 meV. The most intense
peak also exhibits an asymmetric lineshape with a shoulder at higher energies, suggesting
the presence of further buried structure within the broad lineshape. Upon increasing the
temperature, the most intense peak consistently red-shifts following the lattice expansion
effects and the subsequent change in the band-gap, as we have shown previously [167]. In
addition, there is a relative increase in the absorption cross section at higher energies and a
reduction in the clarity in the spectral fine structure.
Given the strong carrier confinement within the lead-iodide layer [90, 171], the absorp-
tion spectrum can be quantitatively modeled assuming a two-dimensional Wannier-Mott
exciton. Following Elliott [38, 169], the absorption coefficient reads as:






































is the exciton binding energy and n = 1, 2 . . . is an integer. While the first term of Eq. 5.1
represents the discrete excitonic transitions below the band-edge, the integral in the sec-
ond term accounts for the absorption into the free-carrier continuum. The spectral width
is accounted for by hyperbolic secant functions [172], characterized by the broadening
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parameters, Γc and Γex, corresponding to the free-carrier and excitonic transitions, respec-
tively.
Such a standard 2D exciton model, however, is not sufficient to reproduce the observed
fine-structure. In order to numerically do so, we introduce two modifications to Eq. 5.1.
We conjecture that the four observed transitions correspond to distinct excitonic states and
accordingly we re-distribute the intensity of the primary excitonic transition from Eq. 5.1
among three additional transitions of similar analytical form, but with binding energies set
at Eb + ∆, Eb + 2∆ and Eb − ∆, where Eb is the binding energy of the primary exciton
binding energy and ∆ is approximately 35 meV. The relative intensities (Xi) of each of the
four transitions are set as fit parameters:
αexc = X1αexc(Eb) +X2αexc(Eb + ∆) +X3αexc(Eb + 2∆) +X4αexc(Eb −∆). (5.2)
Secondly, to account for the asymmetric lineshapes, and more importantly to reproduce
their temperature dependence, we introduce the contribution of electron-phonon coupling
via appropriate Frank-Condon progressions on top of the exciton lines [173]. Due to the
presence of multiple lattice vibrational modes that can couple to the electronic transitions,
we employ a generalized Frank-Condon formalism represented in Eqs. 5.3–5.4. We con-
sider a redistribution of oscillator strength according to Eq. 5.3, where W0 is the intensity
of the primary excitonic line and f is the line-shape function, both derived from Eq. 5.1.
F0,n is the overlap integral of the corresponding vibronic wave-functions given by Eq. 5.4,
with S, the generalized Huang-Rhys factor, which takes the form of a Poisson distribution:




















28 2.576 197.95 0.86 0.055 0.055 2.15 — 0.44 10.4 7
40 2.5775 199.32 0.86 0.055 0.065 2.49 — 0.44 11.3 6.4
50 2.579 199.72 0.86 0.055 0.0 2.77 — 0.44 12.1 6.2
60 2.5803 199.7 1.2 0.05 0.05 2.75 1.13 0.44 14.1 5.6
70 2.5809 198.5 1.3 0.045 0.05 2.55 1.2 0.44 15.8 6
80 2.5814 196.25 1.59 0.04 0.03 1.2 1.2 0.44 18 6.8
90 2.5814 195.7 1.5 0.045 0.03 — 1.2 0.44 20 6.5
100 2.5814 195.37 1.42 0.045 0.01 — 1.2 0.44 22 6.4
Table 5.1: : Parameters used to fit the temperature dependent linear absorption spec-
tra of (PEA)2PbI4 shown in Figure 5.1, using Eqs. 5.1–5.4. The Huang-Rhys parameters
Si correspond to modes with energy 8 meV (i = 1), 9.8 meV (i = 2), and 17.4 meV (i = 3),
extracted from the non-resonant Raman spectrum [167]
Eqs. 5.1,5.2, 5.3, 5.4 (see Appendix I for the combined expression), assuming a spacing be-
tween the excitonic states to be ∆ = 35 ± 5 meV and considering three dominant phonon
energies, ~ω1 = 8 meV, ~ω2 = 9.8 meV and ~ω3 = 17.4 meV, identified via non-resonant
Raman measurements published elsewhere [167]. Although it appears that the multitude of
variable fit parameters can compromise the robustness of the formalism, it must be noted
that the well-defined spectral features impose strict tolerance limits over most of the fit
parameters. For example, given the clear separation between the excitonic transition and
continuum edge, the bandgap and binding energies can be directly read-out from the ex-
perimental data and are constrained during the fitting procedure. Similarly, well defined
rising edges for the primary excitonic line and the continuum impart rigid conditions over
the choice of broadening parameters. Finally, the normal-mode frequencies used in the vi-
bronic progression are constrained to those extracted from Raman spectra [167]. Thus, the
only effective free-fit parameters are the Huang-Rhys factors and the relative intensities of
the four excitonic transitions (Xi/X1). The complete set of parameters used to obtain the
fits is listed in Table. 5.1.
Upon increasing temperature, we observe a monotonic blue-shift of the bandgap due
to lattice expansion effects [174, 167]. The binding energy, on the other hand, remains
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relatively unperturbed by the temperature change, except for a minor reduction at higher
temperatures. Although one would expect a contribution to the electronic polarization,
and thus to the exciton binding energy, from the polar lattice vibrations that are activated
at higher temperatures [164], the small exciton radius (associated with the large binding
energy) makes the excitonic characteristics immune to such fluctuations [167]. The relative
intensities of the excitonic states also show a moderate variation with temperature. While
the third and fourth transitions, which are at the highest and lowest energies relative toEg−
Eb, have low cross section with respect to X1, the second transition (X2 in Figure 5.1(c))
gains in its relative intensity at higher temperatures.
The other fit variables are the Huang-Rhys factors, Si (i = 1 (8 meV), 2 (9.8 meV), 3
(17.4 meV)), listed in Table 5.1. For spectra below 60 K, only two modes at 8 and 17.4 meV
contribute to the absorption. For a brief temperature range between 60 and 80 K, all the
three modes are required to reproduce the experimental lineshape. Spectra at 90 and 100 K
can be fitted by considering only two modes, but at 9.8 and 17.4 meV. At higher tem-
peratures (150 and 200 K in Figure 5.1(a)), the spectrum develops a strong asymmetric
shoulder extending towards the continuum. Such a lineshape, which probably stems from
the creation of shallow defect states, cannot be accounted for by the considered theoretical
framework. The variation of the Huang-Rhys factors and the associated modes may be
related to the increased flexibility of the lattice at higher temperatures. However, due to the
lack of in-depth comprehension of the nature of the vibrational modes, it is not possible, at
the moment to provide a conclusive explanation of this trend.
To gain further insights into the origin of the 35-meV spaced transitions, we analyze the
total-correlation two-dimensional coherence excitation spectrum, shown in Figure 5.2(a),
taken at room temperature. The 2D spectrum is composed of negative diagonal features
(labelled 1 and 2), which correspond to the uncorrelated excitations from the ground state
to the excitonic states. The off-diagonal features are composed of contributions from inter-
exciton correlations and transitions to higher lying biexcitonic states (labelled α, β, γ). We
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Figure 5.2: Room temperature total correlation 2D coherent excitation spectrum and
associated coherent dynamics. (a) Total correlation 2D coherent excitation spectrum
taken at room temperature for a population time delay of 20 fs. (b) Signal of various fea-
tures labelled in (a) as a function of population time delay. The α and β features are fitted
with a quadratic polynomial to isolate the oscillatory components. The residual of this fit
is shown in (c) and the norm of its Fourier transform is shown in (d).
have discussed the assignment of each of these features in detail in ref. [167], but the im-
portant point to highlight here is that we have assigned α and β as excited-state absorption
features to bound biexciton states. Here we wish to consider their evolution with popula-
tion waiting time, which can be considered to be equivalent to a pump-probe delay. The
most relevant observation here lies in the evolution of each of the identified features, shown
in Figure 5.2(b). While features 1, 2 and γ monotonically decay, the excited-state absorp-
tion features α and β show a clear oscillatory behavior on top of the monotonic decay. To
isolate these coherent oscillations and to remove the monotonically decaying component,
we fit the evolution curves of features α and β phenomenologically with a second-order
polynomial, which is not intended to reflect any physics but is merely intended to repre-
sent non-exponential decay. The purely oscillatory residual signal (see Figure 5.2(c)) is
then Fourier transformed to obtain the spectra displayed in Figure 5.2(d). Both the spec-
tra exhibit a couple of minor peaks at 15 ± 5 and 47 ± 5 meV, and one dominant peak at
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(a)
μ
Figure 5.3: Analysis of the PL spectra of polycrystalline films of (PEA)2PbI4. (a) PL
spectra of polycrystalline films of (PEA)2PbI4 taken at different temperatures. (b)Full width
at half maximum of the most intense PL peak as a function of temperature. (c) Pump power
dependence of the most intense PL peak at 20 K.
34 ± 5 meV, corresponding to the energy separation of the distinct excitonic states. Dur-
ing the population time, the system is in a coherent superposition of states in the same
excitation manifold leading to oscillatory components along the population time delay. Im-
portantly, this behavior is observed exclusively in features α and β, which have signatures
of exciton-biexciton coherences (see Appendix and ref. [167]) but not in features 1 and 2,
which are composed of population contributions. Thus, the observation of 35 meV energy
mode not only confirms the presence of distinct exciton states even at room temperature,
but also indicates the existence of coherent coupling between them when excited with an
ultrashort laser pulse. Moreover, the presence of a 17-meV mode emphasizes significant
electron-phonon coupling effects as evidenced by the absorption lineshape analysis.L.
Let us return to the absoprtion lineshape analysis, particularly to the apparent weak
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temperature dependence of the exciton linewidth. While the primary excitonic linewidth
fluctuates around 6.45 ± 0.53 meV (Table.5.1), the free-carrier linewidth exhibits a clear
temperature dependence that can be effectively explained by a carrier-LO phonon scatter-
ing mechanism [175]. Note that the linewidth Γexc in Table.5.1 is that of the most intense
transition, while all the other three transitions also exhibit similar trend with a maximum
variance of 5 meV in their absolute value. Such a behavior, in spite of the Frank-Condon
contributions to the absorption, suggests an anomalous nature of the exciton-phonon inter-
actions. However, our absorption lineshape analysis is difficult at temperatures higher than
the range shown in Figure 5.1(a) due to the loss of spectral structure. In order to explore fur-
ther the temperature dependence of the exciton linewidth, we have carried out temperature-
dependent PL measurements. Figure 5.3(a) shows the PL spectra at different temperatures.
The PL spectrum displays structure that is consistent with that identified in the absorption
spectrum, namely distinct spectral features separated by∼ 35 meV. Although the integrated
PL intensity is linear over a broad laser intensity range (Figure 5.3(c)), careful spectral anal-
ysis is complicated by the underlying contribution of biexcitons, given their ever-present
contribution due to their high binding energy [167]. Nevertheless, we can extract the full
width at half maximum for the most intense peak as a function of temperature, shown
in Figure 5.3(c). We observe a clear temperature dependence over a range spanning up
to room temperature with the trend indicating scattering from LO phonons[176] within a
Fröhlich formalism described by:





The fit obtained using Eq. 5.5 is shown in Figure 5.3(b), with the temperature independent
linewidth Γ0 = 9.4 meV, the LO phonon energy ELO = 17 meV and the exciton-phonon
coupling parameter γLO = 25.6 meV. Intriguingly, the extracted coupling parameter is




























Figure 5.4: Room temperature rephasing 2D spectrum of (PEA)2PbI4 and homoge-
neous linewidth extraction. (a) Modulus of rephasing 2D spectrum of (PEA)2PbI4 taken
at zero population time at room temperature. (b) Anti-diagonal cut taken along the red line
shown in the 2D map plotted along with the fits from Voigt functions.
must be noted that the linewidths extracted from PL do not vary substantially below 100 K
in agreement with the absorption analysis.
Let us consider the linewidths reported in Figure 5.3(c) for PL measurements and
Table 5.1 for the absorption analysis, and consider to what extent they are due to in-
homogenous broadening mechanisms. Within linear spectroscopies, contributions from
non-negligible inhomogenous effects can hinder the direct measurement of the pure ho-
mogenous linewidths that carry signatures of electron-phonon scattering. Non-linear spec-
troscopies, such as the two-dimensional coherent spectroscopy described above, offer an
effective way to distinguish the homogenous and inhomegneous contributions [177]. The
most widely used implementation involves measurement of the amplitude and phase of
the zero-time rephasing resonant four-wave mixing signal. The absolute value, zero-time
rephasing spectra of (PEA)2PbI4 polycrystalline films taken at room temperature is shown
in Figure 5.4(a) 1. It is well understood that the inhomegenous contributions broaden the
1Note that the spectrum displayed in Figure 5.2(a) is the real part of the total correlation spectrum, that
is the sum of rephasing and non-rephasing spectra, while that in Figure 5.4(a) is the absolute value of the
rephasing spectrum only.
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2D rephasing spectra along the diagonal while the homogenous rephasing effects are mani-
fested along the anti-diagonal direction [115]. Figure 5.4(b) shows anti-diagonal cuts along
the line shown in the 2D spectra in Figure 5.4(a) taken across a chosen peak on the diagonal
with minimum overlap of off-diagonal features. The observed lineshape can be fitted using
multiple Voigt functions (fits shown as solid lines in Figure 5.4(b)) yielding a linewidth
Γ ∼ 38 meV. This homogeneous linewidth is similar to the total linewidth measured by
PL at room temperature, arguing that the observed exciton linewidths are dominated by
homogeneous broadening effects. The corresponding dehasing times associated with the
homogeneous linewidth at room temperature are τ = h/Γ ∼ 110 fs, indicating the domi-
nant role of dynamic energetic disorder in this system [167], which establishes conditions
in which homogeneous dephasing dominates total line broadening mechanisms. This is a
significant fraction of the period of the mode associated with broadening of the PL spec-
trum, highlighting the dominant role of that mode in line-broadening processes and in the
origin of dynamic disorder.
5.4.2 Dependence of exciton absorption lineshape on degree of octahedral distortion
Based on the empirical framework developed for (PEA)2PbI4, we now investigate other
2D-HOIP systems. We consider films intercalated with two different organic cations (NBT:
n-butylammonium and EDBE: 2,2-(ethylenedioxy)bis(ethylammonium)) in addition to the
previously considered PEA compound. The absorption spectra of (NBT)2PbI4 films taken
at various temperatures are shown in Figure 5.5(a). Also shown in the same figure, as solid
lines, are the fits obtained using Eqs. 5.1–5.4. Figure 5.5(b) shows the spectrum taken
at 20 K which includes the continuum contribution along with the fit thus substantiating
the generality of the developed framework. The inter-exciton spacing considered here is
again 35 ± 5 meV, similar to the case of (PEA)PbI4 films. The relative intensities of the
excitonic transitions also follow a similar trend. In addition, the linewidths of the free-




Figure 5.5: Experimental absorption spectra of polycrystalline films of (NBT)2PbI4
taken at different temperatures (plotted as symbols) and numerical fits (plotted as solid
lines), (b) Experimental absorption spectrum and numerical fit of (NBT)2PbI4 at 20 K
showing both exciton and free carrier bands. (c) Experimental absorption spectrum of
(EDBE)2PbI4 film taken at T = 20 K. While the excitonic line shows finestructure, no clear
band-edge is visible. (d) Low temperature Absorption spectrum of polycrystalline film of
(PEA)2(MA)n-1PbnI3n+1.
the excitonic linewidth remains approximately constant (see Table. 5.2 for the complete list
of fit parameters)
One of the pertinent differences with respect to the fits of (PEA)2PbI4 lie in the choice
of the phonon modes used in the Franck-Condon analysis, which are set at 8.9 and 22 meV.
The crystal structures of both the films are very similar with regards to the connectivity
of the PbI6 octahedra, since they are both (100)-oriented structures. However, the choice
of the organic cation imposes different degrees of conformational constraint of the ammo-












20 2.818 253.4 0.89 0.004 0.19 1.4 0.7 12.5 9.5
30 2.819 253.37 0.97 0.027 0.215 1.4 0.7 13.2 9.6
40 2.82 253.35 0.99 0.025 0.22 1.4 0.7 13.8 9.6
50 2.821 253.65 1 0.025 0.22 1.4 0.7 14 9.5
60 2.823 253.53 1.02 0.025 0.22 1.4 0.7 14.8 9.7
70 2.824 253.35 1.05 0.025 0.23 1.4 0.7 15.6 9.8
80 2.824 253.28 1.13 0.01 0.23 1.4 0.7 16.4 9.7
90 2.824 253.53 1.2 0.01 0.24 1.4 0.69 17.2 9.7
100 2.824 253.65 1.25 0.01 0.24 1.4 0.69 17.6 9.7
Table 5.2: : Parameters used to fit the temperature dependent linear absorption spec-
tra of (NBT)2PbI4 shown in Figure 5.1, using Eqs. 5.1–5.4. The Huang-Rhys parameters
Si correspond to modes with energy 8.9 meV (i = 1) and 22 meV (i = 2).
the extent of geometrical distortion of the lead-halide octahedra [8]. In the present case,
the (NBT)2PbI4 lattice exhibits greater octahedral distortion, and we hypothesize that this
results in the increase in the energies of local lattice vibrations as can be seen in the change
in the relevant vibrational frequencies. On the other hand, the re-organization energy of the
excited state reduces as evidenced by the lower values for the Frank-Condon factors with
respect to (PEA)2PbI4 (see Table 5.2).
The (EDBE)PbI4 lattice exhibits even larger octahedral distortion in addition to being
a rippled (110)-oriented zigzag structure [8]. As can be seen in the absorption spectrum
shown in Figure 5.5(c), this not only modifies the phonon landscape, but also increases the
inter-exciton spacing by a factor of 2. It can also be seen that there is no clear and distinct
band-edge even at very low temperatures, suggesting a breakdown of the Wannier-like
scenario. In fact, it is not possible to reproduce such a spectral structure in a robust way with
the considered framework, pointing to a much higher degree of localization of both excitons
and free-carriers induced by the large structural deformation. This also correlates with the
observation of broadband photoluminescence reported earlier in these films, attributed to
self-trapped excitons at defect centers [8]. In spite of such strong localization, the presence
of the exciton fine structure, albeit with larger energy spacing, indicates the role of lattice
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structure in their origin.
Similar spectral structure is also observed when the layer thickness is increased, as
shown in Figure 5.5(d). Here, we investigate multi-layered films by introducing methy-
lammonium (CH3NH
+
3 ) cations to form (PEA)2(CH3NH3)n-1PbnI3n+1 films, which contain
n sheets of PbI6 layers. Due to solution growth process, such a film comprises of poly-
crystalline grains with varying layer thickness [178]. Absorption stemming from poly-
crystalline domains with different layer thicknesses can be clearly distinguished in the ab-
sorption spectrum shown in Figure 5.5(d) due to the reducing bandgap with the increasing
number of layers. In particular, we identify excitonic peaks associated with one to three-
layer components and all of them show clear fine structure, albeit with variable relative
intensities. While this observation re-iterates the importance of lattice structure, it also
suggests that such a excitonic sub-structure may be intrinsic to the perovskite lattice and
not just a consequence of confinement.
5.5 Discussion
We developed a quantitative framework to rationalize spectral lineshapes observed in the
linear spectra in different 2D HOIPs. While the formalism reproduces the spectra of sys-
tems with no strong octahedral distortion, it is not sufficient for highly distorted lattices.
More importantly, we have identified various manifestations of electron-phonon coupling
in the optical spectra, the most obvious being the phonon replicas. Different lattice de-
grees of freedom associated to both crystal phonons and local vibrations contribute to these
lineshapes with varying Huang-Rhys factors.
Phonon replicas are not uncommon in the optical spectra of semiconductors with non-
negligible electron-phonon interactions [179]. Interestingly, most of the reported replicas
in inorganic semiconductors have been observed exclusively in the PL spectra associated
with bound excitons at defect centers and have been rationalized based on a phonon-assisted
emission processes involving Fröhlich-like electron scattering with the polar lattice vibra-
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tions [180, 181, 179, 182]. On the other hand, such signatures are clearly observed even
in the absorption spectra of organic semiconductors [183], similar to the current scenario,
and discussed as a consequence of the distinct lattice configuration of the excited electronic
state. Some of us have recently demonstrated in the case of 3D perovskites that the excited
photoexciation indeed perceives a distinct lattice configuration [184] much like the molec-
ular systems involving Frenkel states. Our observation here of the phonon replicas with
large Huang-Rhys factors, an order of magnitude larger than that of free excitons in polar
semiconductors [179], also suggests a similar scenario even in the case of 2D perovskites.
We consider that deeper and more quantitative understanding is required to expand on this
concept.
While all the three dominant Raman modes appear to be contributing to the observed
phonon replicas, only one of them contributes strongly to the line broadening, as evidenced
by the weak temperature dependence of the exciton linewidth in the absorption spectrum
in a low temperature range, as well as the clear temperature dependence of the PL spec-
tral width, shown in Figure 5.3(b). This can be understood by considering the distinct
mechanisms leading to broadening and the phonon replicas, although both of them involve
exciton-phonon coupling. As proposed by Hochstrasser and Prasad [185] in the context of
Frenkel excitons in molecular crystals or by Duke and Mahan [180] in the context of bound
excitons associated to defect centers in inorganic lattices, the exciton-phonon coupling can
be elaborated as:
H(~r) = Hex(~r0) +HM(~r) +HD(~r), (5.6)
where HD and HM are the coordinate-dependent terms describing the exciton-phonon in-
teractions in the vibrating lattice, and are composed of interaction energies that arise from
the following distinct physical phenomena. HM represents an exciton scattering with a
phonon and is described by the excitation exchange interactions Mnm between two lattice
sites m and n. Such a mechanism leads to the broadening of the excitonic transition in the
optical spectra. On the other hand, HD describes the energy required to displace the equi-
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librium lattice configuration in order to accommodate the photoexcitation. In other words,
it is the lattice recoil energy which generates lattice vibrations at the site of the photoex-
citation. As pointed out earlier, such a reconfiguration of the lattice manifests as strong
vibronic replicas in the optical spectra.
Such a Frenkel-like perspective, however, contradicts the considered Wannier formal-
ism described in Eq. 5.1. Given that the estimated exciton Rydberg energy (E0 = Eb/4)
from the fits is around 50 meV implying a Bohr radius (a0 = e2/ (4εrε0E0)) of approxi-
mately 12 nm (assuming 1/εr = 1/ε∞ − 1/εs and ε∞ = 5 and εs = 15) [86], the exciton
is far from the Frenkel limit when the exciton size is smaller than the lattice constant [53].
At the same time, such a treatment is necessary to account for the observed phonon repli-
cas. This apparent inconsistency only highlights the limitation of both Wannier and Frenkel
limits for these systesm and calls for the development for more comprehensive treatment,
especially with regards to exciton-phonon coupling.
With this caveat in mind, for molecular systems, the inequality HD >> HM holds true
due to the substantial localization of the Frenkel excitons which deform the lattice locally.
In inorganic systems, the other extreme limit of exciton-phonon interaction is observed,
termed as the weak coupling limit by Davydov [183], where HD << HM and the excitons
are delocalized. Based on the analysis of the 2D perovskites presented here, we suggest
that we are in the intermediate limit where both localized and delocalized effects manifest
albeit in distinct physical observables. For example, the large Huang-Rhyss factors of the
low energy phonon modes (at 8 meV for (PEA)2PbI4 films and 8.9 meV for (NBT)2PbI4
films) suggests their dominant role in the local lattice re-organization. At the same time,
there is a well defined reciprocal lattice where the delocalized excitons scatter of a particular
lattice phonon (17 meV 2 and 22 meV for (PEA)2PbI4 and (NBT)2PbI4 respectively). For a
more rigorous discussion there is a need for a robust assignment of the resonance Raman
2We had previously assigned this mode to a local lattice vibration [167]. In the light of the discussion
here, we now consider it to be a lattice phonon instead. Nevertheless the argument of dynamic disorder made
in the previous work still holds.
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modes to specific lattice symmetries, accompanied by ab initio calculations that can take
into account all excitonic correlation effects and their coupling to lattice motion, as well as
possible effects of spin-orbit coupling, both of which are out of the scope of this work.
Another important observation from this work is the presence of distinct transitions
around the primary exciton line separated by around 35± 5 meV. As noted earlier, this sep-
aration energy does not correspond to any vibrational energy, at least to our knowledge, and
thus cannot be considered as a simple vibronic progression. Rather, we consider them to be
arising from excitons with renormalized binding energies. We discuss a few mechanisms
that can lead to such a renormalization.
Polaronic effects have been considered extensively to explain the carrier transport and
recombination dynamics in 3D perovskites. The polaron coupling coefficient α, a measure















Considering a carrier effective mass m∗ = 0.2m0 [171] and the LO phonon energy to
be 17.4 meV, following the linewidth analysis of (PEA)2PbI4 films, we obtain a coupling
constant of α = 1.67 assuming εs = 15. Although there is no direct experimental measure-
ment of the static dielectric permittivity, the maximum value is set by that of 3D perovskites
(εs = 35) [86], with which we obtain α = 2.2. An estimate of the polaron binding energy
(Ep) can be evaluated within a perturbative approach as [186]
Ep = −~ωLO
[
α + 0.0158α2 + 0.00081α3
]
. (5.8)
Using the calculated values of α in Eq. 5.8 gives a polaron energy 29.6 – 39 meV (bound by
the two values of static permittivity above), very close to the observed inter-exciton spacing
∆ in Figure 5.1. Thus, one may hypothesize that the multiple transitions are a consequence
of polaronic effects in these systems [187, 188], as also suggested by Gauthron et al [104].
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The mechanism which stabilizes distinct transitions instead of a single renormalized ex-
citon, on the other hand, may lie in the lattice symmetry arguments driven by phonons
with the interaction energy given by the polaron energy (Ep). It is worth noting that the
system here is not strictly 2D, unlike transition-metal dichalcogenides, with a non-trivial
extension of the carrier wavefunctions in the z-direction, perpendicular to the lattice plane.
Any phonon driven distortions of the octahedra may lift hidden orbital degeneracies giving
rise to the multiple transitions [189]. More systematic investigation of this process requires
rigorous group theoretical analysis of the lattice in conjunction with the vibrational degrees
of freedom.
Alternatively, the degeneracy lifting can also be driven by the large spin-orbit coupling
(SOC) due to the presence of lead, which can result in the Rashba-Dresselhaus effect [190]
when coupled with the asymmetry intrinsic to the 2D HOIP lattice. Briefly, lack of sym-
metry creates a gradient in the crystal potential and thus a local electric field. An electron
in the lattice will be accelerated to relativistic velocities by such a field, inducing a mag-
netic field in its frame of reference. Thus, even in the absence of external magnetic field,
and merely by virtue of the the SOC field, spin degeneracies will be lifted, splitting the
carrier bands. In the case of stable-exciton states such an effect can lead to the mixing of
singlet and triplet states and the lifting of associated degeneracy, perceived via excitonic
signatures in optical absorption. In fact, Zhai et al. report a Rashba splitting of 40 meV
in (PEA)2PbI4 [107], consistent with the observed energy spacing. Such a mechanism, on
the other hand, must be very sensitive to the thickness of the metal-halide layer, which
determines the strength of the crystal potential. As we do not observe a substantial change
in the inter-exciton spacing as can be seen in the absorption spectrum of a multi-layered
2D-HOIP film shown in Figure 5.5(d), we deem this to be an unlikely mechanism for the
fine-structuring of the exciton. We do emphasize that this observation does not rule out
a Rashba effect as reported by Zhai et al., it merely argues against it accounting for the
exciton spectral structure reported here.
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5.6 Conclusions and outlook
By means of temperature-dependent linear absorption measurements and modeling with a
simple two-dimensional Wannier exciton formalism, supported by two-dimensional coher-
ent excitation spectroscopy, we have identified excitation spectral lineshapes that are con-
sistent with polaronic effects on the exciton. Spectral features are homogeneously broad-
ened, which is indicative of the dominant role of dynamic disorder (see also ref. [167].)
This is reflective of the highly polar nature of the lattice in this class of materials, as well as
its hybrid organic-inorganic nature, in which delocalized phonons as well as more localized
vibrations couple to the electronic degrees of freedom on the lead-halide single plane. Exci-
tons in these complex quantum-well-like structures are well described by a Wannier model,
appropriate for excitons in quantum-confined semiconductor materials, but also show sig-
natures of strong lattice deformation effects induced by the photoexcitation itself, which
are not generally manifested in common semiconductor nanostructures. We consider that
understanding the intricate details of exciton-lattice coupling dynamics in 2D metal-halide
perovskites will uncover a wealth of information on their electronic and optical properties.
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5.7 Appendix I: Modified Elliott formula
The complete expression for the absorption obtained by combining Eqs.5.1,5.3 and 5.4 and
used to obtain the fits presented in this work:






























































1− α8m∗~4 (ε− Eg)
]dε].
(5.9)
5.8 Appendix II: Origin of oscillatory dynamics in a 2D coherent excitation spec-
trum
Below, we elaborate the origin of the oscillations observed in figure 5.2 and most impor-
tantly, why they only appear in the excited state absorption features. Features α and β
each stem from the contribution of two pathways: one going through a population of the
higher energy excitons and one involving a coherence between states of the same excited
state manifold (shown in Fig.5.6(d)). While the former does not oscillate with popula-
tion time the non-rephasing part of the latter oscillates at the difference in energy between
the states involved in the coherence. Diagonal terms, by definition, do not involve such
coherences and therefore do not exhibit oscillations during the population time. Further-
more, off-diagonal features caused by pathways which do involve coherences during the
population time could be cancelled by pathways involving and slightly repulsive unbound
two-quantum states (Figure 5.6(b) and (c)). Lastly, excited-state absorption features shifted
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Figure 5.6: Double-sided Feynman diagrams responsible for population time oscilla-
tions in a 2D spectrum’s excited state feature. (a) A representative scheme consisting of
two excited states (|X1〉 and |X2〉) and a biexciton state (|X1X2〉B) arising from their bind-
ing along with the unbound state |X1X2〉. (b),(c) and (d) Double-sided Feynman diagrams
showing the excitation pathways which lead to the off-diagonal feature in a rephasing 2D
spectrum.
from off-diagonal features (such as γ) do not involve oscillations since they too go through
population of lower-energy excitons during the population time.
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CHAPTER 6
PHONON COHERENCES REVEAL THE POLARONIC CHARACTER OF
EXCITONS IN TWO-DIMENSIONAL LEAD-HALIDE PEROVSKITES
In the previous chapter, we hypothesized that the states involved in the excitonic fine struc-
ture were of different electronic character and that their lineshapes reflected different cou-
plings to the lattice phonons. This hypothesis can be directly tested using resonance Raman
spectroscopy in which spectral features arising from modes displaced by the resonant tran-
sition to the electronic excited state are enhanced by many orders of magnitude. As stated
in section 2.3.1, pumping vibronic replicas will not change the resonance Raman spectrum
and thus can be used to separate vibronic replicas from distinct electronic states. How-
ever, the energies of optical phonons in 2D-HOIPs are low and their photoluminescence
strong, making such measurements in the frequency domain nearly impossible. To circum-
vent this, one can instead use resonant impulsive coherent stimulated Raman spectroscopy
(RICSRS), the time-domain equivalent of resonance Raman spectroscopy. With this tech-
nique, the low energies of the lattice phonons are no longer an obstacle and allows one
to use temporally longer and thus spectrally sharper pump pulses. This in turn, grants the
desired spectral resolution to individually probe each resonances in the fine structure.
We carried on these experiments on two 2D-HOIPs and obtained distinct resonant Ra-
man spectra when pumping different lines of the excitonic fine structure or the absorption
continuum. This unambiguously proves that the fine structure does not arise from a vibronic
replica since it arises from a manifold of electronically distinct states thus confirming the
hypothesis put forward in the last chapter. Moreover, it also show that each of these states
harbors a distinct polaronic character as evidenced by the great differences in their RICSRS
spectra and its modulation with probe energy.
We also performed DFT calculations and surprisingly obtained an excellent agreement
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with our experimental results This allowed us to dissect thoroughly the exciton-phonon
coupling. Not only could we assign each observed mode to a specific correlated atomic
motion in the inorganic layer, we were also able to propose which component of each ex-
citons, the electron or the hole, are more responsible for these contrasting polaronic char-
acters. These calculations, however, were not excited state calculations. Their conclusions
can only be applied to the system’s ground state and should thus be taken lightly.
It is hard to overstate the importance of the results presented in this chapter. Not only
do they infirm an hypothesis about the nature of excitons in these systems widely held to be
true by many researchers, but also expose a whole range of phenomena previously unknown
to occur in these systems. At the very least, these effects should be an outcome predicted
by future models describing 2D-HOIPs. We further believe these results to be the first
direct evidence of the polaronic nature of excitons in 2D-HOIPs: each line of fine structure
corresponds to a distinct exciton-polaron. These effects are central in understanding the
properties of primary photoexcitations in these materials since, as we will show in the next
chapters, they are strongly felt in many fundamental processes such as carrier relaxation
and emission as well as excitonic many-body interactions and scattering.
This work was published in Nature Materials in 2019 [191] and can be found on the
arXiv under the same title. Dr. Valverde-Chávez (GaTech) and I are to be considered first
co-authors. Dr. Srimath Kandada (CNST@PoliMi, IIT and GaTech), Dr. Bargigia (GaT-
ech), Dr. Valverde-Chávez and I acquired the transient absorption data. I analyzed the data.
Dr. Cortecchia (CNST@PoliMi, IIT) synthesized the samples and Dr. Quarti (U. Mons)
performed the DFT calculations. The work was advised and supervised by Pr. Petrozza
(CNST@PoliMi, IIT), Pr. Silva (GaTech), Pr. Beljonne (U. Mons) and Dr. Srimath Kan-




Hybrid organic-inorganic semiconductors feature complex lattice dynamics due to the ionic
character of the crystal and the softness arising from non-covalent bonds between molec-
ular moieties and the inorganic network. Here we establish that such dynamic structural
complexity in a prototypical two-dimensional lead iodide perovskite gives rise to the co-
existence of diverse excitonic resonances, each with a distinct degree of polaronic char-
acter. By means of high-resolution resonant impulsive stimulated Raman spectroscopy,
we identify vibrational wavepacket dynamics that evolve along different configurational
coordinates for distinct excitons and photocarriers. Employing density functional theory
calculations, we assign the observed coherent vibrational modes to various low-frequency
(. 50 cm−1) optical phonons involving motion in the lead-iodide layers. We thus conclude
that different excitons induce specific lattice reorganizations, which are signatures of po-
laronic binding. This insight on the energetic/configurational landscape involving globally
neutral primary photoexcitations may be relevant to a broader class of emerging hybrid
semiconductor materials.
6.2 Introduction
Hybrid organic-inorganic metal-halide perovskite quantum-well-like derivatives are of in-
creasingly sharp focus due to the presence of strongly bound, stable excitons at room tem-
perature [78, 90, 164, 4, 192, 62]. These excitons are viewed broadly as analogous to those
in epitaxial semiconductor quantum wells, which generally feature much lower binding
energies. Nevertheless, the distinct ionic character, and the ‘softness’ of the lattice result-
ing from organic counter-ion coordination, give rise to strong electron-phonon coupling
and dynamic disorder effects, which influence the optical and electronic properties of this
class of materials [165, 193, 100], and their consequences on excitonic structure are not
thoroughly explored. There are therefore currently open questions on the peculiar nature
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of excitons in these structurally complex materials, which are argued to be in an inter-
mediate regime between extended Wannier excitons in quantum-confined semiconductors
and localized excitons in molecular semiconductors [194]. We establish here that excitons
in two-dimensional (2D) hybrid perovskites are dressed by the ionic lattice leading to the
coexistence of multiple excitons with distinct lattice couplings. This has consequences
in the formation of biexcitons [167], for example, which would have profound implica-
tions for the development of light-emitting devices [83, 195, 196, 197]. More generally,
our conclusions will shape the detailed description of fundamental excitonic processes —
energy transport, population dynamics, quantum dynamics (involving dynamics of many-
body couplings and of dephasing dynamics, for example) in 2D hybrid perovskites. Beyond
these materials, this knowledge represents an acute contribution to the comprehension of
ionic semiconductors with elaborate hybrid lattices [67, 198].
Unlike excitons in (non-ionic) semiconductor quantum wells, for which their reso-
nances are characterized by sharp, structureless spectral lineshapes, excitons in these mate-
rials display rich spectral structure that depends on the degree of lattice distortion imposed
by the organic cationic ligands [199, 91, 200, 201, 92, 93, 202, 104, 98, 203, 62]. To
account for this structure, we have invoked a general framework of a delocalized Wannier
exciton with binding energy ∼ 200 meV but with substantially large coupling to local lat-
tice vibrations, modelled by four distinct, non-degenerate excitonic transitions, spectrally
separated by multiples of 35 meV [62]. Previously, we hypothesized that polaronic effects
play a role in such a rich excitonic spectral structure [62] ubiquitously observed in 2D per-
ovskites. A direct optical probe of polaronic effects on the nature of excitons would be
resonance-Raman spectroscopy [204]. However, the high photoluminescence background
in these materials obscures the relatively weak Raman signal, making such a measurement
a practically arduous task. Here, we find direct and unambiguous evidence for this hypoth-
esis by implementing high-resolution resonant impulsive stimulated Raman spectroscopy
(RISRS) [114, 113]. We establish polaronic effects on discrete non-degenerate excitonic
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transitions, evident via distinct coupling to low-frequency phonons. We find that the cou-
pling of carriers to lattice degrees of freedom is stronger than that for excitons in general,
which we rationalize by the ionic nature of the crystal. Nevertheless, different excitons
with common ground state and with specific polaronic character coexist in this class of
materials.
6.3 Results
We focus on two prototypical single-layer perovskite systems, (PEA)2PbI4 (PEA = phenylethy-
lammonium) and (NBT)2PbI4 (NBT = n-butylammonium), which have slightly different
structural disortions imposed by the organic cation [8]. The exciton absorption spectrum
of (PEA)2PbI4 measured at 5 K, is shown in Figure 6.1(a) and the representative crystal
structure is depicted in Figure 6.1(b). The spectrum is characterized by a very well defined
lineshape composed of two dominant transitions at 2.37 and 2.41 eV, labeled A and B, re-
spectively in Figure 6.1(a), and two additional peaks with the same energy spacing above
and below these two main peaks, with much lower oscillator strength [62]. We have carried
out transient absorption measurements by pumping into the conduction band at 3.06 eV,
shown in Figure 6.1(c). These excitation conditions generate an initial hot charge-carrier
density. The spectra and dynamics follow the reported trends dominated by carrier ther-
malization[205, 206]. During the first picosecond, the differential transmission spectrum
is composed of a strong negative feature across the A band and a positive feature at the
B band. This lineshape is characteristic of a superposition of excitation-induced shift and
broadening of the excitonic transition by many-body interactions along with the bleach of
higher lying electronic states [169]. In a few picoseconds, the positive signal correspond-
ing to the ground-state bleach gains in intensity, indicating carrier thermalization into the A
exciton. The spectrum still contains the signatures of pump-induced spectral shifts induced
by the substantial photocarrier population over picosecond time windows. The low-energy






































































































Figure 6.1: Impulsive coherent vibrational dynamics of (PEA)2PbI4. (a) Absorption
spectrum measured at 5 K. (b) Schematic of the lattice structure of (PEA)2PbI4 (see Sup-
porting Information section S1 for X-Ray diffraction data). (c) Time-resolved differential
transmission spectrum measured at 5 K and with pump photon energy of 3.06 eV. (d) Os-
cillatory components of the time-resolved differential transmission spectrum, obtained by
subtracting the population dynamics (empirically approximated as twelfth-order polynomi-
als) from the transient spectrum in part (c). (e) Temperature-dependent cuts of the oscilla-
tory response obtained by binning transient maps such as that displayed in part (d) around
a probe energy of 2.35 eV.
exciton to mutli-particle states [167].
In addition to the population dynamics, we observe a periodic modulation of the differ-
ential transmission signal, particularly strong in the spectral region that corresponds to ab-
sorption of exciton A. The oscillatory components can be clearly seen after subtracting the
population dynamics at all detection energies as shown in Figure 6.1(d). We identify these
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as the signatures of coherent phonons generated via resonant impulsive stimulated Raman
scattering (RISRS) induced by the ultrashort pump pulse [114]. When the duration of the
pulse is much shorter than the period of Raman-active low-frequency vibrations, Raman in-
teractions generate an impulsive force on the lattice driving its coherent motion [114]. This
modulates the permittivity at the frequency of the lattice motion, which can be detected as
the oscillatory component of the differential transmission signal.
As shown in Figure 6.1(e), at higher temperatures the coherent oscillations not only
dephase faster due to phonon-phonon scattering [207], but they also exhibit reduced modu-
lation depth. The latter can be attributed to the presence of strong dynamic disorder, espe-
cially above 100 K as we have demonstrated previously [167]. We only focus on the coher-
ent phonon dynamics at 5 K in the rest of the manuscript because the conclusions that we
draw by analyzing the vibrational coherences under resonant excitation at low temperature
are relevant over the entire range up to room temperature, as we have established that the
same excitonic spectral structure persists over this range [167, 62]. The full temperature-
dependent dataset is presented in Figs. S2 and S3 of SI.
By Fourier-transforming the measured oscillatory response in Figure 6.1 along the
pump-probe time axis, we obtain a RISRS spectrum. We identify six vibrational modes
that we label M1–M6, with peak energies reported in Table 6.3. The peaks display well-
defined Lorentzian lineshapes with full-width-at-half-maximum ≤ 0.33 meV, as shown by
the fit in Figure 6.2(a).
To properly discern the nature of coupling and to assign the observed energies to spe-
cific lattice vibrations, we calculated the vibrational normal modes of (PEA)2PbI4 by us-
ing density functional theory (DFT) within the harmonic approximation. This (almost)
parameter-free computational approach represents the current state-of-the art in the simula-
tion of the vibrational spectroscopic response of solid-state materials including hybrid per-
ovskites [208, 209, 210, 207]. The calculations do not yield negative vibrational frequen-
cies at the Γ point, further indicating that the crystalline structure used to model PEA2PbI4
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Figure 6.2: Integrated resonant impulsive stimulated Raman spectrum of (PEA)2PbI4
and (NBT)2PbI4 at 5 K and associated phonon modes. (a) and (c) Fourier-transform
spectrum of the oscillatory components such as those displayed in Figure 6.1(d), and inte-
grated over all the detection energies probed in Figure 6.1 for (PEA)2PbI4 and (NBT)2PbI4
respectively. The pump energy is tuned to 3.06 eV and 3.1 eV respectively. The continuous
line with blue shade is a fit to a function composed of six and five Lorentzian components
respectively. (b) and (d) Diagrammatic representations of the vibrational modes obtained
via DFT calculations. The black spheres at the center of the octahedra represent the Pb
ions, while the red spheres represent the iodine. The green structures represent the organic
cations - PEA in (b) and NBT in (d). The cyan arrows represent the motion of the each of
the ions within the lattice.
is a real minimum of the potential energy surface (the full list of computed vibrational
frequencies is reported in Section S5 in SI).
The electron-phonon coupling is estimated by displacing the crystalline structure along
the normal mode (Qi) and evaluating the corresponding variation of the single-particle
electronic band gap (Eg). For each normal mode Qi in the energy region of interest, we







M1 2.57 ± 0.01 3.18 0.609 Octahedral twist along a axis on the in-
organic sheet
M1′ — 3.93 0.94 Octahedral twist along a axis on the in-
organic sheet1
M2 4.38 ± 0.01 4.51 5.21 Octahedral twist and Pb-I-Pb bending
M3 4.89 ± 0.02 4.51 3.49 Pb Displacement and Pb-I-Pb bending
M4 5.22 ± 0.06 — — —2
M5 5.41 ± 0.02 5.34 4.54 Pb-I-Pb bending and Pb-I stretching
M6 5.75 ± 0.01 5.86 4.78 Scissoring of Pb-I-Pb angle
(NBT)2PbI4
N1 3.10 ± 0.01 2.93 0.76 Octahedral twist along a axis on the in-
organic sheet
N2 5.42 ± 0.02 5.38 4.42 Octahedral twist along a axis on the in-
organic sheet
N3 6.06 ± 0.01 5.97 16.29 Octahedral twist along axis orthogonal
to the inorganic sheet
N4 6.52 ± 0.15 6.60 8.69 Scissoring of Pb-I-Pb angle
N5 7.31 ± 0.19 7.37 0.12 Scissoring of Pb-I-Pb angle
Table 6.1: Assignment of the resonant impulsive stimulated Raman spectrum of
(PEA)2PbI4 and (NBT)2PbI4. Experimental vibrational energies from the spectrum in
Figure 6.2, and normal-mode energies obtained from density functional theory calcula-
tions, along with the mode assignment.








where αi is the curvature of the ground state potential energy surface along the Qi normal
mode of vibration. Among all normal modes below 8 meV, our calculations identify a few
with frequency similar to those showed in Figure 6.2(a) and associated with sizable relax-
ation energy (few meV), i.e. coupled to bandgap excitations. In Table 6.3, we compare the
experimental vibrational frequencies with those obtained from DFT, together with the cor-
responding relaxation energies and a description of the characteristic atomic displacements.
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The agreement between calculation and measurement is remarkable, especially considering
the inherent difficulty in computing normal-mode vibrations at such low frequency, where
anharmonic effects can play a significant role [213]. The lattice motion corresponding to
each of these modes is pictographically represented in Figure 6.2(b), and is also available
in animated files as Supplementary Information. We have further verified the present re-
sults against calculations including spin-orbit coupling and found close agreement with the
results in Table 6.3 (see Table S2 in SI).
As previously demonstrated in other lead-halide hybrid materials, the identified modes
in this energy range correspond to the motion of the lead-iodide network [214, 210, 215].
All the modes have contributions from rotation of the octahedra along the two pseudocubic
axes lying within the inorganic sheet. With increasing energy, we also find additional con-
tributions from the I-Pb-I bendings and I-Pb stretching or octahedral rotations orthogonal to
the inorganic sheets (represented as the scissoring mode), indicative of the larger stiffness
of these co-ordinates. The nature and energy of some of these modes are strikingly similar
to those reported for three-dimensional perovskites based on experimental [214, 165, 215]
as well as theoretical [210] investigations.
To further generalize the experimental findings and provide further validation for the
theoretical methodology, we also investigated polycrystalline films of (NBT)2PbI4. Fig-
ure 6.2(c) shows the integrated RISRS spectrum when the sample is photo-excited at 3.06 eV.
We observe five modes with full-widths-at-half-maximum ≤ 0.29 meV, distinct from the
case of (PEA)2PbI4, but again in very close agreement with the DFT predictions, see Ta-
ble 6.3. All the modes appear to be shifted to higher energies, possibly due to the stiffening
of the lattice induced by the octahedral distortions ubiquitous in the low-temperature phase
of (NBT)2PbI4 [8]. Similar to the case of (PEA)2PbI4 we can assign the observed modes to
the octahedral twist along or perpendicular to the inorganic sheet as well as the scissoring
of the Pb-I-Pb angle, see Figure 6.2(d) for diagrammatic representation of the vibrations.
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Figure 6.3: Pump wavelength dependence of the resonant impulsive stimulated Ra-
man spectra of (PEA)2PbI4 at 5 K. (a) Excitation profiles of modes M1 and M2 as de-
fined in Figure 6.2 (represented as symbols indicated in the inset), plotted with the linear
absorption spectrum. Error bars represent statistical error arising from noise in the beat-
ing spectra. (b,d,f,h) Beating spectra as a function of detection (probe) energies. Probe-
energy-integrated vibrational spectra are also shown in (c,e,g,i). The pump energies are
(b/c) 3.06 eV, (d/e) 2.67 eV, (f/g) 2.41 eV and (h/i) 2.36 eV. The dashed and dotted lines
over the beating maps indicate the peak energies of excitons A and B respectively, as de-
fined in Figure 6.1(a).
We now return to the vibrational coherences observed in (PEA)2PbI4 to demonstrate
contrasting coupling of the lattice to the two most intense excitonic transitions A and B,
and also to photocarriers. Figure 6.3(a) shows the excitation profiles of modes M1 and
M2 plotted along with the linear absorption spectrum. Due to the resonant excitation, the
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RISRS driving the coherent lattice motion is enhanced for those ground-state vibrational
coherences that are strongly coupled to the electronic transitions[114, 216]. This is clearly
observed as a monotonic increase of the intensity of both the modes in the excitation spectra
when the excitation energy is tuned to higher energies into the carrier continuum, at pump
energies ≥ 2.56 eV. The photon-flux at each excitation energy is kept constant to directly
correlate the mode intensity to the absorption cross-section. The full beating maps and
integrated spectra corresponding to these excitation conditions are presented in Figs. S4
and S5 of SI.
In Figs. 6.3 (b,d,f,h), we show the two-dimensional beating maps, which represent the
probe-energy-resolved Raman spectra, obtained by Fourier transforming the dynamics at
all the detection energies for each of the excitation energies marked by shaded regions in
Figure 6.3(a). We display two spectra resulting from pumping into the continuum at 3.06
and 2.67 eV (Figs. 6.3(b) and 6.3(d) respectively), one spectrum resulting from pumping
exciton B (Figure 6.3(f)), and one exciting exciton A (Figure 6.3(h)). Figs. 6.3 (c,e,g,i)
show the integrated spectra across all the detection energies. The raw pump-probe data and
cuts corresponding to these pumping conditions are presented in Figs. S10 to S12 of SI.
In the cases of the free-carrier excitations, we observe identical vibrational coherences
with the dominant signal at modes M1 and M2. While the resonant excitation of exciton A
reveals predominant coupling to mode M2, excitation of exciton B displays strikingly dif-
ferent vibrational spectral structure. As evident in Figure 6.3(g), we observe more intense
signals at mode M6 and M4 along with diminished intensity of mode M2. These obser-
vations suggest rather distinct lattice couplings exhibited by each of the exciton states.
Another important observation from the beating maps is the non-uniformity of the ampli-
tude across the detection energy axis for different excitation energies. For instance, the
free-carrier excitation beating maps reveal dominant signal only at the detection energies
around the exciton A absorption resonance. The amplitude spectrum has a characteris-
tic dual-peaked lineshape with a dip at the peak energy of exciton A [217], indicated by
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dashed lines in the beating maps. Importantly there is no notable signal at the energy of
exciton B, which is indicated by dotted lines. The only exception to this is the case shown
in Figure 6.3(f), where most of the signal is present around the energy of exciton B. This
data corresponds to resonant excitation of exciton B, and establishes that the vibrational
coherences associated with this transitions differ to those due to exciton A, as well as those
generated by photocarriers. We employ this intriguing observation as the key evidence in
this work to differentiate the polaronic character of each of the excitons and that of free-
carrier excitations.
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Figure 6.4: Consequences of the wavepacket dynamics in (PEA)2PbI4 at 5 K. Amplitude
spectra of M2 and M6 modes when the pump energy is (a) resonant with exciton A at
2.36 eV and (b) with exciton B at 2.41 eV. (c) Configuration-space representation of the
harmonic potentials of ground state (GS), exciton A and exciton B. Amplitude spectra
of M1 and M2 modes when the pump energy is (d) resonant with exciton A at 2.36 eV
and (e) with the carrier continuum at 2.41 eV. (f) Configuration space representation of
the harmonic potentials of ground state (GS), exciton A (XA, displaced predominantly
along M2 coordinates) and the free carriers (CB, with strong and approximately equal
displacement along M1 and M2 coordinates).
We now discuss the nature of the observed lineshapes by comparing the amplitude
spectra obtained by taking horizontal cuts of the probe-energy-resolved beating maps from
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different cases in Figure 6.4. We first consider exciton A in Figure 6.4(a) and exciton
B in Figure 6.4(b). Given that M2 and M6 are the dominant vibrational modes in these
two cases, we plot the amplitude spectra taken at those energies. The lineshapes in Fig-
ure 6.4(a) are indicative of vibrational wavepacket dynamics often observed in molecu-
lar systems [216, 217], where the energy of exciton A is modulated by the motion of a
vibrational wavepacket along the a real-space vibrational coordinate associated with the
coherently excited phonon. The dual-peaked lineshape and the π phase shift at the peak
energy (not shown here but displayed in section S4 of the Supplemental Information) is
clearly indicative of such dynamics, where the detection energies around the exciton peak
display the most prominent oscillations. The observed lineshape can be reproduced using
a simple harmonic oscillator model involving two electronic states, which are defined by
their respective potential energy surfaces (PES). The PES minimum of the excited state is
displaced along one of the vibrational normal coordinates due to electron-phonon coupling.
Impulsive optical excitation generates a vibrational wavepacket, which oscillates along the
PESs. The effect of these vibrational degrees of freedom on the permittivity can be com-
puted as described in ref. [112]. A detailed description of this model and the results of
such simulations are given in the Supplemental Information (Section S3). The observed
dynamics are a consequence of the displacement of the PES of the excited state perceived
via spectator lattice modes and thus are indicative of polaronic effects [184, 103]. We can
compare the relative displacement (∆) of the PES in the excited state across each of the
normal mode coordinates. The Raman cross section is proportional to ∆2ω2, with ~ω be-
ing the phonon energy, and thus the analysis of relative intensities of each of the modes at
different pump energies provides a representation of the complex excited-state landscape
in (PEA)2PbI4, as depicted schematically in Figure 6.4(c). By pumping exciton A, we
can infer that its PES is displaced strongly along the normal coordinate defined by the
phonon at M2, with a relatively more limited displacement along all the other co-ordinates,
as represented by the blue PES shown in Figure 6.4(c). The absence of any modulation
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at the energy of exciton B in this case suggests the relative immunity of exciton B to the
wavepacket dynamics only along the co-ordinate defined by the normal mode M2. This is
duly supported by the amplitude spectra shown in Figure 6.4(b), where the M6 mode also
modulates the exciton B transition strongly. We may infer that the PES of exciton B is
displaced along both M2 and M6 axes as represented by the green PES in Figure 6.4(c).
We highlight that the PES associated with exciton A is also displaced, albeit slightly,
along the coordinate axis associated with M1, as evident from the amplitude spectra shown
in Figure 6.4(d) and represented schematically in Figure 6.4(f). The PES of photocarriers
(Figure 6.4(f)), on the other hand, shows much more significant displacement along both
M1 as well as M2, which can also be observed in the relatively higher intensity for these
modes when the pump is tuned to the carrier continuum (see Figure 6.3). This suggests that
the photocarrier induces substantially larger lattice reorganization than the two excitons.
This can be rationalized by considering the ionic nature of the perovskite lattice, which is
subjected to stronger Coulomb potential in the presence of charged photoexcitations [58],
in contrast to a globally neutral excitonic quasi-particle.
An important question is whether the modes reported in in Table 6.3 are primarily
sourced by the lattice reorganization around the hole or the electron. According to Eq. 6.1,
the relaxation energy is calculated from the change in the single-particle bandgap (Eg)
when the atomic positions are displaced along the coordinates of the various normal modes
Qi. Using the same protocol, we can track the variations in the bandgap that are due to
a shift in the valence or in the conduction band edge to assess hole and electron polaron
relaxation energies, respectively. The obtained dimensionless electron-phonon couplings
for holes and electrons in (PEA)2PbI4 and (NBT)2PbI4, listed on Table S1 in SI, clearly
demonstrate that for (PEA)2PbI4, M1
′, M2, M5 and M6, contribute to the formation of
hole-polarons, while M1 and M3 contribute to the formation of electron-polarons. On the
other hand, for (NBT)2PbI4, all vibrational modes are more strongly coupled to holes than
electrons. The fact that changes in the electronic structure induced by reorganization of
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the lattice are more pronounced for the valence band edge is not surprising. The valence
band is indeed primarily composed by antibonding combination of 5p atomic orbitals from
iodine and 6s orbitals from lead. Thus, any change in the relative distance and orientation of
the lead and iodine ions, as induced by displacement along the inorganic lattice vibrational
modes, is expected to significantly affect the wavefunction overlap and Pb-I hybridization,
hence energy, of the valence band. By comparison, the conduction-band edge is instead
mostly composed by 6p orbitals of lead. It does, therefore, not come as a surprise that
mode M3 in (PEA)2PbI4 couples more strongly to the conduction band, as this mode is
associated with the displacement of Pb ions within the PbI6 octahedron, and that a change
along this coordinate should strongly affect the atomic overlap among the 6p orbitals of
lead.
6.4 Conclusion
Our analysis highlights the complex landscape encountered by a charge carriers before they
relax to the excitonic states, scanning across different lattice configurations. We have al-
ready demonstrated that the exciton-phonon coupling can be tuned by the nature of the
organic cation and the thickness of the quantum-well [62, 218]. In the context of growing
number of custom-designed organic molecules that are being developed to template the
2D hybrid perovskite for optoelectronics, our observation garners fundamental importance
to establish the optimum relaxation pathway following charge-carrier injection. We con-
sider that the type of quantitative development of the relevant PESs is a challenging but
fundamentally important task for large-scale molecular dynamics simulations that capture
accurately the nonadiabatic quantum dynamics implied by this work [219, 103].
Lastly, we have unambiguously demonstrated the presence of multiple distinct exci-
tonic transitions separated by 35 meV [62]. Our observation of vastly different spectral
structures in the resonant vibrational excitation spectra effectively rules out their previous
assignments to vibronic progressions [98]. It also establishes substantial and importantly
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distinct polaronic character of each of the excitons. We consider that this observation
strongly suggests the role of polaronic binding as at least part of the origin of the spec-
tral fine structure, which we have considered in ref. [62]. This was initially motivated by a
simple estimate of the polaron binding energy that was consistent with the energy splitting
of 35[107], exchange interactions [92, 202, 220], many-body correlations [167] and based
on our current observation, non-negligible yet complex polaronic effects [71].
It has been suggested in the case of bulk lead-halide perovskites that polaronic effects
shield the photo-generated carriers from lossy scattering pathways involving defects, LO
phonons or Auger-like processes [221, 100]. We identified a diminished polaronic char-
acter of excitons that can potentially enhance the multi-particle scattering processes. In-
triguingly, in our earlier work on the multi-dimensional spectroscopy of (PEA)2PbI4, we
observed signatures of bound biexcitons with different binding energies for AA and BB,
with additional evidence that A-excitons also experience repulsive interactions [167]. The
consequences of the nature of excitonic structure on these many-body physics are clearly
critical in the context of, for example, biexciton lasing [83, 197].
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For the preparation of (PEA)2PbI4 thin films (PEA = phenylethylammonium), the precursor
solution (0.25 M) of (PEA)2PbI4 was prepared by mixing (PEA)I (Dyesol) with PbI2 in 1:1
ratio in N,N-dimethylformamide(DMF). For example, 62.3 mg of (PEA)I and 57.6 mg of
PbI2 were dissolved in 500µL of DMF (anhydrous, Sigma Aldrich). The thin films were
prepared by spin coating the precursor solutions on fused-silica substrates at 4000 rpm,
30 s, followed by annealing at 100oC for 30 min. The extensive structural characterization
of these films are reported in our earlier works [167, 62].
6.6.2 Ultrafast differential transmission measurements
Differential Transmission spectroscopy measurements were performed using an ultrafast
laser system (Pharos Model PH1-20-0200-02-10, Light Conversion) emitting 1030-nm
pulses at 100 KHz, with an output power of 20 W and pulse duration of ∼ 220 fs. Exper-
iments were carried out in an integrated transient absorption/time-resolved photolumines-
cence commercial setup (Light Conversion Hera). Pump wavelengths in the spectral range
360–2600 nm (see Fig. S13 of SI for typical pump excitation spectra) were generated by
feeding 10 W from the laser output to a commercial optical parametric amplifier (Orpheus,
Light Conversion, Lithuania), while 2 W are focused onto a sapphire crystal to obtain a
single-filament white-light continuum covering the spectral range∼ 490−1050 nm for the
probe beam. When higher energy probe light was required, a blue white-light continuum
was similarly obtained by using the second harmonic of the laser output instead. The probe
beam transmitted through the sample is detected by an imaging spectrograph (Shamrock
193i, Andor Technology Ltd., UK) in combination with a multichannel detector (256 pix-
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els, 200–1100-nm wavelength sensitivity range). Energy densities used vary in the range
25–1100 nJ/cm2, most of the measurements were carried out at 215 nJ/cm2; with a typical
spot diameter of 1.9 mm estimated at the 1/e2 plane). Beating maps and integrated spectra
corresponding to these fluences are presented in Figs. S6 and S7 of SI. All measurements
were carried in a vibration-free closed-cycle cryostation (Montana Instruments). We dis-
close that we observed a slow degradation of the sample over long exposure to the laser
light. Such a process, also widely reported for three-dimensional perovskites, appears to be
reversible and can be slightly negated by photo-exposing the sample for an hour prior to the
experiment. While the extent of degradation is not substantial enough to make the observed
trends unreliable, the shape of the excitation spectrum should nevertheless be considered
only as qualitative. Nevertheless, we consider that the comparison of excitation spectrum
for different modes is rigorous.
6.6.3 Density functional theory calculations
The present calculations are based on the harmonic approximation, which solely relies on
the availability of realistic crystallographic models that, in the present case, are provided by
established X-ray diffraction measurements [222, 8, 167]. The crystalline model is relaxed
using the van der Waals corrected DFT-D2 method. The Hessian matrix of the forces is
then calculated on the fully relaxed structure and diagonalized to obtain the vibrational fre-
quencies. The calculations have been performed by adopting periodic boundary conditions
and localized atomic basis set as implemented in the CRYSTAL17 program [223]. The
computational set-up consists of double split quality basis sets which include polarization,
along with the PBE functional for the description of the exchange-correlation [224]. An
automatic 4x4x1 sampling of the first Brillouin zone was selected [225], where the less
dense sampling is related to the direction associated to the inorganic-sheet stacking, in the
reciprocal lattice. The Grimme-D2 approach was included, to improve the description of
the atomic forces between the organic cations. The SCF accuracy has been increased to
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1010 Hartree, to obtain accurate interatomic forces. This computational set-up has been
already tested for the parental CH3NH3PbI3 perovskite in reference [207] and resulted in
DFT vibrational spectra in excellent agreement with the experimental data available.
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CHAPTER 7
POLARON-DRESSING PHONONS DRIVE EXCITON DYNAMICS IN
TWO-DIMENSIONAL METAL-HALIDE PEROVSKITES
The previous chapter concluded beyond any reasonable doubt that the excitons responsi-
ble for the optical fine structure in 2D-HOIPs are electronically distinct and each bear a
specific polaronic character. This is a crucial piece of information with which to build a
model describing these materials, but what about its impact on phenomena directly relevant
to optoelectronical devices? Should the engineer be concerned at all by this discovery? In
this chapter, we provide our own answer to this question by studying the relaxation dy-
namics of photoexcited species using time-resolved photoluminescence as well as transient
absorption. We show that the relaxation dynamics depend strongly on the polaronic char-
acter of the initially excited specie. Indeed, the relaxation is simultaneously electronic and
vibrational due to the entanglement between these two degrees of freedom caused by po-
laronic effects. This is not to be confused with the slow vibrational relaxation proposed
in reference [98]. There, the slow relaxation is said to occur within the ladder of a single
displaced vibrational mode. Here, based on the results from the previous chapter, we rather
show the slow relaxation to arise from the relaxation between different vibrational modes
out of which Kasha emission is observed.
This investigation of the relaxation between distinct exciton-polaron states can also help
elucidate a subtle ambiguity in our previous measurements with crucial consequences on
excited state relaxation dynamics. Using RICSRS, all phonon modes displaced by light
absorption are excited and subsequently detected. Some displacements are common to
all excited states and do not contribute to the observed polaronic diversity while others
do. The former, called spectator modes, have little impact on the relaxation dynamics
since the lattice doesn’t need to adjust along these normal coordinates to accommodate the
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relaxation between excited states. The other modes, however, must adjust for the relaxation
to occur and are thus called driving modes. Using a theoretical model developed by our
colleagues and the measured relative displacement given by RICSRS, we identify which of
these modes are spectator modes. We cannot directly infer from this analysis that the other
modes are the dominant driving modes for we have at our disposition only the displacement
for modes with an energy below about 8 meV. However, by fitting the observed temperature
dependence of the relaxation rates to an Arrhenius law, we present evidence that these low
energy non spectator modes could indeed dominate the interexcitonic relaxation process.
Thus, these vibrational modes not only dress the excitons as exciton-polarons but are also
important to the excited state relaxation. This shows that the matter of exciton-polaronic
effects is much more than a question of mere semantics: they dominate the hot-carrier
relaxation in 2D-HOIPs. Understanding these is therefore crucial to the design of devices
based on these materials.
This work was submitted to Chemistry of Materials in 2019 and can be found on the
arXiv under the same title. Dr. Srimath Kandada (CNST@PoliMi, IIT and GaTech) and
I are to be considered co-first authors. Dr. Srimath Kandada, Dr. Bargigia (GaTech),
Dr. Valverde-Chávez (GaTech) and I acquired the transient absorption (TA) data. Dr.
Srimath Kandada also acquired the time-resolved photoluminescence (TRPL). I analyzed
the TRPL and TA data. Dr. Cortecchia (CNST@PoliMi, IIT) synthesized the samples and
Dr. Yang (Google) performed the mode-projection calculations. The work was advised
and supervised by Pr. Petrozza (CNST@PoliMi, IIT), Pr. Silva (GaTech) and Pr. Bittner
(U. Houston). All authors contributed to the redaction of the manuscript and its intellectual
development.
7.1 Abstract
We report on the exciton formation and relaxation dynamics following photocarrier injec-
tion in a single-layer two-dimensional lead-iodide perovskite. We probe the time evolution
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of four distinct exciton resonances by means of time-resolved photoluminescence and tran-
sient absorption spectroscopies, and find that at 5 K a subset of excitons form on a . 1-ps
timescale, and that these relax subsequently to lower-energy excitons on ∼ 5–10 ps with a
marked temperature dependence over < 100 K. We implement a mode projection analysis
that determines the relative contribution of all observed phonons with frequency≤50 cm−1
to inter-exciton nonadiabatic coupling, which in turn determines the rate of exciton re-
laxation. This analysis ranks the relative contribution of the phonons that participate in
polaronic lattice distortions to the exciton inter-conversion dynamics and thus establishes
their role in the nonadiabatic mixing of exciton states, and this in the exciton relaxation
rate.
7.2 Introduction
Hybrid organic-inorganic metal-halide two-dimensional perovskites (2D-HOIPs) have at-
tracted considerable interest over the past two decades due to their promising optoelectronic
characteristics [226, 227] and due to their structural and dynamic complexity as strongly
quantum-confined materials [228, 229]. These are direct-bandgap semiconductors that are
composed of two-dimensional (2D) planes of ionic metal-halide lattice layer separated by
long organic cations. Thus, carriers are confined to the few-atom-thick inorganic lattice
planes. Due to strong quantum [192] and dielectric [79] confinement effects, tightly bound
excitons and biexcitons [81, 167, 62, 90] are primary photoexcitations. The ionic charac-
ter and the softness of the lattice both lead to strong electron-phonon interactions while
the localized uncorrelated motion of the organic cations leads to strong dynamic disor-
der [167]. Unlike other 2D semiconductors such as III-V quantum wells and transition-
metal dichalcogenide monolayers, very clear spectral structure is present in the exciton
absorption in this class of materials, which reflects the presence of at least four distinct ex-
citon resonances that are evenly separated in energy [91]. We have recently demonstrated
through resonant impulsive stimulated Raman spectroscopy that these multiple excitons
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and photo-carirers are dressed by lattice phonons via polaronic interactions [191]. We also
observed that the lattice configurations of the excited states (free carriers and multiple exci-
tons) are displaced along specific and distinct lattice coordinates, predominantly involving
motion within the two-dimensional lead iodide layer. This suggests a complex scenario
for carrier relaxation and exciton formation where excitation dynamics may be driven by
specific lattice phonons that also participate in the lattice polaronic reconfiguration. Here,
we address the role of the phonon modes that dress the exciton-polarons in the exciton re-
laxation dynamics and differentiate between active driving modes from passive spectator
modes.
We employ temperature-dependent transient absorption and time-resolved photolumi-
nescence spectroscopies on (PEA)2PbI4 (PEA = phenylethylammonium), a prototypical
2D-HOIP. We use a mode projection scheme [230, 231, 232, 233], in which experimen-
tally measured phonon frequencies and Huang-Rhys parameters [191] are used to construct
the smallest possible subspace of modes that optimizes the electron-phonon coupling that
drives exciton dynamics. We find that a subset of three modes is sufficient to reproduce the
experimentally measured electron-phonon coupling parameters, and we link these to the
formation dynamics of the lowest-energy exciton on picosecond timescales. We, therefore,
conclude that these specific modes drive the exciton formation dynamics, with the rest of
the polaronic dressing modes playing a spectator role. With this analysis, we highlight the
correlation between the phonon dynamics that define exciton polarons and photo-excitation
relaxation dynamics following hot carrier injection, which is of fundamental importance in
light-emitting diodes and related optoelectronic technologies.
7.3 Results and Analysis
7.3.1 Linear Spectroscopy
The absorption and time-integrated photoluminescence (PL) spectra of a polycrystalline
film of single-layer (PEA)2PbI4 at a temperature of 5 K are presented in Figure 7.1. We
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Figure 7.1: Low temperature absorption and photoluminescence spectra of single-
layer (PEA)2PbI4. Normalized absorption (red) and time-integrated photoluminescence
(PL) intensity (blue) of a polycrystalline film of single-layer (PEA)2PbI4 at a temperature
of 5 K. Features in the PL spectrum are labelled by blue Greek characters while those in
the absorption spectrum are labelled by red Latin characters. Their spectral positions are
denoted by dotted lines of the appropriate color. We note that the PL spectrum is not
corrected for the experimental spectral response.
have reported the complete structural and optical characterization of this material else-
where [167, 62]. Four distinct transitions (labelled A*, A, B and B*) are observed in
the absorption spectrum, with the most intense resonance (A) peaked at 2.36 eV, which is
253 meV below a sharp continuum band edge (labelled CB) [62]. Four features (labelled
α*, α, β and β*) are also observed in the PL spectrum, and are red-shifted by approximately
35 meV from their associated peaks in the absorption spectrum. The relative intensity of
these peaks differs from those observed in the absorption spectrum, indicating inter-species
relaxation before the population of the final emissive states. To probe these exciton dynam-
ics, we performed transient absorption (TA) and time-resolved photoluminescence (TRPL)
spectroscopies.
7.3.2 Exciton formation and decay dynamics
We first focus on dynamics observed in TRPL at a temperature of 5 K upon injection of
hot carriers by tuning the pump energy to 3.06 eV, displayed in Figure 7.2(a). The four















































































Figure 7.2: Time-resolved photoluminescence and transient absorption spectroscopy
of single-layer (PEA)2PbI4 at low temperature. (a) Time-resolved photoluminescence
intensity of the sample at 5 K under low excitation fluence. The features identified in Fig.
7.1 are indicated by dotted lines and labelled accordingly. Time-resolved differential trans-
mission (∆T/T ) spectra measured at 5 K at a constant pump photon flux of (4.32 × 1011
photons/cm2) when pumping (a) hot carriers into the CB, (c) exciton B, or (d) exciton A.
trasting temporal evolution. Within the picosecond time resolution of our instrument, we
observe prompt formation of features β and β*, and they decay on a longer picosecond
timescale, concomitant with a rise of feature α, followed by feature α*. We note that this
TRPL behavior is consistent with that reported previously [98].
We observe related dynamics in corresponding TA measurements upon pumping at
3.06 eV and probing the exciton bleach spectral region. The differential transmission
(∆T/T ) spectrum under these conditions is shown in Figure 7.2(b). In general, the tran-
sient bleach lineshape in HOIPs is dominated by carrier thermalization [234, 235], exciton-
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screening mechanisms [236], and photoinduced changes of the permittivity function [237],
so we refrain from mapping the bleach lineshape onto the linear spectrum. We note, how-
ever, that a positive feature with instrument-limited rise time at a probe photon energy of
2.45 eV decays on sub-picosecond timescales, concomitant with the evolution of an ini-
tially negative feature at a probe energy of 2.36 eV into a longer-lived positive component.
We also highlight a negative differential transmission feature at a probe energy of 2.32 eV,
which rises within hundreds of femtoseconds and monotonously decays over tens of pi-
coseconds. We note the similarity in the timescale of the transient behavior of the feature
at 2.36 eV in the TA spectrum with the rise time of the α peak in Fig 7.2(a). We also as-
sociate the decay of the 2.32-eV negative signal in Figure 7.2(b) with that of the β peak in
Figure 7.2(a).
We examine further the TA spectral features by resonantly exciting the two main ex-
citonic transitions, namely pumping exciton B or A. These TA spectra are presented in
Figure 7.2(c) and (d), respectively. Upon pumping exciton B, we observe similar temporal
evolution at 2.36 eV, namely an initially negative signal that evolves into a positive signal
with a time constant of several picoseconds. On the other hand, when we pump exciton A
resonantly, we only observe the corresponding rise of a positive signal at that probe energy.
This supports the conjecture that the dynamics at this probe energy represent the B → A
exciton conversion, and can be associated with the dynamics of the β peak in TRPL. We
also note that the relaxation dynamics probing at 2.32 eV are weakly dependent on whether
we excite into the conduction band or either exciton.
The picture that emerges from Figure 7.2 is that upon injection of hot photocarriers at
a temperature of 5 K, these recombine to populate excitons B and B* within ∼ 1 ps. These
excitons feed excitons A and A* over several picoseconds, and the resulting population de-
cays on tens of picoseconds. We next consider the decay dynamics of the transient feature
at 2.32 eV given its omnipresence at all three pump energies. Given non-exponential decay
behavior, we plot the inverse half-life as a function of pump energy. The decay-rate depen-
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Figure 7.3: Pump energy and temperature dependence of transient absorption and
photoluminescence dynamics of single-layer (PEA)2PbI4. (a) Inverted half-life of the
2.32-eV TA trace (filled diamonds) compared with the absorption spectrum (dotted line).
The uncertainties represent the time resolution of our measurements (200 fs). (b) Depen-
dence of the lifetime of the 2.32-eV TA feature on sample temperature at a pump energy of
3.06 eV. Plotted alongside is the rise time of the α TRPL feature when pumped at the same
energy. The dotted line represent the best fit of the rate model described in the text.
dence on pump energy at 5 K is presented in Figure 7.3(a), along with the low-temperature
absorption spectrum for comparison. The decay rates increase monotonously with increas-
ing excess energy above the continuum band edge. This pump-energy dependence is con-
sistent with carrier cooling dynamics driven by phonon scattering. We highlight that even
at this low temperature, the relaxation time ranges from ∼ 1.5 ps at the highest probed
energy to ∼ 20 ps near the bandedge. Such rapid relaxation dynamics are unsurprising in
a semiconductor in which electron-phonon coupling is strong. Strikingly, when pumping
resonantly exciton B, the decay rate is about an order of magnitude lower than that upon
resonant pumping of exciton A. This marked pump excitation spectrum reveals that the
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exciton decay rate depends strongly on the nature of the vertical excitation: pumping into
the conduction band reflects a pump energy dependence that is consistent with hot car-
rier relaxation [238, 239], while excitons that are pumped resonantly display clear spectral
structure on the decay rate. Given the resonant exciton-phonon coupling excitation spec-
trum reported in Ref. [191], this implies that excitons are locked depending on the polaronic
nature of the vertical excitation.
The temperature dependence of the 1/e decay time of the same 2.32-eV TA feature
upon 3.06-eV excitation is plotted in Figure 7.3(b). This decay lifetime exhibits a non-
trivial behavior, first decreasing with increasing temperature before reaching a minimum
around 100 K and then slowly rising again up to room temperature. In order to gain deeper
insights into the dynamics at play following hot carrier photoexcitation, we also plot the
temperature dependence of the rise time of feature α in TRPL in Figure 7.2(a), defined as
the time taken for the signal to reach 90% of its maximum value from 10% of that value.
This rise time qualitatively follows that of the 2.32-eV transient decay time over the probed
temperature range. Under these excitation conditions, we thus assign the decay of this TA
feature with the rate of B → A exciton interconversion. Supposing that this process is
thermally activated, we fit the low temperature (< 150 K) decay time τ1/e with an inverted











where Eact is the activation energy of the interconversion process, C is a proportionality
constant, T is the temperature, kB is the Boltzmann constant and Γ0 is the zero-temperature
rate. From this, we extract an activation energy of 4 ± 1 meV, which is close to the ener-
gies of low-frequency phonons observed by vibrational coherences identified on top of the
TA dynamics [191]. Those coherences involve phonons characterized by octahedral twist
coupled to Pb—I—Pb bending motion, as well as Pb displacement coupled Pb—I—Pb
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bending. This suggests that the lattice motion coupled distinctly to excitons A and B [191]
are involved in driving the exciton interconversion dynamics.
In this section, we have exploited the apparent correlations between the rise time of
feature α in TRPL with the decay time of feature near the A* absorption (2.32 eV) in
TA to interpret the dependence dynamics of the A* exciton on pump energy. From the
TRPL measurement presented in Figure 7.2(a), we deduced that excitons cascade from the
conduction band into exciton B* and then trickle down the excitonic ladder until they reach
exciton A*. Therefore, the rise time of feature α in TRPL corresponds to the time taken by
B excitons to transfer to state A. Based on this and the matching dependencies of feature
A* in TA and α in TRPL, we interpret the former as being related to transfer of excitons
from state B to A. According to the pump energy dependence of the decay time of these
features, we conjecture that the polaronic character of the excited transition dictates the
transfer rate.
7.3.3 Mode projection analysis
We now examine more rigorously the mechanistic role that these lattice dynamics play in
the conversion of exciton B→A. Our approach involves a simplified model that consists of
a system with electronic states |A〉 and |B〉 coupled to a set Q of phonon modes q using as
input experimental mode frequencies and Huang-Rhys factors reported in reference [191].










where gi are the linear force vectors due to electrons acting on the lattice, giq are cou-
pling constants, a†q and aq are phonon creation and annihilation operators, respectively, and
[aq′ , a
†
q] = δqq′ . In general, these are referenced to a particular electronic energy minimum.
For the case at hand, we use the electronic ground-state whereby the modes q are measured
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and assigned by a ground-state density-functional-theory calculation and the couplings by
the experimental relative Huang-Rhys factors λiq such that g2iq = (~ωq)2λiq [191]. The


















where εA(B) is the energy of exciton A (B) and VAB is the phonon-mediated nonadiabatic
coupling term for excitons A and B. The second term in Eq. 7.3 contains the electron-
phonon couplings in Eq. 7.2, and the third term accounts for the vibrational energy and
sums over all the relevant phonons q. By diagonalizing this Hamiltonian, the role of VAB
is to mix the diagonal states A and B, which is a necessary ingredient in the radiationless
transition B→ A. Physically, the spectrum of phonon-driven fluctuations in VAB gives rise












is the autocorrelation function of the polaron-transformed electron-phonon coupling oper-
ator in the Heisenberg representation, where 〈· · · 〉 denotes a thermal average. The function
CBA(t) thus contains all the information on the nonadiabatic coupling of states A and B
due to the ensemble of phonons q. We will evaluate this function as a means to examine
the role of polaronic-dressing phonons found in Ref. [191]. The explicit form for the kernel
in Eq. 7.4 is quite lengthy and is given in Refs. [231] and [241].
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However, given that the absolute value of the experimental Huang-Rhys factors is unknown,
our analysis does not produce the diabatic coupling (or mixing angle) needed to directly
compute this rate constant, so we will restrict our analysis to the evaluation of Eq. 7.5,
which will permit quantitative examination of the role of specific phonons in the exciton
dynamics reported above.
In general, the sum in Eq. 7.5 spans all phonon modes, Q = {q1, q2, · · · , qN}. Insight
can be gained by analyzing which of these give the most important contributions to the
conversion of exciton B to A. For this, we use the “mode-projection” approach developed
by Bittner et al., which uses a Lanczos projection scheme to construct the smallest possi-
ble subspace which optimizes the electron-phonon coupling. The result is a list of modes
Qopt = {qa, qb, qc, · · · } ranked according to their electronic coupling. We can then calcu-
late the correlation function CBA(t) and spectral density SBA(ω) with these new modes.
Including all the modes gives the exact correlation function. However, we gain insight into
the dynamics of the transition by comparing the convergence with respect to the number
of modes included in the summation in Eq. 7.5. This analysis does not depend upon the
diabatic coupling for Hamiltonians in which the off-diagonal term is independent of the
phonon coordinates [230, 233, 231, 232], and therefore does not necessitate knowledge of
the absolute Huang-Rhys parameters.
In Figure 7.4, we show the results of the projection analysis, showing the three dominant
contributions to the electronic coupling modes (ECM) to Eq. 7.4, with ECM1 > ECM2 >
ECM3. For consistency, we shall refer to the lattice motions according to our recent work


































Figure 7.4: Electronic coupling modes projected onto the vibrational mode basis
ranked according to their contribution to the electronic coupling from exciton B to
A. The labeling scheme is chosen to be consistent with Ref. [191] with the addition of
subscripts to mode M1 to account for its fine structure.
highest-ranked mode ECM1 is dominated by a phonon (M2) characterized by an octahedral
twist and Pb–I–Pb bending. In Ref. [191], we identified this as a dominant mode driving
phonon coherences resulting from resonant, impulsive excitation of exciton A. The second-
ranked mode ECM2 is dominated by a combination of normal modes M1 (octahedral twist
along one of the two pseudocubic axes of the inorganic sheet), M5 (Pb–I–Pb bending and
P–I stretching), and M6 (scissoring of Pb–I–Pb angle), with a more modest contribution of
M2. Finally, the third-rank mode ECM3 is dominated by normal modes M1, M5 and M6
similar to ECM2.
The correlation function (Eq. 7.5) obtained by including one, two, three or all of the
dominant ECMs is presented in Figure 7.5. Over the first cycle, one mode (ECM1) is
sufficient to reproduce the exact correlation function obtained by inclusion of all modes but
quickly becomes insufficient at longer times. Inclusion of the three dominant ECMs does
reproduce the exact function, and, therefore, the exact spectral density.
On the face of this analysis, it would seem that the exciton B→A dynamics are primar-
ily driven by the M2 motion with other modes largely playing a spectator role by accom-
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Figure 7.5: Real part of the normalized correlation function between exciton B and A
when one, two, three or all electronic coupling modes are considered.
modating the associated energy change [230, 233, 231, 232]. Nevertheless, the inclusion
of all phonons, but predominantly M1, and M5, and M6, is necessary to reproduce the
exact spectral density. Polaronic dressing phonons for excitons A and B therefore play ac-
tive roles to a varying degree in driving inter-conversion dynamics in a way that is ranked
according to Figure 7.4.
7.4 Discussion
In the previous section, we have reported that upon hot photocarrier injection at 5 K, ex-
citon B, as labelled in Figure 7.1, is populated on a sub-picosecond timescale, and that it
feeds the population of exciton A within < 10 ps. We have furthermore addressed whether
phonons identified via coherences resulting from impulsive stimulated Raman processes
on top of the TA dynamics are spectator modes or whether they drive the observed ex-
citon inter-conversion dynamics. We have concluded that the polaronic-dressing phonon
modes drive exciton inter-conversion, with a dominant contribution of an in-plane phonon
mode with frequency 35 cm−1, involving combined octahedral twist and Pb—I—Pb bend-
ing [167]. This conclusion highlights the role of exciton-phonon coupling, which we have
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previously ascribed to the polaronic nature of excitons in 2D-HOIPs [62], in their relax-
ation dynamics. Given that the thermal activation energy for the B→ A inter-conversion
matches the energies of the driving phonons, and that these phonons are known to dress ex-
citons A and B distinctly [191], we put forth here that polaronic modes not only dominate
the vibrational coupling between excitons, but are the ones driving the inter-exciton conver-
sion process. We underline that without knowledge of the absolute Huang-Rhys factors for
each modes, it is not possible to assess their absolute contribution to the B→ A excitonic
inter-conversion rate as required in Eq. 7.6. Nonetheless, using the mode projection anal-
ysis permits us to establish the active role of polaronic modes on exciton dynamics with
confidence. This conclusion is supported by the observation that if such an interconversion
process is driven by phonons, one expects the process to have a corresponding activation
energy as we observe here.
Importantly, a previous report on TRPL measurements on 2D-HOIPs at low tempera-
ture revealed similar step-like temporal evolution as the one presented in Figure 7.2(a) [98].
In that work, the spectral fine structure was interpreted as a vibronic progression from a
single excitonic state. This led the authors to interpret the short-time PL decay as the non-
Kasha emission of population relaxing down a unique vibrational manifold associated with
the exciton. That interpretation was able to rationalize the spectral ineshape and dynamics.
While this is certainly plausible given the early-time lineshape, we might expect that the
excitation spectrum would be described within a Franck-Condon progression incorporating
relevant optically active modes [191], which should be manifested throughout the excita-
tion profile. In Ref. [191], we show that over a frequency range ≤ 50 cm−1, excitons A
and B show markedly different coupling to phonons, which would not be the case if they
are vibronic replicas of a single exciton, where the displacement along each vibrational
coordinate would be invariant. For the purposes of the analysis presented above, we there-
fore conclude that each spectral feature in Figure 7.1 is a distinct exciton as we proposed
in Ref. [62] and concluded in Ref. [191]. This perspective is supported by the cumula-
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tive observations that excitons A and B have distinct biexciton spectral structure [167].
Indeed, if distinct excitons are dressed differently by phonons, this difference should also
be manifested in the resulting composite multi-particle binding energy, whereas a single
exciton reflected in a vibronic progression should not display distinct binding energies by
the phonon replicas.
We consider that polaronic effects determine in a more general way the exciton dy-
namics in 2D-HIOPs. In a separate work, we argued that polaronic effects also play an
important role in modulating exciton many-body quantum dynamics [242], although for
different reasons as those presented in this paper. Many-body quantum dynamics are medi-
ated by the electron-hole Coulomb field produced between excitons, which is dynamically
screened by polaronic coupling. We have proposed that this polaronic protection mech-
anism is responsible for the weakening of exciton-exciton elastic scattering processes by
two-to-three orders of magnitude compared to other monolayer two-dimensional materials
that are not strongly polaronic [242]. Our view from that separate work is that polaronic
effects are instrumental to attenuate long-range Coulomb-mediated elastic scattering. In
contrast, here we argue that the phonon modes that are active in the long-range polaronic
screening of excitons, in fact, are also key in the nonadiabatic electronic dynamics of the
system, driving transitions from one electronic state to another.
The conclusions reached in this paper concerning the mechanism behind the relaxation
dynamics of photoexcitations are far-reaching for the design of high-efficiency lasers and
light-emitting diodes using this class of materials. Knowledge of the relaxation and recom-
bination mechanism of injected carriers to form the emissive state is of central fundamental
importance, particularly concerning the role of lattice coupling in the nonadiabatic relax-
ation dynamics. This report provides strong evidence of the importance of polaronic effects
in this broad class of materials. Not only do they lead to a distinct dressing of photocarriers
by the lattice modes [191], modulate exciton [62] and biexciton [167] binding energies,
and screen them from many-body interactions [242], but they also drive their relaxation
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dynamics. Our view is that the consequences of polaronic effects on excitonic properties
of 2D-HOIPs is clear, but we have limited understanding regarding the mechanism behind
this distinct polaronic nature, and indeed, the extent to which polaronic effects fundamen-
tally give rise to multiple excitons via diverse polaron-free-carrier correlation, or whether
the multiple excitons merely reflect distinct polaronic character for other reasons. This
chicken-and-egg question should be central to the fundamental spectroscopic and theoreti-
cal investigation of excitons in 2D-HOIPs.
7.5 Methods
7.5.1 Sample preparation
For the preparation of (PEA)2PbI4 thin films (PEA = phenylethylammonium), the precursor
solution (0.25 M) of (PEA)2PbI4 was prepared by mixing (PEA)I (Dyesol) with PbI2 in 1:1
ratio in N,N-dimethylformamide(DMF). For example, 62.3 mg of (PEA)I and 57.6 mg of
PbI2 were dissolved in 500µL of DMF (anhydrous, Sigma Aldrich). The thin films were
prepared by spin coating the precursor solutions on fused-silica substrates at 4000 rpm,
30 s, followed by annealing at 100◦C for 30 min. The extensive structural characterization
of these films are reported in our earlier works [167, 62].
7.5.2 Ultrafast differential transmission measurements
Differential Transmission spectroscopy measurements were performed using an ultrafast
laser system (Pharos Model PH1-20-0200-02-10, Light Conversion) emitting 1030-nm
pulses at 100 KHz, with an output power of 20 W and pulse duration of ∼ 220 fs. Ex-
periments were carried out in an integrated transient absorption/time-resolved photolumi-
nescence commercial setup (Light Conversion Hera). Pump wavelengths in the spectral
range 360–2600 nm were generated by feeding 10 W from the laser output to a commercial
optical parametric amplifier (Orpheus, Light Conversion, Lithuania), while 2 W are focused
onto a sapphire crystal to obtain a single-filament white-light continuum covering the spec-
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tral range ∼ 490 − 1050 nm for the probe beam. The probe beam transmitted through the
sample was detected by an imaging spectrograph (Shamrock 193i, Andor Technology Ltd.,
UK) in combination with a multichannel detector (256 pixels, 200–1100-nm wavelength
sensitivity range). Energy densities used vary in the range 25–1100 nJ/cm2, most of the
measurements were carried out at 215 nJ/cm2; with a typical spot diameter of 1.9 mm esti-
mated at the 1/e2 plane). All measurements were carried in a vibration-free closed-cycle
cryostation (Montana Instruments).
7.5.3 Time resolved Photoluminescence measurements
Time-resolved Photoluminescence spectroscopy was performed using tunable Ti:sapphire
oscillator (Coherent Chameleon) operating at 800 nm, 80 MHz and an output pulsewidth of
150 fs. The pump pulses at 400 nm were generated by frequency doubling the fundamental
output in a BBO crystal. The sample was kept in a continuous-flow static exchange gas
cryostat (Oxford Instruments) to enable temperature-dependent experiments. The PL from
the samples was collected and dispersed by a spectrometer (Princeton Instruments) and




ENHANCED SCREENING AND SPECTRAL DIVERSITY IN MANY-BODY
ELASTIC SCATTERING OF EXCITONS IN TWO-DIMENSIONAL HYBRID
METAL-HALIDE PEROVSKITES
From now onwards in this thesis, we tackle the question of many-body interactions in
2D-HOIPs beginning in this chapter with elastic scattering between exciton-polarons and
other quasiparticles. The conceptual image of a large polaron is one of a charge carrier
surrounded by a cloud of optical phonons. These waves of oscillating dipoles should there-
fore react to external fields as well, screening the charge carrier. This picture is that of the
polaronic protection effect mentioned in section 2.5.2 and yields a reduction of the exciton-
polaron’s binding energy by screening the Coulomb field between an exciton’s electron and
hole [71]. Similarly, this effect should have a similar consequence on the Coulomb medi-
ated scattering of exciton-polarons with other quasiparticles. Moreover, due to the distinct
polaronic character of excitons in 2D HOIPs, it should affect each of those in a discernible
way. As stated in section 2.2.3, elastic scattering leads to the decoherence of an exciton’s
wavefunction with time and increases its homogeneous linewidth. In this chapter, we mea-
sure this parameter as a function of exciton density and phonon population to investigate
polaronic effects on elastic many-body interactions. This is done using power and temper-
ature dependent two-dimensional spectroscopy with a rephasing pulse sequence.
The first conclusion emerging from these measurements should be no longer a surprise
at this point. The intrinsic linewidths of each excitons are distinct, further confirming their
distinct electronic character but are however comparable, each between 2 and 3 meV. Their
exciton-exciton interaction parameters, however, differ by almost as much as a factor of
two. Moreover, these interactions parameters are all about three orders of magnitude lower
than that of excitons in monolayers of WSe2, a 2D covalent excitonic semiconductor. Com-
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pared to this semiconductor where the excitons are known to be non-polaronic, excitons in
2D HOIPs seem protected against many-body interactions. Moreover, the strength of this
protection strongly differs from one exciton to the other. We attribute this observation to
exciton-polaronic effects since we know each exciton bears a distinct polaronic character
and that polaronic effects should lead to the screening of Coulomb fields outside the pola-
ronic radius. The scattering off lattice phonons, however, seems to be on par with that in
WSe2 despite the ionic nature of the bonds in 2D-HOIPs. We hypothesize this to be a con-
sequence of polaronic protection effects. The Coulomb field arising from optical phonons
outside the polaronic radius could be screened by the polaronic cloud and therefore reduce
their interaction with the excitons within it.
This publication is the last one of this thesis explicitly dedicated to the consequences
of the polaronic nature of excitons on the photophysics of 2D-HOIPs. With the preceding
three chapters, a solid case is made that excitons are more than electronically distinct exci-
tons with contrasting lattice-coupling: they are exciton-polarons from their coupling with
the lattice to their many-body interactions.
This work was submitted for publication in Physical Review: Research in 2019 and
can be found in the arXiv under the same name. I performed the two-dimensional mea-
surements and analyzed them and Dr. Cortecchia (CNST@PoliMi, IIT) synthesized the
samples. The work was advised and supervised by Pr. Petrozza (CNST@PoliMi, IIT), Pr.
Silva (GaTech) and Dr. Srimath Kandada (CNST@PoliMi, IIT and GaTech). All authors
contributed to the redaction of the manuscript and its intellectual development.
8.1 Letter
In two-dimensional hybrid organic-inorganic metal-halide perovskites, the intrinsic op-
tical lineshape reflects multiple excitons with distinct binding energies [104, 62], each
dressed differently by the hybrid lattice [191]. Given this complexity, a fundamentally
far-reaching issue is how Coulomb-mediated many-body interactions — elastic scattering
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such as excitation-induced dephasing [126], inelastic exciton bimolecular scattering [243],
and multi-exciton binding [45, 167] — depend upon the specific exciton-lattice coupling.
We report the intrinsic and density-dependent exciton pure dephasing rates and their depen-
dence on temperature by means of a coherent nonlinear spectroscopy. We find exception-
ally strong screening effects on multi-exciton scattering relative to other two-dimensional
single-atomic-layer semiconductors. Importantly, the exciton-density dependence of the
dephasing rates is markedly different for distinct excitons. These findings establish the con-
sequences of particular lattice dressing on exciton many-body quantum dynamics, which
critically define fundamental optical properties that underpin photonics and quantum opto-
electronics in relevant exciton density regimes.
Spectral transition linewidths provide pertinent insights into the system-bath interac-
tions in materials because they depend on optical dephasing dynamics — the processes by
which the coherence that the driving electromagnetic wave imparts on the optical response
dissipates due to scattering processes with lattice phonons, other excitations, and defects.
Dephasing rates thus are very sensitive probes of the consequences of lattice dressing ef-
fects on excitons. Nevertheless, these are challenging to extract directly from linear optical
probes such as absorption or photoluminescence spectroscopy given that the experimental
linewidths typically arise from two distinct but co-existing contributions: homogenous and
inhomogenous broadening (see Figure 8.1a). While the former is due to dephasing and is
governed by the intrinsic finite lifetime of excited states and by dynamic disorder, the latter
is caused by a statistical distribution of the transition energy due to static disorder, defects
or grain boundaries. The exciton homogeneous linewidth 2γ (full width at half maximum)
is limited by the exciton lifetime (Γ−1) and the dephasing rate mediated by exciton-exciton




+ γEID + γph. (8.1)
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An accurate estimate of γ is thus crucial to quantify the magnitude of the inter-exciton and
exciton-phonon scattering cross-sections, which, in turn, influence the radiative rates and
transport characteristics. Exciton-density-dependent transient photobleach linewidth anal-
ysis has been applied to address time-dependent lineshapes in a 2D hybrid perovskite [244].
However, it is challenging to separate homogeneous dephasing effects from other ~k-space-
filling density effects by this means, and therefore to rigorously quantify γ. Here, we
implement a nonlinear coherent spectroscopy to unambiguously extract the homogeneous
dephasing rates of the various excitonic transitions in a polycrystalline thin film of single-
layered (PEA)2PbI4 (PEA = phenylethylammonium). Figure 8.1b shows the linear ab-
sorption spectrum measured at 5 K. Four distinct excitons (labelled A, A′, B and B*) are
observed about 200 meV below the continuum band edge (see Supporting Information Fig-
ure S1 for the temperature-dependent absorption spectra). We quantify γ as a function
of exciton density and temperature and find that these different excitons display peculiar
many-body phenomena.
Four-wave-mixing spectroscopies measure coherent emission due to a third-order po-
larization induced in matter by a sequence of phase-locked femtosecond pulses, and its dis-
sipation reports directly on dephasing processes. In a two-dimensional coherent excitation
geometry, one spectrally resolves this signal, and a 2D spectral correlation map of exci-
tation/emission energies is constructed by time resolving the four-wave-mixing spectrum
along a coherent excitation time variable and by Fourier transformation of the resulting co-
herence decay function. The absorption/emission diagonal axis thus contains the individ-
ual exciton resonances identified in the linear absorption spectrum, with any off-diagonal
cross peaks displaying spectral correlations between them. With so-called rephasing phase
matching, this 2D lineshape permits separation of the homogeneous and inhomogeneous
contributions to the optical linewidth. Specifically, if the homogeneous and inhomogeneous
linewidths are comparable, which is the case for (PEA)2PbI4 [167, 62], the anti-diagonal
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Here erfc corresponds to the complementary error function, ωad and ωd are the anti-diagonal
and diagonal angular frequencies, respectively, and δω characterizes the inhomogeneous
distribution. The sum in equation 8.3 runs over the relative amplitudes αj and the central
diagonal energies ωj of optical transitions of excitons A, A′, B and B*.
The laser spectrum used in this experiment, which covers all excitonic absorption fea-
tures, is displayed in Figure 8.1b. The zero-population-time 2D map of the absolute value
of the rephasing signal from (PEA)2PbI4 at 5 K and a fluence of 40 nJ/cm2 (excitation den-
sity 8.8×1018 cm−3 or 3.5×1013 cm−2) is shown in Figure 8.1c. A schematic of our pulse
sequence for this experiment is displayed in Figure S2, Supplemental Information, and the
corresponding real components for different fluences are shown in Figure S3, as are de-
tails on the excitation density calculation. Four features are observed elongated along the
diagonal axis, corresponding to excitons A, A′, B and B*. Faint cross-peaks between all ex-
citonic features are also observed, indicating that all the transitions share a common ground
state. An intense cross peak at an emission energy of 2.305 eV is observed for exciton A
despite the presence of a much weaker diagonal feature at lower energy than that domi-
nant peak. Given the opposite phase of this feature (the real part of the spectra shown in
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Supplemental Information Figure S3) when compared to the corresponding diagonal peak,
we attribute it to an excited-state absorption from a singly bound A exciton to a bound AA
biexciton [167].
The diagonal and anti-diagonal cuts at the energies of excitons A, A′ and B, along with
the best fits to equations 8.3 and 8.2, are plotted in Figure 8.2a, b and c respectively. The
only fit parameters are the amplitudes αj , homogeneous dephasing width γ and inhomoge-
neous width δω of each optical transition.
To assess the contribution of many-body interactions on the dephasing dynamics of the
different excitons, we acquired 2D coherent excitation spectra for a wide range of excitation
fluences and sample temperatures (see Figure S4 and S5 of Supplemental Information for
the raw data used here). The monotonic rise of γ with the excitation fluence at 5 K is shown
in Figure 8.3. Such a dependence on exciton density n is a consequence of broadening in-
duced by exciton-exciton elastic scattering mediated by long-range Coulomb interactions:
γEID(n) = γ0 + ∆ · n. (8.4)
Here, γ0 is the density-independent (intrinsic) dephasing rate and ∆ is the exciton-exciton
interaction parameter. Excitons in 2D metal-halide perovskites are confined to one of the
inorganic quantum wells and are electronically isolated from the others due to the large
inter-layer distance [191] (∼ 8 Å ) imposed between them by the long organic cations.
However, the sample itself, 40-nm thick, is composed of tens of these quantum wells,
leading to a highly anisotropic exciton-exciton interaction. To allow for some form of
comparison with other 2D semiconductors and quasi-two-dimensional quantum wells of
similar thicknesses, we report the exciton-exciton interaction parameter, ∆ in units of en-
ergy per area. The associated fits and the fit parameters are displayed in Figure 8.3a, b
and c. While γ0 is approximately 2 meV with modest variation across the three probed
excitonic transitions, ∆ varies more substantially. It is 2.7× 10−12 µeV cm2 for exciton B,
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Polarization γA (meV) γA′ (meV) γB (meV)
Horizontal 2.37±0.07 3.89±0.06 2.89±0.07
Left circular 2.70±0.10 4.35±0.08 3.27±0.07
Right circular 2.60±0.10 4.69±0.09 3.40±0.07
Table 8.1: Extracted γ for excitons A, A′ and B, using linearly or circularly polarized
pulses at an excitation fluence of 50 nJ/cm2 and at 5 K.
increases to 4.3 × 10−12 µeV cm2 for exciton A, and to 8.6 × 10−12 µeV cm2 for exciton
A′. It is not straight-forward to compare these values with those of other materials due
to the ambiguities over the relevant values of the permittivity function and thus the Bohr
radii. However, given the two-dimensional nature of the exciton and comparable exci-
ton binding energies, monolayers of transition metal-dichalchogenides (TMDCs) provide a
realistic benchmark. Intriguingly, previous 2D coherent excitation measurements on unen-
capsulated WSe2 [126] and encapsulated MoSe2 [245] revealed ∆ = 2.7×10−12 meV cm2
and 4 × 10−13 meV cm2, respectively, three and two orders of magnitude higher than the
value obtained here for (PEA)2PbI4. This and the linearity of the dephasing rates over a
wide range of excitation densities [49] highlights the substantial screening of the exciton-
exciton interactions in these 2D perovskites. This is especially surprising given the high
biexciton binding energy [167], another characteristic that (PEA)2PbI4 shares with TMDC
monolayers [44, 246]. We will return to these differences in ∆ below.
To further highlight differences in multi-exciton elastic scattering behavior, we explore
the dependence of the laser polarization state on γ, reported in Table 8.1 at a fluence of
50 nJ/cm2 and 5 K. For all excitons, γ is consistently smaller with linearly polarized ex-
citation than with circularly polarized pulses. Moreover, except for exciton A′, it is inde-
pendent on the helicity of the exciting pulses within our experimental uncertainty. When
exciting the sample with linearly polarized pulses, excitons can scatter on both left and
right circularly polarized excitons. However, they can only scatter with excitons of the
same polarization when excited with circularly polarized pulses due to conservation of an-
gular momentum [49]. Table 8.1 further points to differences in scattering behavior of
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distinct excitons.
We now turn to the temperature dependence of γ to investigate exciton-phonon interac-
tions. The measured γ for excitons A, A′ and B as a function of temperature are presented
in Figure 8.3d, e and f, respectively. We fit this data with






which assumes that line broadening arises from scattering of excitons with a single ther-
mally populated phonon mode of effective energy ELO with an effective interaction pa-
rameter αLO. The parameters representing the best fit for each exciton are shown in Fig-
ure 8.3d and f. This model approximates well the behavior of excitons A and B but fails
to reproduce that of exciton A′, an indication of the presence of complex lattice interac-
tions as elucidated in our recent works [167, 62, 191]. To compare the strength of the
obtained interaction parameters with those of other semiconductors, we obtain the linear
interaction parameter ∆ph by taking the low-temperature limit of equation 8.5, yielding
∆ph = αphkB/ELO. This gives linear interaction parameters of 70±20 and 130±10µeV/K
for exciton A and B, respectively. These are almost an order of magnitude larger than those
in two-dimensional quantum wells [247, 248] and curiously comparable to monolayers of
(covalent) TMDCs [126] given the ionic character of the lattice and the resulting strong
electron-phonon coupling.
Despite the strong polaronic dressing of the excitons with distinct yet multiple phonon
modes [191], here we find that only one phonon effective energy dominates the scatter-
ing process via weak interactions. Exciton A, dressed primarily by the in-plane lattice
modes [191], interacts with optical phonons at 6.5 meV, which correspond to lattice modes
within the inorganic lead-halide network. Exciton B, which is predominantly dressed by
out-of-plane lattice modes [191] (see also ref. [94]), interacts with higher-energy phonons
at 21 meV, which we have identified to have large contributions from the motion of the
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organic cation, particularly from the π–π motion of the phenyl groups [249]. This behavior
only highlights the complex phonon coupling scenario which may be beyond a conven-
tional Fröhlich formalism and calls for further experimental and theoretical investigations.
We consider that polaronic effects rationalize the two peculiar observations of this work
in the context of many-body interactions in 2D perovskites — the remarkably low values of
∆, and non-trivial differences of this parameter and ∆ph for diverse exciton resonances. Re-
markably low inter-exciton scattering rates along with relatively weak exciton-phonon in-
teractions may be attributed to a polaronic protection mechanism [99, 100], where Coulomb
interactions that are at the heart of both of these scattering events are effectively screened by
the dynamic lattice motion. Such a mechanism has been invoked in the case of bulk 3D per-
ovskites to explain slow cooling of hot carriers [250] and long carrier lifetimes [251, 252],
and analogous comparisons can be drawn in their 2D counterparts. Excitons reorganize
the lattice along well-defined configurational coordinates [191], which dresses the exciton
with a phonon-cloud. Although we currently do not have a reliable estimate of the spatial
extent of this deformation, i.e., the polaron radius, based on the polaron coupling constants
in lead-halide perovskites [100], we may hypothesize that the radius is much larger than
the exciton radius. Such polaronic contributions effectively screen exciton-exciton inter-
actions. At higher densities, we expect a high probability of multiple excitons within the
polaron radius, in which case biexcitons may be populated given their high binding en-
ergy [167].
Lastly, we note that the zero-density (γ0) and the zero-temperature (γT=0) dephasing
widths for all the excitonic transitions are between 2–3 meV, which corresponds to a pure
dephasing time T ∗2 = ~/γ0,T=0 ≈ 500 fs. Time-resolved photoluminescence measure-
ments performed at 5 K have revealed a lower limit for the exciton lifetime to be around
100 ps [98], suggesting a radiative width γrad ∼ 0.04 meV, which is much lower than the
measured lower-limit γ0,T=0. This clearly demonstrates the presence of an additional de-
phasing mechanism in addition to inter-exciton and phonon scattering, possibly due to the
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defective nature of the polycrystalline film, the presence of other degenerate dark states
which excitons scatter in and out of, or via low-energy acoustic phonons unresolved in the
current experiment. We note that similar subpicosecond dephasing times were measured
at low temperature for photocarriers in CH3NH3PbI3, which were noticed to be a factor of
∼ 3 times longer than in bulk GaAs [253]. This was ascribed to weaker Coulomb interac-
tions in that perovskite, limiting the role of excitation-induced dephasing effects compared
to III-V semiconductors. In ref. [253], it was speculated that dynamic large polarons ac-
count for the relatively long photocarrier dephasing time. We point out that these relatively
slow dephasing rates are still much too fast for quantum optoelectronics applications such
as single-photon emitters [254], which require coherence times approaching the radiative
lifetime.
In a general sense, multi-exciton interactions are determined by an interplay of Coulomb
forces, and in ionic crystalline systems, the role of the lattice in mediating them is of fun-
damental importance. We have focused on the comparison of elastic scattering processes
of spectrally distinct excitons within the excitation fine structure, manifested via the de-
phasing rate. In a previous publication, we have reported high biexciton binding energies
in this material [167], and importantly, that biexcitons display distinct spectral structure.
We highlight that in ref. [167], the biexciton binding energy of excitons A and B appears
to be different, and exciton A displays clear evidence of repulsive interactions in the two-
quantum, two-dimensional spectral correlation map. Such interactions might give rise to
inelastic scattering of exciton A, perhaps related to Auger recombination [243]. These over-
lapping dynamics would be deterministic in biexciton lasers [197], for example, if these
devices were to be rigorously implemented. The extent to which the spectral scattering
rates depend on spectral structure might also determine the dynamics of exciton polaritons
in semiconductor microcavities, in which quantum fluids are formed by polariton-polariton
inelastic scattering [50]. It has been demonstrated that polariton-polariton interactions in
2D lead-halide perovskites are strong [255], such that the ∼ 0.5-ps intrinsic dephasing
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times reported here are long compared to Rabi oscillation periods given & 150-meV Rabi
splittings [256]. In the search for room-temperature polartion condensates, it is important
to know how polaronic effects control exciton many-body dephasing dynamics, and how
hybrid perovskites differ in this respect from other two-dimensional candidate semiconduc-
tor systems such as monolayer TMDCs [126, 245]. If polaronic effects mitigate excitation
induced dephasing in 2D hybrid perovskites, then the quantum dynamics in a vast range of
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Figure 8.1: Linear and two-dimensional coherent spectroscopy of (PEA)2PbI4 at 5 K.
(a) Illustration of the inhomogeneous and homogeneous nature of line broadening. The
total linewidth (blue line) is composed of a distribution of homogeneously broadened lines
(blue areas). This arises from the simultaneous existence of uncorrelated transitions from
the ground state (black lines) to short-lived excited states (blurred lines). E0 represents the
central energy, δω and 2γ the inhomogeneous and homogeneous linewidths respectively.
(b) Absorption spectrum of (PEA)2PbI4 measured at 5 K (black line) and normalized spec-
trum of the pulses used in 2D coherent excitation spectroscopy measurements (dashed line).
Both scales are logarithmic. Dotted lines indicate the energy of excitons A, A′, B, and
B*, respectively, with increasing energy.(c) Absolute value of the 2D coherent rephasing
spectrum of (PEA)2PbI4 measured at 5 K with a pulse fluence of 40 nJ/cm
2 and a pump-
probe delay of 20 fs. The color scale is logarithmic. Dotted lines indicate the energies of
the aforementioned features. The paths of the diagonal cut (black dashed line) and anti-
diagonal cuts at the diagonal energy of excitons A, A′ and B (red, blue and purple dashed
lines, respectively) are also shown.
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Figure 8.2: Fitting diagonal and anti-diagonal spectral cuts to a lineshape model. Nor-
malized diagonal cut(a) and anti-diagonal cuts at diagonal energies of excitons A, A′ and
B (b, c and d respectively) of the two-dimensional coherent excitation rephasing spectrum
presented in Figure 8.1 c) (circles) and the result of the fitting procedure described in the
main text (lines). Arrows in (a) mark the position along the diagonal where the antidiagonal
cuts cross it. Due to the presence of low-amplitude cross peaks in the 2D spectrum, these
also appear in the tails of the anti-diagonal cuts. To minimize their effect on the quality of
the fits and to avoid overestimation of the linewidths, only points higher than 15% of an
anti-diagonal cut maxima were included in the fit. The quality of the fits presented here are
representative of all the presented dataset. To test the robustness of the fits and to estimate
the uncertainties on the extracted linewidths, we repeated the fitting procedure numerous







Figure 8.3: Fluence and temperature dependence of the exciton dephasing rates. De-
phasing parameters γ of excitons A, A′ and B (a and d, b and e and c and f respectively)
obtained from the simultaneous fitting of diagonal and anti-diagonal cuts, plotted as a func-
tion of excitation fluence (a, b and c) or temperature (d, e and f). Squares represent the
experimental linewidths and lines are the best fit to the relevant model described in the
main text. Error bars on the data are contained within the markers. For a, b and c, the
sample’s temperature is maintained at 5 K while the excitation fluence is kept at 50 nJ/cm2
for measurements presented in panels d, e and f.
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CHAPTER 9
STABLE BIEXCITONS IN TWO-DIMENSIONAL METAL-HALIDE
PEROVSKITES WITH STRONG DYNAMIC LATTICE DISORDER
The previous study focused on elastic scattering, a regime of many-body interactions oc-
curring at low excitonic densities. At higher densities such as those typical of high-power
LED or laser operation, the probability of two excitons being in close proximity is higher
and can lead to biexciton formation. Prior work had indirectly shown that biexcitons were
strongly bound in these materials at low temperature. What about at room temperature?
This question could be easily answered for most semiconductors by simply comparing the
biexcitonic binding energy to the thermal energy. However, given the polaronic protection
mechanisms highlighted in the previous chapter, the contributions of thermally activated
phonons complexifies the case of 2D-HOIPs.
In this chapter, we directly address this question using high-power two-dimensional
spectroscopy. We here show that indeed, biexcitons are stable up to room temperature and
that their binding energy changes by a quarter of its low-temperature value due to thermal
effects. We confirm that even at room temperature, biexcitons are primary photoexcitations
such that, at sufficient densities, only 10% of biexcitons will dissociate into excitons. Pre-
sented somehow anachronistically, this work was published before we devised our exciton-
polaron hypothesis and changes with temperature were interpreted as arising from dynamic
disorder within the lattice. As we mentioned in the discussion of the temperature depen-
dence of the ICSRS signal in figure 6.1(e), excitons and carriers in 2D HOIPs are subject
to strong dynamic disorder. Dynamic disorder consist in rapid fluctuations of the energetic
landscape due, in this case, to the uncorrelated motion of the organic cation. These fluc-
tuations are distinct from those arising from phonons since they are spatially incoherent:
each molecule oscillates independently. We also provide evidence for this behavior in this
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chapter using non-resonant Raman spectroscopy where we observe strong mode softening
and broadening with increasing temperature.
This work was published in Physical Review Materials in 2018 and can be found us-
ing reference [167] or on the arXiv under the same title. Dr. Neutzner (CNST@PoliMi,
IIT) and I are to be considered co-first authors. Dr. Neutzner and I acquired the multidi-
mensional spectra and performed its analysis. Dr. Neutzner also acquired the temperature
dependent absorption spectra. Dr. Cortecchia (CNST@PoliMi, IIT) synthesized the high-
quality samples used for this study and Mr. Dragomir carried on the temperature dependent
non-resonant Raman experiments. Dr. Salim measured the temperature dependent X-ray
scattering data. The work was advised and supervised by Pr. Petrozza (CNST@PoliMi,
IIT), Pr. Silva (GaTech), Dr. Srimath Kandada (CNST@PoliMi, IIT and GaTech), Pr.
Leonelli (U. Montréal) and Pr. Lam (Nanyang Tech. U.). All authors contributed to the
redaction of the manuscript and its intellectual development.
9.1 Abstract
With strongly bound and stable excitons at room temperature, single-layer, two-dimensional
organic-inorganic hybrid perovskites are viable semiconductors for light-emitting quantum
optoelectronics applications. In such a technological context, it is imperative to compre-
hensively explore all the factors — chemical, electronic and structural — that govern strong
multi-exciton correlations. Here, by means of two-dimensional coherent spectroscopy, we
examine excitonic many-body effects in pure, single-layer (PEA)2PbI4 (PEA = phenylethy-
lammonium). We determine the binding energy of biexcitons — correlated two-electron,
two-hole quasiparticles — to be 44 ± 5 meV at room temperature. The extraordinarily
high values are similar to those reported in other strongly excitonic two-dimensional ma-
terials such as transition-metal dichalchogenides. Importantly, we show that this binding
energy increases by ∼ 25% upon cooling to 5 K. Our work highlights the importance of
multi-exciton correlations in this class of technologically promising, solution-processable
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materials, in spite of the strong effects of lattice fluctuations and dynamic disorder.
9.2 Introduction
Excitonic interactions in two-dimensional (2D) semiconductors garner considerable atten-
tion, both due to their relevance in quantum optoelectronics and to the richness of their
physics [257, 258]. Whilst their peculiar electronic characteristics have been observed
in many single-layer, atomically thin systems, most recently in transition-metal dichalco-
genides [259, 260, 261, 262], two-dimensional hybrid organic-inorganic perovskites (HOIP)
offer a valuable alternative test system due to the ability to dramatically alter the structure
of the inorganic sub-lattice via choice of the organic component [8]. Specifically, we con-
sider HOIPs that consist of lead-iodide octahedra forming 2D lattice planes, separated by
long organic cationic ligands (see inset of Figure 9.1), resulting in quantum-well-like struc-
tures with strong electronic confinement within the isolated octahedral layers [4]. HOIPs
can be readily processed from solution and yet keep the strong excitonic character, even
when embodied within polycrystalline films. In that regard, they not only offer an experi-
mentally accessible material system to study 2D many-body exciton physics, but also make
a compelling case for novel quantum optoelectronic technologies. In this manuscript, we
quantify many-body electron-hole correlations, and we find that these are strong enough to
make multi-excitons stable and relevant quasi-particles at ambient conditions, even in the
presence of robust energetic disorder.
Though HOIPs fall in the family of excitonic 2D semiconductors, they exhibit many
distinct photophysical characteristics, mainly due to their unique chemical and stuctural
composition [263]. For example, dielectric confinement arising from the intercalating or-
ganic layers increases the Coulomb correlations substantially, resulting in a strong increase
in the exciton binding energy [78, 90, 164, 165]. Moreover, the highly polar lattice, prone
to different degrees of local fluctuations [214] highlights the importance of lattice mo-
tion and exciton-phonon interactions in establishing electronic correlations [264, 163, 265,
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175]. Particularly, the HOIP lattice is susceptible to dynamic disorder induced by local lat-
tice motion related to vibrations of the organic moiety [160]. This gives rise to a complex
disordered energy landscape, governed by both static and dynamic disorder, that depends
on the structure imposed by the organic templating ligand. This makes the electronic char-
acteristics of the material sensitive to the organic-inorganic lattice interactions, which have
been previously considered in 2D HOIPs [8, 168, 266, 267, 268]. However, fundamentally
important questions remain concerning the role of the dynamic disorder on their ability to
sustain strong excitonic multi-particle correlations as seen in other 2D materials. In par-
ticular, in this work we ask the following question: given the complex nature of dynamic
disorder, are exciton-exciton correlations strong enough to give rise to stable biexcitons
at room temperature? This is a fundamentally and broadly important question because
biexcitons may play a key role in the photophysics relevant to lasing [269], for example.
The role of biexcitons, bound exciton pairs in two-dimensional HOIPs, has been dis-
cussed previously by others [81, 83, 270, 271, 84]. Employing the excitation power depen-
dence of the photoluminescence (PL) spectrum, Ishihara et al. [81] estimated the biexciton
binding energy, the difference between the energy of the bound exciton pair and the energy
of two unbound excitons, to be around 50 meV at low temperature. In addition, Kondo et al.
claimed biexciton lasing in a 2D HOIP [83], and subsequently, Kato et al. [270] measured
mutiphoton absorption as well as photoluminescence in a related 2D perovskite, reporting a
comparably large binding energy as suggested by Ishihara et al., which was consistent with
later measurements on a doped bismuth-doped lead-halide perovskite [271]. More recently,
Elkins et al. have shown, using two-quantum two-dimensional coherent spectroscopy, that
excitons in multi-layered system undergo strong many-body interactions [84].
In this work, we address directly excitonic correlations in a prototypical single-layer
2D HOIP. We use temperature as an effective variable to tune the degree of dynamic
disorder and to establish its role in the biexciton screening. Given the intrinsic compli-
cations in the PL lineshape analysis due to temperature dependent linewidth broadening
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effects, in order to perform a reliable measurement of the biexciton binding energy, we
choose to implement two-dimensional coherent excitation spectroscopy [44]. By studying
a material system consisting of well-defined single-lattice layers that are well separated by
templating organic cations, and exploiting the high spectral resolution and selectivity of
2D coherent spectroscopy, we unambiguously determine the biexciton binding energy of
single-lattice-layer perovskite quantum-well semiconductors, which we find to be compa-
rable to that measured [44] and calculated [246] in strongly excitonic 2D materials such as
transition-metal dichalcogenides. We find that biexciton binding energies in these systems
are strongly affected by dynamic disorder due to both optical phonons and local lattice vi-
brations induced by the organic spacer cations. Nonetheless, even in the presence of such
strong disorder at room temperature, biexcitons are strikingly stable photoexcitations. This
has profound implications for the understanding of electronic correlations in these class of
materials, and provide a benchmark for the development of detailed theoretical treatment
of their many-body physics.
9.3 Results
We consider polycrystalline films of (PEA)2PbI4 constituting of monolayers of lead io-
dide octahedra lattices separated by phenylethlyammonium (PEA) cations (see inset of
Figure 9.1). The wide-angle X-ray scattering (WAXS) data, shown in Figs. S1–S3 in
Supplemental Material, supports the monolayer architecture. Whilst all the optical char-
acterization presented here has been done on polycrystalline films, the structural data have
been extracted from powder X-ray diffraction patterns. Detailed analysis of the WAXS
data from films and powdered samples, presented as Supplemental Material, establishes
the equivalence of their structural characteristics.
The absorption spectra of the sample under investigation, taken at room temperature
and at 30 K, are shown in Figure 9.1(a). Both spectra show a distinct excitonic transition











Figure 9.1: The relationship between optical and structural properties of (PEA)2PbI4.
(a) Absorption spectra and structure (inset) of (PEA)2PbI4 monolayer 2D perovskite at low
(30 K) and room temperature (300 K). (b) Non-resonant Raman spectra of the sample taken
at three different temperatures. The main modes identified within this range are labelled
as R1, R2, R3 (c) Position of the excitonic peak in the absorption spectrum, plotted as
a function of the temperature. Also shown as a dotted line is a Varshini fit of the trend,
assuming temperature independence of the exciton binding energy. (d) Unit cell volume
estimated from the wide-angle X-ray scattering data shown at various temperatures. (e)
Position of the peak R2 in the Raman spectrum plotted at different temperatures. The
uncertainty bars represent instrument resolution.
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develops a fine structure, identified initially by Gautron et al. [104], and discussed within
the context of a polaron model. A few subsequent works have attempted to explain this
phenomenon by invoking phonon vibronic replicas [98, 8], although the lack of clear vi-
brational modes at the frequencies that would be required to account for the spacing of the
peaks in the exciton spectrum (∼ 35 meV) makes these assignments inconclusive. We con-
sider that this structured lineshape could arise from other electron-phonon coupling effects
that renormalize the excitonic Rydberg energy, thereby producing distinct excitonic states
separated by coupling energies. Such effects have been reported in cesium halides [189]
and in other semiconductors such as GaAs, CuCl, and CdTe [188, 187]. Alternatively, the
spectral structure could arise from Rashba effects. In fact, Zhai et al. report a Rashba split-
ting of 40[107], consistent with the energy spacing of the features that we observe in the
linear absorption spectrum at low temperature. Irrespective of the physical origin of their
structure, the spectra confirm the presence of four distinct excitonic transitions separated by
about 35–40 meV. Although they become more evident at low temperature due to reduced
thermal disorder, their presence even at room temperatures cannot be discounted, as will
be demonstrated by our coherent nonlinear spectroscopy measurements discussed below.
A closer inspection of the temperature dependence of the exciton absorption spectrum
reveals the relationship between crystal and electronic structures. Figure 9.1(c) shows the
exciton peak absorption energy plotted as a function of temperature (for the complete spec-
tra, refer to Figs. S4–S5 in Supplemental Material), and we observe a red shift with decreas-
ing temperature. This trend is monotonic until about 120 K and can be explained via lattice
contraction effects. The unit cell volume reduces upon lowering the temperature, as shown
in Figure 9.1(d) (see Figure S3 and Figure S6 in Supplemental Material for more details),
which subsequently reduces the bandgap (EG). Assuming that the exciton binding energy
(EX) is temperature independent, the exciton peak energy, E0(T ) = EG(T ) − EX , will
follow a similar trend. This dependence can be fitted by an empirical Varshni law [174],
given by E0(T ) = E0(0) + αT 2/(T + β), shown as dashed line in Figure 9.1(c). The fit
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parameters used here are, E0(0) = 2.372 eV, α = 1.1 × 10−4 eV K−1 and β = 151 K.
Concomitantly, we also observe an increase in the energy of the vibrational modes, as seen
in the temperature dependence of the Raman peak R2 in Figure 9.1(e), which corresponds
to an optical longitudinal phonon [272]. The temperature dependence of the energies of the
other Raman modes is shown in Figure S7 in Supplemental Material.
Below approximately 100–120 K, we observe a sharp deviation from the behavior de-
scribed above. The exciton energy now shows abrupt shifts with decreasing temperature
over relatively well defined temperatures. The structural parameters extracted from WAXS
and Raman spectroscopy also show distinct trends. It must be emphasized that we did not
observe a first order phase transition over the measured temperature range by means of
WAXS measurements, with the lowest probed temperature of 83 K. This is also in agree-
ment with earlier works on this material [273]. Instead, at this lower temperature range, the
contraction of the unit cell with decreasing temperature appears to level off (Figure 9.1(d)),
although we recognize that the experimentally available temperature range is limited. Be-
low ∼ 100 K, we also note that the Raman linewidths (R1 and R2) are weakly temperature
dependent down to 15 K. In conjunction, these observations suggest possible stiffening of
the crystal lattice as the two inorganic layers come closer, largely due to the steric hindrance
between the organic moieties.
While the Raman shift itself evolves into an anomalous range, where the energy reduces
upon lowering the temperature, the most striking evolution at low temperature can be seen
in the spectral lineshape, particularly that of the mode labelled R3 in Figure 9.1(b). We
observe a well-defined peak within this vibrational band, which gains intensity at lower
temperatures. Based on earlier work [274, 275], we assign this mode to the motion of
the lead iodide octahedra induced by the relative motion of the the organic cation. Due
to the localized nature of these vibrations and to the large dynamic disorder intrinsic to
the perovskite lattice, the observed mode is usually broadened via inhomogeneous effects
as can be seen in the 150-K spectrum (Figure 9.1(b)). We consider that a sub-ensemble
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of oscillators perceive similar local environment below 100 K due to a disorder-order-like
transition, as also suggested by the apparent lattice stiffening, leading to the narrowing of
the energetic distribution perceived by R3. This establishes temperature as an effective
means to vary the degree of dynamic disorder within the lattice and thus to investigate the
role of the latter in the excitonic correlations. We note that temperature-dependent spectral
narrowing of R1 and R2 modes is weak in this lower-temperature regime, further pointing
to the likely lattice stiffening effects (see Figure S8 in Supplemental Material).
Such a change in the order parameter of the lattice indeed results in the re-normalization
of the exciton binding energy by about 10 meV. Although this amounts to less than a 5%
correction to the two-particle correlation energy, it nevertheless suggests a finite contri-
bution of the lattice fluctuations to the electronic polarization. There is indeed an ob-
servable evolution in the spectral fine structure of the excitonic line in absorption be-
low 100 K(shown in Figure S5 in Supplemental Material) due to non-trivial corrections
in exciton-phonon coupling. However, the relatively small change in the binding energy
indicates that intrinsic electron-hole interactions are not strongly perturbed by the slow lat-
tice vibrations. This may not necessarily be the case for bound multi-excitons, which are
expected to have binding energies that are a fraction of the single exciton binding energy
as suggested by intensity-dependent photoluminescence measurements [81]. In order to
explore this proposition, we require a measurement of the excitation lineshape that permits
direct identification of multiquantum resonances, that is, spectral signatures of exciton-
exciton correlations, beyond the linear absorption probe discussed thus far, and beyond
steady-state photoluminescence, where the biexciton contribution needs to be extracted
from within the inhomogeneously broadened exciton spectrum over the entire temperature
range of interest. We achieve this by performing multi-dimensional coherent spectroscopy
at room temperature and at 5 K, the two experimentally accessible extremes of the range in
dynamic disorder of the lattice considered in Figure 9.1. The key conclusion that we will
draw from this spectroscopy is that the excitonic spectral structure discerned from linear
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Figure 9.2: Schematic representation of the two-dimensional coherent spectroscopy
experiment implemented in this work. The geometry of the excitation pulse-train beam
pattern (red) and the resonant four-wave mixing signal (SFWM, yellow-orange), detected
by interference with a local oscillator (LO), is shown in (a). We use a so-called BOXCARS
beam geometry, in which three pulse trains (A, B, C) propagating along the corners of
a square are focused onto the sample with a common lens, defining incident wavevector
~kA, ~kB, and ~kC. The LO beam, on the fourth apex of the incident beam geometry, co-
propagates with SFWM with wavevector imposed by the chosen phase matching conditions.
The spectral interferogram of SFWM and the LO beam is recorded at every time step. (b)
By controlling the order of the pulse sequence with this beam geometry, we measure two
distinct SFWM responses: the rephasing signal with wavevector ~kB − ~kA + ~kC and non-
rephasing signal with wavevector ~kA − ~kB + ~kC. The sum of rephasing and nonrephasing
spectra produce the total (one-quantum) correlation spectra displayed in Figure 9.3. (c) By
imposing the depicted pulse sequence, we isolate the two-quantum coherence correlation
spectra presented in Figure 9.4.
absorption is on top of two-quantum contributions due to biexcitons. We measure directly
their binding energy and find that biexcitons are strongly bound at room temperature in
spite of the strong dynamic disordered highlighted above. In what follows we first present
a general discussion of 2D coherent spectroscopy, and how it enables us to draw these
conclusions.
Two-dimensional (2D) coherent spectroscopy is a powerful tool to disentangle con-
gested spectral features by measuring the correlations between them [177]. In this spec-
troscopy, we resolve a nonlinear optical response of the system (coherent radiation from a
nonlinear polarization induced in matter by a sequence of three femtosecond pulses) with
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two correlated energy variables, the “absorption” and “emission” energies. The response
along the absorption energy variable is extracted from a time-domain coherent excitation
spectral measurement using a sequence of the three phase-controlled femtosecond pulses,
and that along the emission energy variable is obtained by measuring the resulting coher-
ent emission by means of spectral interferometry with a fourth replica pulse. We represent
schematically the geometry of the pulse sequence and resulting signal vectorial direction
in Figure 9.2. The utility of this family of techniques is that one expects to reproduce the
spectral structure observed in the absorption spectrum, manifested by peaks along the diag-
onal of the 2D spectrum, which expresses optical-transition autocorrelations. On top of this
diagonal structure, we can expect off-diagonal cross peaks in the presence of correlations
between optical transitions. Furthermore, if a contribution from an excited-state absorption
is possible (such as would be expected for a multi-exciton contribution to the absorption
spectrum), it would be obscured in a linear measurement or in an incoherent nonlinear
measurement such as transient absorption, but it can be uniquely identified in a coher-
ent 2D spectral experiment. In its most common implementation, 2D coherent excitation
spectroscopy is achieved by measuring the spectral phase and amplitude of the transient
four-wave mixing signal generated by the invoked pulse sequence incident on the sample
(see Figure 9.2(a)). The delays between the pulses are scanned and the coherent emis-
sion spectrum is recorded by spectral interferometry with the “local oscillator” laser beam
at each time step to generate a time-frequency map of the nonlinear response. The time
variable that maps the evolution of the coherence dynamics is then Fourier-transformed to
generate a frequency-frequency map. The multidimensional spectrometer used in this let-
ter is colloquially referred to as COLBERT (Coherent Optical Laser BEam Recombination
Technique), a design of superior phase stability developed by Turner and Nelson [143].
More details concerning the implementation used in this work are presented in Appendix
D and in Section S3 in Supplemental Material.
Our experimental configuration allows us to perform two distinct experiments repre-
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sented schematically in Figure 9.2. The first one, the one-quantum (1Q) total correlation
measurement, probes transitions between the ground state and the first ladder of excited
states, as well as the associated transitions to the next ladder of excited states. It is obtained
by summing the real parts of the two-dimensional spectra corresponding to the sequences
depicted in Figure 9.2(b), the so-called rephasing and nonrephasing spectra. In such spec-
tra, coherence or population transfer between spectral features and excited-state absorption
(ESA) manifests as negative and positive features respectively [118]. These two signatures
are often spectrally degenerate and give rise to complex lineshapes in a 1Q spectrum. The
second experimental scheme involves two-quantum (2Q) nonrephasing measurements, and
exclusively probes the direct two-quantum transitions to the second excited-state manifold,
making it a more selective measurement of higher-lying states. One performs such a mea-
surement by using the pulse sequence depicted in Figure 9.2(c). It is thus a very useful
tool to interpret 1Q spectra ESA features. Due to its high selectivity, ease of interpreta-
tion and low time-averaged fluences, these measurements have been used as elegant probes
of many-body interactions in various systems such as GaAs quantum wells [43], semi-
conductor quantum dots [276], monolayers of transition-metal dichalcogenides [82], and
multi-layered two-dimensional perovskites [84], to name a few closely related examples.
The 1Q total correlation spectra for (PEA)2PbI4 are shown in Figure 9.3 for two dif-
ferent population times (0 and 160 fs) at both room temperature ((a) and (c)) and 5 K ((b)
and (d)). It must be noted that the amplitudes of the observable features are weighted by
the product of the pump and absorption spectra, which are also shown in Figs. 9.3(e) and
(f). The pump spectrum does not extend into the free-carrier absorption band, allowing
us to uniquely probe excitons and their multi-body counterparts. We also present real and
imaginary parts of both rephasing and nonrephasing components for both population times
in Figs. S10 and S11, along with a movie of these spectral evolutions, in Supplemental
Material.























































































Figure 9.3: Total-correlation 2D coherent excitation measurements of (PEA)2PbI4. 1Q
total correlation spectra of (PEA)2PbI4 monolayer 2D perovskite at 5 K (b,d) and room
temperature (a,c) for population times of 0 fs (a,b) and 160 fs (c,d). For comparison, the
corresponding absorption spectra and pump laser spectra used during the experiments are
shown in (e) and (f). An illustration depicting some of the coherent processes involved in
these features is presented in (g). To avoid a crowded diagram, transitions within the same
exciton manifold (such as α and β) have been drawn as degenerate.
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peaks as 1 and 3) features corresponding to the primary transitions from the ground to the
exciton states. Strikingly, large positive features are also present, labelled as α, β and γ.
These indicate excited-state absorption from single-quantum states to higher-lying ones,
suggesting the existence of a non-trivial excited-state manifold (see Figure 9.3(g) for a
summary of the excitation pathways). These features lay atop negative-going cross peaks,
as indicated by the population time dependence of the diagonal features (see Supplemen-
tal Material), obscuring their true lineshapes. Nevertheless, it is possible to estimate the
energy of the higher-lying states responsible for these features by comparing their posi-
tion along the emission axis in the total correlation maps to upper cross-peak labelled 1
and the diagonal feature labelled 2, respectively [118]. For the features in the upper left
corners of the spectra (labelled as α and β), this implies the existence of a state (42 ± 2)
and (55 ± 2) meV below twice the energy of the 1Q state for room temperature and 5 K,
respectively. Supposing that this higher-lying state consists of a bound biexciton, which
is a correlated two-electron, two-hole quasi-particle, this energy difference corresponds to
our first estimate of its binding energy (EB). The positive feature labelled γ can also be
caused by ESA into a bound biexciton of two different excitons. In this case, an estimation
of the biexciton binding energy is challenging because of the higher proximity and thus
higher degree of interference with its corresponding negative feature.
The spectral evolution of the 1Q signal at 5 K suggests electronic relaxation within the
exciton manifold. At initial times, the diagonal response is mainly concentrated at higher
energies and within < 100 fs, the spectral weight is transferred to the lower-energy reso-
nance via population relaxation. Concurrently, cross peaks associated with the correlation
of the lower-energy state with the higher-lying ones gain in intensity, enough to partially
cover the positive ESA features.
At room temperature, we do not observe such dominant relaxation dynamics apart from
a monotonic decay over the entire spectrum (see also Figure S12 in Supplemental Mate-
rial). This can be attributed to the lack of spectral structure, even in linear absorption, due
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to the disorder-induced broadening of the excitonic transitions. We presume that thermal
disorder stabilizes a distribution of the photoexcited population within the excited-state
manifold, with no substantial relaxation at least within the probed temporal window. On
the other hand, we observe that the initial diagonally elongated spectral lineshape broadens
along the anti-diagonal axis within tens of femtoseconds. Such behavior is indicative of
spectral diffusion due to the energetic re-distribution between the inhomegeneously broad-
ened oscillators via incoherent interactions with the surrounding environnement [277]. The
observed ultrafast timescales, though compelling and probably analogous to the ultrafast
lattice re-organization dynamics observed in three-dimensional perovskites [278], require
more detailed analysis. Nevertheless, cross-peaks arising from these spectral dynamics and
from correlations add ambiguity to the estimated EB from the 1Q measurement alone. To
alleviate this, we exclusively probe the higher-lying excited-state manifold by performing
a two-quantum (2Q) measurement.
The real part of the nonrephasing 2Q spectra of polycrystalline monolayer (PEA)2PbI4,
both at 5 K and room temperature, are shown in Figure 9.4 alongside a schematic of the
energy levels of the excitons |X〉, biexcitons |B〉 and unbound exciton pairs (dashed line)
involved in the generation of the 2Q signal. The delay between the first and second pulses is
set to 20 fs, chosen to be their temporal full width at half-maximum, to minimize contribu-
tions from undesired non-resonant four-wave mixing while still maintaining a high signal-
to-noise ratio. In both spectra, a strong dispersive lineshape is present on the two-diagonal
(ω2Q = 2ωemit) axis indicating unbound but correlated exciton pairs by many-body inter-
actions such as excitation induced dephasing and excitation induced shift [116]. We em-
phasize that any spectral feature on the two-diagonal axis reflects correlations between two
excitons that include neither attractive nor repulsive contributions. Negative peaks can also
be observed above and below these dispersive features, and these signatures do correspond
to bound exciton pairs of different and similar species respectively [45]. The negative fea-






































































Figure 9.4: Two-quantum non-rephasing 2D coherent excitation measurements of
(PEA)2PbI4. Real part of the 2Q non-rephasing spectra of polycrystalline monolayer
(PEA)2PbI4 at room (a) and low temperature (b) for a 1Q waiting time of 20 fs. The dashed
black line follows two-quantum energies at twice the emission energy. Cuts along the ver-
tical (c) and horizontal (d) axes were taken along the dashed lines of corresponding color
in (a) and (b). The horizontal cuts were taken to coincide with the two-quantum energy
at which a biexcitonic feature resides on the vertical axis. Estimates of EB and E∗B were
obtained from apparent shifts from the diagonal line or from bound biexciton coherences
respectively (see text). Insets of (c) and (d) show the Feynmann pathways responsible for
these shifts, with |X〉 the exciton and |B〉 the biexciton states, respectively. The dashed
line in (c) indicates the crossing point between the cut axis and the diagonal. (e) An repre-
sentation of the coherent pathways that lead to biexciton features below the ω2Q = 2ωemit
diagonal.
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and the ground state. From these features’ vertical shift below the two-diagonal, the biex-
citon binding energy EB can be extracted yielding (44 ± 5) and (55 ± 5) meV for room-
and low-temperature measurements, respectively. By comparing this energy with that pre-
viously obtained from ESA features in 1Q total correlation spectra, we conclude that these
previous features indeed arise from ESA into a bound-exciton-pair state. This consists of
the first direct measurement of biexcitons in monolayered (i.e. the most quantum-well-like)
two-dimensional perovskites.
Theory also predicts the existence of a second positive feature redshifted by the biexci-
ton binding energy along the emission axis (see inset of Figure 9.4(d) and Figure 9.4(e)).
This peak arises from the oscillations of coherences between a 2Q state and the single-
exciton state [279]. Such a peak can be observed atop the aforementioned dispersive fea-
tures and yields another estimate of E∗B, the exciton binding energy. Taking an horizontal
cut at the two-quantum energy where the minimum of the biexcitonic peak was previously
observed highlights the presence of this feature (see Figure 9.4(d)). From the shift along the
emission axis between the two extrema of this cut, we extract a value of E∗B of (42±5) and
(50±5) meV for room- and low-temperature measurements, respectively, corroborating the
values of EB discussed above.
We note that biexciton binding energies are often estimated by PL measurements as
previously done by Ishihara et al. [78]. In fact, we do observe an emission peak which could
be of biexcitonic origin in PL (Figure S9 in Supplemental Material) and is red-shifted by
about 40 meV from the primary excitonic emission peak. However, the energetic position
of the exciton in emission is contaminated by self-absorption effects due to small Stokes
shift and overlapping spectral contributions from the exciton finestructure, leading to an
under-estimation of EB. Moreover, local heating effects induced by the high average pump
powers required make estimates from PL intensity measurements unreliable. It has also
been shown that a non-linear increase of the PL with pump fluence can also arise from
defect-related effects adding to the ambiguity in the assignement based solely on intensity-
191
dependent PL mesurements [193]. Furthermore, at room temperature, the PL spectrum is
featureless, making it impossible to even identify biexcitonic signatures over this higher
temperature range. This highlights the advantage of using multi-dimensional spectroscopy
to identify biexcitons and to measure their binding energy, as we have demonstrated here.
9.4 Discussion
In summary, we provide the first direct observation of biexcitons in monolayered (PEA)2PbI4,
using both 1Q and 2Q coherent multidimensional spectroscopy, and we have established
that this is so in the presence of strong dynamic energetic disorder at toom temperature. The
inferred binding energies are in agreement with the previous report of Ishihara et al. [81].
and approach those measured in monolayer transition metal dichalcogenides [82, 44], an-
other bidimensional system of great fundamental and technological interest. We consider
that it is highly significant that biexcitons are as stable in 2D perovskites, which are sub-
ject to strong dynamic disorder due to the hybrid organic-inorganic nature of the lattice,
and to its ionic nature, as in atomically single-layer, purely covalent 2D semiconductors.
We also provide a temperature-dependent measurement of biexciton binding energy using
two-quantum, two-dimensional spectroscopy, pointing to a similar effect of lattice temper-
ature to that observed for the exciton binding energy. The large change in biexciton binding
energy with temperature, as a fraction of the total binding energy, suggests important con-
tributions of the lattice to the permittivity function in two-dimensional perovskites.
Apart from giving an experimental benchmark for multi-body correlations in these ma-
terials, this work highlights the importance of the lattice degrees of freedom in Coulomb
screening effects. The contribution of polar lattice vibrations has been successfully un-
ravelled in the case of excitons in polar semiconductors by Kane [280] and Pollmann-
Buttner [65] via consideration of an effective permittivity function composed of static and
optical frequency dielectric responses. This has been effectively extended even to the case
of three-dimensional hybrid perovskites, where the motion of the organic cation has been
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shown, both theoretically [90] and experimentally [281], to screen electron-hole correla-
tions. Given the smaller exciton binding energy in bulk perovskites, these minor con-
tributions, though present, are considered to have no substantial effect on the excitation
dynamics, especially at low solar densities, though their role at high excitation densities
cannot be ruled out.
Intriguingly, two-dimensional perovskites present a contrasting scenario with respect to
their 3D counterparts. Dielectric confinement assures an extremely large exciton binding
energy accompanied by a small Bohr radius, such that exciton characteristics remain rela-
tively insensitive to lattice fluctuations due to their localized nature. This can be seen in the
very modest correction to the exciton binding energy with decreasing temperature, along
with the very similar spectral structure evident in both linear and non-linear (1Q) spectra,
upon transitioning from a disordered (RT) to ordered (5 K) crystal phase. The temperature
dependence of the biexciton binding energy, on the other hand, makes dynamic disorder
an extremely pertinent parameter in many-body correlations and thus assumes relevance
for high-density (> 1018 cm−3) dynamics. We interpret this as a consequence of their more
delocalized nature implied by the lower biexciton binding energy with respect to the single-
exciton binding energy, which makes them more sensitive to dynamic disorder induced by
localized lattice fluctuations.
Of all semiconductor systems probed so far, biexcitons in 2D perovskites are amongst
the most strongly bound [246]. This indicates that at room temperature and sufficiently
high excitation densities, they will be the dominant photoexcitation, yielding an important
non-radiative channel for exciton population. An Auger-like channel is expected to play a
major role in the performance of lasing devices by increasing the lasing thresholds [269].
The highlighted effects of dynamic disorder must thus be accounted for in the optimization
of these promising materials for optoelectronic applications. In the case that biexcitons
are the emissive species used for the lasing action as suggested by Kondo et al. with 2D
perovskites [83], crystal lattices that can house stable biexcitons should be appropriately
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designed and optimized.
9.5 Conclusions and Outlook
We conclude that in a model metal-halide single-layer two-dimensional hybrid semicon-
ductor, biexcitons are primary photoexcitations at sufficiently high density (& 1018 cm−3)
in spite of a highly complex disordered energy landscape. By means of temperature-
dependent absorption, wide-angle X-ray scattering, and Raman spectroscopies, we have
associated contributions of lattice motion to the dynamic disorder that renormalizes exci-
ton energies. These lattice dynamics affect substantially biexciton binding energies such
that at 5 K these are 25% higher than at ambient temperature, read directly by means of two-
dimensional coherent excitation spectroscopy. Nevertheless, given our measurement of a
binding energy of 44 meV at room temperature, only∼ 10% of biexcitons would dissociate
at steady state under ambient conditions. This underlines the importance of studying mul-
tiexcitonic structure in these materials as a function of chemical and crystalline structure.
We consider it an opportunity to extend these ultrafast spectroscopic studies as a function
of lead-halide octahedral distortion induced by the organic templating cation [8]. We sug-
gest that control of the details of dynamic disorder can be achieved by means of the nature
of the organic moiety. This will provide a rich materials parameters space to explore many
body correlations beyond atomically-single-layer semiconductors such as transition-metal
dichalchogenides.
Multi-particle correlations are at the heart of the quantum phase transitions — exciton-
Mott transitions and Bose-Einstein condensation [50], which are the primary mechanisms
leading to photonic and polaritonic lasing, respectively, in semiconductors. Conceptualiz-
ing the effect of lattice fluctuations on the co-operative behavior of the coherent electronic
excitations in such phases is thus not only of technological significance, but also a new





In the previous chapters, we have presented strong evidence that the states responsible for
the sub bandgap fine structure in 2D-HOIPs are distinct exciton-polarons. We first showed
that these states were intrinsic to the lattice and did not arise from defects or grain bound-
aries. We also showed that the optical lineshape could be reproduced by considering four
distinct excitonic transitions coupled differently to lattice modes using a modified Wan-
nier formalism. This assumption was then unambiguously confirmed by resonance Raman
spectroscopy and showed how each excitons were coupled to distinct low-energy modes.
By definition, this consists in a direct measurement of their polaronic nature. We have
shown that this polaronic nature is strongly manifested in their relaxation dynamics as well
as in their interactions with other quasiparticles. Exciton-polaron effects in 2D-HOIPs are
important and should be treated consequently. This thesis work also shows that multi-
dimensional coherent spectroscopy is a powerful tool to investigate new materials with,
exposing with relative ease profound physical phenomena that could only be probed indi-
rectly with other techniques through ambiguous interpretations. It is therefore becoming
important for researchers working on the optical properties of materials to educate them-
selves on this powerful technique so as to benefit from the strong evidences it brings about
the fundamental physical phemonena it probes.
In some sense, we have only exposed half the picture regarding polaronic effects. In-
deed, vibrational modes too are strongly affected by their coupling to the electronic degrees
of freedom [58]. Shifting, broadening and differential population of the phonon bands can
occur upon excitation of an electronic transition coupled to them and should be observed
as well in 2D-HOIPs. To probe these effects, transient spectroscopies such as pump-visible
probe-THz are ideal. As we have determined, many polaronic modes lie between 1 and
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10 meV, a range accessible by THz pulsed sources [282]. Moreover, although these modes
are Raman active, previous measurements in 3D HOIPs suggest they could be excited by
direct THz light absorption as well [215]. This technique has been very recently used to
track polaron dynamics in CsPbBr3 following carrier photoexcitation [283]. Given the rich
polaronic landscape in 2D-HOIPs, this would shed light on the simultaneous behavior of
their lattice and electronic degrees of freedom during relaxation following the absorption
of light. However, due to light’s vanishingly small momentum, this technique only probes
the phonon branch at zero phonon wavevector. Ultrafast electron diffraction, on the other
hand, could reveal in great details the lattice’s reaction to resonant excitation of the po-
larons [284]. This technique probes elastic scattering of a pulse of electrons off the lattice’s
electrostatic potential. Due to the periodicity of the latter, electronic Bragg peaks appear in
the far field. Moreover, the high scattering cross-section of electron diffraction allows this
technique to be performed on extremely thin samples, comparable to the penetration depth
of light. The electron pulse can be made as short as 100 fs, faster than the period of the
phonons dressing exciton-polarons and can therefore be timed with a resonant excitation
pulse. By observing the dynamics of the Bragg peaks with pump-electron probe delay, the
lattice’s conformation following excitation, including coherent oscillations, can be time-
resolved. This provides a more direct probe of the reaction of the lattice to the presence of
polarons than the THz pump-probe experiment [285]. A significant improvement of this
technique, ultrafast electron diffuse scattering, probes the inelastic scattering of electrons
on the lattice [286]. This is done using the same experimental apparatus, albeit with a
much greater signal to noise ratio. This allows the resolution of weak features arising from
inelastic scattering with the lattice around the strong elastic Bragg peaks. These features
are a direct measure of the occupancy of phonon branches at all wavevectors and can be
used to infer the phonon part of the polarons’ wavefunctions. Moreover, by monitoring the
time dependence of this phonon population, the electron-phonon coupling for all phonon
branches at all wavevectors could also be extracted. The latter, however, require the knowl-
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edge of the phonon dispersion relations, which has only been measured recently for 3D
HOIPs [287] and lacks for their two-dimensional counterparts. Given our measurements of
temperature-dependent non-resonant Raman spectroscopy [249], the phonon branches are
expected to shift, broaden and split with temperature. Therefore, temperature dependent
inelastic neutron scattering must be performed to get a full picture of the phonon degree of
freedom in these materials. Nonetheless, such a detailed characterisation of the polaron’s
phonon part would guide our understanding of exciton-polaron formation dynamics for all
2D exciton-polaronic systems for years to come.
As mentioned in the introduction chapter, the aim of condensed matter physics is to
provide from basic principles a hierarchy of models that reproduce to various degrees
of accuracy the behavior of complex systems. In this optic, investigations into empiri-
cal exciton-polaron Hamiltonians such as that of reference [71] are extremely useful to
interpret experimental data. Extensions of the latter to account for many-body interaction
could give powerful insights into the role of polaronic effects into biexcitonic binding and
the many-body scattering processes. Additional ab-initio studies such as density functional
theory calculations should also be steered towards the description of polaronic effects. DFT
calculations have been able to describe small polaron formation in 2D-HOIPs [168] but
large polarons have resisted this treatment so far. Indeed, 2D-HOIPs, due to their complex
and large unit cells, are difficult systems to investigate using DFT. Therefore, perform-
ing these calculations on the many supercells spanned by large polarons is an extremely
challenging task. However, recent developments in the ab-initio treatment of polaronic ef-
fects allow the treatment of large polarons without the need for supercell calculations [288,
289]. These could help elucidate which polaronic regime free carriers in 2D-HOIPs fall
into: large or small polarons. In the end, these efforts would highlight which approxima-
tions are best suited to describe with accuracy the essential physical phenomena that arise
from both strong electron-hole and strong electron-phonon correlations.











































Figure 10.1: Decrease of the homogeneous linewidth with population time in
(PEA)2PbI4 at 5 K for each excitonic specie. The error bars represent the robustness
of the fits to a small amount of white noise added to the data. These measurements were
taken at a fluence of 40 nJ/cm2.
is incomplete for we have only probed bright states. Recent investigations of 3D HOIPs
under intense magnetic fields have shown the fine structure to hide a dark exciton below all
optically active excitons [96]. What about 2D-HOIPs? From the data presented in chapter
8 alone, we can infer that other states should be present alongside those directly responsible
for the material’s optical properties. Indeed, even when extrapolated to zero temperature
and exciton density, the decoherence times extracted from the homogeneous linewidths do
not correspond to the exciton lifetime extracted from photoluminescence measurements.
These short decoherence times but much longer emission decays would imply that exci-
tons scatter in and out of the bright states into dark ones many times before they undergo
radiative recombination. This transfer between bright and dark states could be responsible
for the decrease in the homogeneous linewidths of bright excitons with population time,
shown in Figure 10.1. As part of the bright population scatters into a dark state, the ho-
mogeneous linewidth reduces until the population transfer has occured. This would imply
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that the bright states themselves are actually near degenerate, and only one of these near-
degenerate bright states can scatter into the dark ones. Moreover, the fact that this decrease
of homogeneous linewidth with population time depends on the nature of the exciton also
suggests this coupling to a ladder of dark states to be complex. This decrease in homo-
geneous linewidth could also be related to the stabilisation of the polaronic cloud and the
susbequent dynamic shielding of the exciton against external disorder. This phenomenon
demands further investigations from both the experimental and theoretical sides, using dy-
namic population models to account for the coherent lineshape as well as probes sensitive
























































































































Figure 10.2: Evolution of the low temperature rephasing two-dimensional lineshape
with population time. Shown is the real part of the rephasing spectra for 0 fs, 120 fs,
240 fs and 400 fs of population time delay for (PEA)2PbI4 at 5 K at a fluence of 40 nJ/cm
2.
Many mysteries also remain with regards to many-body interactions in 2D-HOIPs. By
monitoring the homogeneous linewidth of each transition with increasing exciton density,
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we have extracted the exciton-exciton interaction parameter. This parameter is related to
dephasing induced by elastic collisions with other excitons and so is called excitation in-
duced dephasing in the literature. However, many-body effects can also change the energy
of exciton through excitation induced shift. This effect is usually small but is detectable
through changes in the two-dimensional lineshape of an optical transition. This might be
the cause of the observed changes in Figure 10.2 with population time. At zero population
waiting time, all lineshapes feature a dispersive character. As the population time is in-
creased, the lowest energy exciton becomes absorptive and then dispersive again. Changes
in the lineshape of the other excitonic features, however, occur at a much slower pace and
only become absorptive after 400 fs of waiting time. This again highlights the strong spec-
tral diversity in many-body interactions present in 2D-HOIPs. An in-depth analysis through
optical Bloch equations could reveal more clues regarding the role of the polaronic nature
of excitons and its diversity in many-body interactions in these systems.
Another many-body phenomenon probed in this thesis work is that of biexcitonic bind-
ing at high-densities. Figure 9.4 of the previous chapter indicates the presence of a complex
bound state structure in the second manifold of excited states. Indeed, given the complexity
of the excitonic structure in 2D-HOIPs, one expects to have just as complex a biexcitonic
structure. Moreover, data from Figure 9.3 also suggests that the binding energies of biex-
citons depend on the nature of its exciton components. Due to the large excitation induced
dephasing caused by the high excitation fluences used in the previous chapter, we were
unable to investigate this complex biexcitonic spectrum without first improving the sensi-
tivity of COLBERT. As shown by the high quality of the data acquired at very low fluences
presented in chapter 8, this is now possible. By using a linearly cross-polarized pulse se-
quence, the correlations that do not arise from biexcitons would be strongly suppressed
yielding a background free measurement of their spectrum [43]. This experiment would
yield results of interest beyond mere many-body physics. Indeed, as high-energy particle
physics has taught us, by observing how different excitons ”stick” or split when smashed
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together, much could be learned about the nature of each excitons themselves. Moreover,
if COLBERT’s optical bandwidth can be increased to also cover the absorption continuum,
collisional ionization processes, like excitonic Auger processes, and trion formation could
also be investigated. All of the above experiments aim to answer questions regarding the
role of polaronic effects in both elastic and inelastic many-body interactions as well as to














































Figure 10.3: Changes in the absorption spectrum and electron-phonon coupling with
halogenation of the organic cation. The absorption spectrum of (a) (PEA)2PbI4, (b)
(Br−PEA)2PbI4 and (c) (Cl−PEA)2PbI4 at 5 K. The organic cation used in each com-
pound is drawn in inset. The corresponding spectrally integrated RICSRS spectrum for (d)
(PEA)2PbI4 and (e) (Cl−PEA)2PbI4 when pumping at 3.06 eV, in the carrier continuum.
An exciting aspect of the physics occurring in these materials is their occurence in real
materials with a vast parameter space in terms of their structure and elemental composition.
Now that we have identified many probes which investigate what seems to be the heart of
the problem, we can use these material parameters as knobs to change the regime in which
we observe these physical phenomena. For instance, we have recently shown that adding
a mere nitro group at the fourth position of the PEA cation completely changes the emis-
sive properties of the compound [290]. While this publication and many others are helping
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better understand the role of the organic cation in stabilizing the structure of the inorganic
layer, very little is known about the role of the latter in the optical properties of 2D-HOIPs.
This thesis work shows a new method to tackle this problem: by investigating changes in
the electron-phonon coupling using RICSRS and multidimensional spectroscopy. We have
begun undertaking this endeavor with a series of halogenated cations shown in Figure 10.3.
Due to slightly different interactions between cations and the inorganic lattice, the latter
finds a slightly distinct equilibrium positon. This allows us to slightly turn the knob of
bond orientation and octahedral distortion in the inorganic layer and study its effect on
the polaronic properties. In the case of the halogenated cations, their absorption spectrum
changes slightly but the displaced modes by an excitation into the carrier continuum are
significantly different. By comparing both of these measurement to non-resonant Raman
spectra, one could separate changes in phonon energy from changes in electron-phonon
coupling. These measurements can be readily obtained using equipment found in most
ultrafast spectroscopy laboratories. Furthermore, the impact of dynamic disorder on the
excitonic degrees of freedom can be also be investigated by correlating the degree of dis-
order in the cation’s motion (using NMR for instance [291]), the broadening of features
in the non-resonant Raman spectrum and the homogeneous linewidths of the excitonic
fine structure. These could be used to verify a recent preliminary claim that longer cation
increases the dynamic disorder [9]. Such investigations are important to assess whether
physics like that of Anderson localisation by the dynamic disorder could play a role in the
extent of the exciton-polaron’s wavefunction [292]. The atomic composition of each layers
may be changed as well to understand how critical their exact nature is to the photophysics
of 2D-HOIPs. For instance, the metal atom typically used if that of lead, a heavy metal
with consequentially large spin-orbit interaction. Therefore, the effect of spin-orbit on the
properties of excitons can be investigated by using tin instead, where these effects should
be weaker. All of these aim at understanding the complex interplay between structure and
optoelectronic properties in 2D-HOIPs.
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To this end, our work could be the bridge between what seems to be two communities
in the field. Those who work on broadband emitting 2D-HOIPs and those working on nar-
rowband emitters. In the former, excitons are thought to be self-trapped excitons (small
polarons) [7] while in the latter, they were thought until now to be regular excitons some-
where between the Frenkel and Wannier models [194]. However, I believe this thesis work
shows that these are two manifestations of the same underlying phenomenon. Indeed, by
taking equation 2.43 in the two-dimensional case, we see that depending on the sign of the
difference between the kinetic energy term and the short-range electron-lattice interaction
term, either a small or a large polaron forms, as seen in Figure 2.5b. Therefore, although
long-range interactions are expected to be stronger due to the image charge effect, the bidi-
mensional nature of the inorganic layer might be what allows short-range interactions to
reduce the delocalizing contribution of the kinetic energy term, facilitating large polaron
formation. When distorting the inorganic lattice from its ideal geometry, some bonds could
become softer thus increasing the contribution of short-range interactions. This reduces the
size of the large polarons or, if short-range interactions dominate the kinetic energy term,
leads to the collapse into a small polaron or self-trapped exciton. What links the physics
observed in broadband emitting 2D-HOIPs to that of narrow emitters could actually lie in
the magnitude of short-range electron-phonon interactions. There are a few ways in which
this could be tested experimentally. Short-range interactions stem from the interaction of
electrons with a deformation potential or the piezoelectric effect. The former can be exper-
imentally probed by monitoring the optical properties of the crystal while stress is applied
to the crystalline structure using a diamond anvil. Strong short-range interactions should be
manifested as strong electron-acoustic phonon interactions. These could be observed in ul-
trafast electron diffuse scattering but perhaps in the generation of acoustic wave following
photoexcitation as well.
We finally address the elephants in the room: what causes the excitonic fine structure?
Why are the states that compose it distinct exciton-polarons? This thesis work holds no
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firm answer to these fundamental questions. However, having shown the polaronic nature
of each excitons suggests that polaronic effects could be playing an important role in the
appearance of the excitonic fine-structure. Indeed, when polaronic effects are present, the
excitonic binding energy depends on the magnitude and spectrum of the exciton-phonon
coupling. The distinct lattice coupling of each excitons should therefore change their bind-
ing energies and could lead to the observed fine-structure if the exciton-phonon couplings
are sufficiently strong and distinct [71]. Only an accurate modelling of exciton-polarons
in these systems using experimentally measured parameters will tell if this hypothesis is
valid. Nonetheless, whether the fine-structure arises from exciton-polaronic effects or not,
we are left with a problem of similar nature. We need to determine by which mechanisms
are these states distinct from one another, with respect to either their energy or their po-
laronic nature. One strong contender for such a mechanism is that of spin-orbit coupling.
It is known to be strong in 2D-HOIPs due to the presence of heavy metal atoms and can
either shift the position of bands leading to the observed fine-structure directly or through
the polaronic effect. This could be tested by investigating tin-based 2D-HOIPs as well as
high-magnetic field measurements. However, the lack of a fine structure in recent calcula-
tions including spin-orbit coupling [10] indicate this effect might not arise when Coulomb
coupling are not taken in consideration. However, the Wannier model does not predict
the lifting of degeneracies of any kind but merely a reorganization of the existing Bloch
waves into new states. This arises due to the Wannier approximation, which neglects the
Coulomb exchange interaction by supposing paired electrons and holes are far appart. As
we have shown in section 2.2.1, this leads to the disappearance of the exchange term in
equation 2.9. The validity of the Wannier approximation in 2D-HOIPs, however, has been
questioned ever since excitons were observed in these materials due to their small exci-
tonic Bohr radius. Therefore, without completely invalidating the Wannier formalism, the
Coulomb exchange term might induce corrections to the Wannier orbitals which lead to the
observed fine structure, the polaronic character of excitons or both. Coulomb exchange in-
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teractions were recently shown to give rise to the excitonic fine structure in 3D HOIPs [96].
Further crystalline fields then split the degeneracies of the resulting bright triplet. Given
the larger excitonic Bohr radius of excitons in these systems, this effect should only be
amplified in 2D-HOIPs. Then, crystalline fields due to the two-dimensional nature of the
inorganic layers or polaronic effects could result in the observed fine structure. This claim
could be verified in DFT calculations accounting for excitonic effects or solving the Hamil-
tonian of equation 2.9 without neglecting the exchange term and include polaronic effects
as well. On the experimental side, experiments in high-magnetic fields could also help con-
firm or infirm this hypothesis. If it is found to be true, this would also cast doubts on the
assignment of the low-energy excited state absorption observed in two-dimensional spectra
to a biexcitonic transition. Indeed, exchange interactions predict the presence of a singlet
dark state below an optically active triplet. The excited state absorption feature could then
arise from a transition from a bright exciton to two unbound dark excitons. This would
also explain the appearance of the feature labelled A∗ in the absorption spectra of thick
(PEA)2PbI4 samples where defects could relax the selection rules that darkened this state.
What all of the aforementioned perspectives show is that there is much more to do in
order to understand these fascinating systems. My hope is that this thesis work motivates
the community to investigate the most fundamental aspects of 2D-HOIPs in order to push
our understanding of these materials to match those of well understood semiconductors are
like GaAs quantum wells, Si or monolayers of transition metal dichalcogenides. This is
necessary if these materials are to fulfill their technological promises by being used in op-
toelectronics applications or as materials in novel architectures exhibiting quantum phases
of matter such as quantum fluids [50]. This would also significantly enrich our current
understanding of two-dimensional physics and how dimensionality impacts physical mod-
els. These materials push semiconductor physics to their limits and the community has no
choice but to rise up to the challenge they pose.
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