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Resumen
Las aplicaciones distribuidas esta´n formadas por un conjunto de procesos, los cuales
pueden competir por utilizar un recurso o trabajar en forma conjunta para resolver una
tarea.
Estas aplicaciones requieren protocolos que permitan concurrencia entre los procesos que
trabajan cooperativamente y exclusio´n mutua para aquellos que compiten por utilizar el
recurso. En este trabajo se presenta un algoritmo para exclusio´n mutua para grupos de
procesos basa´ndose en el modelo de memoria compartida asincro´nica, donde cada conjunto de
procesos que realice una actividad conjunta compiten conjuntamente para acceder al recurso.
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Las aplicaciones utilizan recursos, algunas requieren uso exclusivo de los mismo y otras que
realizan trabajo cooperativo comparten el acceso a esos recursos. A partir de estos requerimientos,
es necesario considerar en las aplicaciones distribuidas protocolos que soporten las caracter´ısticas
de exclusio´n mutua y concurrencia.
Exclusio´n Mutua: garantiza el acceso exclusivo a un recurso comu´n sobre un conjunto de
procesos compitiendo.
Concurrencia: permite que los procesos no conflictivos compartan un recurso para incremen-
tar la performance del sistema.
La caracter´ıstica de exclusio´n mutua es el primer problema que surge en los sistemas multipro-
gramados, en la literatura hay muchos protocolos propuestos que garantizan esta propiedad, como
por ejemplo en [2], [3], [4], [7], [10], ..., algunos esta´n basado en el modelo de memoria compartida
distribuida y otros en pasaje de mensajes.
Para considerar la situacio´n que varios procesos comparten el acceso a un recurso, se extiende
el problema original de exclusio´n mutua a exclusio´n mutua para grupos de procesos. En este tra-
bajo se consideran protocolos para la extensio´n a grupos de procesos basa´ndose en el modelo de
memoria compartida, do´nde los procesos se comunican mediante la escritura y lectura de variables
compartidas.
Se considera un conjunto de n procesos p0, p1, .., pn−1 los cuales trabajan en forma independiente
o en forma cooperativa en una actividad que utiliza un recurso compartido. En el resto del trabajo
se considera que la actividad compartida se realiza en un grupo con el mismo intere´s.
Los procesos pueden participar de cualquiera de los diferentes m grupos G0, G1, ... , Gm−1. Cada
uno de los grupos, cuando se encuentra activo utiliza el/los recurso/s por los cuales compiten en el
sistema. En un determinado instante, so´lo un grupo puede estar utilizando el recurso compartido.
En el grupo, participan todos los procesos que esta´n interesados en la actividad.
Inicialmente cada uno de los procesos esta´ trabajando individualmente. Cuando desea trabajar
en equipo, elige el grupo. Se considera que cada proceso trabaja en equipo por un tiempo finito, y
que puede participar en cualquiera de los diferentes grupos. En la figura 1, se observan 2 formas
diferentes de modelar el mismo problema. En el caso (A), los procesos P1, P2 y P7 que esta´n
actualmente vinculados al grupo G3; y los procesos P0 y P8 esta´n integrando el grupo G1. La
competencia para acceder al recurso la gano´ el grupo G3, el mismo se encuentra en la seccio´n cr´ıtica
y todos los procesos vinculados esta´n trajando cooperativamente, el grupo G1 esta´ compitiendo
por alcanzar el permiso de utilizar el recurso. En el caso (B), los procesos P1, P2 y P7 eligieron
al grupo G3 para trabajar concurrentemente, y los procesos P0 y P8 eligieron al grupo G1 para
trabajar concurrentemente. Cada proceso compitio´ por acceder al recurso, uno de los procesos que
eligio´ al grupo G3 obtiene el permiso entonces permite que accedan los otros procesos que quieren
realizar la misma actividad cooperativamente.
En el caso, en que se considerara que cada grupo estuviera formado por un solo proceso,
entonces el problema se reducir´ıa al modelo convencional de exclusio´n mutua para n procesos,
donde solamente un proceso a la vez puede estar en la seccio´n cr´ıtica. Para resolver este problema
se requiere una extensio´n del problema de la exclusio´n mutua al caso donde k procesos pueden
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Figura 1: Ejemplo de Concurrencia y Competicio´n
compartir la utilizacio´n del recurso en un instante de tiempo. Se requiere un algoritmo que satisfaga
los siguientes requerimientos:
Exclusio´n Mutua: si algu´n proceso esta´ trabajando en un grupo, no puede haber otro proceso
trabajando en un grupo diferente simulta´nea-mente.
Demora Limitada (libre de inanicio´n): un proceso que desea participar de un grupo even-
tualmente tendra´ e´xito.
Entrada Concurrente: si algunos procesos esta´n interesados en un grupo y no hay un proce-
so interesado en otro grupo, entonces los procesos pueden participar concurrentemente del
grupo.
Libre de interbloqueo: cuando la seccio´n cr´ıtica esta´ disponible, los grupos no deber´ıan esperar
indefinidamente y alguno deber´ıa obtener el permiso para acceder.
2. Algoritmo con dos actores
El algoritmo presentado en [5] resuelve el problema de exclusio´n mutua para grupos de procesos
utilizando dos tipos de actores: los procesos y los grupos, que se integran para competir por
la utilizacio´n de un recurso. En el modelo, se tienen dos componentes que formara´n parte del
algoritmo, el proceso que selecciona un grupo de trabajo, y el grupo que compite para acceder a
la seccio´n cr´ıtica.
Cuando un actor no esta´ involucrado de ninguna manera con el recurso, se dice que esta´ en la
regio´n resto. Para obtener la admisio´n a la regio´n cr´ıtica, un actor ejecuta un protocolo de entrada
(trying), despue´s que utiliza el recurso, se ejecuta un protocolo de salida (exit). Este procedimiento
puede repetirse, de modo que cada actor sigue un ciclo, desplaza´ndose desde la regio´n resto (R),
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Seleccio´n del grupo en g
Si inactivo(g) entonces
lista(g,i) = <2, espera> {Es el primer proceso en el grupo, habilita mientras esta´ en la seccio´n cr´ıtica que otro procesos puedan
participar concurrentemente en la misma}
sino
lista(g,i) = <1, espera> {Por lo menos hay otro proceso que estaba en el grupo}
fin si
Waitfor (flag(g) = etapas + 1) ∧ ((lista(g,i)=<2, espera>) ∨ (∃ j: 1..n, lista(g,i)=<2, en cs>))
lista(g,i) = < .., en cs>
... Seccio´n Cr´ıtica
Salidai
lista(g,i) = <0, resto>
inactivo(g) ≡ (flag(g) = 0) {Indica que el grupo esta´ en la regio´n resto}
Figura 2: Actor Proceso
Grupoi
Entradai
waitfor [∃ j: 1..n, lista[k,j] = < .., espera>]
Bucar lider(lista,i)
para k = 1 hasta etapas hacer
flag(i) = k {representa los diferentes niveles}
Si (role(i,k) 6=0) o´ (i≤m-k) entonces
Waitfor [∀ j ∈ oponentes(i,k) : flag(j) < k] o´ [turn(comp(i,k)) 6=role(i,k)]
flag(i)= etapas + 1 {para que el proceso sepa que esta´ en la S.C.}
... Seccio´n Cr´ıtica
Salidai
Waitfor [∀ j: 1..n, lista(i,j) 6=<..,en cs>]
flag(i) = 0
Figura 3: Actor Grupo
a la regio´n de entrada (T), luego a la regio´n cr´ıtica (C) y por u´ltimo a la regio´n de salida (E), y
luego vuelve a comenzar el ciclo en la regio´n resto.
Como se observa en la figura 2, el primer paso que realiza el actor proceso, en la regio´n de
entrada, es seleccionar el grupo en el cual desea participar del conjunto de m grupos. El segundo
paso es esperar hasta que el grupo seleccionado entre en la regio´n cr´ıtica para que pueda acceder
a la misma. Cuando finaliza su actividad, sale de la regio´n cr´ıtica, se desvincula del grupo (regio´n
de salida).
Como se observa en la figura 3, el actor grupo inicialmente esta´ inactivo, en la regio´n resto, esto
representa que ningu´n proceso lo ha seleccionado para participar en el mismo. El primer proceso
que lo selecciona para participar, hace que comience la competencia por entrar en la regio´n cr´ıtica,
y se lo identifica como el primer proceso que pertenece al grupo; pasa a la regio´n de entrada.
Todos los procesos que lo seleccionen mientras se encuentra en competicio´n por entrar a la regio´n
cr´ıtica, se agregan a los procesos ya existentes. En el caso que el grupo este´ en la regio´n cr´ıtica,
si el proceso que activo´ al grupo esta´ trabajando en la misma, entonces el proceso se incorpora,
sino se pone en cola de espera hasta que termine la actual vuelta (todos los procesos que esta´n
trabajando finalicen su tarea y el grupo salga de la regio´n cr´ıtica), se reinicie el ciclo, esto es,
compita nuevamente por el ingreso en la regio´n cr´ıtica.
Los actores grupos compiten por alcanzar el permiso de utilizar el recurso (acceso a la regio´n
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∀ flag(i): 0 ≤ i ≤ (m-1), flag(i) = 0 inicialmente
para cada cadena binaria x de a lo sumo longitud etapas-1
turn(x) inicialmente arbitraria, escrito y le´ıdo por exactamente aquellos grupos i para los cuales x es un prefijo de la
representacio´n binaria de i.
∀ lista(i,j): 0 ≤ i ≤ (m-1), 0 ≤ j ≤ (n-1),
lista(i,j) = <0, resto> inicialmente
etapas = (Si truncar(log(m)) = log(m) entonces = truncar(log(m)) sino = truncar(log(m)) + 1 fin si)
Figura 4: Algoritmo dos actores - variables compartidas
Notas
• comp(k,l)→ el nivel l del grupo k, es la cadena que consiste de los (etapas-l) bits de mayor orden
de la representacio´n binaria de k.
• etapas → esta´ representando la cantidad de bits necesaria para almacenar hasta el valor (m-1)
• role(k,l) → el rol del grupok en el nivel l de competecio´n del mismo, es el bit (etapas-l+1) de la
representacio´n binaria de k (representa si desciende de la rama derecha o izquierda)
• oponentes(k,l) → los oponentes del grupok en el nivel l de competicio´n, es el conjunto de ı´ndices
de grupos con el mismo orden de bits en (etapas-l) y el opuesto (etapas-l+1)
cr´ıtica), so´lo un u´nico grupo tiene derecho de utilizar el recurso en un determinado instante de
tiempo. El esquema base para la competencia de los grupos, esta´ basado en el algoritmo de Tour-
nament, con la extensio´n a m elementos, donde m no es necesariamente una potencia de 2. Las
variables utilizadas se muestran en la figura 4.
Cada grupo esta´ ocupado en una serie de competencias de O(log n) para obtener el recurso.
Puede considerarse que la competicio´n esta´ dispuesta en un a´rbol de competencia binario. Las
hojas corresponden a los m grupos. En las Notas se presentan las funciones que se utilizan en el
algoritmo.
La idea es que el algoritmo cumpla las siguientes condiciones:
Un u´nico grupo esta´ activo utilizando el recurso compartido (exclusio´n mutua)
Si el recurso esta´ disponible y un grupo quiere utilizarlo (esta´ en espera) que acceda al mismo
sin tener ma´s demora.
Si un grupo esta´ activo y el primer proceso tambie´n, todo proceso que quiera trabajar en el
mismo que lo pueda realizar, de esa manera se logra un mayor nivel de concurrencia.
El algoritmo cumple con las condiciones de buena formacio´n, exclusio´n mutua y progreso que
requiere para resolver el problema de la exclusio´n mutua (porque esta´ basado en el algoritmo
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P G5, 3 P G7, 3
Figura 5: Procesos Concurrentes
presentado en [4]); y adema´s satisface los requisitos de un buen algoritmo de exclusio´n mutua, esto
es, Libre de Interbloqueo, Libre de inanicio´n e Imparcialidad.
3. Presentacio´n del Modelo
El modelo presentado esta´ formado por un actor proceso que utiliza el recurso en forma com-
partida con otros actores procesos que realizan su trabajo en forma conjunta, esto es participan
del mismo grupo de intere´s.
El actor proceso es el que compite por acceder al recurso participando de un determinado grupo.
El actor proceso puede participar de diferentes grupos durante en el transcurso de su trabajo, pero
en un determinado instante de tiempo participa de un u´nico grupo.
En el caso (B) de la figura 1, se puede observar el comportamiento del modelo presentado.
El esquema de competencia del actor proceso esta´ basado en el algoritmo de Tournament, con la
extensio´n a n elementos, donde n no es necesariamente una potencia de 2.
El proceso inicialmente esta´ en la seccio´n resto, cuando ingresa en la seccio´n de entrada se-
lecciona el grupo en el cual va a participar y comienza la competencia por acceder al recurso. La
competencia se realiza por niveles, cuando supera el u´ltimo nivel puede acceder a la seccio´n cr´ıtica,
si en un determinado nivel se encuentra con un proceso que quiere acceder por el mismo grupo
entonces compiten conjuntamente para acceder a la seccio´n cr´ıtica. En la figura 5, se observa la
situacio´n en la cual los procesos P5 y P7 que compiten en el nivel 2 comparten el mismo grupo G3,
entonces avanzan juntos.
En el modelo presentado cuando un proceso Pi compite con el proceso Pj en el nivel k identifica
que es un compan˜ero entonces espera hasta que el proceso Pj acceda al recurso y luego participar
en forma cooperativa.
4. Algoritmo con un actor
El algoritmo presentado se basa en el paradigma de memoria compartida distribuida sobre las
variables de control utilizadas. En la figura 6 se muestran las variables compartidas.
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∀ flag(i): 0 ≤ i ≤ (n-1), flag(i) = 0 inicialmente
∀ grupo(i): 0 ≤ i ≤ (n-1), grupo(i) = -1 inicialmente
∀ oponente compa(i,i): 0 ≤ i ≤ (n-1), oponente compa(i) = 0 inicialmente
para cada cadena binaria x de a lo sumo longitud etapas-1
turn(x) inicialmente arbitraria, escrito y le´ıdo por exactamente aquellos grupos i para los cuales x es un prefijo de la
representacio´n binaria de i.
etapas = (Si truncar(log(n)) = log(n) entonces = truncar(log(n)) sino = truncar(log(n)) + 1 fin si)
pganador = -1
gganador = -1
Figura 6: Variables Compartidas
Las variables flag(i) y grupo(i) son escritas por el proceso Pi y le´ıdas por el resto de los
procesos; la primer variable indica el nivel de competencia del proceso y la segunda en cua´l grupo
esta´ vinculada. Las variables pganador y gganador pueden ser le´ıdas y escritas por todos los
procesos; la variable pganador contiene la informacio´n de cua´l es el primer proceso que ingreso´ en
la seccio´n cr´ıtica de todos los que trabajan cooperativamente y gganandor contiene la informacio´n
de cua´l es el grupo al que pertenecen los procesos que esta´n en la seccio´n cr´ıtica. Etapas contiene
el nu´mero de niveles de competencia. Las variables oponente compa(0..n− 1, i) son escritas por el
proceso Pi y le´ıdas por el proceso Pj.
En la figura 7, se muestra el comportamiento del protocolo de entrada y salida en formato
tradicional. Se considera los accesos a las variables compartidas ato´micos. Un buen algoritmo de
exclusio´n mutua garantiza las condiciones de buena formacio´n, exclusio´n mutua y progreso. El
modelo esta´ basado en [4] que garantiza las condiciones de un buen algoritmo, se le incorporo´ el
avance de procesos oponentes que son compan˜eros para acceder conjuntamente a seccio´n cr´ıtica.
En el caso que todos los oponentes sean competidores el algoritmo garantiza todas las condiciones.
¿Que´ sucede si un proceso Pi en el nivel k obtiene que un oponente Pj es compan˜ero? El estado
del proceso Pi ser´ıa el siguiente:
flag(i) = k
oponente compa(j, i) = 1
grupo(i) = g
El proceso Pj podr´ıa estar en las siguientes situaciones:
Nivel k Nivel Superior En Seccio´n Cr´ıtica
flag(j) = k flag(j) > k y < etapas + 1 flag(j) = etapas + 1
grupo(j) = g grupo(j) = g grupo(j) = g
Si esta´ en el mismo nivel entonces avanza al pro´ximo nivel de competicio´n. Si esta´ en un nivel
superior o en la seccio´n cr´ıtica lo que modifica es cuando se encuentre en la seccio´n de salida, ya
que debe esperar a que el proceso Pi tome una decisio´n, acceda a la seccio´n cr´ıtica o haya perdido
el permiso de acceder directamente y tenga que continuar compitiendo.
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g = seleccionar grupo
grupo(i) = g
k = 1
mientras (k ≤ etapas) hacer {
flag(i) = k
turn(comp(i,k)) = role(i,k)
si (role(i,k) 6= 0) o´ (i ≤ n-k) o´ (i < 2etapas / 2) entonces
waitfor [∀j ∈ Oponentes(i,k) : flag(j) < k] o´ [Hay Compa(i,k)] o´ [turn(comp(i,k) 6= role(i,k)]
Si Hay Compa(i,k) entonces
oponente compa(j,i) = 1
waitfor [ganar(i)] o´ [ 6 ∃ Oponente(i,k) : (flag(j) ≥ k) ∧ (grupo(j) == grupo(i))]
Si ganar(i) entonces k = etapas, flag(i) = etapas + 1
oponente compa(j,i) = 0
k = k + 1}
flag(i) = etapas + 1





Si (pganador == i) entonces
pganador = -1
gganador = -1
waitfor (∀ j, 0 ≤ j ≤ (n-1) oponente compa(i,j) == 0)
grupo(i) = -1
flag(i) = 0
Hay Compa(i,k) ≡ Si(∃j ∈ Oponentes(i,k) : flag(j) ≥ k ∧ grupo(j) == grupo(i)) Entonces Verdadero Sino Falso
ganar(i) ≡ Si (gganador == grupo(i) ∧ pganador 6= -1) Entonces Verdadero Sino Falso
Figura 7: Algoritmo de un actor
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Para garantizar la equidad, una vez que el primer proceso que ingreso´ a la seccio´n cr´ıtica en
un grupo Gl, finaliza su seccio´n cr´ıtica no se permite que ingresen nuevos procesos vinculados al
grupo Gl.
5. Medidas
Las cuestiones a tener en cuenta para obtener las medidas en la complejidad de tiempo son:
Complejidad en un paso remoto (referencias de memoria remota) de un algoritmo es el
nu´mero ma´ximo de operaciones de memoria compartida requeridas por un proceso para
ingresar y salir de su seccio´n cr´ıtica, asumiendo que cada sentencia await es contabilizada
como un u´nica operacio´n.
El tiempo de respuesta del sistema es el intervalo de tiempo entre entradas a la seccio´n
cr´ıtica.
Otro factor importante para determinar la velocidad de un algoritmo es la cantidad de tra´fico
de interconexio´n que el genera. En funcio´n de este otro para´metro se define a la complejidad de
tiempo de un algoritmo de exclusio´n mutua a ser el peor caso en el nu´mero de referencias de
memoria remota por un proceso en orden para ingresar y salir de su seccio´n cr´ıtica.
En el algoritmo presentado, cada proceso Pi compite en diferentes niveles, la cantidad ma´xima
de niveles es del O(log(n)). En el caso que los n procesos quieran acceder a la seccio´n cr´ıtica y
no compartan trabajo, un proceso debe esperar como ma´ximo (n − 1) entradas diferentes en la
seccio´n cr´ıtica.
Para poder estimar la cantidad de referencias a memoria remota, se considera que cada proceso
Pi accede a las variables flag(i), grupo(i) y oponente compa(i, 1 ..n) en forma local y el resto de
los accesos en forma remota (NUMA). En la siguiente tabla se muestra una comparacio´n entre
los algoritmos con dos actores y con un actor, considerando en el algoritmo con dos actores la
cantidad de accesos del actor proceso.
Casos Alg. dos actores Alg. un actor
Pi quiere acceder cuando 4 accesos para ingresar 9 accesos para ingresar
hay un compan˜ero y es el primero 1 acceso para salir 1 acceso para salir
Pi es el primer proceso no se puede determinar 3 + log(n) + (n-1) accesos
y no tiene oponentes para ingresar
3 accesos para salir
En las figuras 8 y 9, se muestran algunos gra´ficos relacionando la cantidad de procesos, la
cantidad de accesos y la proporcio´n que hay entre ellos para el algoritmo presentado de un actor.
En otros casos, no se puede estimar la cantidad de accesos, ya que se tienen esperas ocupadas
sobre variables compartidas. Para poder estimar el peor caso, se deber´ıa adaptar el algoritmo para
que todas las esperas ocupadas sean locales. La adaptacio´n introduce mayor complejidad en el
algoritmo e incluye nuevas variables.
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En arquitecturas distribuidas, existen aplicaciones que conviven en el ambiente que no com-
parten recursos ni tareas en comu´n, pero tambie´n existen aplicaciones que colaboran para resolver
un problema, o se dividen en procesos para distribuir el trabajo entre los distintos nodos y obtener
un mejor rendimiento (como por ejemplo, en ca´lculo nume´rico para resolver problemas basados en
matrices).
El algoritmo presentado se basa en el modelo presentado en el caso (B) de la figura 1, utilizando
memoria compartida. Esta´ compuesto por un so´lo actor proceso. Cada proceso selecciona el grupo
de intere´s y comienza la competicio´n para acceder al recurso. El protocolo permite que varios
procesos trabajen concurrentemente con el recurso si seleccioan el mismo grupo de intere´s. Se
compara el algoritmo presentado con un actor con el algoritmo con dos actores. El algoritmo con
dos actores presenta un mejor performance en el caso o´ptimo que un proceso seleccione un grupo
que esta´ en la seccio´n cr´ıtica y el primer proceso esta´ en la misma, en los otros casos no se puede
realizar una estimacio´n ya que realiza espera ocupada sobre variables compartidas. En cambio en
el algoritmo presentado en este art´ıculo se puede obtener una cota para el primer proceso que
ingresa en la seccio´n cr´ıtica y no tiene oponentes, esta es 3 + log(n) + (n-1) accesos a memoria y
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Figura 9: Con 64 procesos
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