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\Ve consider the differential equation 
-(pv’)’ $- qy + hay t- pby + f(x, y, y’) = 0. 
subject to the boundary conditions 
.Y E (,I, y) 
cos(u,) y(a) - sin(u,) >I’(&) = 0 
cos(A)r(B) - sin( = 0 B E (-% Y) 
cos(yl) y(y) ~ sin(y,) y’(y) = 0. 
The functions p, q. a, b, and f are well-behaved functions of x; f is smooth and 
of “higher order” in 3’ and y’; the scalars X and ~1 are eigenparameters. With 
mild restrictions on a and b it is known that the linearized problem, f = 0, has 
eigensolutions, (A*, CL*, r*). In this paper we use an Implicit Function Theorem 
argument to establish the existence of a local branch of solutions, bifurcating 
from (A*, p*, 0), to the above nonlinear two-parameter eigenvalue problem. 
Let LJ~ - -(py’)’ + qy and consider the differential equation 
Ly + Afzy + pby + f(X, y, y’) = 0 .r E (% Y) (1) 
subject to the boundary conditions 
COS(C+) y(a) - sin(or,) y’(a) = 0 (2) 
cos(B1> r(B) - sin(A) v’(B) = 0 B 6 (a, Y) (3) 
4~~) Y(Y) - sin(yA Y’(Y) = 0 (4) 
where a, B, Y, l [-74,77/4 and a1 , A , y1 , are constants. The real numbers 
h and p are eigenparameters. We will make the following assumptions: 
HI. p(x) is positive and continuously differentiable; q(x), a(x), and b(s) 
are all continuous; 
H2. f(x, y, -17’) is continuous in x, continuously differentiable in F and J”, 
and such thatf(s, C-V, my’) = O(E) near E = 0. 
H2. implies f(r, 0,O) : 0 so y  - 0 is a solution of (l)-(4). 
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A two-point boundary value problem is obtained by setting p = 0 and requir- 
ing only that (2) and (4) hold. This two-point boundary value problem has 
been studied by many authors (for example, [2, 4-6, 91). Among the results 
which have been obtained are the following. If  (& , y,J is a solution of the linear 
eigenvalue problem 
Ly + xuy = 0, y  satisfies (2) and (4), 
then there exists a local branch of solutions (h, y) which bifurcates from the 
trivial solution, y  E 0, at the bifurcation point (X, , 0). Moreover, if (X, y), 
y  f  0, is on the solution branch through (h, , 0) and if / h - h, 1 + 11 y  11 is 
small, then y  and yn have the same number of zeros in (01, y). Crandall and 
Rabinowitz have shown in [2] that for a certain class of nonlinearities there exists 
a global branch of solutions (h, ~7) containing (X, , 0) such that y  and yrs have the 
same nodal structure in (01, y). 
Recently, in [l, 3, 81, the linear three-point eigenvalue problem 
Ly + xuy + p.Lby = 0, y  satisfies (2), (3), and (4), (5) 
has been examined. In [8] it was shown that if U(X) and b(x) satisfy certain 
fairly general conditions, then given positive integers m and n, there exists an 
eigensolution (h, CL, y) = (h*, CL*, y*) of (5) such that y* has m zeros in (OL, 8) and 
12 zeros in (fl, y). One example of sufficient conditions on a and b for the existence 
of such an eigensolution is the following. In addition to HI, assume that a(.~) 
is positive on (ol, y) and that b(x) h as a positive maximum on (01, p) and a negative 
minimum on (p, y). 
In what follows we assume that a and b are such that (5) has eigensolutions. 
Our main goal in this paper is to establish the existence of a local branch of 
solutions of the nonlinear three-point boundary value problem (l)-(4). More 
specifically, we will show that if (h*, p*, y*) is a solution of (5), then (A*, CL*, 0) 
is a bifurcation point for the nonlinear two-parameter eigenvalue problem (I)- 
(4). Also, we will establish that if (X, CL, 1) 1 is on the solution branch containing 
(h*, p*, 0), then, if 1 X - h* I -+ 1 p - CL* 1 + 11 y  11 is small, y  and y* have the 
same number of zeros in (01, /3) and the same number of zeros in (/3, y). Our 
proof of these results relies on the Implicit Function Theorem. 
PRELIMINARIES 
Let (X*, p*, y*) be a solution to the linear eigenvalue problem (5) and let 
(u, vjl = j-” u(x) z(x) d.r and (Ul 9 aj2 = s 
’ u(x) z(x) dx. 
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\Ve normalize y* by requiring ((y*,y*)r = 1. This implies !y*, x*:.2 := --I 
where -4 > 0 is some constant. Let 
B, = (U(X) / 11 E qa, /3]. C\U, y*)l = 0, u satisfies (2)-(3)) 
B, = {u(x) 1 u E C2[18, ~1, (U,y*:;f - ~ 0, 1l satisfies (3)-(4): 
B, = {u(x) I u E CO[a, Is], ‘(24, ?‘*;:l = 0) 
B, = W) I u E C”W, rl, (24, y”,‘.z -= O} 
-Yl = B, Y B, ‘< R3 and A-? = B, Y B, ~. R3. 
The above are clearly Banach spaces. Let 
P,u == < u, y*.\,1 -I’* and Q1u = u - PIU. 
P, and Q, are projections on CO([,, /I]) and Qr: CO[ar, fl] - B, . Let 
P2u = .4-l(u, y*\q y* and L Q2u == u - P+. 
The projection Qa is such that Qa: C”[/3, r] + B, . 
MAIN RESULT 
Assuming that (X*, CL*, y*) is a solution of (5), we will establish the existence 
of a one-parameter family of solutions to (l)-(4) of the form 
A(4 = A* + 7(c), r-l(c) = p* f  i(E), 
and 
J’ == E(y* + U(E)) a c;: x ‘s< p 
= 41 + 7 (6)) y* + f/(E)) /3 CL s < y  
(6) 
The functions 7, 5, 7, U, k’ all vanish at E = 0, L; E B, , and F7 E B, . Putting (6) 
into (1) we see that for 01 < x < 16, U satisfies 
LU + h*aU + p*bU + T?a. (y* + U) + [b * (y* + U) + cjl(x, LJ, U’, c) == 0 
(7) 
where cfi(.z, U, U’, c)) = E-‘f(~, c(y* + CT), l (y* + U)‘), 01 < * < 6. For 
B < x < y  V satisfies 
LF + A*aV + p*bb’+ va . ((1 + T)_v* + V) + [b . ((1 + T)-v* + I’) 
+ Efi(X, T, v, V’, c) = 0 
(8) 
where Ef2(X, 7, v, V’, e) = l -‘f(x, E(( 1 + 7) y* + V), E((1 + 4 Y* + V), 
,6 < .Y .< y. From H2 it follows thatf, is continuously differentiable with respect 
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to U and U’, while f2 is continuously differentiable with respect to 7, V, and V’. 
If we operate on (7) with Qi and on (8) with Qs we have 
LU + A*aU + p*bU + QJv . (Y* + U) + 56 * (y* + U) + cfi(x, U, u’, 41 
=o (9) 
and 
LV + h*ab- + p*bV + Q&p . ((1 + ~)y* + I/) + 56 . ((1 + T)Y* + V) 
+ Ef*(X, T, v, V’, c)] = 0. (10) 
Now we operate on (7) with Pi and on (8) with Pz to obtain 
da * (Y* + u),y*h + Rb . (Y” + U),Y*), + dfi(X, U, U’, d,y*h = 0 
(11) 
and 
4~ - ((1 + 7)-v* + V,Y*), + 5<b . ((1 + T)Y* + V),Y*), 
+ E<f&, 7, v, V’, +y*>2 = 0. 
(12) 
LEMMA 1. If /I1 is the constant of boundary condition (3) and PI # 0, then 
y(x) giwen by (6) is continuously dz#erentiuble on (CX, y) $7 
Ty*(p) + v Is+3 - u lrq3 = 0. (134 
If /I1 = 0, y(x) is continuously d@mntiable on (cy, y) iff 
TY *‘(8) + VI’ I Jc+ - u’ I*+ = 0. Wb) 
Proof. The function y of (6) is twice continuously differentiable on 
(or, /3) U (8, y) since y* E C2[cx, ~1, U E B, and V E B, . Since y*, U, and V all 
satisfy (3), it follows from (3) that, if fil # 0, y(x) is continuously differentiable 
at x = /3 iff lim,,,, y(x) = lim z.+.e-y(~). The last equation is equivalent to 
(13a). If & = 0, a necessary and sufficient condition for y(x) to be continuously 
differentiable at x = /I is lim,,B+y’(x) = lim,,,- y’(x), which is equivalent to 
(13b). 
LEMMA 2. If  there exists a sohtion to Eqs. (9)-(13a) (ifpi = 0, replace (13a) 
by (13b)), then (A* + 7, p* + 5, y), y given by (6), is a solution of (l)-(4). 
Proof. The only point which requires checking is whether y(x) is a solution 
of (1) in a neighborhood of x = /3. Clearly, y-(x) = l (y* + U) is a solution of 
(1) in a left-neighborhood of x = /3 and y+(x) = ~((1 + 7)~” + V) is a solution 
of (1) in a right-neighborhood of x = /3. From H2 it follows that for 1 x - p 1 
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sufficiently small there exists a unique solution j(x) to the initial value problem 
consisting of (1) and the initial conditions 5(-v) = y-(P), $‘(/I) = lim,,,_ y’(x). 
Thus for ! s - /3 j sufficiently small we see j(.v) = Jam - I.+, so that JJ(.Y) 
is a solution of (1) in a neighborhood of x = ,k?. 
Now, to show that Eqs. (9)-(13a) have a one-parameter family of solutions 
for 1 E 1 sufficiently small, we define a mapping from -X1 R into S, . Let 
Fi , x1 , .KJ , Ta , and F5 denote the left sides of Eqs. (9), (lo), (1 I), (12), and 
(13a), respectively. Note that 5&: Xi x R + B, , Zz: Xi :.: R + B, and 
&:X1 x R-+R,j=3,4,5.Define9:Xl x R-XzbyF(l’, 1,~. [,T,E)== 
(.% , ,5?! , &, Fa, F5). Calculating F’(O), we have 
-Id(-) + h*a - (-) + p*b - (*) 0 
0 L(s) + X*a * (-) + p*b . (a) 
0 0 
0 0 
0 0 
0 0 0 
0 0 0 
<ay*, y*j1 @Y", Y"h 0 
<a-v*, y*& (by*, Y*& 0 
0 0 r*(P) I- 
Y(O) is seen to be invertible on X:, provided 
‘b * ,y*i1 
;b;*,y*i2 + OS 
Since, in using (13a) to form Z5 , we have assumed ,Bi f  0, y*(p) f  0. I f  
J*(P) = 0, then (3) implies y’(p) = 0 which would give y* a double zero at 
.v -= /3 and make y* G 0. Thus, according to the Implicit Function Theorem [7]. 
if 
(ay*, s*h (by*> Y*h =& 0 
Cay*, 4 *>2 @y*>y*h ’ 
(14) 
there exists a one parameter family of solutions of (9)-(13a): Lr = U(c), 
1,’ =I Tr(c), 7 = T(E), 5 = [(E), 7 = T(C) for 1 E 1 sufficiently small. 
I f  /3i = 0, (13b) is used to form f15 and the lower right entry of F’(O) becomes 
-y*‘(jg). Since p1 = 0 implies y*‘(b) + 0, it follows, as above, that (14) is sufficient 
for the existence of a local solution U(E), V(E), T(C), {(E), and ~(6) of Eqs. (9)-(12) 
and (13b). In view of Lemma 2 and the form of the function y(.~, c) defined in 
(6), we can now summarize our results in the following theorem. 
THEOREM 1. Assume that Hl and H2 are satisfied and that the inequality 
(14) holds. Then the three-point boundary zlalue problem (l)--(4) has a local branch 
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of solutions (A(E), P(E), y(x, G)) which by 2 urcates from (A*, p*, 0). Moreover for 1 E 1 
su#iciently small, y(x, l ) and y*(x) have the same nodal structure on (01,,9) and on 
(B1 Y). 
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