Abstract-A multiple-input multiple-output radar has great flexibility to design the transmit beampattern via selecting the probing waveform. The idea of current transmit beampattern design is to approximate the disired transimit beampattern and minimize the cross-correlation sidelobes. In this paper, under the constant modulus constraint, two algorithms are proposed to design the probing waveform directly. In the first algorithm, the optimization criterion is minimizing the squared-error between the designed beampattern and the given beampattern. Since the objective function is a nonconvex fourth-order polynomial and the constant modulus constraint can be regarded as many nonconvex quadratic equality constraints, an efficient alternating direction method of multipliers (ADMM) algorithm, whose convergence speed is very fast, is proposed to solve it. In the second algorithm, the criterion is minimizing the absolute-error between the designed beampattern and the given beampattern. This nonconvex problem can be formulated as l 1 -norm problem, which can be solved through a double-ADMM algorithm. Finally, we assess the performance of the two proposed algorithms via numerical results.
I. INTRODUCTION

I
T IS well known that multiple-input multiple-output (MIMO) radar systems have the capability to transmit independent waveforms out of each transmit antenna. Taking advantage of this waveform diversity, MIMO radars can obtain a higher spatial resolution and a better detection performance compared with a strandard phased-array radar [1] - [5] . Generally, a MIMO radar system can be classified into two categories depending on the distribution position of the antennas: distributed MIMO radars [6] - [8] and colocated MIMO radars [9] , [10] Recently, the waveform design for MIMO radar has been widely studied. The main approaches can be generally classified into the following categories. The first category is developed to devise the waveform for distributed MIMO radar by maximizing the mutual information (MI) between the received echoes and the target response [11] , [12] . The second category addresses the problem of waveform design in the presence of signal dependence clutter. In these works, an iterative approach is presented to jointly optimize the transmit waveform and receive filter to maximize the output signal-to-interference-plus-noise ratio (SINR) [13] - [18] . The third category solves the MIMO radar beampattern synthesis problem. The core issue of this problem is to control the spatial distribution of the transmit power. For example, in [19] , the authors devise the waveform covariance matrix R to match the desired pattern through semidefinite quadratic programming (SQP) technique, and then a cyclic algorithm (CA) is proposed in [20] to synthesis the constant modulus waveform matrix X to approximate the covariance matrix R. The CA approach is also applied to the synthesis of constantmodulus transmit signals with good auto-and cross-correlation properties [21] . In [22] , the authors have proposed a closedform covariance matrix design method to achieve the desired beampattern based on discrete-Fourier-transform (DFT) coefficients and Toeplitz matrices. [23] and [24] have extended the DFT-based technique to a planar-antenna-array, and also presented a direct constant-envelope waveforms design algorithm for the desired beampattern. The DFT-based technique achieves transmit beampattern match at low complexity. However, the drawback of the DFT-based method is that, for small number of antennas, the performance of the DFT-based method is slightly poorer. In addition, comparing to the squared-error criterion, [25] has developed the better beampattern design method using the absolute-error criterion. However, it can not realize the direct waveform matrix X design. Other literatures on transmit beampattern synthesis, readers can refer to [26] - [29] . Unlike the existing two-step method (first optimize the waveform correlation matrix R and then design the transmit waveform matrix X using R), in this paper, by considering the constant modulus constraint, we present two novel approaches to design the transmit waveform vector s directly. In the first proposed approach, the cost-function is the squared-error between the designed beampattern and the desired beampattern. We formulate the problem as a minimization of a fourth-order polynomial subject to nonconvex constant mudulus constraint [30] . Whereas the efficient direct solution to this kind of problem is rarely discussed in previous literatures. In this work, we first convert the problem to the bi-convex problem, and then solve it based on a effective technique known as the alternating direction method of multipliers (ADMM) algorithm [31] - [34] , and a close-form solution to each iteration of the ADMM can be easily obtained. The cost-function of the second approach is the absolute-error between the designed beampattern and the given beampattern. Since the formulated problem is also an intractable nonconvex problem, we first formulate the problem as a l 1 -norm problem by introducing an auxiliary variable, then a double-ADMM (DADMM) algorithm is presented to solve it. The proposed ADMM algorithms are different from the typical ADMM algorithm since the constraints in the considered models are non-linear. More importantly, the two proposed algorithms can be efficiently solved without the CVX toolbox [36] . Finally, the two proposed algorithms are compared with the existing approaches in terms of the beampattern performance via numerical results.
The organization of this paper is as follows. The system model for colocated MIMO radars and the problem formulations are presented in Section II. The first algorithm is introduced in Section III and the second algorithm is introduced in Section IV. Section V presents our numerical results. Finally, our conclusions are drew in Section VI.
Notation: Lower case letters a and upper case letters A denote vectors and matrices, respectively. The symbols (·) T , (·) † and (·) * , respectively, stand for the transpose, the conjugate transpose and the conjugate operators. The n-th element of a vector a is written as a(n). vec(A) denotes the column vector of matrix A. The sets of N × N complex matrices and the sets of n-dimensional complex numbers vectors are denoted by C N ×N and C n , respectively. The l 2 norm and the l 1 norm are always, respectively, denoted by the symbols · 2 and · 1 . We let I N stand for the identity matrix of size N × N . Finally, we use Re{x} and Im{x} for the real part and the imaginary part of x, respectively, and the symbol ⊗ for Kronecker product. 
T be a M -dimensional vector which collects M transmit waveforms of the l-th sample,
M ×L is the space-time transmit waveform matrix.
The synthesis signal seen at the direction θ is given by
where
denotes the M -dimensional transmit steering vector. d is the inter-element spacing, λ is the signal wavelength, and u = sin θ is the direction cosines.
Concatenating L samples synthesis signals in a vector x, defined as
where s = vec(S). So, the power received at direction θ can be written as
and the cross-correlation sidelobes is defined by
(for θ =θ), wherē
B. Problem Formulation
In order to approximate the desired transmit beampattern and minimize the cross-correlation sidelobes, two cost functions are given in this subsection. The squared-error between the designed beampattern and the given beampattern is selected as the cost function in the previous works [19] , which involves a beampattern matching term and a cross-correlation term. Therefore, the first cost function in this paper can be formulated as follow:
where ω k ≥ 0, k = 1, 2, . . . , K is the weighted coefficient of the k-th point. α 2 is a scaling parameter to be optimized, and ω c defines the weight for cross-correlation sidelobes. d(θ) represents the desired beampattern.
To simplify notations, equation (8) can be expressed as the following more compact form
andĀ
It is obvious that equation (9) is a nonconvex fourth-order polynomial depending on r, which is a difficult NP-hard problem [29] . Meanwhile, the absolute-error cost functions provide a more robust fitting than the squared-error cost functions when the samples contain large outliers [30] . We also consider the crosscorrelation term just as [25] . Hence, we provide the second cost function as follows:
Similarly, equation (13) can be simplified as,
Constant modulus constraint prevents the non-linearity distortion of the power amplifier to maximize the efficiency of the transmitter. Specifically, considering the normalized envelope of the waveform vector s, i.e.,
It is straightforward to prove that equation (15) is equivalent to
where E i is a square matrix with the size of (ML + 1) × (ML + 1), and all elements are 0 except the (i, i)-th element equal to 1.
Based on the aforementioned analysis, two optimization problems can be formulated in this paper,
and
Since these two optimization models (17) and (18) both involve minimizing a nonconvex objective function and a nonconvex constant modulus equality constraint. They are NP-hard problems, and there has no effective method to solve these problems. Notice that the existing approaches to deal with the constant modulus constraint mainly include: 1) [19] first devises the waveform covariance matrix R subject to the diagonal elements of R equal to a constant, and then the constant modulus waveform s whose covariance matrix approximate R is obtained by using the cyclic algorithm (CA) [20] ;
2) The second approach to design the constant modulus waveform s consists of solving semidefinite programming (SDP) relaxation followed by a randomization technique. Readers interested in this aspect can refer to [13] , [37] , [38] .
The above two methods are indirect methods and exist approximation error. In the following, two novel direct algorithms are proposed to solve the problem (17) and (18), respectively.
III. THE FIRST ALGORITHM
In this section, the algorithm to solve the problem (17) is presented. Here, we find a solution to (17) using a distributed optimization approach named alternation direction method of multipliers (ADMM) algorithm.
The ADMM algorithm blends the decomposability of dual ascent with the numerical robustness of the augmented Lagrangian method [31] . Based on the ADMM framework, we solve the nonconvex fourth-order polynomial function and nonconvex constant modulus constranit together.
A. Applying ADMM to (17)
We can decouple the fourth-order polynomial by introducing an auxiliary primal variable h ∈ C M L+1 , then, problem (17) is equivalent to the following problem,
The last ML equality constraints in problem (19) can be expressed in a unified compact form
where the vector G(h, r) ∈ C M L is given by
Notice that the objective function of problem (19) is bi-convex function, i.e., it is convex in h for each r and convex in r for each h. The equality constraint (20) is jointly affine in h and r. Hence, the ADMM algorithm is very fit to be used in finding the solution to problem (19) .
To simplify notations, we define,
To solve (19), we introduce two dual variables y ∈ C
M L+1
and z ∈ C M L , the augmented Lagrangian of (19) is formed as
where ρ 1 , ρ 2 > 0 are penalty parameters, which can be adjusted according to the design requirements. At the (m + 1)th iteration, the ADMM algorithm consists of the iterations,
Similar with the dual ascent approach, the ADMM algorithm also invovles the primal update and dual update. However, there are important differences between them. First of all, in the ADMM algorithm, the primal minimization steps use the augmented Lagrangian rather than the general Lagrangian, which ensure a faster convergence speed of the ADMM algorithm. Secondly, in the ADMM algorithm, the updates of (24a)-(24d) are executed in each iteration, instead of multiple updates until the convergence of inner loops in the dual ascent approach.
To solve (24a), it follows from (23),
where C is a constant independent of h. We denote u m = 
Similarly, (24b)-(24d) can be writtern in a covenient form,
Lemma 1: There are closed-form solutions in each iteration of h and r. The h-update is
The r-update is
Proof: The proof is provide in Appendix A.
B. Termination Criterions of the First Algorithm
We define
as the primal residuals at m + 1 iteration and
as dual residual at m + 1 iteration, respectively. [30] suggests that a group of reasonable termination criterions are 
The tolerances for primal residuals pri 1 , pri 2 and dual residual dual are defined in [30] , such as,
where abs is a absolute tolerance and rel is a relative tolerance. We summarize the Algorithm 1 as follows. 
C. Analysis on Computational Complexity of the First Algorithm
It is important to evaluate the computational complexity of the Algorithm 1. For each update of h,
, so, the computational complexity of the update of h using (30) 
. Similarly, the computational complexity of the update of
. Therefore, the computational complexity of Algorithm 1
) at each iteration.
IV. THE SECOND ALGORITHM
In this section, the second algorithm is proposed to solve problem (18) . We apply the double-ADMM (DADMM) approach to obtain a solution to (18) .
In order to facilitate the analysis, we turn (18) to a real-value problem, by letting
We can rewritten (18) as real-value problem,
Analogous to the Algorithm 1, problem (39) is replaced by
Defining
, then (41) can be written as follows:
In addition, (41) can also be rewritten as
where Φ(r r ) = [Φ 1 (r r ); · · · ; Φ K (r r )], and
The augmented Lagrangian (using the scaled dual variables) is
where G(h r , r r ) is defined in (21) . Inserting 
In the following, we present solutions to the update of h r and r r using the ADMM algorithm.
A. Update of h r
The update of h r involves solving the unconstrained problem (45), which can be split into two functions: a nonsmooth function and a smooth function. Hence, we can find its solution through the ADMM approach. we rewrtie (45) as follows:
Therefore, we can formulate the ADMM form of (49)
(51)
where ρ 3 > 0 is a penalty parameter, and w is the scaled dual variable.
It is easy to obtain a closed-form solution to (50), that is
where 
Lemma 2: A closed-form solution to (51) also can be obtained by
where the soft thresholding operator S is defined as
The proof is provided in Appendix B.
B. Update of r r
Due to the symmetry of r r and h r , we can obtain the solution of the update r r in (46) similar to the update h r in (45).
C. Termination Criterions of the Second Algorithm
The primal residuals and the dual residual, respectively, are
The termination criterions of the second algorithm are similar to (38) , and the tolerances for primal residuals and dual residual are
The DADMM algorithm for solving the problem (18) 
D. Analysis on Computational Complexity of the Second Algorithm
We also examine the computational complexity of the second algorithm (i.e. the DADMM algorithm). For each update of primal variable h r , we need to solve (45) via the ADMM approach. In the ADMM framework, the update of h r (i.e. solv-
, the update of x (i.e. solving (51)) takes O(ML), and the update of
, where is a given accuracy of the ADMM approach. Similarly, solving (46) will also take O(log(
V. NUMERICAL RESULTS
In this section, we present some numerical examples to evaluate the performance of the ADMM-based constant modulus waveform design algorithms for MIMO radar. In all of the following numerical simulations, we consider a uniform linear array (ULA) of M = 10 elements with half-wavelength interelement interval, and each transmit pulse has L = 32 samples. The range of angle is (−90
• , 90
• ) with spacing 1 • , and the weight for the k-th angle ω k = 1, k = 1, 2, . . . , K (unless otherwise stated), and ω c = 0, same as [19] . We first provide some examples to illustrate the effectiveness of the first algorithm. Then we compare the performance of the beampattern synthesized by using the first algorithm to that of the second algorithm via several examples.
Besides, all the numerical examples are analysed using Matlab 2012b version, perfoming on a standard PC ( with CPU Core i3 3.1 GHz and 4 GB of RAM). 
A. The First Algorithm
In the first example, we consider a desired beampattern with three main lobes at
• , and each width of them is Δθ = 20
• . The desired beampattern is
We choose the squared-error cost function to design the waveform. The larger penalty parameter will enforce the constant modulus condition more strongly, so the primal residuals in (36) are smaller, but the dual residual in (37) is larger, Since convergence of the proposed algorithm requires both small primal residuals and dual residual (i.e. inequalities in (38) hold). In this paper, we set all the penalty parameters to the same, ρ 1 = ρ 2 = 20. The absolute tolerance and relative tolerance are abs = 10 −3 and rel = 10 −2 , respectively. The variables h 0 , u 0 and v 0 are initialized to be zero vector, and the variable r 0 is initialized to be random vector (Notice that the algorithm can converge to global optimal solution for any r 0 , except for zero vector).
The primal and dual residual norms, as well as the corresponding stopping criterion limits
dual versus the iteration number are shown in Fig. 2 . The stopping conditions are met after 50 iterations, but we ran the proposed algorithm for 110 iterations to display the following process. Fig. 3 reveals the objective function values in (9) versus the iteration number (ignoring the constant term 1/K). As illustrated in Fig. 3 , the objective function is minimised after 8 iterations. However, the constant modulus condition is satisfied after 50 iterations, which is illustrated in Fig. 4 , indicating that the synthesized waveform by the first proposed algorithm meets the constraint requirement as the iterative process goes on. Fig. 5 shows the result of the beampattern matching design through the proposed first approach. For comparison, the optimal covariance matrix R in [19] , the waveform matrix X via cyclic algorithm (CA) in [20] , and the DFT-based method in [22]- [24] are also considered in Fig. 5 . The results illustrate that the beampattern obtained by the first proposed approach is very close to that using the optimal R, and more effective than the waveform matrix X in [20] . Unfortunately, due to the small number of antennas, the DFT-based method can not achieve good beampattern matching performance. Remarkably, the first proposed algorithm can find the transimit signal waveform directly, rather than two-step approach discussed in [19] and [20] .
Next, we also evaluate the low sidelobe characteristics of the designed beampattern by the proposed first method when w k = 5 in the side-lobe-levels and w k = 1 in the region-ofinterest. Compared with results in Figs. 5 and 6 shows that the synthesized beampattern in this case has a better sidelobe performance than that with ω k = 1, k = 1, 2, . . . , K. As expected, Fig. 6 also illustrates that the beampattern synthesized by the [19] and X in [20] when w k = 5 in the side-lobe-levels and w k = 1 in the region-of-interest.
proposed first method is very similar to that of the method in [19] .
In addition, we discuss the influence of different penalty parameters on convergence of the first algorithm. Convergence performance results with different fixed penalty parameters are compared in the Fig. 7 . The result shows that, when the penalty parameters are ρ 1 = 20, ρ 2 = 20, the objective function converges faster than the other values.
In the second example, we consider a desired beampattern with one main lobe at θ = 0
• , and its width is Δθ = 60
• . Other parameters are same as in the first example. As expected, results in Fig. 8 also show that the first proposed algorithm can well approximate the beampattern obtained through the optimal R in [19] .
Finally, Table I summarizes the performance of the proposed first algorithm, optimal R in [19] , X in [20] and the DFT-based method in [22] - [24] , in terms of the mean-squared error (MSE) between the desired beampattern and the synthesized beampattern under two cases (i.e. a desired beampattern with three main lobes and one main lobe are considered, respectively.), rough complexity of each iteration and global computation time. Define the MSE as
where P (θ k ) is the normalized desired beampattern. Results in Table I also show that, comparing to other methods, the MSE performance of the proposed first algorithm is closer to that of the optimal R in [19] .
B. The Second Algorithm
In this subsection, we compare the beampattern design by the first algorithm with that of the second algorithm. We set the penalty parameters ρ 1 = ρ 2 = 20, and ρ 3 = 1. The absolute tolerance and relative tolerance are same as in the first algorithm.
Similarly, we first verify the convergence performance of the second algorithm when a desired beampattern with three main lobes at
• is considered. Results in Fig. 9 show that the stopping conditions of the second algorithm are met after about 80 iterations. Meanwhile, Fig. 10 exhibits that the objective function of the second algorithm can converge to the global optimum.
Next, Fig. 11 compares the beampattern synthesized based on the second algorithm with that of the first algorithm. Results show that the former approach has a comparable or better sidelobe performance than the later, meaning that the second algorithm is more suitable than the first algorithm for matching the desired beampattern.
Finally, Fig. 12 compares the performance of the first algorithm to that of the second algorithm for the case where a one mainlobe (whose width is Δθ = 60
• ) symmetric beampattern is desired. Fig. 12 displays that the beampattern designed via the second algorithm has a better performance than that obtained by the first algorithm.
VI. CONCLUSION
In this paper, the problem of transmit beampattern matching design is addressed for a colocated MIMO radar system. Two one-step algorithms are proposed to design the transmit waveform under the constant modulus constraint. In the first algorithm, the squared-error between the designed beampattern and the given beampattern is chosen as the cost function. We have solved the original nonconvex fourth-order problem by using the ADMM approach. Meanwhile, the first proposed algorithm provides a new method for solving the class of optimization problems involving a nonconvex fourth-order polynomial objective function and nonconvex quadratic equality constraints.
The absolute-error is adopted as the cost function in the second algorithm, and then we have applied the DADMM algorithm to solve it. Finally, numerical examples indicate that the first proposed algorithm can achieve almost the same performance as the optimal R in [19] . Further, the second algorithm can perform better beampattern design than the first algorithm.
Possible future work might include the waveform design subject to low autocorrelation sidelobes and spectral constraints [39] . In addition, joint design of spectrum sharing between a MIMO radar and a MIMO communication system [40] might be interesting.
APPENDIX A PROOF OF THE LEMMA 1
To find the global minimization of (26), we need to take the derivative of (26) with respect to h * , and let the derivative be zero vector i.e.,
From the equation (22), we have = Ξh − γ = 0
where Ξ and γ are defined in (31) and (32), respectively. Then we have,
Therefore, the (30) is proved. Similarly, the (33) can be also proved.
APPENDIX B PROOF OF THE LEMMA 2
To find the global minimization of (51) , the minimum point is x i = 0. 2). When x i ≤ 0, we need to find the extreme value of the following function
In this case, the update of x i is similar to the case 1). To summarize, the solution to (63) is
Therefore, the (54) is proved.
