This paper is concerned with the input-to-state stability problem of a class of memristive neural networks. We consider the neural networks that take into account both the stochastic effects and time-varying delay, and introduce the notions of meansquare exponential input-to-state stability. Using the stochastic analysis theory and Itô formula for stochastic differential equations, we establish sufficient conditions for both mean-square exponential input-to-state stability and mean-square exponential stability. Numerical simulations are also provided to demonstrate the theoretical results.
Introduction
In the recent years, the memristor-based or memristive neural network models have been extensively investigated and successfully applied to function approximation [1] , associative memory [2] , chaos synchronization [3] , and image processing [4] . As is well known, due to the existence of time delays, the stability issue in delayed memristive neural networks becomes one of the most important problems and there have been many stability results on delayed memristive neural networks reported in the literature; for instance, see [5] [6] [7] [8] [9] and references therein. The authors in [5] studied the global exponential stability for a class of memristorbased recurrent neural networks with time-varying delays. Exponential stability was addressed in [6] for a class of stochastic memristor-based recurrent neural networks with time-varying delays. The authors in [7] considered the exponential dissipativity of memristor-based recurrent neural networks with time-varying delays. The recent work of [8] analyzed the robust stability for uncertain memristive neural networks with norm-bounded parameter uncertainty.
Despite the rich achievements, most of the above results mainly focused on deterministic memristive neural network models rather than stochastic memristive neural network models. However, while modeling neural networks, noise is unavoidable and should be taken into consideration. In real neural networks, as pointed out in [10] , the synaptic transmission can be viewed as a noisy process introduced by random fluctuations from the release of neurotransmitters and other probabilistic causes [11] . Therefore, it is of practical importance to analyze the dynamics of the stochastic memristive neural networks (SMNNs). However, to the best of our knowledge, few researches focus on the stability of stochastic memristor-based neural networks.
The input-to-state stability (ISS) [12] is an important property in nonlinear systems as it provides an effective way to tackle the stabilization of nonlinear systems or the problem of robust/adaptive nonlinear control in the presence of various uncertainties arising from control engineering applications. As we know, the states in stochastic neural networks may remain bounded instead of converging to an equilibrium point as time goes to infinity. The ISS analysis opens a new path for application of dynamic neural networks to nonlinear control. For instance, when we design a nonlinear controller based on an identified model built by using this kind of neural network from experimental data, the identification error remains bounded even in the presence of model mismatching [13] . Therefore, it is significant to study the input-to-state stability of neural networks [11, 13] . Note that the ISS property of neural networks investigated in [13] was analyzed in 2 Mathematical Problems in Engineering deterministic case and without considering delays. Moreover, only asymptotical ISS property was considered in that work rather than exponential ISS property. The recent work of [11] presented sufficient conditions for mean-square exponential ISS of stochastic delayed neural networks, but the synaptic weights are constants. However, memristor-based synapses are shown to be essential for performing useful computation and adaptation in large scale artificial neural networks [14] . Moreover, memristive neural networks have been used in image denoising, edge extraction, and Chinese character recognition and have shown that the memristor synaptic neural network has more bionic feasibility, more integrated and more easy to replace the template [4] . Therefore, it is vital to deeply explore the ISS property of delayed SMNNs and this is also a difficult task due to the presence of the memristorbased synapses.
In this paper, we attempt to construct SMNNs with timevarying delay and focus on the mean-square exponential input-to-state stability (eISS). The proposed method is applicable to deal with the synchronization problem of SMNNs. We present sufficient conditions for mean-square eISS and the mean-square exponential stability based on the stochastic analysis theory and Itô formula. In addition, the exploited conditions do not require assuming the boundedness, differentiability, and monotonicity of the activation functions in SMNNs.
The paper is organized as follows. In Section 2, we introduce the model of SMNNs and some preliminaries. In Section 3, some sufficient conditions are derived to guarantee the mean-square eISS and mean-square exponential stability of the proposed model. Section 4 gives an example to illustrate the effectiveness of our results. Finally, conclusions are drawn in Section 5.
Notations. Throughout the paper, we write R fordimensional Euclidean space. Given a vector ∈ R , | | = (∑ =1
2 ) 1/2 denotes the Euclidean norm. ℓ ∞ denotes the class of essentially bounded functions from [0, ∞) to R with
stands for the correspondent expectation operator with respect to the given probability measure .
Model Description and Preliminaries
Consider an SMNN described by the following differential equations:
where denotes the number of the neurons in the network, ( ) is the state of the th neuron at time , ( ( )) and ( ( )) represent the neuron activation functions of the th neuron at time , and ( ) ∈ ℓ ∞ is the external constant input of the th neuron at time . ( ) corresponds to the transmission delay which is supposed to be differential and satisfies 0 < ( ) ≤ ,( ) ≤ < 1, where and are positive constants.
is a standard Brownian motion defined on the complete probability space (Ω, F, ) with a natural filtration {F } ≥0 .
:
and ( ( )) = ( ( ( ))) × are memristive connection weights, which represent the neuron interconnection matrix and the delayed neuron interconnection matrix, respectively. In artificial neural networks, ( ) and ( ) are statedependent bounded functions for the existence of the memristors working as synaptic weights. The connection weights change according to the state of each subsystem.
The memristor-based synaptic weights ( ) and ( ) will change, as pinched hysteresis loops change [15] . According to the feature of the memristor, let
where > 0 and , , , , , = 1, 2, . . . , , are known constants relating to memristance. Let = min{ , }, = max{ , }, = min{ , }, and = max{ , } for , = 1, 2, . . . , . Using the set-valued analysis [16] , it follows from (1) that
Then by Filippov's Theorem [17] , there exist̂∈
, such that solutions to the Mathematical Problems in Engineering 3 differential inclusion (3) are the trajectories of the following system
for = 1, 2, . . . , .
The initial conditions associated with system (1) are given by
where (⋅) is bounded and continuous on [− , 0]. In order to obtain the main theorem, we require the following assumptions.
Assumption 1. For all = 1, 2, . . . , , the neuron activation functions and satisfy the following Lipschitz condition:
where , ∈ R, , are positive Lipschitz constants.
Assumption 2. For all , = 1, 2, . . . , , there exist nonnegative constants and ] such that
for all ,̂, ,̂∈ R, , = 1, 2, . . . , . 
for all = 1, 2, . . . , . Under Assumptions 1 and 2 and by using the inequality
Therefore, ( ( ), ( − ( ))) and ( , ( ), ( − ( ))) satisfy the Lipschitz condition. Moreover, it follows from Assumptions 1-3 that 
Remark 5. It follows from the definition that if the system is mean-square input-to-state stable, then the states remain bounded when the inputs of the system are bounded. In addition, the definition is more general than mean-square asymptotic stability or mean-square exponential stability, which is explicit by taking = 0.
Main Results
In this section, the mean-square eISS and exponential stability of the trivial solution of SMNN (1) 
Proof. For the sake of simplicity, denote ( ) = ( ( )) × , where ( ) = ( , ( ), ( − )). Let us construct the following Lyapunov-Krasovskii functional:
According to the Itô formula, it follows
where
and L is the weak infinitesimal operator such that
Based on Assumptions 1-3, we have
Using the well-known Young's inequality 2 ≤ 2 / + 2 , it follows that
where , = 1, 2, are any positive constants.
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Substituting (18) into (17) yields
Consequently, we can derive
In order to further derive the eISS in mean-square sense, similar to [11] , define := inf{ ≥ 0 : | ( )| ≥ } as a stopping time. Applying the Dynkin formula, we obtain
Using the monotone convergence theorem and conditions (12) , when goes to infinity one can easily derive
On the other hand, it follows from (13) that
Combining (23) and (24) yields
. Therefore, the inequality in Definition 4 holds, which verifies that the trivial solution of system (1) is mean-square exponentially input-to-state stable. The proof of Theorem 6 is completed.
Remark 7.
Since there are several free parameters related to the sufficient conditions of Theorem 6, by selecting proper parameters one has more choices to sufficiently satisfy the conditions for a given neural network. Theorem 6 seems to be a natural extension of the main scheme proposed in [11] for stochastic delayed neural networks, but the ISS analysis is more challenging and the conditions are different due to the presence of the memristor-based synaptic weights. Moreover, the criterion in Theorem 6 is less conservative due to the introduction of extra positive constants 1 , 2 .
Remark 8.
With the progress in the experimental realization of memristive devices, the implementation of artificial neural networks with memristive synapses is feasible. For instance, a simple winner-take-all architecture in neural systems is implemented in [19] based on spike-timing-dependent plasticity (STDP) using the device integration in memristor-MOS technology. 
Example
In this section, a numerical example is employed to illustrate our results. Simulation results show that the derived conditions are valid.
Example 1. Consider a two-dimensional SMNN with timevarying delay:
Obviously, the activation functions (⋅) and (⋅) satisfy 
Therefore, all conditions in Theorem 6 are satisfied, which implies that the trivial solution of system (27) is mean-square exponentially input-to-state stable. Figure 1 shows the time responses of the state with 20 different initial values (where ( ) = (0), ∈ [− , 0)). When the inputs 1 ( ) = 2 ( ) = 0, by Corollary 9, the trivial solution of system (27) is meansquare exponentially stable, which is verified in Figure 2 . 
Conclusions
In this paper, the input-to-state stability for a class of stochastic memristive recurrent neural networks with timevarying delay has been addressed. By utilizing the Lyapunov functional method and combining the stochastic analysis theory, a sufficient criterion for exponential input-to-state stability of the memristive recurrent neural networks has been obtained, which has never been discussed in the field of stochastic memristive neural networks. Finally, simulation results have been proposed to illustrate the effectiveness of the proposed results. Further investigations will be aimed at studying the input-to-output stability of stochastic memristive neural networks and the learning mechanism of artificial neural networks with memristor-based synaptic weights.
