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Re´sume´
Les syste`mes de recommandation ont pour vocation
de fournir des suggestions inte´ressantes a` leurs utilisa-
teurs. On distingue deux principaux types d’approche
pour construire un syste`me de recommandation : les me´-
thodes dites“content-based”et les me´thodes dites colla-
boratives. Encourage´s par les bons re´sultats obtenus par
les techniques de classification base´es sur les proportions
analogiques, nous nous inte´ressons ici a` la conception
de techniques de recommandation elles aussi base´es sur
les proportions analogiques. La qualite´ d’un syste`me de
recommandation peut eˆtre e´value´e selon diffe´rents as-
pects, parmi lesquels la pre´cision, qui mesure la capacite´
d’un syste`me a` e´valuer avec justesse l’inte´reˆt d’un uti-
lisateur pour un objet donne´. D’autres dimensions sont
aussi a` prendre en compte, notamment la couverture, ou
la capacite´ du syste`me a` faire de´couvrir des articles a` la
fois inte´ressants et qui n’auraient pas pu eˆtre de´couverts
autrement (surprise). Dans ce papier, nous comparons
deux approches base´es sur l’analogie avec d’autres ap-
proches classiques du proble`me de la recommandation.
Abstract
Recommender systems aim at providing suggestions
of interest for end-users. Two basic types of approach
underlie existing recommender systems, namely content-
based methods and collaborative filtering. In this paper,
encouraged by the good results obtained with analogi-
cal proportion-based classification techniques, we inves-
tigate the possibility of using analogy as the main under-
lying principle for implementing prediction algorithms.
We study two variants of this idea. The quality of a
recommender system can be estimated along diverse di-
mensions, among which the accuracy to predict user’s
rating for unseen items is clearly important. Still other
dimensions like coverage and surprise are also of great
interest. In this paper, we compare the proposed ap-
proach with well-known recommender systems.
1 Introduction
Dans un monde ou` le volume de donne´es disponibles
ne cesse de croˆıtre, les outils de filtrage automatique
sont essentiels pour extraire efficacement de l’informa-
tion et des connaissances. Dans le domaine du com-
merce e´lectronique, les syste`mes de recommandation
(SR) jouent le roˆle de moteur de recherche : ils filtrent
les articles disponibles pour fournir aux clients des
recommandations inte´ressantes. Avec l’essor du com-
merce en ligne, les syste`mes de recommandation de-
viennent de plus en plus populaires [24, 1]. Ils aident
a` re´pondre a` des questions aussi diverses que “quel
film louer ?”, “quel article acheter ?”, ou encore “dans
quel restaurant dˆıner ?”. Pour ce faire, les SR four-
nissent aux utilisateurs une liste de recommandations.
Evidemment, le syste`me est d’autant meilleur que les
recommandations sont personnalise´es : un SR ne re-
commandant que les articles les plus populaires est
vraisemblablement inutile, puisque les utilisateurs sont
susceptibles de de´ja` connaˆıtre ces articles.
Un moyen tre`s classique de fournir des recomman-
dations pour un utilisateur cible est d’estimer son in-
te´reˆt (ou son gouˆt) pour les articles dont le syste`me
dispose. Le gouˆt d’un utilisateur u pour un article i
(i pour l’anglais item) est commune´ment repre´sente´
par une note (ou score) que u donnerait a` i. L’e´chelle
des notes peut varier, mais l’intervalle entier [1, 5] et
l’e´chelle binaire aime/n’aime pas sont tre`s communs
dans les syste`mes re´els.
Une fois que ces estimations sont calcule´es, une op-
tion simple est de recommander a` l’utilisateur les ar-
ticles pour lesquels l’estimation de sa note est la plus
haute. On utilise ici l’hypothe`se implicite que l’utilisa-
teur sera inte´resse´ par les articles avec un score e´leve´.
Avoir une ide´e pre´cise de la qualite´ globale d’un SR
n’est pas une chose triviale, et plusieurs points de vue
doivent eˆtre pris en compte (voir [24] pour une e´tude
exhaustive).
Le raisonnement par analogie est largement re-
connu comme un e´le´ment clef de l’intelligence humaine
[8, 11, 9, 16]. C’est un moyen puissant pour e´tablir des
paralle`les entre des objets a priori non apparente´s, et
ainsi infe´rer des relations ou des proprie´te´s sur la base
des similarite´s/dissimilarite´s observe´es. Aussi, il est
envisageable de concevoir un syste`me de recomman-
dation utilisant le raisonnement par analogie comme
moyen d’infe´rence dans le but de proposer des recom-
mandations pertinentes, et si possible surprenantes.
Nous avons choisi d’explorer cette piste dans ce pa-
pier.
Les “proportions analogiques” permettent d’expri-
mer une relation analogique en faisant intervenir
quatre e´le´ments a, b, c, d, ou` l’on pose que “a est a` b
ce que c est a` d”. Une telle proportion exprime le fait
que les e´le´ments a et b diffe`rent de la meˆme manie`re
que les e´le´ments c et d : cela permet une approche plus
riche que de simplement conside´rer les plus proches
voisins d’un e´le´ment, car on va chercher de l’informa-
tion au-dela` de leur voisinage. L’utilisation des propor-
tions analogiques permet de concevoir des classifieurs
tre`s performants [2, 23, 5], mais l’analogie s’est aussi
montre´e efficace sur d’autres taˆches d’intelligence ar-
tificielle [6, 21].
Les taˆches de pre´diction et de classification peuvent
eˆtre conside´re´es comme similaires, puisque les n notes
possibles peuvent eˆtre vues comme autant de classes (a`
ceci pre`s que dans le cas de la pre´diction, ces “classes”
sont ordonne´es). En s’inspirant des travaux effectue´s
en classification, mais aussi en essayant de s’adapter a`
ce qui semble eˆtre des spe´cificite´s propres aux SR, deux
algorithmes base´s sur l’analogie sont propose´s dans ce
papier, chacun reposant sur des de´finitions le´ge`rement
diffe´rentes du principe d’infe´rence analogique.
Notre papier est organise´ comme suit. Dans la pro-
chaine section, nous e´tablissons une bre`ve revue des
techniques et outils pour la recommandation, ainsi que
pour l’e´valuation des SR. Dans la section 3, nous four-
nissons les pre´requis ne´cessaires sur les proportions
analogiques, et expliquons comment elles peuvent ser-
vir de principe d’infe´rence. Dans la section 4, nous
nous inte´ressons a` l’utilisation des proportions analo-
giques pour la conception d’un syste`me de recomman-
dation, en proposant deux imple´mentations. Dans la
section 5, nous reportons les re´sultats obtenus sur une
base de test et nous les comparons avec ceux de tech-
niques existantes bien connues. Enfin, nous concluons
et fournissons des pistes de recherche dans la section
6.
2 Pre´requis sur les syste`mes de recom-
mandation
L’objectif d’un syste`me de recommandation est de
fournir a` un utilisateur une liste personnalise´e d’ar-
ticles pertinents. Nous formalisons ici le proble`me.
2.1 Formalisation du proble`me de la recommenda-
tion
Soit U un ensemble d’utilisateurs et I un ensemble
d’articles. Pour certaines paires (u, i) ∈ U × I, on
connait la note rui, qui exprime l’inte´reˆt que l’utili-
sateur u porte a` l’article i.
Il est assez commun d’avoir rui ∈ [1, 5], ou` 5 signifie
un inte´reˆt prononce´ pour l’article i, 1 signifie un rejet
et 3 une certaine indiffe´rence, ou une note moyenne.
Nous de´notons l’ensemble des notes connues du sys-
te`me par R. Bien suˆr, dans les syste`mes re´els, le car-
dinal de R est tre`s petit en comparaison du nombre
total de notes possibles qui vaut |U | × |I|, puisque de
nombreuses notes sont inconnues. Nous notons Ui l’en-
semble des utilisateurs qui ont note´ l’article i, et syme´-
triquement Iu repre´sente l’ensemble des articles que u
a note´s.
Pour recommander des articles aux utilisateurs, un
syste`me de recommandation proce`de ainsi :
1. Avec un algorithme A, estimer les notes rui in-
connues (c.a`.d. rui /∈ R). Cette estimation A(u, i)
est commune´ment note´e rˆui.
2. Avec une strate´gie de recommandation S et a` la
lumie`re des notes pre´ce´demment estime´es, recom-
mander des articles aux utilisateurs. Par exemple,
une strate´gie tre`s basique mais assez courante est
de sugge´rer a` u les articles i pour lesquels rˆui est
le plus grand.
On distingue trois principales familles de syste`mes
de recommandation, chacune se distinguant par les
techniques employe´es par l’algorithme de pre´diction
A : les syste`mes base´s sur le contenu (content-based),
le filtrage collaborative et les syste`mes hybrides. Les
me´thodes hybrides sont en fait une combinaison des
me´thodes content-based et collaboratives. Nous nous
inte´resserons ici a` ces deux dernie`res, sans trop nous
attarder sur les me´thodes content-based car elles se
sont montre´es moins performantes que les me´thodes
collaboratives.
2.2 Techniques content-based
Les algorithmes base´s sur le contenu utilisent les me´-
tadonne´es des utilisateurs et des articles pour estimer
une note. Les me´tadonne´es sont des informations ex-
ternes qui peuvent eˆtre collecte´es, typiquement :
— pour les utilisateurs : le genre, l’aˆge, la profes-
sion, l’adresse, etc ;
— pour les articles : cela de´pend bien suˆr de la na-
ture des articles, mais dans le cas de films on
peut penser a` leur genre, les acteurs principaux,
le re´alisateur, etc.
A partir de ces me´tadonne´es, un syste`me base´ sur
le contenu va essayer de trouver des articles similaires
a` ceux pour lequel l’utilisateur a de´ja` exprime´ son in-
te´reˆt (en donnant un score e´leve´ par exemple). Cela
suppose l’utilisation d’une mesure de similarite´ entre
les articles. De nombreuses options sont envisageables
pour une telle mesure. Elles ne seront pas discute´es ici,
car notre me´thode est de nature collaborative.
Un inconve´nient bien connu des techniques content-
based est leur tendance a` seulement recommander
des articles que les utilisateurs connaissent de´ja`, et
les recommandations sont ainsi peu surprenantes et
manquent de diversite´.
2.3 Le filtrage collaboratif
Les algorithmes de filtrage collaboratif reposent sur
l’ensemble des notes connues R pour faire une pre´-
diction : pour une pre´diction rui (rui /∈ R), A pro-
duira rˆui en se basant sur un sous-ensemble de R soi-
gneusement selectionne´. La diffe´rence principale entre
les me´thodes collaboratives et les me´thodes content-
based est que dans les premie`res les me´tadonne´es ne
sont pas utilise´es, et dans les secondes les seules notes
qui sont prises en compte sont celles de l’utilisateur
cible. Deux approches collaboratives populaires sont
l’approche base´e sur le voisinage et l’approche par fac-
torisation de matrice, que nous de´crirons ici dans leur
forme la plus simple.
L’approche par voisinage est une technique extreˆ-
mement basique, mais qui se montre ne´anmoins tre`s
efficace. Pour estimer la note d’un utilisateur u pour
un article i, on se´lectionne Nki (u), l’ensemble des k
utilisateurs les plus proches de u et qui ont note´ i.
La` aussi, on a besoin d’une mesure de similarite´ entre
les utilisateurs. L’estimation de rui est calcule´e comme
suit :
rˆui = aggr
v∈Nk
i
(u)
rvi,
ou` l’agre´gat est habituellement une moyenne ponde´-
re´e par la similarite´ entre u et v. Une pre´diction un
peu plus sophistique´e, popularise´e par [3] est calcule´e
ainsi :
rˆui = bui + aggr
v∈Nk
i
(u)
(rvi − bvi),
ou` bui est un biais lie´ a` l’utilisateur u et a` l’article i. Le
biais caracte´rise la tendance de u a` donner des notes
au dessus ou en dessous de la moyenne ge´ne´rale µ et
la tendance des utilisateurs a` noter i au dessus ou en
dessous de µ. Comme elle utilise le voisinage des in-
dividus pour produire une pre´diction, cette technique
tend a` mode´liser les relations locales sous-jacentes aux
donne´es.
Notons qu’il est tout a` fait possible d’adopter un
point de vue centre´ sur les articles plutoˆt que sur les
utilisateurs. En effet, plutoˆt que de chercher des utili-
sateurs similaires a` u, on pourrait plutoˆt chercher des
articles similaires a` i, ce qui conduira a` des formules
duales de celles ci-dessus.
L’approche par factorisation de matrice est forte-
ment inspire´e par la de´composition en valeurs singu-
lie`res : on suppose l’existence de f facteurs (ou cri-
te`res) dont la nature n’est pas ne´cessairement connue
et qui de´terminent la valeur de chaque note rui. Un
utilisateur u est mode´lise´ par un vecteur pu ∈ Rf , ou`
chaque composante de pu caracte´rise l’importance du
facteur correspondant pour u. D’une fac¸on similaire,
un article i est mode´lise´ par un vecteur qi ∈ Rf , ou`
chaque composante de qi caracte´rise a` quel point i sa-
tisfait le crite`re en question. A partir de la`, une pre´-
diction rˆui est calcule´e comme le produit scalaire des
deux vecteurs pu et qi :
rˆui = p
t
u · qi.
Une fois le nombre de facteurs f fixe´, le proble`me est ici
d’estimer les vecteurs pu et qi pour tous les utilisateurs
et tous les articles. Deux me´thodes sont fre´quemment
utilise´es pour cela : la re´gression des moindres carre´s
alterne´e et la descente de gradient stochastique, popu-
larise´e par [7].
Contrairement a` la me´thode de voisinage, la facto-
risation de matrice a tendance a` mode´liser et capturer
les aspects globaux et ge´ne´raux des donne´es. Les deux
me´thodes ont e´te´ combine´es avec succe`s dans les tra-
vaux de [13].
2.4 L’e´valuation des syste`mes de recommandation
Avoir une ide´e pre´cise de la qualite´ globale d’un SR
n’est pas une chose e´vidente, et plusieurs points de
vue doivent eˆtre pris en compte (voir [24] pour une
e´tude exhaustive). La pre´cision des pre´dictions de l’al-
gorithme est capitale, mais d’autres proprie´te´s sont re-
quises pour de´ployer un syste`me efficace. Par exemple
la couverture, qui mesure l’e´tendue des articles du sys-
te`mes qui peuvent faire l’objet d’une recommandation,
ou encore la surprise qui renseigne sur le caracte`re in-
attendu d’une recommandation.
Exactitude
La performance de l’algorithme de pre´diction A est
ge´ne´ralement e´value´e du point de vue de l’exactitude
(accuracy en anglais), qui mesure a` quel point les es-
timations de notes rˆui sont proches de leurs vraies va-
leurs rui. Pour e´valuer l’exactitude d’un algorithme
de pre´diction, on utilise ge´ne´ralement la technique de
validation croise´e bien connue en apprentissage artifi-
ciel : l’ensemble R des notes est divise´ ale´atoirement en
deux ensembles disjoints Rappr et Rtest, et l’algorithme
A pre´dit les notes de Rtest en se basant uniquement
sur les notes de l’ensemble d’apprentissage Rtrain.
La racine de la moyenne du carre´ des erreurs (RMSE
pour Root Mean Squared Error), est un indicateur tre`s
commun de l’exactitude d’un algorithme. On la calcule
comme suit :
RMSE(A) =
√
1
|Rtest|
∑
rui∈Rtest
(rˆui − rui)2.
Un autre indicateur de l’exactitude est la moyenne des
erreurs absolues (MAE pour Mean Absolute Error), ou`
les grandes erreurs ne sont pas plus pe´nalisantes que
les petites :
MAE(A) =
1
|Rtest|
∑
rui∈Rtest
|rˆui − rui|.
Pre´cision et rappel
La pre´cision et le rappel permettent de mesurer la
capacite´ d’un syste`me a` fournir des recommandations
pertinentes. Dans ce qui suit, on notera IS l’ensemble
des articles que la strate´gie S sugge`rera a` n’importe
quel utilisateur, a` partir des pre´dictions venant de l’al-
gorithme A. Pour des notes appartenant a` l’intervalle
[1, 5], une strate´gie simple serait par exemple de re-
commander l’article i a` l’utilisateur u si l’estimation
rˆui est supe´rieure a` 4.
IS = {i ∈ I|∃u ∈ U, rˆui ≥ 4}.
Soit Ipert l’ensemble des articles qui sont effective-
ment pertinents pour les utilisateurs (c.a`.d. l’ensemble
des articles qui auraient e´te´ recommande´s si toutes les
pre´dictions de A e´taient exactes) :
Ipert = {i ∈ I|∃u ∈ U, rui ≥ 4}.
La pre´cision du syste`me est de´finie comme la frac-
tion d’articles recommande´s qui sont pertinents pour
les utilisateurs :
Pre´cision =
|IS ∩ Ipert|
|IS | ,
et le rappel est de´fini comme la fraction d’articles re-
commande´s qui sont pertinents, parmi tous les articles
pertinents possibles :
Rappel =
|IS ∩ Irelev|
|Irelev| .
Si des pre´dictions pre´cises sont cruciales, il est larg-
ment admis que cela reste insuffisant pour de´ployer un
syste`me de recommandation efficace. D’autres mesures
sont ne´cessaires [15, 10, 12].
Par exemple, on peut naturellement attendre d’un
syste`me de recommandation qu’il soit non seulement
pre´cis, mais aussi surprenant, et eˆtre capable de re-
commander le plus d’articles possible.
Couverture
La couverture, dans sa forme la plus simple, est utili-
se´e pour mesure la capacite´ d’un syste`me a` recomman-
der une grande quantite´ d’articles. Il est assez commun
en effet de tomber dans l’e´cueil classique qui consiste
a` ne recommander que des articles tre`s populaires. Un
tel syste`me n’apporterait aucune information inte´res-
sante a` ses utilisateurs.
La couverture peut eˆtre de´finie comme la proportion
d’articles recommande´s par rapport a` tous les articles
du syste`me :
Coverage =
|IS |
|I| .
Surprise
Les utilisateurs attendent d’un syste`me de recom-
mandation qu’il soit surprenant, c’est a` dire qu’il sug-
ge`re des articles qu’ils n’auraient pas pu de´couvrir sans
son aide. Selon les travaux de [12], la surprise d’un sys-
te`me de recommandation peut eˆtre e´value´e avec l’aide
de l’information mutuelle ponctuelle (PMI pour Point-
wise Mutual Information). La PMI entre deux articles
i et j est de´finie ainsi :
PMI(i, j) = − log2
p(i, j)
p(i)p(j)
/ log2 p(i, j),
ou` p(i) et p(j) repre´sentent les probabilite´s pour les
articles i et j d’eˆtre note´s par n’importe quel utili-
sateur, et p(i, j) est la probabilite´ que i et j soient
note´s ensemble : p(i) = |Ui||U | et p(i, j) =
|Ui∪Uj |
|U | (on
rappelle que Ui est l’ensemble des utilisateurs qui ont
note´ l’article i). Pour estimer la surprise apporte´e par
la recommandation d’un article i a` un utilisateur u,
nous avons deux choix :
— soit prendre le maximum des valeurs de PMI
pour i et tous les autres articles note´s par u :
Surpmax(u, i) = max
j∈Iu
PMI(i, j)
— soit prendre la moyenne de ces valeurs de PMI :
Surpavg(u, i) =
∑
j∈Iu
PMI(i, j)
|Iu|
Alors, la capacite´ globale du syste`me a` surprendre ses
utilisateurs est la moyenne de toutes les valeurs de
surprise sur l’ensemble des pre´dictions.
3 Pre´requis sur les proportions analo-
giques
Une proportion analogique “a est a` b ce que c est
a` d” exprime une relation analogique entre les paires
(a, b) et (c, d), ainsi qu’entre les paires (a, c) et (b, d).
On peut trouver de nombreux exemples naturels de
telles proportions analogiques, comme par exemple “le
veau est a` la vache ce que le poulain est a` la jument”,
ou encore “le pinceau est au peintre ce que la craie
est au professeur”. Cependant, ce n’est que re´cem-
ment que des de´finitions formelles ont e´te´ propose´es
pour les proportions analogiques, dans des cadres diffe´-
rents [26, 14, 18]. Dans cette section, nous donnons un
bref re´sume´ de la formalisation des proportions analo-
giques qui nous aideront a` de´crire nos algorithmes par
la suite. Pour une introduction ge´ne´rale, nous invitons
le lecteur a` se re´fe´rer a` [20, 19, 22].
3.1 Cadre formel
Il est entendu depuis l’e´poque d’Aristote qu’une pro-
portion analogique T est une relation quaternaire qui
satisfait les trois axiomes suivants :
1. T (a, b, a, b) (reflexivite´)
2. T (a, b, c, d) =⇒ T (c, d, a, b) (syme´trie)
3. T (a, b, c, d) =⇒ T (a, c, b, d) (permutation cen-
trale)
Il existe plusieurs mode`les de proportions analogiques,
de´pendant du domaine de de´finition. Lorsque le do-
maine est de´fini, T (a, b, c, d) s’e´crit plus simplement
a : b :: c : d. Dans ce papier, on s’inte´resse a` e´valuer des
proportions analogiques sur des notes, qui peuvent eˆtre
soit boole´ennes (aime/n’aime pas), soit dans notre cas
d’e´tude des valeurs entie`res (dans l’intervalle [1, 5]).
L’ide´e de proportion analogique est similaire a` celle de
proportion nume´rique pour les nombres :
— Domaine R :
a : b :: c : d ⇐⇒ a
b
= c
d
⇐⇒ ad = bc
(proportion ge´ome´trique).
— Domaine R :
a : b :: c : d ⇐⇒ a−b = c−d ⇐⇒ a+d = b+c
(proportion arithme´tique).
— Domaine Rn :
~a : ~b :: ~c : ~d ⇐⇒ ~a − ~b = ~c − ~d. C’est sim-
plement une extension de la proportion arithme´-
trique aux vecteurs re´els. Dans ce cas, les quatre
vecteurs ~a,~b,~c, ~d forment un paralle´logramme.
— Domaine B = {0, 1} :
a : b :: c : d ⇐⇒ (a∧ d ≡ b∧ c)∧ (a∨ d ≡ b∨ c).
— Domaine Bn :
~a : ~b :: ~c : ~d ⇐⇒ ∀i ∈ [1, n], ai : bi :: ci : di.
C’est une extension directe du cas boole´en.
D’autres de´finitions existent pour les matrices, les
concepts formels, les treillis, etc. (voir [26, 14, 17]).
Re´solution d’e´quation
A partir de trois e´le´ments a, b, c, le proble`me de la
re´solution d’e´quation consiste a` trouver un quatrie`me
e´le´ment x de telle sorte que la proportion a : b :: c : x
soit valide.
Dans le cas des proportions boole´ennes, le proble`me
n’est pas toujours soluble : bien qu’il soit facile de
comple´ter 1 : 0 :: 1 : x pour construire une pro-
portion valide, il n’existe pas de solution a` l’e´quation
1 : 0 :: 0 : x 1.
Infe´rence analogique
Le raisonnement analogique peut eˆtre vu comme un
moyen d’infe´rer de nouvelles connaissances a` partir de
proportions analogiques observe´es. Nous formalisons
ici ce raisonnement dans le cas ou` les e´le´ments ~a,~b,~c, ~d
sont des vecteurs de Rn ou de Bn. Le saut analogique
est un principe d’infe´rence non suˆr qui postule que
pour quatre vecteurs ~a,~b,~c, ~d tels que la proportion est
vraie sur certaines composantes, alors elle reste vraie
aussi sur les composantes restantes. On peut formuler
cela de la manie`re suivante (ou` ~a = (a1, a2, · · · an) et
J ⊂ [1, n]) :
∀j ∈ J, aj : bj :: cj : dj
∀i ∈ [1, n] \ J, ai : bi :: ci : di (infe´rence analogique)
Ce principe ame`ne a` une re`gle de pre´diction dans le
contexte suivant :
— On a 4 vecteurs ~a,~b,~c, ~d ou` ~d n’est que partiel-
lement connu : seules les composantes de ~d dont
les indices sont dans J sont connues.
— En utilisant l’infe´rence analogique, on peut pre´-
dire les composantes manquantes de ~d en re´sol-
vant l’ensemble des e´quations (dans le cas ou`
elles sont solubles)
∀i ∈ [1, n] \ J, ai : bi :: ci : di = 1.
Dans le cas ou` les e´le´ments sont tels que leur dernie`re
composante est une classe (ou label), appliquer ce rai-
sonnement sur ~d revient a` pre´dire une classe candidate
pour ~d. Lorsque l’on peut trouver plusieurs triplets
~a,~b,~c qui satisfont la proportion analogique sur les in-
dices dans J , il est possible d’obtenir plusieurs classes
candidates et il est alors ne´cessaire de faire un choix
(par une proce´dure de vote ou n’importe quelle tech-
nique d’agre´gation), afin d’obtenir une seule et unique
classe. Comme e´voque´ dans l’introduction, ce principe
d’infe´rence a e´te´ applique´ avec succe`s a` des proble`mes
de classification.
1. Dans le cadre boole´en, la proportion a : b :: c : d est vraie
pour seulement six quadruplets (contre 24 possibles).
4 Recommandation analogique
Nous avons de´veloppe´ deux algorithmes pour la re-
commendation, chacun e´tant inspire´ par deux vues dif-
fe´rentes du principe d’infe´rence analogique. Dans les
deux cas, l’ide´e principale est que si une proportion
analogique est satisfaite entre trois utilisateurs a, b, c, d
(c.a`.d. que pour chaque article j qu’ils ont note´ en com-
mun la proportion analogique raj : rbj :: rcj : rdj est
vraie), alors la proportion doit aussi eˆtre vraie pour
un film i que a, b, c ont note´ mais que d n’a pas note´ :
la valeur rdi est la composante manquante. Cela nous
conduit a` estimer rdi comme la solution rˆdi de l’e´qua-
tion analogique suivante :
rai : rbi :: rci : x
Etant donne´e une paire (u, i), telle que rui /∈ R (on ne
connait pas la note de u pour i) la proce´dure principale
est la suivante :
1. Trouver l’ensemble des triplets d’utilisateurs
a, b, c tels qu’une proportion analogique est vraie
entre a, b, c, et u et tels que l’e´quation
rai : rbi :: rci : x
est soluble.
2. Re´soudre l’e´quation rai : rbi :: rci : x, et conside´-
rer que la solution r est une note candidate pour
rui.
3. De´finir rˆui comme un agre´gat de toutes les notes
candidates.
La premie`re e´tape stipule simplement que dans l’es-
pace vectoriel de dimension |Iabcu|, les utilisateurs
a, b, c et u, conside´re´s comme des vecteurs de notes
sur Iabcu, forment un paralle´logramme. Evidemment,
cette condition est relativement stricte et il peut eˆtre
ne´cessaire de la relaxer, en permettant au paralle´lo-
gramme de se de´former. On peut donc remplacer la
condition 3 par ||(a − b) − (c − d)|| ≤ λ, ou` λ est un
seuil ade´quat et ou` ||.|| correspond a` la norme eucli-
dienne.
Une autre modification de l’algorithme serait de
chercher les utilisateurs a, b et c uniquement dans un
sous-ensemble de U . On peut penser a` l’ensemble des k
plus proches voisins de d, en utilisant l’hypothe`se que
ce sont les voisins de d qui sont les plus a` meˆme d’es-
timer correctement sa note pour i. Cela permet aussi
de re´duire la taille de l’espace de recherche des triplets
et ainsi le temps d’exe´cution.
Evidemment, l’analogie peut eˆtre applique´e avec une
approche base´e sur les articles plutoˆt que sur les uti-
lisateurs, comme c’est le cas pour les techniques clas-
siques. Les deux approches seront e´tudie´es dans l’ex-
pe´rimentation.
4.1 Algorithme utilisant les proportions analo-
giques
Ici, on utilise la de´finition de la proportion analo-
gique base´e sur la proportion arithme´tique :
a : b :: c : d ⇐⇒ a− b = c− d.
Etendue aux vecteurs, cette de´finition indique que
(~a,~b,~c, ~d) sont les sommets d’un paralle´logramme. Une
imple´mentation directe de la proce´dure ci-dessus me`ne
a` l’algorithme 1, ou` Iabcu de´signe l’ensemble des ar-
ticles j que les utilisateurs a, b, c et u ont conjointe-
ment note´s (raj ∈ R, rbj ∈ R, rcj ∈ R et ruj ∈ R).
Algorithm 1
Entre´e : Un ensemble de notes connues R, un uti-
lisateur u et un article i tels que rui /∈ R
Sortie : rˆui : une estimation de rui
Initialisation :
C = ∅ // liste de solutions candidates
for all utilisateurs ~a,~b,~c voisins de u tels que
1. rai ∈ R, rbi ∈ R, rci ∈ R
2. rai − rbi = rci − x est soluble
3. ||(~a−~b)−(~c−~d)|| ≤ λ // l’analogie est presque
ve´rifie´e entre a, b, c et u
do
x← rci − rai + rbi
C ← C ∪ {x} // ajouter x comme une solution
candidate
end for
rˆui = aggr
x∈C
x
Nous avons conside´re´ une condition stricte de re´so-
lubilite´ pour l’e´quation rai − rbi = rci − x : comme le
re´sultat exact x = rci+rbi−rai n’appartient pas ne´ces-
sairement a` l’intervalle [1, 5], nous conside´rons l’e´qua-
tion soluble uniquement lorsque rai = rbi ou rai = rci.
Cela assure que la solution sera bien dans [1, 5].
Chaque utilisateur d’un triplet (a, b, c) est repre´-
sente´ comme un vecteur de notes de dimension m. Il
est clair que cette dimension m varie en fonction du
triplet conside´re´, puisqu’il est tre`s probable que les ar-
ticles conjointement note´s par les utilisateurs de deux
triplets distincts soient eux aussi diffe´rents. Aussi, il
est ne´cessaire que le seuil λ soit une fonction de m,
car l’e´tendue des valeurs que ||.|| peut prendre de´-
pend de m. Nous avons observe´ expe´rimentalement
que λ = 32 ·
√
m permettait d’obtenir des re´sultats
optimaux.
4.2 Algorithme avec principe d’infe´rence reposant
sur des motifs
Une ide´e intuitive sous-jacente a` la recommandation
par filtrage collaboratif est que des utilisateurs ayant
exprime´ des gouˆts similaires sur plusieurs articles de-
vraient, de meˆme, avoir des gouˆts similaires sur de nou-
veaux articles. Cependant, on peut observer que dans
un groupe d’utilisateurs ayant des gouˆts similaires, les
avis peuvent diverger sur certains articles donne´s.
Avec l’algorithme pre´ce´dent, il peut se produire la
situation (non de´sire´e) suivante :
i quatre utilisateurs a, b, c, u ont des gouˆts assez si-
milaires sur tous les articles qu’ils ont conjointe-
ment note´s (avec peut-eˆtre quelques divergences
ne´gligeables et permises par la de´formation du pa-
ralle´logramme), alors que
ii l’e´quation a` re´soudre rai, rbi, rci, x ou` i est l’article
que u n’a pas note´ est telle que rai est a` peu pre`s
e´gal a` rci mais diffe`re fortement de rbi (par exemple
1 : 4 :: 1 : x, ou encore 5 : 2 :: 5 : x).
Dans ce cas pre´cis, le motif de l’e´quation a` re´soudre
ne se retrouve pas dans les analogies construites par
les articles conjointement note´s, qui sont du type 1 :
1 :: 1 : 1, 4 : 4 :: 4 : 5, etc.
Or, il semble naturel de souhaiter e´viter le genre de
situation ou` le motif de l’e´quation a` re´soudre ne se re-
trouve pas (ou peu) parmi les composantes. En effet,
dans ce cas, on peut conside´rer que l’on ne dispose pas
suffisamment d’information pertinente pour appliquer
l’infe´rence analogique puisque l’on n’a pas observe´ sur
les composantes un motif identique a` celui de l’e´qua-
tion a` re´soudre.
Cette observation ame`ne a` la conception d’un se-
cond algorithme ou` le principe d’infe´rence est le´ge`re-
ment modifie´, comme explique´ ci-dessous.
Tout comme pour l’algorithme pre´ce´dent, on
cherche des triplets d’utilisateurs a, b, c tels que l’e´qua-
tion analogique rai : rbi :: rci : x soit soluble.
Pour chaque article j ∈ Iabcu, on assigne le quadru-
plet (raj , rbj , rcj , ruj) a` trois cate´gories :
1. accord : (raj , rbj , rcj , ruj) ∈ Cat 1 ssi trois d’entre
eux sont e´gaux et le quatrie`me diffe`re avec au plus
un e´cart de 1.
Ex : (4, 4, 4, 4) ∈ Cat 1, (4, 3, 4, 4) ∈ Cat 1, mais
(4, 3, 4, 3) /∈ Cat 1
2. Changement dans la meˆme direction :
(raj , rbj , rcj , ruj) ∈ Cat 2 ssi
(a) raj diffe`re de rbj avec une diffe´rence d’au
moins 2, et de meˆme pour rcj et ruj ;
(b) le changement entre raj et rbj est fait dans
la meˆme direction que celui entre rcj et ruj .
3. autres (Cat 3) : tous les quadruplets qui n’appar-
tiennent pas aux deux premie`res cate´gories appar-
tiennanet a` la troisie`me.
Il est clair que lorsque |Cat 3| est ne´gligeable par
rapport a` |Cat 1| + |Cat 2|, la proportion analogique
est vraie (au moins approximativement) entre les
quatre ensembles de notes.
Re´solution d’e´quation et filtrage des solutions can-
didates
On observe trois cas diffe´rents, selon le motif de
l’e´quation analogique rai : rbi :: rci : x :
1. a : a :: a : x =⇒ x = a.
x est candidat ssi |Cat 1| ≥ |Cat 2|+ |Cat 3|.
2. a : b :: a : x, |a− b| ≥ 2 =⇒ x = b.
x est candidat ssi |Cat 2| > |Cat 3|.
3. a : b :: a : x, |a− b| = 1 =⇒ x = b.
x est candidat ssi |Cat 1| ≥ |Cat 2| + |Cat 3| ou
|Cat 2| > |Cat 3|.
La` aussi, toutes les solutions candidates sont agre´-
ge´es pour obtenir une seule et unique estimation rˆui.
5 Expe´rimentations et re´sultats
Nous avons imple´mente´s en Python et teste´s nos
deux algorithmes, auxquels nous nous re´fe´rons par
Paral et par Pattern. Pour ces deux algorithmes, nous
cherchons les utilisateurs a, b, c dans l’ensemble des k
plus proches voisins de u avec k = 20. Ils sont com-
pare´s avec les algorithmes de voisinage de´crits dans
la section 2.3, auxquels nous nous re´fe´rons par k-NN
pour le mode`le de base et k-NNBiais pour le mo-
de`le sophistique´ utilisant un biais. Pour ces deux algo-
rithmes, nous avons choisi d’utiliser k = 40.
Pour chaque algorithme, nous avons calcule´ les me-
sures suivantes (de´crites dans la section 2.4) :
— L’exactitude mesure´e par la RMSE : une bonne
exactitude correspond a` une valeur de RMSE
proche de 0.
— Pre´cision et rappel : de bonnes valeurs corres-
pondent a` un pourcentage e´leve´.
— Couverture : idem.
— Surprise : ce sont en fait des mesures de non-
surprise. Aussi, plus le nombre est faible, plus
les recommandations sont surprenantes. Ces me-
sures sont note´es Smax et Savg.
— Le temps utilisateur ne´cessaire pour effectuer les
recommandations (on ne prend pas en compte le
temps d’apprentissage qui est le meˆme pour les
diffe´rents algorithmes).
— Pourcentage de pre´dictions impossibles.
Pour chaque algorithme, la strate´gie de recommanda-
tion S est de recommander l’article i a` l’utilisateur u
si rˆui ≥ 4.
5.1 Jeu de donne´es et protocole d’e´valuation
Jeu de donne´es
Nous avons compare´ les algorithmes sur la base de
donne´es Movielens-100K 2, qui contient 100.000 notes
venant de 1000 utilisateurs pour 1700 films. Chaque
note appartient a` l’intervalle [1, 5]. La base de donne´es
propose des me´tadonne´es sur les films et les utilisa-
teurs, mais nous ne les avons pas utilise´es.
Protocole d’e´valuation
Afin d’obtenir des mesures le´gitimes, nous avons
proce´de´ a` une campagne de validation croise´e a` cinq
plis : pour chaque pli, l’ensemble des notes R est scinde´
ale´atoirement en deux sous-ensembles disjoints Rappr
et Rtest, ou` Rappr contient cinq fois plus de notes que
Rtest. Les mesures reporte´es sont des moyennes sur les
cinq plis.
5.2 Re´sultats et analyse
La table 5.2 illustre les performances des algo-
rithmes. Des expe´riences similaires ont e´te´ mene´es en
raisonnant sur des articles plutoˆt que sur des utili-
sateurs, montrant des re´sultats tre`s semblables mais
le´ge`rement moins bons en RMSE (environ 5h plus
grand).
RMSE Prec Rap Couv Smax Savg Time Imp
Paral .898 89.1 43.3 31.2 0.433 0.199 2h 1.1
Pattern .927 84.9 50.0 47.7 0.433 0.198 5h 1.2
k-NN .894 89.1 44.1 27.8 0.432 0.198 10s 0.1
k-NNBiais .865 88.4 44.0 44.7 0.431 0.199 10s 0.1
Table 1 – Performance des algorithmes
Comme attendu, l’algorithme k-NNBiais est plus
performant que l’algorithme de filtrage collaboratif ba-
sique k-NN . Cependant, ces deux algorithmes clas-
siques sont supe´rieurs aux algorithmes analogiques
propose´s en en ce qui concerne la RMSE. Il semble
ne´anmoins qu’une certaine marge de progression soit
envisageable pour ces deux nouveaux algorithmes, a` la
condition d’une analyse minutieuse de leur comporte-
ment. Pour les mesures autres que la RMSE, les re´-
sultats obtenus sont assez proches pour les quatre al-
gorithmes. En ce qui concerne la surprise, qui est une
notion de´licate a` quantifier, on peut se demander si la
mesure utilise´e ici est vraiment approprie´e.
Des deux algorithmes analogiques, c’est e´tonnam-
ment le premier qui donne les meilleurs re´sultats. Ceci
2. http ://grouplens.org/datasets/movielens/
peut eˆtre duˆ au fait que le second est trop permissif
dans la manie`re ou` les proportions analogiques sont sa-
tisfaites. De plus, le nombre de pre´dictions impossibles
est supe´rieur, puisque les conditions de re´solubilite´ des
e´quations analogiques sont plus strictes. Une option
envisageable serait d’hybrider les deux proce´dures.
Les deux algorithmes analogiques souffrent de leur
complexite´ cubique, caracte´ristique de ce type d’ap-
proche. Dans le cas des syste`mes de recommandation
ou` des millions d’utilisateurs et d’articles entrent en
jeu, cela devient un inconve´nient non ne´gligeable qui
devra eˆtre contourne´ d’une manie`re ou d’une autre.
6 Conclusion et futures pistes
Nous en sommes clairement a` un stade d’e´tudes pre´-
liminaires sur l’approche analogique pour la pre´diction
dans les syste`mes de recommandation, qui est un su-
jet qui n’a jamais e´te´ explore´ auparavant. Nos premiers
re´sultats ne sont pas meilleurs que ceux obtenus avec
les approches standards. Meˆme s’ils ne semblent pas
en eˆtre trop e´loigne´s, les diffe´rences restent suffisam-
ment grandes pour avoir un impact sur l’expe´rience
utilisateur du syste`me. Cependant, il est inte´ressant
d’observer que des approches base´es sur des ide´es as-
sez diffe´rentes me`nent a` des re´sultats comparables.
De plus, il doit eˆtre note´ que le proble`me de la pre´-
diction pour la recommandation, bien que similaire a`
un proble`me de classification (pour lequel les classi-
fieurs analogiques sont performants), pre´sente des dif-
fe´rences significatives, puisque les notes des articles qui
jouent ici le roˆle de composantes descriptives peuvent
eˆtre assez redondantes et en quelque sorte incomple`tes
pour fournir un profil cohe´rent d’un utilisateur. Ceci
pourrait expliquer le fait que l’application d’une ap-
proche analogique est moins performante pour la re-
commandation que pour la classification.
Des me´thodes base´es sur la proportion analogique
ont aussi e´te´ utilise´es re´cemment pour pre´dire des va-
leurs boole´ennes manquantes dans des bases de don-
ne´es [4]. Le proble`me de la recommandation peut aussi
eˆtre vu comme un proble`me de valeurs manquantes,
mais ici la proportion de donne´es inconnues est consi-
de´rable, et les donne´es ne sont pas ne´cessairement boo-
le´ennes. Cela aussi sugge`re que la taˆche de recomman-
dation est plus difficile.
Il reste cependant un certain nombre de pistes a` ex-
plorer, tel que comprendre dans quelles situations une
approche analogique serait plus performante que les
approches classiques, et dans quelles autres situations
une autre approche est pre´fe´rable.
Enfin, l’exploitation du potentiel cre´atif de l’analo-
gie pour proposer des articles jamais conside´re´s par un
utilisateur mais posse`dant des caracte´ristiques com-
munes avec des articles qu’il appre´cie [25] ainsi que
l’exploitation de son pouvoir explicatif pour sugge´rer
pourquoi un article peut eˆtre inte´ressant, restent en-
tie`rement a` explorer.
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