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ZUSAMMENFASSUNG
Bei der Erforschung und systematischen Entwicklung von
Assistenzsystemen fallen eine große Menge von Sensorda-
ten an, aus denen Situationen, Handlungen und Intentio-
nen der vom Assistenzsystem unterstu¨tzten Personen ab-
gescha¨tzt (modelliert) werden mu¨ssen. Neben Privatheitsa-
spekten, die bereits wa¨hrend der Phase der Modellbildung
beru¨cksichtigt werden mu¨ssen, sind die Performance des
Analysesystems sowie die Provenance (Ru¨ckverfolgbarkeit
von Modellierungsentscheidungen) und die Preservation (die
langfristige Aufbewahrung der Forschungsdaten) Ziele un-
serer Projekte in diesem Bereich. Speziell sollen im Pro-
jekt PArADISE die Privatheitsaspekte und die Performan-
ce des Systems beru¨cksichtigt werden. In einem studenti-
schen Projekt wurde innerhalb einer neuen experimentellen
Lehrveranstaltung im reformierten Bachelor- und Master-
Studiengang Informatik an der Universita¨t Rostock eine Sy-
stemplattform fu¨r eigene Entwicklungen geschaffen, die auf
Basis von klassischen zeilenorientierten Datenbanksystemen,
aber auch spaltenorientierten und hauptspeicheroptimierten
Systemen die Analyse der Sensordaten vornimmt und fu¨r
eine effiziente, parallelisierte Verarbeitung vorbereitet. Ziel
dieses Beitrages ist es, die Ergebnisse dieser studentischen
Projektgruppe vorzustellen, insbesondere die Erfahrungen
mit den gewa¨hlten Plattformen PostgreSQL, DB2 BLU, Mo-
netDB sowie R (als Analysesystem) zu pra¨sentieren als auch
die Erfahrungen mit dieser Art von experimenteller Lehrver-
anstaltung im Kontext der Bologna-Regelungen weiterzuge-
ben.
ACM-Klassifikation
H.3.4 [Information Storage and Retrieval]: Systems and
Software—performance evaluation; K.4.1 [Computers and
Society]: Public Policy Issues—privacy
Stichworte
Assistenzsysteme, Big Data Analytics, Spaltenorientierte und
hauptspeicheroptimierte Datenbanksysteme
1. EINLEITUNG
Ein Forschungsschwerpunkt am Institut fu¨r Informatik
der Universita¨t Rostock ist die Erforschung und systema-
tische Entwicklung von Assistenzsystemen. Da in Assistenz-
systemen unterstu¨tzte Personen durch eine Vielzahl von Sen-
soren beobachtet werden, mu¨ssen bei der datengetriebenen
Modellierung von Situationen, Handlungen und Intentionen
der Personen aus großen Datenmengen mittels Machine-Lear-
ning-Methoden entsprechende Modelle abgeleitet werden: ein
Performance-Problem bei einer Big-Data-Analytics-Frage-
stellung.
Da Personen beobachtet werden, mu¨ssen auch Privatheits-
aspekte bereits wa¨hrend der Phase der Modellbildung be-
ru¨cksichtigt werden, um diese bei der konkreten Konstrukti-
on des Assistenzsystems automatisch in den Systementwurf
zu integrieren. Somit gibt es fu¨r die Datenbankforscher unter
anderem die Teilprobleme der performanten Berechnung der
Modelle als auch der Wahrung der Privatheitsanspru¨che des
Nutzers, die zu lo¨sen sind und die in einer langfristigen Pro-
jektgruppe des Datenbanklehrstuhls angegangen werden: im
Projekt PArADISE (Privacy AwaRe Assistive Distributed
Information System Environment) werden effiiziente Tech-
niken zur Auswertung von großen Mengen von Sensordaten
entwickelt, die definierte Privatheitsanspru¨che der spa¨teren
Nutzer per Systemkonstruktion erfu¨llen.
Wa¨hrend wir in [Heu15] ausfu¨hrlicher auf die Verknu¨pfung
der Aspekte Privatheit (Projekt PArADISE) und Prove-
nance (Projekt METIS) eingegangen sind, werden wir uns in
diesem Beitrag auf die beiden Schwerpunkte des PArADISE-
Projektes konzentrieren, das ist neben der Privatheit die
Performance durch Parallelita¨t und Verteilung.
Im Folgenden werden wir im Abschnitt 2 kurz die Ar-
chitektur von Assistenzsystemen einfu¨hren, wobei wir den
Schwerpunkt auf die Phase der Situations-, Aktivita¨ts- und
Intentionserkennung legen. Danach werden wir die Erfor-
schung und Entwicklung von Assistenzsystemen als ein wis-
senschaftliches Experiment ansehen, in dem Forscher eine
große Anzahl von Sensordaten auswerten mu¨ssen und aus
ihnen Situations-, Aktivita¨ts- und Intentionsmodelle entwi-
ckeln (Abschnitt 3.2). Im Abschnitt 4 werden wir die Grund-
lagenforschungsthemen fu¨r unsere Arbeitsgruppe definieren,
die von Performance und Privatheit u¨ber das Provenance
Management bis zur Langzeitarchivierung (Preservation) rei-
chen. Speziell die Aspekte der Performance und Privatheit
bearbeiten wir im Projekt PArADISE, das im Abschnitt 5
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Abbildung 1: Pyramidenarchitektur von Assistenz-
systemen
eingefu¨hrt wird. Die Ergebnisse der ersten Implementierun-
gen und ein Vergleich verschiedener zeilen- oder spaltenori-
entierter DBMS als Basis fu¨r die Auswertung werden in Ab-
schnitt 6 vorgestellt. Der Artikel endet mit den Erfahrungen
aus einer experimentellen Lehrveranstaltung, in der die erste
Phase dieses Projektes mit einer studentisches Projektgrup-
pe umgesetzt wurde (Abschnitt 7).
2. ASSISTENZSYSTEME
A¨hnlich einem menschlichen Assistenten soll ein Assis-
tenzsystem mich unterstu¨tzen, im Hintergrund arbeiten (am-
bient), mich nicht sto¨ren, zum richtigen Zeitpunkt eingreifen
und Hilfe anbieten (diese in u¨blichen Fa¨llen auf optischem
oder akustischem Wege), vertrauenswu¨rdig und diskret sein
und sich bei Bedarf abschalten lassen.
Um seine Assistenzaufgaben zu erfu¨llen, besteht ein As-
sistenzsystem u¨blicherweise aus fu¨nf Schichten (siehe Abbil-
dung 1 nach [HKHT06], auch in [HKG14]). Dabei deutet
die Pyramidenform an, dass in der untersten Schicht sta¨n-
dig viele Daten (etwa von Sensoren) erzeugt werden, in der
obersten Schicht aber nur im Bedarfsfall (also eher selten)
ein akustischer oder optischer Hinweis, also eine geringe Da-
tenmenge, ausgegeben wird.
Sensoren in der Umgebung der Person sollen Situation
und Ta¨tigkeit der Person erfassen, um ihr assistieren zu ko¨n-
nen. Ortungskomponenten sollen die genaue Position der
Person bestimmen, etwa zur Detektion dementer Patienten
mit Weglauftendenzen. Sensoren und Ortungskomponenten
befinden sich in der Umgebung, in benutzten Gera¨ten oder
am Ko¨rper der Person (Armband, Brille, . . . ).
Damit ein Assistenzsystem seine Aufgabe erfu¨llen kann,
mu¨ssen verschiedene (heterogene) Gera¨te in der Umgebung
der Person vernetzt und zur Erreichung des Assistenzziels
spontan gekoppelt werden.
Sensordaten mu¨ssen gefiltert, erfasst, ausgewertet, ver-
dichtet und teilweise langfristig verwaltet werden. Aufgrund
der extrem großen Datenmenge (Big Data) muss die Ver-
arbeitung verteilt erfolgen: teilweise eine Filterung und
Verdichtung schon im Sensor, im na¨chsterreichbaren Pro-
zessor (etwa im Fernseher oder im Smart Meter in der Woh-
nung) und im Notfall u¨ber das Internet in der Cloud. Ne-
ben Daten des Assistenzsystems mu¨ssen auch fremde Daten
etwa u¨ber das Internet beru¨cksichtigt werden, beispielswei-
se Wartungspla¨ne beim Auto oder die elektronische Pati-
entenakte beim Patienten. Allgemein ko¨nnen hier natu¨rlich
auch die Daten sozialer Netzwerke, Kalenderdaten der Nut-
zer oder Wettervorhersage-Daten ausgewertet werden, falls
sie fu¨r das Assistenzziel eine Rolle spielen.
Nach der Auswertung der Sensordaten erfolgt die Situati-
ons-, Handlungs- und Intentionserkennung (siehe den
folgenden Abschnitt 3.2 fu¨r die Entwicklung diesbezu¨glicher
Modelle).
Schließlich erfolgt diemultimodale Interaktionmit dem
Nutzer. U¨blich sind optische Signale wie eine Meldung auf
dem Fernseher oder u¨ber eine Warnlampe, sowie akustische
Signale wie eine Ansage u¨ber ein Radio oder Alarmto¨ne u¨ber
einen Lautsprecher. Wenn der assistierten Person ein Signal
nichts mehr nu¨tzt, kann auch eine Meldung an Angeho¨rige,
A¨rzte oder Notfallzentralen ausgelo¨st werden. Umgekehrt
kann man dem Assistenzsystem auch selbst Hinweise geben,
etwa u¨ber Touchscreen, Gesten oder Bewegungen oder mit-
tels Sprache (Kommandos).
3. BIG DATA ANALYTICS
Eine Kernaufgabe bei der Erforschung und Entwicklung
ist die datengetriebene Modellierung von Situationen, Hand-
lungen und Intentionen, die eine Fragestellung im Forschungs-
gebiet Big Data Analytics sind. Wir fu¨hren hier zuna¨chst
unsere technische Definition von Big Data ein, bevor wir
die konkreten Analysefragestellungen erla¨utern.
3.1 Big Data
Big Data [Mar15] ist ein derzeitiges Hype-Thema nicht
nur in der Informatik, das in seiner technischen Auspra¨gung
auf vielfa¨ltige Forschungsprobleme fu¨hrt. Im Gegensatz zu
[Dit15] werden wir das Thema Big Data somit nicht po-
litisch (NSA, Snowden, U¨berwachung) verstehen, sondern
technisch, wobei wir auf Privatheitsaspekte als Schwerpunkt
unserer Forschung noch eingehen werden.
Von der technischen Seite sind Big-Data-Probleme mit
den vier V charakterisiert:
• Data at Rest (Volume): Es sind Terabytes bis Exabytes
an Daten zu verwalten und zu analysieren.
• Data in Motion (Velocity): Die Daten sind Stromda-
ten, bei der Verarbeitung muss trotzdem in ku¨rzester
Zeit reagiert werden. Schnelle Filtermechanismen auf
eintreffenden Daten sind notwendig.
• Data in Many Forms (Variety): Es gibt heterogene Da-
ten jeglicher Art: strukturierte, semistrukturierte, un-
strukturierte Daten wie Text, Bild, Video, Audio.
• Data in Doubt (Veracity = Correctness): Die zu verar-
beitenden Daten sind ungenau, weil teilweise fehlend,
mehrdeutig, die Daten treffen teilweise zu spa¨t ein (La-
tenz), mu¨ssen approximiert werden. Inkonsistenzen et-
wa durch Heterogenita¨ten mu¨ssen bereinigt werden.
Wichtig wegen Volume und Velocity ist das Prinzip des Pro-
cess and Forget : Die Filtermechanismen ko¨nnen nur einen
(definierten) Bruchteil der Daten langfristig speichern, was
eine Herausforderung fu¨r das Provenance Management sein
wird.
Big Data Analytics ist nun das Problem komplexer Ana-
lysen auf diesen Daten. In Datenbankbegriffen sind diese
komplexen Analysen iterative Anfrageprozesse.
3.2 Big Data Analytics bei der Entwicklung
von Assistenzsystemen
Aufgrund der Sensor- und Ortungsdaten sowie der wei-
teren u¨ber das Internet erha¨ltlichen Daten muss das Assis-
tenzsystem eine Situations- und Handlungserkennung vor-
nehmen sowie eine Handlungsvorhersage (Intentionserken-
nung), um proaktiv eingreifen zu ko¨nnen.
Die Situation ist dabei die aktuelle Umgebungsinformati-
on, die Handlung das, was die Person, der assistiert wird, ge-
rade durchfu¨hrt. Die Intentionserkennung oder Handlungs-
vorhersage muss voraussagen, was die Person in Ku¨rze tun
wird.
Die Handlungs- und Intentionserkennung ist ein aktuel-
ler Forschungsgegenstand der Informatiker an der Univer-
sita¨t Rostock [KNY+14], etwa im DFG-Graduiertenkolleg
MuSAMA. Dabei erheben die Forscher in langen Versuchs-
reihen eine extrem hohe Anzahl von Sensordaten, aus de-
nen sie mit diversen Analyseverfahren die entsprechenden
Modelle ableiten. Diese Analyseverfahren sind — wenn sie
ohne Datenbankunterstu¨tzung auf Dateisystemen mit Ana-
lysewerkzeugen wie R ausgefu¨hrt werden — mehrwo¨chige
Prozesse.
Der Umfang der Daten soll hier kurz an einem Szenario
abgescha¨tzt werden: Die Erfassung eines kurzen Handlungs-
ablauf von 40 Minuten einer Versuchsperson durch einen
Motion-Capturing-Anzug, EMG-Instrumentierung (Elektro-
myografie) mit paralleler Video-Aufzeichnung erzeugt einen
Rohdatenbestand von 10 GByte. Werden fu¨r die Entwick-
lung eines Handlungsmodells, das den Alltag repra¨sentiert,
Daten von vierzehn Versuchspersonen u¨ber jeweils etwa 100
Stunden aufgezeichnet, ergibt dieser Versuch Daten im Um-
fang von 14 Terabyte, die fu¨r Analysen verfu¨gbar sein mu¨s-
sen, um entsprechende Modelle zu rechnen.
Ziel der Forscher ist neben der Modellbildungen fu¨r Hand-
lung und Intention die Erkenntnis, wie die große Anzahl von
Sensoren im Versuch fu¨r den praktischen, spa¨teren Einsatz
des Assistenzsystems drastisch eingeschra¨nkt werden kann,
ohne die Vorhersagequalita¨t zu mindern. Fu¨r die Ableitung
dieser Informationen mu¨ssen unter anderem alle Analyse-
funktionen invertiert werden, um die fu¨r die Modellbildung
entscheidenden Anteile der Originaldaten zu finden. Letzte-
res ist auch ein Problem im Provenance Management, das
die Experimentverla¨ufe mit den Ergebnisableitungen beglei-
ten soll. Eine Einschra¨nkung sowohl der Anzahl der Senso-
ren als auch der Menge und Granularita¨t der erfassten Da-
ten ist auch aus einem anderen Grund wichtig: sie kann die
Privatheitsanforderungen der Nutzer des Assistenzsystems
realisieren helfen.
4. DIE VIER P ZU DEN VIER V
Die Forschungsschwerpunkte der Rostocker Datenbank-
gruppe lassen sich in diesem Zusammenhang mit vier P
charakterisieren, die im Folgenden na¨her erla¨utert werden
sollen.
Forschung und Entwicklung: In der Forschungs- und
Entwicklungsphase eines Assistenzsystems ist das vorrangi-
ge Ziel, eine effiziente Modellbildung auf großen Datenmen-
gen zu unterstu¨tzen. Dabei sollte mo¨glichst automatisch eine
Selektion der Daten (Filterung wichtiger Sensordaten nach
einfachen Merkmalen) und eine Projektion der Daten (die
Beschra¨nkung der großen Sensormenge auf wenige, beson-
ders aussagekra¨ftige Sensoren) vorgenommen werden. Die
no¨tige Effizienz in dieser Phase fu¨hrt auf unser Forschungs-
thema P3: Performance. Da wa¨hrend der Entwicklung bei
fehlerhafter Erkennung von Handlungen und Intentionen die
dafu¨r zusta¨ndigen Versuchsdaten ermittelt werden mu¨ssen,
fu¨hrt die Ru¨ckverfolgbarkeit der Analyseprozesse in der Ent-
wicklung auf unsere Forschungsthemen P2: Provenance
Management und P4: Preservation (Langfristarchivie-
rung von Forschungsdaten).
Einsatz: In der Einsatzphase eines Assistenzsystems sind
dagegen Privatheitsanspru¨che vorherrschend, die im Gesamt-
system durch stufenweise Datensparsamkeit erreicht werden
ko¨nnen (unser Forschungsthema P1: Privatheit, Privacy).
Eine weitere Verdichtung (auch Reduktion und Aggregati-
on) der live ausgewerteten Daten unterstu¨tzen aber nicht
nur die Privatheit, sondern auch die Performance.
Die vier P behandeln wir in drei langfristigen Forschungs-
projekten:
• P1: Privacy ist ein Kernthema des Projektes PArA-
DISE. Die Sicherung der Privatheit durch Datenspar-
samkeit wollen wir unter anderem durch Ausnutzung
des Big-Data-Analytics-Prinzips Process and Forget er-
reichen: in einer vertikalen Architektur wollen wir die
großen Datenmengen mo¨glichst sensornah verarbeiten
und die Analysealgorithmen mo¨glichst von der Cloud
auf Prozessoren in der Wohnung der Person beziehungs-
weise direkt am Sensor vorverarbeiten und vorverdich-
ten. Dabei rechnen wir damit, dass auf jeder Stufe
von der Cloud bis zum Sensor die Leistungsfa¨higkeit
der Rechnerknoten, die Zwischenspeichergro¨ße und der
Operatorumfang abnimmt.
• P2: Provenance ist ein Thema des Projektes METIS,
in dem wir allgemein Schema-Instanz-Abbildungen und
ihre Eigenschaften betrachten. Unter anderem wollen
wir aufgrund von vorgenommenen Analysen und Ana-
lyseergebnissen durch inverse Schema-Instanz-Abbil-
dungen grundlegende Charakteristika von Originalda-
ten wiedergewinnen [Heu15]. Neben der Feststellung
der Herkunft der Daten soll auch die Plausibilita¨t,
Nachvollziehbarkeit und Rekonstruierbarkeit von Ana-
lyseergebnissen in verschiedenen Qualita¨tsstufen ermo¨g-
licht werden.
• P3: Performance (Parallelita¨t) ist das zweite Kernthe-
ma des Projektes PArADISE. Ziel ist die effiziente
Analyse von großen Datenmengen durch Ausnutzung
hochparalleler Systeme. Dabei wollen wir Analysepro-
zesse, die iterativ in R formuliert wurden, automatisch
auf SQL abbilden und diese iterativen Anfrageprozes-
se dann auf Rechnercluster (a¨hnlich zu Map-Reduce)
verteilen. Dazu werden wir die oben erwa¨hnte vertika-
le Architektur noch durch eine horizontale Architektur
der Verteilung erga¨nzen.
• P4: Preservation: Die Langzeitarchivierung der zugrun-
delegenden, fu¨r die Entwicklung wichtigen Prima¨rda-
ten ist ein Kernthema des Projektes HyDRA. Ziel ist
die unverfa¨lschte Nutzbarmachung und Rekonstruier-
barkeit von Analyseergebnissen auch in einigen Jahr-
zehnten, u¨ber die gesetzlichen Vorschriften hinaus. Zu-
sa¨tzlich betrachten wir auch die Nachhaltigkeit der
eingesetzten Analyse- und Zugangs-Software (im so-
genannten Rostocker Modell mit dem IT- und Medi-
Abbildung 2: Verdichtungsmethoden fu¨r Sensorda-
ten
enzentrum und der Universita¨tsbibliothek als Partner
[HMB14]).
In diesem Beitrag befassen wir uns nun speziell mit dem
PArADISE-Projekt.
5. DAS PARADISE-PROJEKT
Die Entwickler der Analysewerkzeuge mu¨ssen ihr Assis-
tenzziel und die notwendigen Sensordaten zur Erreichung
des Ziels und zur grundlegenden Situations-, Handlungs-
und Intentionserkennung formulieren. Diese Zielformulierung
wird dann in Anfragen auf Datenbanken transformiert. Wei-
terhin ko¨nnen die Privatheitsanspru¨che des Nutzers vor-
definiert oder von jedem Nutzer selbst individuell verscha¨rft
werden. Auch diese Privatheitsanspru¨che werden in Anfra-
gen (Sichten) auf Datenbanken umgesetzt. Durch Abgleich
des Informationsbedarfs des Assistenzsystems und der Pri-
vatheitsanspru¨che des Nutzers kann dann die Datenbank-
komponente des Assistenzsystems entscheiden, wie die Men-
ge an Sensordaten selektiert, reduziert, komprimiert oder ag-
gregiert werden muss, um beiden Parteien im System gerecht
zu werden [Gru14]. Abbildung 2 zeigt die mo¨glichen Daten-
quellen, die Verdichtungsmethoden aufgrund vom Matching
von Privatheitsanforderungen und Assistenzzielen sowie die
mo¨gliche Datenverarbeitung in verschiedenen Zielsystemen
(nach Grunert [Gru14]).
Ein entscheidendes Kriterium fu¨r die Vertrauenswu¨rdig-
keit eines Assistenzsystems ist noch die Frage, wie nah am
Sensor die Daten bereits reduziert und verdichtet werden
ko¨nnen: Wenn der Sensor so intelligent ist, dass er bestimm-
te Filtermechanismen von Datenbanksystemen beherrscht,
so kann dieser bereits eine Vorfilterung vornehmen. Nur die
fu¨r das Assistenzziel unabdingbaren Daten, die die Privat-
heit des Nutzers nicht verletzen, ko¨nnen dann im Rahmen
des Cloud Data Management des Anbieters der Assistenz-
funktionalita¨t entfernt und verteilt gespeichert werden.
Im Projekt PArADISE (Privacy AwaRe Assistive Distri-
buted Information System Environment) arbeiten wir der-
zeit an Techniken zur Auswertung von großen Mengen von
Sensordaten, die definierte Privatheitsanspru¨che der spa¨te-
ren Nutzer per Systemkonstruktion erfu¨llen.
Ein erster Prototyp ist von einer studentischen Arbeits-
gruppe erstellt worden. Derzeit ko¨nnen Analysen zur Mo-
dellbildung auf Sensordaten in SQL-92, SQL:2003 oder ite-
rativen Ansa¨tzen u¨ber SQL-Anweisungen realisiert und auf
die Basissysteme DB2 (zeilenorientiert oder spaltenorien-
tiert: DB2 BLU), PostgreSQL (zeilenorientiert) sowie Mo-
netDB (spaltenorientiert und hauptspeicheroptimiert) ab-
gebildet werden. Details dazu finden sich im folgenden Ab-
Abbildung 3: Anfragetransformationen zur Beru¨ck-
sichtigung von Privatheitsanspru¨chen des Nutzers
und Informationsbedarf des Systems
schnitt 6. In na¨chster Zeit wird eine automatische Abbildung
der R-Analysen unserer Assistenzsystem-Forscher auf diese
SQL-Lo¨sungen umgesetzt.
Die Privatheitsanspru¨che werden dabei durch automati-
sche Anfragetransformationen abgebildet (nach [Gru14], sie-
he Abbildung 3). Sowohl die Privatheitsanspru¨che des Nut-
zers (Datenschutzeinstellungen wie k-Anonymita¨t und schu¨t-
zenswerte Informationen oder Handlungen) als auch der In-
formationsbedarf des Assistenzsystems sollen dabei aufein-
ander abgeglichen werden (was auf ein Query-Containment-
Problem [Chi09] fu¨hrt). Spa¨ter soll noch die Leistungsfa¨-
higkeit der berechnenden Prozessoren (am Sensor oder am
Server) beru¨cksichtigt werden, um u¨ber Vorfilterungen und
Verdichtungen etwa direkt am Sensor entscheiden zu ko¨n-
nen.
Wie oben bereits in Abschnitt 4 erwa¨hnt, unterscheiden
wir zwischen der Erforschungs- und Entwicklungsphase des
Assistenzsystems (mit Testnutzergruppen und eingeschra¨nk-
ter Privatheit, aber voller Provenance) und der Einsatzpha-
se des Assistenzsystems (mit realen Nutzern, voller Umset-
zung der Privatheitsanspru¨che, aber eingeschra¨nkter Prove-
nance). Allerdings sollen bereits in der Entwicklungsphase
des Systems die spa¨teren Privatheitsanspru¨che konstruktiv
durch passende Anfragetransformationen in das Ziel-Assis-
tenzsystem implantiert werden. Wa¨hrend es bei der Ent-
wicklung von Handlungsmodellen fu¨r Assistenzsysteme um
Big Data im eigentlichen Sinn geht, ist im Ziel-Assistenz-
system fu¨r eine Person (in einer Wohnung, im Auto) zwar
immer noch eine große Menge von Stromdaten aus Sensoren
vorhanden, die aber in einschla¨gigen Artikeln auch als small
data, where n = me [Est14] bezeichnet wird: hier ist also die
Anonymita¨t der Person nicht mehr zu verstecken, aber die
Herausgabe von schu¨tzenswerten Informationen u¨ber diese
Person.
6. VERGLEICH VON ZEILEN- UND SPAL-
TENORIENTIERTEN DBMS
Wa¨hrend die grundlegenden Forschungsarbeiten zu PArA-
DISE durch zwei Stipendiaten des Graduiertenkollegs Mu-
SAMA (Hannes Grunert und Dennis Marten) in 2013 und
2014 starteten, wurden die ersten softwaretechnischen Um-
setzungen des Projektes durch eine studentische Projekt-
gruppe im Wintersemester 2014/2015 vorgenommen (siehe
etwa [WKL+15]).
Eine erste Zielsetzung war dabei, grundlegende Analyse-
verfahren fu¨r Big Data und ihre Effizienz zu betrachten.
Als Basis wurden drei DBMS ausgesucht: PostgreSQL, Mo-
netDB und IBM DB2. Die komplexen Fragestellungen der
Assistenzsystemforscher wurden zuna¨chst auf zwei statisti-
sche Kernprobleme, die Korrelation (fu¨r Vorhersagemodel-
le) aus dem Projekt PageBeat [FBH+14] und die Regression
(fu¨r Handlungsmodelle) aus dem Graduiertenkolleg MuSA-
MA, zuru¨ckgefu¨hrt. Diese beiden Verfahren sollten dann auf
den drei Plattformen umgesetzt werden.
In der studentischen Projektgruppe wurden dann verschie-
dene SQL-Anfragen und R-Programme zur Lo¨sung der Re-
gressions- und Korrelationsprobleme entwickelt, wobei als
Vorgabe (zum Vergleich) folgende fu¨nf Stufen realisiert wer-
den sollten:
1. Umsetzung von Regression und Korrelation in Standard-
SQL-92 (also per Hand, da keine Analysefunktionen
außer den klassischen Aggregatfunktionen wie COUNT,
SUM und AVG vorhanden).
2. Umsetzung in SQL:2003 mit den entsprechenden OLAP-
Funktionen.
3. Umsetzung mit rekursivem oder iterativem SQL, so-
fern in den Systemen mo¨glich.
4. Eine Integration der SQL-Anfrage mit R-Auswertungen.
5. Eine R-Auswertung pur ohne Kopplung an SQL.
Fu¨r die Tests wurden drei virtuelle Server aufgesetzt, wobei
alle drei Server mit identischer virtueller Hardware versehen
wurden: 2.8 GHz Octacore CPU, 4 GB Arbeitsspeicher mit
CentOS release 6.6. Die Versionen der installierten Daten-
banksysteme waren:
1. DB2: v10.1.0.0 (noch als zeilenorientierte Architektur)
2. PostgreSQL: 9.4.1 (zeilenorientierte Architektur)
3. MonetDB: v1.7 (Oct2014-SP2) (eine Column-Store-Ar-
chitektur, hauptspeicheroptimiert)
Da DB2 fu¨r die Projektgruppe nur in einer zeilenorientierten
und nicht hauptspeicheroptimierten Version zur Verfu¨gung
stand, wurde in einer parallel laufenden Bachelor-Arbeit von
Eric Rath dieselbe Fragestellung auf IBM DB2 BLU (Co-
lumn Store) getestet, wobei sich gegenu¨ber den u.a. Ergeb-
nisse fu¨r DB2 in diesem Fall keine grundlegenden Verbesse-
rungen ergeben haben.
Als ein Beispiel der Testergebnisse wollen wir hier fu¨r die
Regressionsanalyse auf MuSAMA-Daten die Performance-
Resultate angeben (siehe Abbildung 4). Die Testdaten um-
fassten dabei 4000 Tupel zu 666 Spalten, die von einer Bewe-
gungsanalyse aus einem Motion-Capturing-Anzug stamm-
ten. Als iterative Komponente sollte dabei ein Sliding Win-
dow u¨ber 5er-Gruppen von Daten realisiert werden, wozu
eine Rekursion in SQL oder alternativ eine per Hand pro-
grammierte Iteration verwendet wurde.
In Abbildung 4 ist zu sehen, dass die in MuSAMA bis-
her verwendete Lo¨sung mit Plain R die schlechteste Effizi-
enz aufwies, auch wenn man den Prozess des initialen La-
dens der Daten in den Hauptspeicher herausrechnet. Un-
ter den Varianten mit einer Analyse in reinem SQL-92 (Re-
gression per Hand mit Aggregatfunktionen umgesetzt) war
die MonetDB-Lo¨sung etwas besser als die DB2-Variante,
PostgreSQL fiel sta¨rker ab. Die SQL:2003-Lo¨sung konnte
in MonetDB mangels vorhandener OLAP- und Rekursions-
Fa¨higkeiten nicht umgesetzt werden, DB2 war hier wieder-
um deutlich besser als PostgreSQL. Weiterhin bemerkt man
im Vergleich von SQL-92 und SQL:2003, dass der Optimie-
rer von DB2 als auch PostgreSQL die direkte Verwendung
der OLAP-Funktionen belohnt. Die beste Performance al-
ler Varianten erreichte jedoch MonetDB mit integrierten R-
Funktionen.
Im Sommersemester wird eine neue studentische Projekt-
gruppe in einer experimentellen Lehrveranstaltung das Pro-
jekt fortsetzen. Insbesondere werden dann die vertikalen und
horizontalen Verteilungen und die Anfragetransformationen
fu¨r die Privatheitsaspekte betrachtet. Weiterhin werden wir
eine sta¨rkere Kopplung von SQL und R vornehmen, um hier
die Effizienz zu steigern. Als vierte Plattform wollen wir zum
Vergleich auch Apache Flink (auch unter Stratosphere be-
kannt [Mar15]) einsetzen.
7. DAS PROJEKT ALS EXPERIMENTEL-
LE LEHRVERANSTALTUNG
Das studentische Projekt wurde als neue Form einer Pro-
jektveranstaltung durchgefu¨hrt, die im Sommer und im Win-
ter unter jeweils wechselnden Vorzeichen angeboten wird.
Dabei sollen generische Module, die in verschiedenen Pha-
sen des Studiums im Bachelor oder im Master gewa¨hlt wer-
den ko¨nnen, zu einer Veranstaltungsform zusammengefu¨hrt
werden. In unserem Fall betraf dies zwei verschiedene Pro-
jektmodule im Bachelor und eine experimentelle Lehrveran-
staltung mit Seminar- oder Projektcharakter im Master.
Durch den Bologna-Prozess sind solche integrierenden, vir-
tuellen Veranstaltungen, die mehrere generische Module aus
verschiedenen Studienga¨ngen zusammenfu¨hren, kaum mo¨g-
lich. Insbesondere gibt es Regeln, dass keine Veranstaltung
gleichzeitig als Bachelor- und als Master-Veranstaltung in ei-
nem konsekutiven Studiengang angeboten werden darf. Wei-
terhin kann die Hochschul-Verwaltungs-Software nicht meh-
rere, unterschiedliche Veranstaltungen zur selben Zeit im sel-
ben Raum anbieten: hier wird eine Integrita¨tspru¨fung zu viel
durchgefu¨hrt.
Wir bieten nun in jedem Semester ein Leitmodul fu¨r einen
der Studienga¨nge an, das wir dann als Modul eines ande-
ren Studienganges als Ausnahmeregelung anerkennen ko¨n-
nen. Dadurch ist es mo¨glich, Studenten vom 3. Semester des
Bachelor-Studiums bis zur Master-Arbeit in einer Projekt-
gruppe zu sammeln und zusammenarbeiten zu lassen, aber
die geleisteten Arbeiten als ganz verschiedene Modulleistun-
gen je nach Bedarf des Studenten anrechnen zu ko¨nnen. Al-
le betroffenen Module haben sechs Leistungspunkte, so dass
zumindest von dieser Seite her die Kompatibilita¨t gewahrt
bleibt.
Diese virtuelle Integration von Projekt-Veranstaltungen
ist der Versuch, ein sehr altes Konzept von studentischen
Projektgruppen trotz Bologna-U¨berregulierung als sinnvol-
les Studienelement wieder aufleben zu lassen.
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Abbildung 4: Performance-Ergebnisse der eingesetzten Systeme: einfache Regressionsanalyse auf Musama-
Daten
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