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Введение
Существует множество примеров квантово-механических систем несколь­
ких частиц: состоящие из нескольких кластеров системы в ядерной физике,
атомы и молекулы в атомной физике или квантовые точки для нескольких
электронов в физике твердого тела[1]. Описание данных систем — нетривиаль­
ная задача и требует применения различных методов для решения уравнения
Шредингера нескольких частиц.
В данной работе были рассмотрены системы частиц, энергия связи ко­
торых мала, а волновая функция связанного состояния значительно распро­
странена в пространстве: He2, Ne2, 6Li-He, 7Li-He, He3, Ne3, 6Li-He2, 7Li-He2,
для которых были определены энергии связного состояния. Данные системы
представляют особый интерес и были исследованы в других работах с резуль­
татами которых, можно ознакомиться в статьях [2–7]. Так как для данных
молекул потенциал взаимодействия слабый, задача по нахождению энергий
связи и волновых функций имеет дополнительные трудности при решении.
При малых изменениях входных параметров или неточности вычислений ре­
зультат может сильно отличаться от истинного. С другой стороны, в данных
системах имеет место интересное явление — эффект Ефимова[8]. Эффект
Ефимова возникает, когда энергия связи пары частиц близка к нулю, т.е. дли­
на рассеяния 𝑎 → ±∞. Данное явление представляет собой существование
последовательности энергий связи для трех частиц – состояний Ефимова[9].
Квантово-механическая система описывается операторм Гамильтона и
его собственной волновой функцией. Волновая функция зависит от позиции
в пространстве и других степеней свободы частиц. В случае трехчастичных
систем нескольких частиц можно ограничится сравнительно небольшим набо­
ром координат, используя координаты Якоби (Рис. 1)[1]. Например, система
трех частиц описывается набором координат {𝑥, 𝑦, 𝑧 = cos𝜙}. Здесь исполь­
зовалось то, что рассматриваемые состояния систем имеют нулевой угловой
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момент и задачу можно решать в плоскости, в которой находятся частицы.
Рис. 1. Координаты Якоби
Исследование данных систем является непростой задачей и требует раз­
личных подходов, методов решения и дополнительных вычислительных мощ­
ностей. Даже при нулевом угловом моменте вычисления резонансных связ­
ных состояний для слабо связанных систем, которые рассматриваются в дан­
ной работе, трудно выполнить с хорошей точностью. Обширные исследования
слабо связанных тримеров были проведены за последние десятилетия.
Различные методы были успешно использованы для решения поставлен­
ной задачи, включая метод конечных элементов (МКЭ)[2], другие вариаци­
онные методы[10], методы Монте Карло[11], методы конечных разностей[12].
Также авторами использовались различные системы координат, например,
гиперсферические[7] или координаты Якоби[2, 10].
Основной частью данной работы является разработка и реализация ме­
тода дискретных переменных или DVR метода (Descrete Variable Representation)
[13]. Вариационные методы хорошо себя зарекомендовали, но для точных
расчетов вычисления трудоемки, требуют больших ресурсов и много време­
ни. Для ускорения вычислений можно использовать представление дискрет­
ных переменных, основаное на базисе функций, которые, в некотором смыс­
ле, локализованы на сетке в координатном пространстве. Чтобы построить
DVR-функции необходимо преобразовать набор ортонормированных базис­
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ных функций, которые определены на промежутке в другой ортонормирова­
ный набор функций, которые локализованы в одной точке на сетке в про­
странстве. Данные точки являются точками квадратурной формулы Гаусса.
За счет переход к DVR-функциям можно значительно сократить время вы­
числений.
В 1982 году Лилл, Паркер и Лайт[14] впервые описали данное представ­
ление, в котором оператор, зависящий от координат, является диагональным.
Данный подход был независимо представлен Блэкморем и Шизгалом[15] в
1984 году под названием "метод дискретных ординат". Затем данный метод
был применен для решения многомерной задачи[16–18]. Метод представления
дискретных переменных, который был применен к слабо связанным триме­
рам подробно описан в статьях [19, 20].
Целью работы является разработка и реализация алгоритма, который
позволяет значительно сократить время вычислений. Это позволит прово­
дить расчеты при меньших вычислительных ресурсах без потери точности,
уменьшить время ожидания вычислений, как следствие, проводить научные
исследования быстрее и с меньшими финансовыми затратами.
Для выполнения цели были поставлены следующие задачи:
∙ Разработка и реализация эффективного алгоритма решения квантовой
задачи двух частиц, используя естественное разложение по ортогональ­
ным функциям. В качестве данных функций были выбраны присоеди­
ненные полиномы Лагерра, так как они, домноженные на экспоненту,
являются собственными функциями атома водорода. Результаты рабо­
ты программы были проверены на атоме водорода.
∙ Исследование молекул двух частиц с помощью написанной программы,
определение энергий связи и волновых функций для Ne2 и He2. Сравне­
ние полученных значений с результатами других авторов.
∙ Реализация метода представления дискретных переменных, который
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позволяет производить расчеты значительно быстрее без потери точ­
ности. Проведение анализа времени работы и полученных результатов.
∙ Модификация алгоритма вычисления матричных элементов, реализа­
ция DVR метода в программе решения трехчастичных квантовых задач
ACESPA[21, 22]. Проверка работы программы на тримере неона, срав­
нение результатов и времени при использовании разложения по DVR­
функциям и полиномам Лежандра.
∙ Исследование систем трех частиц 6Li-He2, 7Li-He2 и He2. Сравнение энер­
гий со значениями других авторов.
7
Глава 1
Метод представления дискретных переменных
В ходе работы был разработан и реализован алгоритм, который позво­
ляет ускорить вычисление собственных энергий для квантово-механических
систем, состоящех из нескольких атомов, таких как тример гелия 4He3. Дан­
ный метод основан на определении функций, точек и весов квадратурной
формулы таким образом, что значения функций в этих точках, кроме одной,
равны нулю. Это позволяет избавиться от интеграла по одной из переменных.
Благодаря данному переходу время вычисления матричной формы гамиль­
тониана сокращается в несколько раз.
1.1. Квадратурная формула Гаусса












где {𝑝𝑖} — набор линейно независимых полиономы, 𝜌(𝑥) — положительная








Здесь 𝜉 ∈ [𝑎, 𝑏], 𝑄𝑛(𝑥) — полином степени 𝑛, корнями которого являются
узлы квадратурной формулы. Если 𝑓(𝑥) — полином степени не выше 2𝑛− 1,
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то квадратурная формула точна.






(𝑥2 − 1)𝑛. (1.4)




(1− 𝑥2𝑖 )[𝑃 ′𝑛(𝑥𝑖)]2
. (1.5)
Такую квадратурную формулу называют формулой Гаусса-Лежандра, суще­
ствуют квадратурные формулы Гаусса-Лагерра, Гауса-Чебышева и другие,
построенные по соответствующим полиномам.
1.2. Дискретные дельта-функции
Основной задачей при выполнении данной работы было построение и
применение метода, основанного на использовании дискретных дельта-функ­
ций или DVR-функций (Discrete Variable Representation)[25]. DVR-функции





где 𝑥1, . . . , 𝑥𝑛 — корни полинома 𝑃𝑛(𝑥). Заметим, что
𝜙𝑖(𝑥𝑘) = 𝛿𝑖𝑘. (1.7)







𝑃 ′𝑛(𝑥)(𝑥− 𝑥𝑖)− 𝑃𝑛(𝑥)
𝑃 ′𝑛(𝑥𝑖)(𝑥− 𝑥𝑖)2
. (1.8)
Учитывая равенство 𝑃𝑛(𝑥𝑘) = 0, при 𝑘 ̸= 𝑖:
𝜙′𝑖(𝑥𝑘) =
𝑃 ′𝑛(𝑥𝑘)
𝑃 ′𝑛(𝑥𝑖)(𝑥𝑘 − 𝑥𝑖)
. (1.9)
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Для того, чтобы определить 𝜙′𝑖(𝑥𝑖), необходимо разложить функцию 𝑃𝑛(𝑥) в
ряд в окрестности 𝑥𝑖:
𝑃𝑛(𝑥) = 𝑃𝑛(𝑥𝑖) + (𝑥− 𝑥𝑖)𝑃 ′𝑛(𝑥𝑖) +
(𝑥− 𝑥𝑖)2
2
𝑃 ′′𝑛 (𝑥𝑖) +𝑂((𝑥− 𝑥𝑖)3). (1.10)






В случае взаимодействия двух частиц нет необходимости решать трех­
мерную задачу, достаточно одной координаты, чтобы описать систему. Это
упрощение возникает из-за сферически-симметричного потенциала, при кото­
ром трехмерное уравнение распадается на одномерные, и было использовано
для разработки алгоритма нахождения энергии связи частиц.
Из множества экспериментов получен потенциал взаимодействия рас­
сматриваемых парных частиц в виде сферически-симметричной функции. Та­
ким образом, зная потенциал, можно записать радиальное уравнение. Неиз­
вестная волновая функция в данном уравнении раскладывается по присо­
единенным палиномам Лагерра[24, 26], которые являются, домноженные на
экспоненту, собственными волновыми функциями для атома водорода[27]. Та­
ким образом, можно получить хорошее приближение точного решения исход­
ной задачи.
1.3.1. Радиальное уравнение















[𝐸 − 𝑈(𝑟)]𝑅(𝑟) = 0 (1.12)
















Для рассматриваемых систем данное допущение обосновано. Так как энергия
связи очень мала, были рассмотрены лишь самые глубокие энергетические
уровни, т.е. при 𝑛 = 0, а следовательно и при 𝑙 = 0.








+ 2𝑟2𝑈(𝑟)𝑅 = 2𝑟2𝐸𝑅 (1.14)
Масса 𝑚 может отличаться от массы электрона 𝑚𝑒, таким образом в урав­
нении должен быть множитель 𝑚. Этот множитель учтен в потенциале и
энергии, то есть 𝑚𝑈 → 𝑈 и 𝑚𝐸 → 𝐸.









+ 2𝑟2𝑈(𝑟)𝑅 = 2𝑟2𝐸𝑅
⃒⃒⃒⃒ +∞∫︁
0







































































Разложим решение радиального уравнения по ортогональным функциям, а








−𝑥/2𝐿2𝑖 ; 𝐹 = 𝜓𝑗 = 𝑒
−𝑥/2𝐿2𝑗 , (1.20)







−𝑥𝑑𝑥 = 𝛿𝑖𝑗. (1.21)

































⏟  ⏞  
𝑉𝑖𝑗
= 𝐸𝑐𝑗 , ∀ 𝑗 (1.22)
Таким образом, это уравнение можно записать в матричном виде, получив
обобщенную задачу на собственные значения:
?ˆ?c = 𝐸c , ?ˆ? = 𝑇 + 𝑉 . (1.23)
После нахождения собственных значений и собственных функций поставлен­
ная задача будет решена.
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1.3.2. Квадратурная формула Гаусса — Лагерра
Как видно из соотношения (1.22), необходимо вычислять большое коли­
чество интегралов на интервале [0;∞). Для этого удобно использовать квад­
ратурную формулу Гаусса — Лагерра [28], которая является частным случа­






















𝑓 (2𝑛)(𝜉), (0 < 𝜉 <∞). (1.27)
Заметно, что данный метод вычисления интегралов естественно вписывается
в решение нашей задачи.
Вычисления можно значительно ускорить, если перейти к DVR-функ­
циям. Для этого вместо того, чтобы раскладывать решение по полиномам











Здесь значения 𝑥1, . . . , 𝑥𝑛 — корни уравнения 𝐿𝑛(𝑥) = 0, и вместе с коэф­
фициентами 𝑤1, . . . , 𝑤𝑛 определяют квадратурную формулу Гаусса-Лаггера.
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Заметим, что
𝜙𝑖(𝑥𝑘) = 𝛿𝑖𝑘. (1.30)
































Для того, чтобы определить матрицу кинетической энергии, необходимо вы­
















Для того, чтобы определить 𝜙𝑖(𝑥𝑖), необходимо разложить функцию 𝐿𝑛(𝑥) в
ряд в окрестности 𝑥𝑖:
𝐿𝑛(𝑥) = 𝐿𝑛(𝑥𝑖) + (𝑥− 𝑥𝑖)𝐿′𝑛(𝑥) +
(𝑥− 𝑥𝑖)2
2
𝐿′′𝑛 +𝑂((𝑥− 𝑥𝑖)3). (1.34)





Далее, используя уравнения для полиномов Лагерра, можно выразить 𝐿′′𝑛(𝑥)
через 𝐿′𝑛(𝑥).
𝑥𝐿′′𝑛(𝑥) + (1− 𝑥)𝐿′𝑛(𝑥) + 𝑛𝐿𝑛(𝑥) = 0, (1.36)
𝐿′′𝑛(𝑥) = −














После того, как определены производные функций разложения, можно пе­






























В данной сумме значение 𝑤𝑖 быстро убывает с ростом 𝑖, это приводит к про­
блемам при реализации данного алгоритма. Для того, чтобы избежать этого,






































































𝛿𝑖𝑗⏟  ⏞  
𝑉𝑖𝑗
= 𝐸𝑐𝑗 , ∀ 𝑗. (1.46)




. В этом и есть преимущество
применение DVR-функций.
1.4. Трехмерная задача
1.4.1. Уравнение Шредингера задачи трех частиц

































+ 𝑉 (𝑥, 𝑦, 𝜙) (1.47)
Здесь потенциал 𝑉 = 𝑉 (𝑥, 𝑦, 𝜙) является суммой двухчастичных сферически­
симметричных потенциалов, которые зависят от расстояний между частица­






𝑚1 + (𝑚2 +𝑚3)
. (1.48)
Ускорение вычислений произойдет при интегрировании по координате






















































𝑔 𝑑𝑧 = −
1∫︁
−1
𝑓 ′𝑔′(1− 𝑧2) 𝑑𝑧. (1.52)
Далее данное выражение будет использована для вычисления матричных эле­
ментов оператора кинетической энергии.
1.4.2. DVR-функции и полиномы Лежандра
При помощи полиномов Лежандра определены DVR-функции, которые
локализованы в узлах квадратурной формулы. Полиномы Лежандра 𝑃𝑛(𝑧)
определяются уравнением:





+ 𝑛(𝑛+ 1)𝑃𝑛(𝑧) = 0. (1.53)







где 𝛿𝑘𝑙 — символ Кронекера. Построим DVR-функцию при помощи полиномов







𝑃 ′𝑛(𝑧𝑖)(𝑧 − 𝑧𝑖)
. (1.56)
Заметим, что
𝜙𝑖(𝑧𝑘) = 𝛿𝑖𝑘. (1.57)
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= 𝑉 (𝑥, 𝑦, 𝑧𝑖)𝛿𝑖𝑗. (1.59)
Для того, чтобы определить матрицу кинетической энергии, необходимо вы­
числить значения производной 𝜓′𝑖(𝑧) в точках 𝑧1, . . . , 𝑧𝑛. По аналогии с пре­
образованием выражений (1.32 - 1.39) получаем значения для производных:
𝜙′𝑖(𝑧𝑘) =
𝑃 ′𝑛(𝑧𝑘)
𝑃 ′𝑛(𝑧𝑖)(𝑧𝑘 − 𝑧𝑖)





После того, как определены производные функций разложения, можно пе­



































После того, как операторы записаны в матричной форме, можно перейти к
решению задачи на собственные числа.
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1.4.3. DVR-функции и полиномы Чебышева
Заметим что при координате Якоби 𝜙 −→ 0;𝜋 или 𝑧 = cos𝜙 −→ ±1
может возникнуть особенность в потенциале парного взаимодействия частиц
порядка ∼ (1 − 𝑧2)−𝑚, где 𝑚 — положительно. Например, в случае кулонов­
ского взаимодействия 𝑚 = 1/2. Чтобы компенсировать данную особенность,
обратимся к полиномам Чебышева первого рода[24], построим по ним DVR­
функции. Полиномы Чебышева 𝑇𝑛(𝑧) определяются уравнением:





+ 𝑛2𝑇𝑛(𝑧) = 0. (1.65)








𝛿𝑘𝑙, 𝑙, 𝑘 ̸= 0, (1.66)
где 𝛿𝑘𝑙 — символ Кронекера. Именно благодаря весу
1√
1− 𝑧2 и удается сгла­
дить особенность в потенциале. Интеграл на отрезке [−1, 1] можно вычис­











Построим DVR-функции и их производные при помощи полиномов Чебышева
аналогично построению для полиномов Лежандра:
𝜙𝑖(𝑧) =
𝑇𝑛(𝑧)
𝑇 ′𝑛(𝑧𝑖)(𝑧 − 𝑧𝑖)
. (1.68)
Заметим, что
𝜙𝑖(𝑧𝑘) = 𝛿𝑖𝑘. (1.69)
Производные в точках вычисляются по формулам:
𝜙′𝑖(𝑧𝑘) =
𝑇 ′𝑛(𝑧𝑘)










2.1. Реализация метода представления дискретных
переменных для решения задачи нескольких частиц
2.1.1. Программа для исследования систем двух частиц
Алгоритм нахождения собственных чисел и функций для пар частиц
был полностью самостоятельно реализован на языке с++ (Приложение Б).
Для расчетов интегралов была использована библиотека (John Burkardt), со­
держащая функции для работы с полиномами Лагерра[29], несколько функ­
ций было дописано и одна исправлена. Также использовалась библиотека
ALGLIB[30] для решения спектральной задачи. Корректность работы про­
граммы была проверена, используя известное решения уравнения Шрединге­
ра атома водорода.
В замене переменных (1.19) параметр 𝜆 можно выбирать произвольным.
Но для увеличения точности расчетов была реализована возможность выбо­
ра 𝜆, описывающего асимптотическое поведение волновой функции. Таким
образом, можно получить результат, близкий к точному решению при мень­
шем количестве полиномов в разложении (1.20). Данная возможность была




где 𝑚 — приведенная масса. Так для атома водорода 𝜆 для 𝑛-ой волновой
функции 𝜆 = 2/𝑛.
Вычисления производились на компьютере MacBookPro (Mid 2012) с
процессором 2.5 GHz Intel Core i5 и оперативной памятью 4 GB 1600 MHz
DDR3.
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2.1.2. Оптимизация программы для исследования систем
нескольких частиц
Следующим шагом стали реализация и использование метода представ­
ления дискретных переменных в программе решения трехчастичных кванто­
вых задач ACESPA[21, 22], которая реализована на языке fortran90 (Прило­
жение В).
Вычисления производятся с помощью трехмерного метода конечных эле­
ментов (МКЭ)[2]. Трехмерное конфигурационное пространство разделено на
набор прямоугольных параллелепипедов. В каждом элементе выбран набор
линейно независимых полиномиальных базисных функций. Волновая функ­
ция разложена по данным базисным функциям. В случае угловой координа­
ты разложение было произведено по полиномам Лежандра. Таким образом
осуществляется переход от уравнения Шредингера к задаче на нахождение
собственных чисел.
?ˆ?c = 𝐸𝑆c. (2.2)
Здесь вектор c определяется коэффициентами разложения волновой функ­
ции.
Благодаря локализации базисных функций матрица Гамильтониана ?ˆ? и
матрица перекрытия 𝑆 являются разреженными. Линейная задача решается
при помощи метода Арнольди. Также используются технологии параллель­
ных вычислений OPENMP и MPI.
Функции в разложении по координате 𝑧 (1.58) были заменены на дис­
кретные дельта-функции. Была написана подпрограмма, вычисляющая DVR­
функции и их производные и модифицирована основная подпрограмма вы­
числения матричных элементов.
Для исследования систем 6Li-He,7Li-He,6Li-He2,7Li-He2 была описана функ­
ция определения потенциала [31] взаимодействия и реализовано программное
описание данных систем.
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Вычисления производились на удаленной машине ресурсного центра СПб­
ГУ. Параметры машины: 6-ти ядерный процессор Intel(R) Xeon(R) X5670
2.93GHz, оперативная память 32 GB.
2.2. Системы двух частиц
2.2.1. Атом водорода
Корректность работы программы, написанной на языке с++, для вычис­
ления энергий связи для двухчастичных систем была проверена, используя
известное решение уравнения Шредингера атома водорода. В данном случае




Обобщенные полиномы Лагерра, домноженные на экспоненту, являются соб­
ственными функциями для данной системы:
𝑅𝑛 = 𝑐𝑜𝑛𝑠𝑡 · 𝑒−𝑥/2𝐿1𝑛(𝑥), (2.4)
а собственные значения энергий:
𝐸𝑛 = − 1
2𝑛2
, 𝑛 = 1, 2, . . . . (2.5)
Таким образом, ожидалось получить те же волновые функции и собственные
значения энергий.
В таблице 2.1 представлены полученные значения энергии связи прото­
на и электрона в атоме водорода, также приведены теоретические значения.
Видно, что они совпадают с машинной точностью. Также были построены
волновые функции (Рис. 2.1) и распределения вероятности (Рис. 2.2), соот­
ветствующие первым трем состояниям. Зависимости совпадают с хорошо из­
вестными кривыми [32]. Таким образом, можно сделать вывод, что численные
расчеты верны и программа работает корректно. Для исследования зависи­
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Таблица 2.1. Энергетические уровни атома водорода




















r / ao 
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Рис. 2.1. Вычисленные радиальные функции для атома водорода
мости погрешности вычислений от числа полиномов в разложении (1.19) был
выбран параметр 𝜆 = 5 для основного состояния. Напомним, что точное ре­
шение достигается при 𝜆 = 2. Далее изменялось количество полиномов 𝑛 в
разложении и определялась зависимость невязки 𝛿𝐸 от 𝑛 для двух первых
стационарных состояний. Данная зависимость представлена в таблице 2.2 и
на рисунке 2.3. Вертикальная ось представлена в логарифмическом масшта­
бе. Аппроксимирующая функция является экспоненциальной. Таким обра­
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Рис. 2.2. Радиальное распределение вероятности
зом, можно сказать о быстрой сходимости результата к точному решению
при увеличении количества полиномов Лагерра.
Также интерес представляет зависимость погрешности от 𝜆. В таблице
2.3 приведены параметр 𝜆, вычисленная энергия и погрешность на каждой
итерации при количестве полиномов 𝑛 = 10. Начальное значение интересу­
ющего нас параметра было положено равное 0.1. Как видно из таблицы 2.3,
погрешность быстро убывает при приближении параметра к оптимальному
значению.
Таблица 2.2. Зависимость погрешности вычислений от количества полиномов в разложе­
нии
𝑛 1 2 3 4 5 6 7 8 9 10
𝛿𝐸1, 𝑎.𝑒. 1.12500 0.20371 0.05186 0.01411 0.00379 0.00098 0.00024 0.00006 0.00001 3.04·10−6
𝛿𝐸2, 𝑎.𝑒. 0.12500 5.83796 1.60888 0.69738 0.35558 0.19654 0.11382 0.06783 0.04113 0.02517
𝑛 11 12 13 14 15 16 17 18 19 20
𝛿𝐸1, 𝑎.𝑒. 6.73·10−7 1.47·10−7 3.16·10−8 6.71·10−9 1.41·10−9 2.95·10−10 6.10·10−11 1.26·10−11 2.56·10−12 5.21·10−13




























Рис. 2.3. Зависимость погрешности вычислений энергий первого и второго стационарного
состояния от количества полиномов в разложении
Таблица 2.3. Результаты работы программы на каждой итерации последовательного при­
ближения параметра 𝜆
№ итерации 𝜆 𝐸1, 𝑎.𝑒. 𝛿𝐸1, 𝑎.𝑒.
1 0.10000 -0.14647 0.35353
2 1.08249 -0.49987 0.00013
3 1.99974 -0.50000 -2.22·10−16
4 2.00000 -0.50000 -4.44·10−16
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2.2.2. Димер неона
Далее был рассмотрен димер неона. Напомним, что неон — инертный
газ с атомной массой 20.015 а.е. Потенциал димера [2] представлен на рисун­
ке 2.4. Эта задача является относительно простой для численных расчетов,
потенциальная яма глубока, энергии связи достаточно велики. Глубина потен­
циальной ямы равна 42.1 K при радиусе 5.9𝑎0. Для неона мы получили два
значения энергии связи: 𝐸1 = −23.7565 K = −16.5116 cм−1 и 𝐸2 = −2.6357 K
= −1.8319 см−1. Также были построены волновые функции, соответсвующие
данным значениям энергий (Рис. 2.5). Значения энергий очень близки к зна­
чениям, полученным в других работах [2] (𝐸1 = −16.512 cм−1 и 𝐸2 = −1.832
cм−1). Таким образом, можно утверждать, что метод разложения по полино­
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Рис. 2.4. Потенциальная энергия димера неона
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Рис. 2.5. Волновые функции димера неона
2.2.3. Димер гелия
Особый интерес представляет димер гелия в силу очень слабого взаи­
модействия. С другой стороны, малая энергия связи также приводит к труд­
ностям при численных расчетах. При малых изменениях входных парамет­
ров относительное изменение результата велико. Для решения поставленной
задачи необходимо описать потенциал взаимодействия. Ниже приведем неко­
торые обозначения наиболее распространенных потенциалов, которые были
использованы:
∙ HFD-B — R.A. Aziz, F.R.W. McCourt, C.C.K. Wong[33];
∙ LM2M2 — R.A. Aziz, M.J. Slaman, J. Chem[34];
∙ TTY — K.T. Tang, J.P. Toennies, C.L. Yiu[35].
Эти потенциалы почти совпадают за исключением значений при радиусе,
близком к нулю, где потенциалы велики. Глубина ямы для этих потенциалов
порядка -10.9 мК при радиусе 𝑟 = 5.6𝑎0, эти значения немного варьируются
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у разных авторов. В силу того, что потенциал растет слишком быстро при
стремлении радиуса к нулю, потенциал TTY был ограничен. Ниже приведен
график, соответствующий потенциалу LM2M2 (Рис. 2.6). Расчеты были про­
изведены для трех потенциалов: HFD-B, LM2M2, TTY. В результате были
получены энергии связи, приведенные в таблице 2.4. Как и ожидалось, энер­
гия очень мала, связанное состояние может возникнуть только при очень
низких температурах. Была построена волновая функция связанного состоя­









0 5 10 15 20 25 
	  U(r), мK 
r / ao 
Рис. 2.6. Потенциальная энергия димера гелия
Таблица 2.4. Значения энергий для различных потенциалов в мК
𝐻𝐹𝐷 −𝐵 𝐿𝑀2𝑀2 𝑇𝑇𝑌
Motovilov A. et. al.[3] -1.6853 -1.3032 -1.3091
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Рис. 2.7. Волновая функция и потенциал димера гелия
Несмотря на то, что потенциал короткодействующий, глубина потенци­
альной ямы достигается при 𝑟 = 2.963 A˚, распространение волновой функции
велико и достигает сотни ангстрем.
Следующим шагом был реализован метод дискретных переменных, ко­
торый описан в разделе 1.3. Данный алгоритм был реализован и проверен на
примере димера гелия. Для сравнения также приведем результаты метода,
основанного на разложении радиальной функции по присоединенным полино­
мам Лагерра 𝐿(2)𝑛 (𝑥). В таблице 2.5 приведены результаты работы программы
при различной размерности матриц 𝑛 (количестве функций в разложении)
для потенциала 𝑇𝑇𝑌 . Была определена относительная ошибка и время инте­
грирования, которое занимает подавляющий объем вычислений. За истинное
значение была выбрана энергия, полученная ранее 𝐸 = −1.3096 мК при
𝑛 = 300. Здесь и далее время определялась, как наименьшее из 3-5 запусков
программы с постоянными параметрами.
По данным таблицы построен график 2.8 зависимости времени вычис­
ления матричных элементов от числа полиномов в разложении в логарифми­
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ческом масштабе. Можно сделать вывод, что DVR-метод позволяет ускорить
вычисления в десятки раз почти без потери точности.
Таблица 2.5. Сравнение результатов для метода разложения по полиномам Лагерра и
метода представления дискретных переменных
Разложение по 𝐿(2)𝑛 DVR
𝑛 𝐸, мК 𝛿𝐸 𝑡, 𝑐 𝐸, мК 𝛿𝐸 𝑡, 𝑐 Коэфф. ускорения
10 90.1981 69.76585 0.0023 90.99950 70.37682 0.0004 6.1
25 −9.53053 6.26595 0.0267 −9.59525 6.31529 0.0021 12.4
50 −2.02091 0.54072 0.2067 −2.02118 0.54072 0.0087 23.8
100 −1.28987 0.01662 1.5002 −1.28992 0.01658 0.0434 34.6
150 −1.31096 0.00054 4.8912 −1.31119 0.00037 0.1111 44.0
200 −1.31176 0.00007 11.5434 −1.31206 0.00030 0.2372 48.7
250 −1.31164 0.00002 21.7746 −1.31197 0.00023 0.4208 51.7
2.3. Системы трех частиц
Основным результатом работы является применение метода дискретных
переменных в программе ACESPA, разработанной группой ученых и студен­
тов, позволяющей производить вычисления энергий связи квантово-механи­
ческих систем. После изучения структуры программы и реализации DVR ме­
тода работа программы успешно проверена на примере тримера неона. Для
этого было взято различное количество функций в разложении по угловой
координате для метода, реализованного ранее, и DVR разложения. Обратим
внимание, данный метод является модифицированным, алгоритм оптимизи­
рован. Для сравнения приведены также результаты неоптимизированного ко­
да, в котором разложение и интегрирование описано без дополнительных мо­
дификаций и производится по полиномам Лежандра. Именно этот код был
взят за основу при реализации метода дискретных переменных.
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Рис. 2.8. Зависимость времени вычисления матричных элементов от количества полиномов
в разложении
2.3.1. Тример неона
В таблице 2.6 приведены абсолютные значения энергий связи тримера
неона и относительная ошибка при различном количестве функций 𝑛 в раз­
ложении. Для всех трех методов результат совпал с машинной точностью.
Это связано с тем, что задача по нахождению энергий связи тримера нео­
на относительно проста, а потенциал гладкий и хорошо интегрируем. Для
наглядности значения приведены для первого, десятого и двадцатого энер­
гетического уровня тримера неона. В качестве верного значения выбиралась
энергия связи, вычисленная при 𝑛 = 40. Время вычисления матричных эле­
ментов операторов для стандартного, модифицированного и DVR метода зна­
чительно отличается. Из таблицы видно, что время вычислений значитель­
но сократилось. Таким образом, можно считать, что поставленная задача
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успешно решена. Для наглядности приведены графики сходимости (Рис. 2.9)
и зависимости времени вычислений (Рис. 2.10) от количества полиномов в
логарифмическом масштабе.
Таблица 2.6. Энергии связи и относительные ошибки при различном количестве функций
в разложении
n 3 5 10 15 20 25 30
𝐸1, см −1 59.3785 57.4215 49.3707 50.1440 50.1015 50.1016 50.1016
𝐸10, см −1 24.6638 30.4413 29.3888 29.7554 29.7205 29.7204 29.7204
𝐸20, см −1 19.3429 20.3997 20.2850 20.2446 20.2423 20.2421 20.2421
𝛿𝐸1 1.85·10−1 1.46·10−1 1.46·10−2 8.47·10−4 2.05·10−6 1.36·10−8 1.40·10−9
𝛿𝐸10 1.70·10−1 2.43·10−2 1.12·10−2 1.18·10−3 2.79·10−6 1.40·10−7 8.08·10−9
𝛿𝐸20 4.44·10−2 7.78·10−3 2.12·10−3 1.24·10−4 6.28·10−6 6.09·10−7 5.14·10−8
Таблица 2.7. Время работы стандартного 𝑡ст., модифицированного 𝑡мод. метода разложения
по полиномам Лежандра и метода дискретных переменных 𝑡𝐷𝑉 𝑅
n 3 5 10 15 20 25 30
𝑡ст., c 0.5 1.3 8.5 26.8 61.5 143.1 279.5
𝑡мод., c 0.4 1.3 7.4 22.5 50.9 98.5 169.9
𝑡𝐷𝑉 𝑅, c 0.2 0.6 2.2 5.0 9.3 14.9 22.0
𝑡ст./𝑡𝐷𝑉 𝑅 2.5 2.2 3.9 5.4 6.6 9.6 12.7
𝑡мод./𝑡𝐷𝑉 𝑅 2.0 2.2 3.4 4.5 5.5 6.6 7.7
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Рис. 2.9. Зависимость времени вычисления матричных элементов от количества полиномов
в разложении для различных методов
Рис. 2.10. Зависимость относительной ошибки от количества полиномов в разложении
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2.3.2. Система литий-гелий
Для того, чтобы исследовать связные состояния, необходимо описать
потенциал[31] и параметры системы. Формула расчета и график потенциала
приведены в приложении А. Была написана функция, возвращающая потен­
циал взаимодействия атомов лития и гелия в произвольной точке простран­
ства. В начале были получены энергии связи для молекул 6Li-He и 7Li-He.
Здесь 6Li и 7Li — изотопы лития с атомными массами 6.015 а.е. и 7.016 а.е.
соответсвенно. Результаты вычислений приведены в таблице 2.8. Также при­
ведены значения энергий, полученные другими авторами. Заметим, что энер­
гия связи для данной пары очень мала. Далее были получены энергии для
Таблица 2.8. Энергия связи молекулы Li-He в см−1
6Li-He 7Li-He
Данная работа -0.023·10−2 -0.195·10−2
J. Yuan and C. D. Lin[4] -0.008·10−2 -0.150·10−2
I. Baccarelli et al.[5] -0.023·10−2 -0.195·10−2
систем, состоящих из изотопов лития и пары гелия. В таблице 2.9 приведе­
ны значения, полученные данной работе и результаты других авторов. Заме­
тим, что лучше всего энергии согласуются со значениями представленными
в статье[6]. Был проведен анализ времени вычисления матричных элементов
при использовании метода дискретных переменных и разложения по полино­
мам Лежандра для системы 7Li-He2. В таблице 2.10 представлены значения
энергий системы 7Li-He2, относительных ошибок и времени вычислений для
различного количества функций в разложении. Результаты для 6Li-He2 ка­
чественно совпадают. Для вычисления ошибки за истинное значение была
принята энергия при 𝑛 = 35, полученная при помощи разложения по поли­
номам Лежандра. Из полученных данных можно сделать вывод, что работа
программы значительно ускорилась без потери точности. Более того, при ма­
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Таблица 2.9. Энергия связи системы Li-He2 в см−1
6Li-He2 7Li-He2
Данная работа -2.62·10−2 -4.07·10−2
J. Yuan and C. D. Lin[4] -2.18·10−2 -3.18·10−2
I. Baccarelli et al.[5] -3.61·10−2 -5.10·10−2
E. A. Kolganova [6] -2.46·10−2 -3.54·10−2
лом количестве функций DVR метод дает более точный результат, ошибка
вычислений значительно меньше.
Таблица 2.10. Энергии связи 7Li-He2 и относительные ошибки при различном количестве
функций в разложении
n 5 10 15 20 25
Разложение по полиномам Лежандра
𝐸1, см−1 -3.44·10−7 -3.00·10−2 -3.94·10−2 -4.07·10−2 -4.12·10−2
𝛿𝐸1 1.00 2.75·10−1 4.67·10−2 1.49·10−2 2.26·10−3
𝑡, с 6.0 36.6 119.6 287.9 553.5
Метод представления дискретных переменных
𝐸1, см−1 -4.81·10−2 -4.67·10−2 -4.19·10−2 -4.15·10−2 -4.14·10−2
𝛿𝐸1 1.63·10−1 1.31·10−1 1.41·10−2 5.10·10−3 1.96·10−3
𝑡, с 2.2 8.2 19.1 35.2 65.8
Коэффициент ускорения
2.7 4.5 6.3 8.2 8.4
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2.3.3. Тример гелия
Последней рассматриваемой системой является тример гелия. Были так­
же получены значения энергий связи и времени вычислений. Данные приведе­
ны в таблице 2.11. Максимально точное значение, которое удалось получить
𝐸1 = −0.08246 cм−1 = −0.11792 К, что согласуется с результатами, полу­
ченными другими авторами [3, 7]. В то же время, благодаря использованию
метода дискретных переменных удалось сократить время вычислений почти
в 17 раз.
Таблица 2.11. Энергии связи и их относительные ошибки при различном количестве функ­
ций в разложении
n 10 20 30 40
Разложение по полиномам Лежандра
𝐸1, см−1 -3.13·10−3 -7.05·10−2 -7.99·10−2 -8.18·10−2
𝛿𝐸1 9.62·10−1 1.42·10−1 2.80·10−2 5.34·10−3
𝑡, с 12.3 84.4 277.9 662.9
Метод представления дискретных переменных
𝐸1, см−1 -1.29·10−1 -9.72·10−2 -8.35·10−2 -8.26·10−2
𝛿𝐸1 5.69·10−1 1.81·10−1 1.59·10−2 4.21·10−3
𝑡, с 2.4 9.5 21.6 40.0
Коэффициент ускорения
5.1 8.9 12.9 16.6
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Заключение
Поставленную цель можно считать успешно достигнутой. Разработан и
реализован алгоритм, который позволяет значительно сократить время вы­
числений связных состояний систем нескольких частиц. В ходе роботы вы­
полнены следующие задачи:
∙ Реализована программа, позволяющая определять энергии связи для
пары частиц при помощи разложения по присоединенным полиномам
Лагерра и метода дискретных переменных. Программа успешно прове­
рена на атоме водорода, вычисленные значения совпадают с теоретиче­
скими.
∙ Получены энергии связи пар частиц Ne2 и He2, вычисленные при по­
мощи метода представления дискретных переменных и классического
спектрального метода. Использование дискретных переменных позво­
лило укорить вычисления в десятки раз.
∙ Модифицирована программа расчета квантово-механических систем,
DVR метод был успешно применен и протестирован на тримере неона.
∙ Получены энергии связи систем, состоящих из нескольких частиц Ne3,
6Li-He, 7Li-He, 6Li-He2, 7Li-He2 и He3. Благодаря применению метода
представления дискретных переменных время вычислений значительно
сократилось без потери точности.
Промежуточные результаты данной работы были успешно представлены
на международной студенческой конференции “Science and Progress”, прохо­
дившей в Санкт-Петербурге в октябре 2016 года[36].
В дальнейшем планируется:
∙ Реализовать алгоритм построения DVR-функций и вычисления матрич­
ных элементов, используя полиномы Чебышева.
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∙ Модифицировать код программы для исследования состояний с ненуле­
вым полным угловым моментом.
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𝑟6 −𝑄2𝑟4 , если𝑏𝑟 > 16.6, (А.2)
где 𝜒 определяется непрерывностью потенциала 𝑣(𝑟) при br = 16.6, а пара­
метры 𝐶6 = 22.5, 𝑄 = 7.1, 𝑏 = 1.06, 𝑎 = 4700.
На рисунке А.1 построен график данного потенциала.
Рис. А.1. Зависимоcть потенциала от расстояния между частицами пары Li-He
Глубина потенциальной ямы равна 𝑣𝑚𝑖𝑛 = −6.42 · 10−6 а.е. при радиусе
𝑟𝑚𝑖𝑛 = 11.71 а.е.
44
Приложение Б
Программа для исследования систем двух
частиц
Код вычисления потенциалов
double Gaussian ( double r )
{
double const bohr=0.5291772083;
double x = r ; // / bohr ;
r e turn −1.227 * exp(−pow( ( x / 1 0 . 0 3 ) , 2 . 0 ) ) ;
}
double HFDB( double r )
{
double const bohr=0.5291772083;
double xe = ( r / 2 . 963 ) * bohr ;
double xe2 i = pow( xe , −2 .0 ) ;
double vf1 = 1 . 0 ;
i f ( s td : : abs ( xe )<=1.4826)
{
vf1 = exp(−pow((1 . 4826/ xe − 1 . 0 ) , 2 . 0 ) ) ;
}
double vp1 = 184431.01* exp (−10.43329537*xe−2.27965105* xe*xe )
−vf1 *(1.36745214+(0.42123807+0.17473318* xe2 i )* xe2 i )*pow( xe2i , 3 . 0 ) ;
r e turn 10 .948 * vp1 ;
}
double molhe2pot_neon_morse ( double r )
{
// rou t ine that computes Neon dimer Morse p o t e n t i a l
double const bohr=0.5291772083;
double const D=1.337731704e−4, alpha=2.088*bohr ;
double const r_e=3.091/ bohr ;
double tmp ;
tmp = exp(−alpha *( r−r_e ) ) ;
r e turn D * (pow(tmp ,2 .0 ) −2 .0* tmp ) ;
}
double LM2M2 ( double r )
{
double const bohr=0.5291772083 , k s i 1 =1.003535949 , k s i 2 =1.454790369;
double xe = ( r / 2 .9695) * bohr ;
double vf1 = 1 . 0 ;
i f ( xe <= 1.4088) vf1 = exp(−pow((1 . 4088/ xe − 1 . 0 ) , 2 . 0 ) ) ;
double vp1 = 189635.353* exp (−10.70203539*xe−1.90740649* xe*xe )
−vf1 *(1.34687065+0.41308398/ xe/xe+0.17060159/pow( xe , 4 ) ) / pow( xe , 6 ) ;
double vf2 = 0 . 0 ;
i f ( ( k s i 1 <= xe ) && ( xe <= ks i 2 ) )
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vf2 =0.0026*( s i n (2*M_PI*( xe−k s i 1 )/ ( ks i2−k s i 1 )−0.5*M_PI)+1 .0 ) ;
r e turn 10 .97 * ( vp1 + vf2 ) ;
}
double TTY( double r )
{
// Temporary to exc lude huge va lue s at o r i g i n :
double const beta =1.3443 , vp=7.0/(2 .0* beta )−1.0 ;
double r t = fmax ( r , 0 . 2 2 ) ;
double xe = r t ;
double vf1 =7.449*pow( xe , vp )* exp (−2.0* beta *xe ) ;
double bx = xe * ( 2 . 0* beta−vp/xe ) ;
double ebx = exp(−bx ) ;
double cn [ 1 3 ] , av [ 2 5 ] , fn [ 1 3 ] ;
double ak , ak1 , sk , v f2 ;
f o r ( i n t n ; n <= 12 ; n++)
cn [ n ] = fn [ n ] = 0 . 0 ;
cn [ 3 ]=1 . 4 6 1 ;
cn [ 4 ]=14 . 1 1 ;
cn [ 5 ]=183 . 5 ;
f o r ( i n t n = 6 ; n <= 12 ; n++)
cn [ n]=pow( ( cn [ n−1]/ cn [ n−2 ] ) , 3 . 0 )* cn [ n−3] ;
i f ( f abs (bx)>vp )
{
av [ 0 ] = 1 . 0 ;
f o r ( i n t n = 1 ; n <= 24 ; n++)
{
av [ n]=av [ n−1]*bx/double (n ) ;
}
fn [1 ]= av [0 ]+ av [1 ]+ av [ 2 ] ;
f o r ( i n t n = 2 ; n <= 12 ; n++)
fn [ n ] = fn [ n−1]+av [2*n−1]+av [2*n ] ;
f o r ( i n t n = 1 ; n <= 12 ; n++)
fn [ n ] = 1.0−ebx* fn [ n ] ;
}
e l s e
f o r ( i n t n = 1 ; n <= 12 ; n++)
{
ak = bx/( f a c t (2*n+1)) ;
ak1 = fmin ( 1 . 0 , fmax ( fabs ( ak ) ,1 e−30)) ;
sk = ak ;
f o r ( i n t j =2; j <= 100 ; j++)
{
ak = ak * bx / double (2*n+j ) ;
sk = sk + ak ;
i f ( f abs ( ak ) <= 1e−15*ak1 ) break ;
}
fn [ n ] = ebx * pow(bx , ( 2 . 0 * n ) ) * sk ;
}
vf2 = 0 . 0 ;
f o r ( i n t n = 3 ; n <= 12 ; n++)
{
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vf2 = vf2 + cn [ n ]* fn [ n ] /pow( xe , 2 . 0 * n ) ;
}
re turn 315766 .2067*( v f1 − vf2 ) ;
}
Код main-файла
i n t main ( i n t argc , char * const argv [ ] )
{
i n t n = 100 ; // number o f po lynomia l s f o r decomposit ion (n <= 200)
i n t m = n ; // number o f po in t s f o r Gauiss ian quadrature
un i t : :m = 0 .5 * 4 .0026 * 1822 .77261 ; //mass parameter
un i t : : energy = 3.1668153 e−6; // from ke l v i n to ha r t r e e (3 .1668153 e−6)
i n t number_of_eigenvalue = 1 ; // e i g enva lu e s are in ascending order , the f i r s t i s 1
double lambda = 2 ; // x = lambda* r ( lambda = 2* s q r t (−2*E*m) f o r n−th e i g en func t i on o f r a d i a l equat ion f o r hydrogen atom)
double T1 [ n ] [ n ] ;
double V1 [ n ] [ n ] ;
double S1 [ n ] [ n ] ;
double H1 [ n ] [ n ] ;
double x [m] ; // roo t s o f the n−th Laguerre polynomial
double x1 [ 1 0 0 0 ] ;
double w [m] ;





p r in t_poten r i a l ( 4 ) ;
lambda = 2.0* s q r t (2 .0*1 .94684857 e−05*uni t : :m) ;
a l g l i b : : real_1d_array e igenValues ;
a l g l i b : : real_2d_array e igenVector s ;
a l g l i b : : real_2d_array H;
a l g l i b : : real_2d_array Y;
a l g l i b : : real_2d_array YT;
a l g l i b : : real_2d_array S ;
a l g l i b : : real_2d_array V;
a l g l i b : : real_2d_array T;
a l g l i b : : real_2d_array T_dvr ;
a l g l i b : : real_2d_array V_dvr ;
a l g l i b : : real_2d_array H_dvr ;
a l g l i b : : ae_int_t i n f o ;
a l g l i b : : mat invreport rep ;
e igenValues . s e t l e ng th (n ) ;
e i genVector s . s e t l e ng th (n , n ) ;
Y. s e t l e ng th (n , n ) ;
YT. s e t l e ng th (n , n ) ;
S . s e t l e ng th (n , n ) ;
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T_dvr . s e t l e ng th (n , n ) ;
T. s e t l e ng th (n , n ) ;
V_dvr . s e t l e ng th (n , n ) ;
H_dvr . s e t l e ng th (n , n ) ;
V. s e t l e ng th (n , n ) ;
H. s e t l e ng th (n , n ) ;
l_quadrature_rule (m, x , w) ;
dphy = new double [ n*m] ;
d l0 = l f_funct i on_derevat ive (m, n , 0 . 0 , x ) ;
// a s s o c i a t ed Laguerre po lynomia l s Lf (n , 2 , x )
unsigned i n t s t a r t = c lo ck ( ) ;
l 2 = l f_ func t i on (m, n , 2 . 0 , x ) ;
d l2 = l f_funct i on_derevat ive (m, n , 2 . 0 , x ) ;
f o r ( i n t i = 0 ; i < n ; i ++)
{
f o r ( i n t k = 0 ; k < m; k++)
{
l 2 [ i *m+k ] = 1.0/ sq r t ( ( i +1)*( i +2))* l 2 [ i *m+k ] ;
d l2 [ i *m+k ] = 1.0/ sq r t ( ( i +1)*( i +2))* dl2 [ i *m+k ] ;
}
}
f o r ( i n t i = 0 ; i < n ; i ++) // f i l l i n g the matr i ce s
{
f o r ( i n t j = 0 ; j < n ; j ++)
{
V[ i ] [ j ] = 0 . 0 ;
T[ i ] [ j ] = 0 . 0 ;
f o r ( i n t k = 0 ; k < m; k++)
{
V[ i ] [ j ] += w[ k ]* l 2 [ i *m+k ]* l 2 [ j *m+k ]*U(x [ k ] / lambda )*x [ k ]* x [ k ] ;
T[ i ] [ j ] += w[ k ] * ( 0 . 5 * l 2 [ i *m+k ] − dl2 [ i *m+k ] ) * ( 0 . 5 * l 2 [ j *m+k ] − dl2 [ j *m+k ] ) * x [ k ]* x [ k ] ;
}
H[ i ] [ j ] = 0 .5* lambda* lambda*T[ i ] [ j ]+V[ i ] [ j ] ;
}
}
a l g l i b : : smatrixevd (H, n , 1 , 1 , e igenValues , e i genVector s ) ;
cout << "n␣=␣" << n << endl ;
cout << "L2 : ␣" << "E␣=␣" << eigenValues [ number_of_eigenvalue−1]/ un i t : :m/ un i t : : energy *1 e3 << " ; ␣" ;
cout << "time␣=␣" << f l o a t ( c l o ck ()− s t a r t )/CLOCKS_PER_SEC << endl ;
s t a r t = c l o ck ( ) ;
//dvr−f un c t i on s
f o r ( i n t i = 0 ; i < n ; i ++)
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{f o r ( i n t k = 0 ; k < n ; k ++)
{
i f ( k == i ) { dphy [ i *m+i ] = −0.5* abs ( d l0 [ n*m+i ] ) / pow(x [ i ] , 1 . 5 ) ; }
e l s e { dphy [ i *m+k ] = dl0 [ n*m+k ] / ( x [ k]−x [ i ] ) / sq r t ( x [ i ])*(1−2* s i g nb i t ( d l0 [ n*m+i ] ) ) ; }
}
}
f o r ( i n t i = 0 ; i < n ; i ++) // f i l l i n g the matr i ce s
{
f o r ( i n t j = 0 ; j < n ; j ++)
{
T_dvr [ i ] [ j ] = 0 . 0 ;
V_dvr [ i ] [ j ] = U(x [ i ] / lambda )* ( i==j ) ;
f o r ( i n t k = 0 ; k < m; k++)
{
T_dvr [ i ] [ j ] += ( sq r t (w[ k ] ) * x [ k ]* dphy [ i *m+k ] ) * ( s q r t (w[ k ] ) * x [ k ]* dphy [ j *m+k ] ) ;
}
H_dvr [ i ] [ j ] = 0 .5* lambda* lambda*T_dvr [ i ] [ j ]+V_dvr [ i ] [ j ] ;
}
}
a l g l i b : : smatrixevd (H_dvr , n , 1 , 1 , e igenValues , e i genVector s ) ;
cout << "DVR: ␣" << "E␣=␣" << eigenValues [ number_of_eigenvalue−1]/ un i t : :m/ un i t : : energy *1 e3 << " ; ␣" ;
cout << "time␣=␣" << f l o a t ( c l o ck ()− s t a r t )/CLOCKS_PER_SEC << endl ;
f o r ( i n t i = 0 ; i < n ; i ++) // f i l l i n g the matr i ce s
{
f o r ( i n t j = 0 ; j < n ; j ++)
{
T1 [ i ] [ j ]=T_dvr [ i ] [ j ] ;
H1 [ i ] [ j ]=H_dvr [ i ] [ j ] ;
V1 [ i ] [ j ]=V_dvr [ i ] [ j ] ;
}
}
re turn 0 ;
}
void matrixpower ( i n t n , const a l g l i b : : real_2d_array &a , double p)
{
a l g l i b : : real_2d_array U_svd ;
a l g l i b : : real_2d_array VT_svd ;
a l g l i b : : real_1d_array W_svd;
a l g l i b : : real_2d_array W_svd_2d;
U_svd . s e t l e ng th (n , n ) ;
VT_svd . s e t l e ng th (n , n ) ;
W_svd_2d. s e t l e ng th (n , n ) ;
W_svd. s e t l e ng th (n ) ;
a l g l i b : : rmatr ixsvd (a , n , n , 2 , 2 , 1 , W_svd, U_svd , VT_svd ) ;
f o r ( i n t i =0; i<n ; i++)
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{W_svd_2d[ i ] [ i ]=pow(W_svd[ i ] , p ) ;
}
a l g l i b : : rmatrixgemm(n , n , n , 1 , U_svd , 0 , 0 , 1 , W_svd_2d, 0 , 0 , 0 , 0 , a , 0 , 0 ) ;




Программа для исследования систем
нескольких частиц частиц
Код вычисления потенциалов
! Contains the p o t e n t i a l which i s used in the ongoing c a l c u l a t i o n s .
! Every new po t e n t i a l should be copied in to ( or r ep laced by ) t h i s f i l e .
! The po t e n t i a l i s c a l c u l a t ed in var i ous combimations :
! ITYPE=0 sum of a l l th ree p o t e n t i a l s
! ITYPE=1 ,2 ,3 p o t e n t i a l V( x1 ) , V( x2 ) , V( x3 ) resp .
! ITYPE=4 sum of p o t e n t i a l s V( x1)+V( x3 )
! ITYPE=5 sum of p o t e n t i a l s V( x2)+V( x3 )
!
MODULE POTPOT
use cons tant s
imp l i c i t none
p r i va t e
! the system under i n v e s t i g a t i o n
cha rac t e r *20 : : system_invest1 = ’HelDimer ’
cha rac t e r *20 : : system_invest2 = ’ HelTrimer ’
cha rac t e r *20 : : system_invest3 = ’ Li6He ’
cha rac t e r *20 : : system_invest4 = ’ Li7He ’
l o g i c a l , save : : f i r s t c a l l =. t rue .
!






double p r e c i s i o n func t i on dpotpot ( r1 , r2 , r3 , ITYPE,nw)
! The d . r e a l va lue s o f zpotpot ( ) .
imp l i c i t none
double p r e c i s i on , i n t en t ( IN) : : r1 , r2 , r3
in t ege r , i n t en t ( IN) : : ITYPE
intege r , i n t en t ( IN ) , op t i ona l : : nw
dpotpot = zpotpot ( dcmplx ( r1 ) , dcmplx ( r2 ) , dcmplx ( r3 ) ,ITYPE,nw)
re turn




complex (8 ) func t i on zpotpot ( r1 , r2 , r3 , ITYPE,nw)
! c This func t i on c a l c u l a t e s p o t e n t i a l f o r a system
! c depending on i n t e r p a r t i c l e d i s t an c e s ( s ee usepot ) .
! c complex (8 ) va r i an t .
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use usecom
use SCATTVARS, ONLY: Rsplt
imp l i c i t none
complex (8 ) r1 , r2 , r3 , v1 , v2 , v3
in t ege r , i n t en t ( IN) : : ITYPE
intege r , i n t en t ( IN ) , op t i ona l : : nw
!
i f ( f i r s t c a l l ) then
i f ( ( system /= system_invest1 ) . and . ( system /= system_invest2 ) . and . &
( system /= system_invest3 ) . and . ( system /= system_invest4 ) ) then
wr i t e (* ,* ) ’The␣wrong␣ po t e n t i a l ␣ i s ␣used␣ f o r ␣ the ␣ system␣ ’ , system
stop ’The␣wrong␣ po t e n t i a l ␣ i s ␣used␣ f o r ␣ the ␣ system␣ ’
end i f
f i r s t c a l l = . f a l s e .
e nd i f
v1 = convfac * zhe l t r im ( r1 , 2 )
v3 = convfac * zhe l t r im ( r3 , 2 )
i f ( system == ’ Li6He ’ . or . system == ’ Li7He ’ ) then
v2 = convfac * l i h e p o t ( r e a l ( r2 ) )
end i f
i f (ITYPE == 0) then
zpotpot=v1+v2+v3
e l s e i f (ITYPE == 1) then
zpotpot=v1
e l s e i f (ITYPE == 2) then
zpotpot=v2
e l s e i f (ITYPE == 3) then
zpotpot=v3
e l s e i f (ITYPE == 4) then
zpotpot=v1+v3








complex (8 ) func t i on zhe l t r im ( r , i )
! c Ca l cu l a t e s d i f f e r e n t p o t e n t i a l s f o r helium tr imer :
! c 0 − Gaussian type po t e n t i a l
! c 1 − HFD−B po t en t i a l
! c 2 − LM2M2 po t en t i a l
! c 3 − TTY po t en t i a l
imp l i c i t none
double p r e c i s i on , parameter : : aua=1.d0 /0.52917 d0
double p r e c i s i on , parameter : : beta=1.3443d0 , vp=7.d0 / ( 2 . d0*beta )−1.d0 , &
ks i 1 =1.003535949d0 , k s i 2 =1.454790369d0
complex (8 ) r , rt , xe , xe2i , vp1 , vf2 , vf1 , bx , ebx , fn (12 ) , av ( 0 : 2 4 ) , ak , sk
double p r e c i s i o n ak1 , fac t , cn (12)
i n t e g e r i , n , j
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! c
i f ( i . eq . 0 ) then
xe = r / bohr
! c Gaussian
zhe l t r im = −1.227d0 * exp(−(xe /10 .03 d0 )**2)
! c Exponent ia l
! c zhe l t r im = −3.909d0 * exp(−xe / (2 . 1*4 . 117 d0 ) )
e l s e i f ( i . eq . 1 ) then
! c r − in \o A
xe = ( r / 2 .963 d0 ) * bohr
xe2 i = 1 . d0/xe **2
vf1 = 1 . d0
i f ( abs ( xe ) . l e . 1 .4826 d0 ) then
vf1 = exp (−(1.4826d0/xe − 1 . d0 )**2)
end i f
vp1 = 184431.01 d0*exp (−10.43329537d0*xe−2.27965105d0*xe*xe ) &
−vf1 * (1 .36745214 d0+(0.42123807d0+0.17473318d0* xe2 i )* xe2 i )* xe2 i **3
zhe l t r im = 10.948 d0 * vp1
e l s e i f ( i . eq . 2 ) then
! c r − in \o A
xe = ( r / 2 .9695 d0 ) * bohr
xe2 i = 1 . d0/xe **2
vf1 = 1 . d0
i f ( abs ( xe ) . l e . 1 .4088 d0 ) then
vf1 = exp (−(1.4088d0/xe − 1 . d0 )**2)
end i f
vp1 = 189635.353 d0*exp (−10.70203539d0*xe−1.90740649d0*xe*xe ) &
−vf1 * (1 .34687065 d0+0.41308398d0* xe2 i +0.17060159d0* xe2 i **2)* xe2 i **3
vf2 = 0 . d0
i f ( ( k s i 1 . l e . abs ( xe ) ) . and . ( abs ( xe ) . l e . k s i 2 ) ) then
vf2 =0.0026d0 *( s i n (2* pi *( xe−k s i 1 )/ ( ks i2−k s i 1 )−0.5d0* pi )+1.d0 )
end i f
zhe l t r im = 10.97 d0 * ( vp1 + vf2 )
e l s e i f ( i . eq . 3 ) then
! Temporary to exc lude huge va lue s at o r i g i n :
r t = r
i f ( abs ( r ) < 0 .15 d0 ) r t = 0 .15 d0
xe = r t
vf1 =7.449d0*xe**vp*exp (−2.d0*beta *xe )
bx = xe *2 . d0*beta−vp
ebx = exp(−bx )
cn (3)=1.461d0 ; cn (4)=14.11 d0 ; cn (5)=183.5 d0
do n = 6 ,12
cn (n)=(cn (n−1)/cn (n−2))**3* cn (n−3)
enddo
i f ( abs (bx ) . gt . vp ) then
av (0)=1. d0
do n = 1 ,24
av (n)=av (n−1)*bx/ dble (n)
enddo
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fn (1)=av(0)+av(1)+av (2 )
do n = 2 ,12
fn (n) = fn (n−1)+av (2*n−1)+av (2*n)
enddo
do n = 1 ,12
fn (n) = 1 . d0−ebx* fn (n)
enddo
e l s e
do n = 1 ,12
ak = bx/( f a c t (2*n+1))
ak1 = min ( 1 . d0 ,max( abs ( ak ) , 1 . d−30))
sk = ak
do j =2 ,100
ak = ak * bx / dble (2*n+j )
sk = sk + ak
i f ( abs ( ak ) . l e . 1 . d−15*ak1 ) goto 201
enddo
201 cont inue
fn (n) = ebx * bx**(2*n) * sk
enddo
end i f
v f2 = 0 . d0
do n = 3 ,12
vf2 = vf2 + cn (n)* fn (n)/ xe **(2*n)
enddo
zhe l t r im = 315766.2067 d0 * ( v f1 − vf2 )
e l s e
c a l l ace s tp ( ’ ␣ zhe l t r im : ␣wrong␣number␣ o f ␣ p o t e n t i a l ’ )
end i f
r e turn
end func t i on zhe l t r im
!
!CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
r e a l (8 ) func t i on l i h ep o t ( r )
! c Ca l cu l a t e s d i f f e r e n t p o t e n t i a l s f o r helium tr imer :
imp l i c i t none
r e a l (8 ) r , br , ch i
! Li
double p r e c i s i on , parameter : : C6=22.5d0 , Q=7.d0 , b=1.06d0 , a=4700.d0 , Qb=7.42d0
br = r *b ! in atomic un i t s
i f ( abs ( br ) . l e . 16 .6 d0 ) then
ch i =(14.6d0+0.918d0*Qb**2 )/ (1 . d0−(Qb/16 .6 d0 )**2)
l i h e p o t = C6/120 . d0 * ( ( b /3 . d0 )**6)* ( a*exp(−br)− ch i *exp (−2.d0 /3 . d0*br)−exp(−br / 3 . 0 ) )
e l s e
l i h e p o t = C6/120 . d0 * ( ( b /3 . d0 )**6)* a*exp(−br)−C6/( r **6−(Q**2)* ( r **4))
end i f
l i h e p o t = l i h epo t / convfac
re turn
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end func t i on l i h e po t
!
END MODULE POTPOT
Подпрограмма вычисления DVR-функций и их производных
subrout ine dvrca l c ( npoiZ , xz , fdvr , ddvr )
! Ca l cu l a t e s DVR func t i on s at i n t e g r a t i o n po in t s
imp l i c i t none
i n t e g e r npoiZ , i1 , i2 , i , k
double p r e c i s i o n mleg ( npoiZ ) , d l eg ( npoiZ )
double p r e c i s i o n fdvr ( npoiZ , npoiZ ) , ddvr ( npoiZ , npoiZ )
double p r e c i s i o n xz ( npoiZ ) , xv
double p r e c i s i o n vv1 ( 0 : npoiZ )
!
mleg = 0 . d0
d leg = 0 . d0
vv1 (0)=1. d0
do i 2 =1,npoiZ
xv=xz ( i 2 )
vv1(1)=xv
do i 1 =2,npoiZ
vv1 ( i 1 )=((2* i1 −1)*xv*vv1 ( i1 −1)−( i1 −1)*vv1 ( i1 −2))/ dble ( i 1 )
enddo
mleg ( i 2 )=vv1 ( npoiZ )
d leg ( i 2 )=npoiZ / ( 1 . d0−xv*xv )* ( vv1 ( npoiZ−1)−xv*vv1 ( npoiZ ) )
enddo
do i =1,npoiZ
xv=xz ( i )
do k=1,npoiZ
i f ( i . eq . k ) then
fdvr ( i , k )=1.d0
ddvr ( i , k)=xv / ( 1 . d0−xv*xv )
e l s e
fdvr ( i , k )=0.d0







Код вычисления матричных элементов при помощи DVR-функций
subrout ine j s ub e l e ( i e l , jsub , nbas , jbas , j e l f )
!
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! c a l c u l a t e s the c on t r i bu t i on s from the subelement j sub
! to the matrix e lements between a l l f un c t i on s de f ineb by jbas
!
! I f o f f d i a g =. t rue . the o f f−d iagona l term i s c a l c u l a t ed .
! The cor respond ing matrix i s NONSYMMETRIC!
!
! the i n t e g r a t i o n s are normally performed numer i ca l ly
! i f one o f the subelement boundar ies i s found beyond
! p r a c t i c a l i n f i n i t y (" d in f t y ") a branch i s made to
! a n a l y t i c a l i n t e g r a t i o n
!
! j e l f i s an aux i l i a r y numbering o f the elemenary func t i on s
!
! base base coord ina te f o r i n t e g r a t i o n in each d i r e c t i o n
! weig weigths f o r i n t e g r a t i o n in each d i r e c t i o n
! j aco f a c t o r s o f j a c ob i determinant ( assumed to f a c t o r i z e )
! pote array f o r the po t e n t i a l va lue s at base po in t s
! poba temporary s to rage f o r p o t e n t i a l * ba s i s f unc t i on
! vbas 1−dim elementary func t i on va lue s at base po in t s
! dbas 1−dim gena ra l i z ed d e r i v a t i v e va lue s at base po in t s
! ek in f a c t o r i z e d k i n e t i c energy matrix e lements
! amet f a c t o r i z e d met r i c a l matrix e lements ( ove r l ap s )




imp l i c i t none
l o g i c a l , save : : c a l l 1 = . t rue .
l o g i c a l ovba (maxbas ) , ovrlap , fastjump , l p o t c a l c
i n t e g e r j sub (6 ) , nbas , jbas (12 ,maxbas ) , j e l f (maxbas , 3 )
double p r e c i s i o n base (maxpoi , 3 ) , weig (maxpoi , 3 ) , j a co (maxpoi , 3 )
double p r e c i s i o n vwrk (maxpoi ) , dwrk (maxpoi ) , rwrk (maxpoi ) , qwrk (maxpoi )
double p r e c i s i o n ddot , kron , lamminus
!
! a u x i l i a r y v a r i a b l e s
i n t e g e r i e l , iax , i0 , i1 , i2 , i3 , iba , jba , limup , i 4
i n t e g e r iacu , SwB
double p r e c i s i o n qmas (3 )
double p r e c i s i o n a1 , a2 , a3
complex (8 ) s ca l , scq2
!CC_EY
in t e g e r j e l f j 1 , j e l f j 2 , j e l f j 3 , j e l f i 1 , j e l f i 2 , j e l f i 3
i n t e g e r i11 , i l , i111 , imxi , ivw1 , i e r r , ivw2
i n t e g e r ipow (maxfun )
double p r e c i s i o n vsp1 , vw1 , vw2 , vw3 , vw4 , vwoff , pvsp1 , pvsp2
double p r e c i s i o n vsp1m(maxfun ) , vsp2m(maxpoi ) , av3 (maxpoi )
double p r e c i s i on , a l l o c a t a b l e : : pote ( : , : , : ) , poba ( : , : , : )
double p r e c i s i on , a l l o c a t a b l e : : fdvr ( : , : ) , ddvr ( : , : )
!=================================================================
fastjump = o f f d i a g
l p o t c a l c = pot in t==’ 3d−numer ’ . or . po t in t==’ 3d−coreZ ’
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i f ( . not . l p o t c a l c ) then
c a l l ace s tp ( ’ j s u b e l e : ␣ i n t e g r . ␣method␣ undef ined ␣ f o r ␣nonzero ␣J ’ )
end i f
! coord inate−dependent code
i f ( c a l l 1 ) then
c a l l 1 =. f a l s e .
i f (mpi_rank==0) wr i t e (6 ,* ) ’ ␣␣␣***␣␣ASSOCIATED␣INTEGRAL␣CALCULATION␣␣*** ’
e nd i f
!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
! c a l c u l a t e mass f a c t o r s :
! j a c ob i coo rd ina t e s :
i f ( coor . eq . ’ j a c ob i ␣␣ ’ ) then
qmas (1)=0.5 d0 *(ama1+ama2+ama3 )/( ama1*(ama2+ama3 ) )
qmas (2)=0.5 d0 *(ama2+ama3 )/( ama2*ama3)
qmas (3)=1. d0
e l s e
wr i t e (6 , ’ (// ’ ’ ␣ ! ! ! ␣ coo rd inate ␣ type␣" ’ ’ , a8 , ’ ’ "␣not␣ implemented␣ ! ! ! ’ ’ ) ’ ) coor
c a l l ace s tp ( ’JSUBELE: ␣unknown␣ type␣ o f ␣ coo rd ina t e s ’ )
end i f
!=================================================================
pvsp1=( j p r o j+i s pa r )**2
pvsp2=jva lu e *( j v a l u e +1)−2.d0*pvsp1
! e x t e r i o r s c a l i n g
s c a l =1.d0
scq2=1.d0
! check a p o s s i b i l i t y o f a s s o c i a t ed i n t e g r a t i o n
i f ( abs ( hypo ( j sub (5) ,3 )+1 . d0 ) . gt . 1 . 0 d−8. or . &
abs ( hypo ( j sub (6) ,3)−1 . d0 ) . gt . 1 . 0 d−8) &
c a l l ace s tp ( ’ ␣ASSOC: ␣non−s i n g l e ␣ i n t e r v a l ␣ f o r ␣ ang le ’ )
!=================================================================
! numerica l i n t e g r a t i o n :
! f o r each coord inate iax :
do iax=1,3
npoi ( iax )=npoa ( iax , i acu ( j sub ) )
! get base po in t s
a1=hypo ( j sub (2* ( iax −1)+1) , iax )
a2=hypo ( j sub (2* ( iax −1)+2) , iax )
c a l l g e tpo i ( iax , a1 , a2 , npoi ( iax ) , base (1 , iax ) , weig (1 , i ax ) )
i f ( i ax . eq . 3 ) then
a l l o c a t e ( fdvr ( npoi ( iax ) , npoi ( iax ) ) , ddvr ( npoi ( iax ) , npoi ( iax ) ) )
c a l l dv rca l c ( npoi ( iax ) , base ( : , i ax ) , fdvr , ddvr )
! fdvr ( i , k ) , ddvr ( i , k ) − DVR func t i on s and t h e i r d e r eva t i v e s at i n t e g r a t i o n points ,
! where i s a number o f funct ion , k i s a number o f a po int
end i f
!
! eva luate 1−dim elementary func t i on s and
! the g en e r a l i z e d d e r i v a t i v e s
i 3=0
do iba=1,nbas
i f ( j e l f ( iba , i ax ) . gt . i 3+1) c a l l ace s tp ( ’SUBELE: ␣bug ’ )
i f ( j e l f ( iba , i ax ) . eq . i 3+1)then
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i 3=i 3+1
i f ( i 3 . gt . maxelf ) c a l l aces tp ( ’SUBELE: ␣ i 3 . gt . maxelf ’ )
i 0=jbas (6+iax , iba )
i 2=jbas (9+iax , iba )
do i 1 =1, npoi ( iax )
i f ( i ax . eq . 3 ) then
vbas ( i1 , i3 , i ax )=fdvr ( i2 , i 1 )/ sq r t ( weig ( i2 , i ax ) )
dbas ( i1 , i3 , i ax )=ddvr ( i2 , i 1 )/ sq r t ( weig ( i2 , i ax ) )
e l s e
c a l l getvba ( iax , i0 , i2 , base ( i1 , i ax ) , vbas ( i1 , i3 , i ax ) , dbas ( i1 , i3 , i ax ) )
end i f
i f ( o f f d i a g .AND.RB) then
i f ( ( RBParity .AND. (mod( jp ro j ,2)==0)) .OR. &
( ( .NOT. RBParity ) .AND. (mod( jp ro j ,2)==1))) then
vbas_ev ( : , : , : ) = vbas ( : , : , : )
dbas_ev ( : , : , : ) = dbas ( : , : , : )
do i 4 =1, i f un (0 , 3 , i e l )
i f un ( i4 , 3 , i e l )= i f un ( i4 , 3 , i e l )+1
enddo
c a l l getvba ( iax , i0 , i2 , base ( i1 , i ax ) , vbas_od ( i1 , i3 , i ax ) , dbas_od ( i1 , i3 , i ax ) )
do i 4 =1, i f un (0 , 3 , i e l )
i f un ( i4 , 3 , i e l )= i f un ( i4 , 3 , i e l )−1
enddo
e l s e
vbas_od ( : , : , : ) = vbas ( : , : , : )
dbas_od ( : , : , : ) = dbas ( : , : , : )
do i 4 =1, i f un (0 , 3 , i e l )
i f un ( i4 , 3 , i e l )= i f un ( i4 , 3 , i e l )−1
enddo
c a l l getvba ( iax , i0 , i2 , base ( i1 , i ax ) , vbas_ev ( i1 , i3 , i ax ) , dbas_ev ( i1 , i3 , i ax ) )
do i 4 =1, i f un (0 , 3 , i e l )
i f un ( i4 , 3 , i e l )= i f un ( i4 , 3 , i e l )+1
enddo
end i f
e nd i f
enddo
! Reca l cu l a t i ng func . and de r i va t . f o r nonzero momentum ;
! only f o r coord inate−parameter , only f o r r a d i a l c oo rd ina t e s and
! only f o r Jacobi coo rd ina t e s . ANGULAR VARIABLE MUST NOT BE SCALED!
! Extracted from JRENORM.
i f ( i ax==1.or . i ax==2)then
do i 1 =1, npoi ( iax )
c a l l f r en ( base ( i1 , i ax ) , vbas ( i1 , i3 , i ax ) , dbas ( i1 , i3 , i ax ) , qmas , iax )
i f ( o f f d i a g .AND.RB) then
c a l l f r en ( base ( i1 , i ax ) , vbas_od ( i1 , i3 , i ax ) , dbas_od ( i1 , i3 , i ax ) , qmas , iax )










a l l o c a t e ( pote ( npoi ( 1 ) , npoi ( 2 ) , npoi ( 3 ) ) )
a l l o c a t e ( poba ( npoi ( 1 ) , npoi ( 2 ) , npoi ( 3 ) ) )
!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
! j a c ob i coo rd ina t e s
i f ( coor . eq . ’ j a c ob i ␣␣ ’ ) then
! j a c ob i determinant ( f a c t o r i z e d )
jaco ( 1 : npoi (1) ,1)= base ( : , 1 )**2
jaco ( 1 : npoi (2) ,2)= base ( : , 2 )**2
jaco ( 1 : npoi (3 ) ,3 )=1 . d0
do iax=1,3
! c a l c u l a t e the f a c t o r i z e d k i n e t i c energy and ove r l ap s
i 1=0
do jba=1,nbas
! c a l c u l a t e only i f new 1−dimens iona l e lementary func t i on
i f ( j e l f ( jba , iax ) . eq . i 1+1)then
i 1=i1+1
i 2=0
! mult ip ly by weights
vwrk ( 1 : npoi ( iax ))=weig ( : , i ax )* vbas ( : , i1 , i ax )* j a co ( : , i ax )
dwrk ( 1 : npoi ( iax ))=weig ( : , i ax )* dbas ( : , i1 , i ax )* j a co ( : , i ax )
! 3 rd coord inate i s cos ( theta ) , d e r i v a t i v e s are by theta :
i f ( i ax . eq . 3 ) then
do i 3 =1, npoi ( iax )
vsp1=1.d0−base ( i3 , i ax )* base ( i3 , i ax )
dwrk ( i 3 )=dwrk ( i 3 )* vsp1
! rwrk=0.d0 ;
! qwrk=0.d0 ;
rwrk ( i 3 )=(1− j p ro j−i s p a r )*vwrk ( i 3 )* base ( i3 , i ax )−dwrk ( i 3 )
qwrk ( i 3 )=vwrk ( i 3 )/ vsp1
enddo
e l s e
rwrk ( 1 : npoi ( iax ))=vwrk ( : ) / ( base ( : , i ax )**2)
end i f
! s e t l im i t f o r nonsymmetric matrix
limup=jba
i f ( o f f d i a g ) limup=nbas
do iba=1, limup
! c a l c u l a t e only i f new 1−dimens iona l e lementary func t i on





i f ( iax . ne . 3 ) then
i f ( o f f d i a g .AND.RB) then
i f ( ( RBParity .AND. (mod( jp ro j ,2)==0)) .OR. &
( ( .NOT. RBParity ) .AND. (mod( jp ro j ,2)==1))) then
vw2=ddot ( npoi ( iax ) , dwrk , 1 , dbas_od (1 , i2 , i ax ) , 1 )
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vw1=ddot ( npoi ( iax ) , vwrk , 1 , vbas_od (1 , i2 , i ax ) , 1 )
vwoff=ddot ( npoi ( iax ) , rwrk , 1 , vbas_od (1 , i2 , i ax ) , 1 )
e l s e
vw2=ddot ( npoi ( iax ) , dwrk , 1 , dbas_ev (1 , i2 , i ax ) , 1 )
vw1=ddot ( npoi ( iax ) , vwrk , 1 , vbas_ev (1 , i2 , i ax ) , 1 )
vwoff=ddot ( npoi ( iax ) , rwrk , 1 , vbas_ev (1 , i2 , i ax ) , 1 )
end i f
e l s e
vw2=ddot ( npoi ( iax ) , dwrk , 1 , dbas (1 , i2 , i ax ) , 1 )
vw1=ddot ( npoi ( iax ) , vwrk , 1 , vbas (1 , i2 , i ax ) , 1 )
vwoff=ddot ( npoi ( iax ) , rwrk , 1 , vbas (1 , i2 , i ax ) , 1 )
end i f
e l s e
vw1=ddot ( npoi ( iax ) , vwrk , 1 , vbas (1 , i2 , i ax ) , 1 )
vw2=ddot ( npoi ( iax ) , dwrk , 1 , dbas (1 , i2 , i ax ) ,1)+ &
pvsp1*ddot ( npoi ( iax ) , qwrk , 1 , vbas (1 , i2 , i ax ) , 1 )
vwoff=ddot ( npoi ( iax ) , rwrk , 1 , vbas (1 , i2 , i ax ) , 1 )
end i f
amet ( i1 , i2 , i ax )=vw1
ek in ( i1 , i2 , i ax )=vw2*qmas ( iax )
qrsq ( i1 , i2 , i ax )=vwoff *qmas ( iax )
i f ( . not . o f f d i a g ) then
ek in ( i2 , i1 , i ax )=ekin ( i1 , i2 , i ax )
qrsq ( i2 , i1 , i ax )=qrsq ( i1 , i2 , i ax )








e l s e
c a l l ace s tp ( ’JSUBELE.AS_SP: ␣ coord inate ␣ system␣unknown ’ )
end i f
!=================================================================
! *** matrix e lements o f p o t e n t i a l ***
!=================================================================
i f ( . not . fast jump ) then
! get p o t e n t i a l va lue s at a l l base po in t s
i f ( l p o t c a l c ) then
c a l l usepote (maxpoi , npoi , base , pote , rext , s c a l )
! c
! c mul t ip ly p o t e n t i a l by weights and jacob i−determinant
do i 1 =1, npoi (1 )
do i 2 =1, npoi (2 )
vsp1=weig ( i1 , 1 )* j a co ( i1 , 1 )* weig ( i2 , 2 )* j a co ( i2 , 2 )
do i 3 =1, npoi (3 )






e l s e
stop ’ ␣JSUBELE: ␣ fo rb idden ␣ value ␣ o f ␣ pot in t ␣ f o r ␣nonzero ␣J ’
end i f
e nd i f
!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
! assemble matrix e lements
do jba=1,nbas
ovba ( jba)=ovr lap ( jsub , jbas (1 , jba ) )
enddo
do jba=1,nbas
i 3=jbas (12 , jba )
! only i f f unc t i on i s non−zero on subelement
i f ( ovba ( jba ) ) then
j e l f j 1=j e l f ( jba , 1 )
j e l f j 2=j e l f ( jba , 2 )
j e l f j 3=j e l f ( jba , 3 )
!CC
i f ( fast jump ) goto 557
!CC
i f ( po t in t . eq . ’ 3d−numer ’ . or . po t in t . eq . ’ 3d−coreZ ’ ) then
! mult ip ly p o t e n t i a l by r i g h t hand s i d e ba s i s f unc t i on
poba=0.d0
do i 1 =1, npoi (1 )
do i 2 =1, npoi (2 )






! loop over l e f t s i d e f unc t i on s
! s e t l im i t f o r nonsymmetric matrix
limup=jba
i f ( o f f d i a g ) limup=nbas
!
do iba=1, limup
i 3=jbas (12 , iba )
i f ( ovba ( iba ) ) then
a1=0.d0
j e l f i 1=j e l f ( iba , 1 )
j e l f i 2=j e l f ( iba , 2 )
j e l f i 3=j e l f ( iba , 3 )
!CC
i f ( fast jump ) goto 556
!CC
! i f over lap mult ip ly from the l e f t and sum up
i f ( po t in t . eq . ’ 3d−numer ’ . or . po t in t . eq . ’ 3d−coreZ ’ ) then
do i 1 =1, npoi (1 )
do i 2 =1, npoi (2 )
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a1=a1+poba ( i1 , i2 , i 3 )* vbas ( i3 , j e l f i 3 , 3 )* vbas ( i1 , j e l f i 1 , 1 )* vbas ( i2 , j e l f i 2 , 2 )
enddo
enddo
e l s e









! j a c ob i coo rd ina t e s
i f ( coor . eq . ’ j a c ob i ␣␣ ’ ) then
i f ( o f f d i a g . or . ( eqnsys . and . ( i s y s i n d . ne . j s y s i nd ) ) ) then
a1=0.d0
e l s e
a1=a1+ &
( ekin ( j e l f j 1 , j e l f i 1 , 1 ) &
+qrsq ( j e l f j 1 , j e l f i 1 , 1 )* pvsp2 ) &
*amet ( j e l f j 2 , j e l f i 2 , 2 ) &
*amet ( j e l f ( jba , 3 ) , j e l f ( iba , 3 ) , 3 ) &
!
+ekin ( j e l f j 2 , j e l f i 2 , 2 ) &
*amet ( j e l f ( jba , 3 ) , j e l f ( iba , 3 ) , 3 ) &
*amet ( j e l f j 1 , j e l f i 1 , 1 ) &
!
+ekin ( j e l f ( jba , 3 ) , j e l f ( iba , 3 ) , 3 ) * &
(amet ( j e l f j 1 , j e l f i 1 , 1 )* qrsq ( j e l f j 2 , j e l f i 2 ,2)+ &
qrsq ( j e l f j 1 , j e l f i 1 , 1 )* amet ( j e l f j 2 , j e l f i 2 , 2 ) )
end i f
!
! get over lap matrix element
a2=amet ( j e l f j 1 , j e l f i 1 , 1 )* amet ( j e l f j 2 , j e l f i 2 , 2 )* &
amet ( j e l f ( jba , 3 ) , j e l f ( iba , 3 ) , 3 )
!
! get o f f−d iagona l term
i f ( o f f d i a g ) then
a3=qrsq ( j e l f j 1 , j e l f i 1 , 1 )* amet ( j e l f j 2 , j e l f i 2 , 2 )* &
qrsq ( j e l f ( jba , 3 ) , j e l f ( iba , 3 ) , 3 )
end i f
!
e l s e
c a l l ace s tp ( ’JSUBELE.AS_SP: ␣ coord inate ␣ system␣unknown ’ )
end i f
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