Atmospheric inversions have been used for the past two decades to derive large scale constraints on the sources and sinks of CO 2 into the atmosphere. The development of high density in-situ surface observation networks, such as ICOS in Europe, enables in theory inversions at a resolution close to the country scale in Europe. This has led to the development of many regional inversion systems capable of assimilating these high-resolution data, in Europe and elsewhere. The EURO-COM project (EUROpean atmospheric transport inversion COMparison) is a collaboration between seven European research 5 institutes, which aims at producing a collective assessment of the net carbon flux between the terrestrial ecosystems and the atmosphere in Europe for the period 2006-2015. It aims in particular at investigating the capacity of the inversions to deliver consistent flux estimates from the country scale up to the continental scale.
model, but also the impact on the modelled concentrations of any input of the transport model that is not further adjusted in the inversions (prescribed anthropogenic emissions, boundary conditions, etc.).
Following the Bayesian approach and using classical Gaussian errors hypothesis the problem reduces to the find the posterior control vector x a that minimises the cost function J(x), defined as: covariance matrix B contains the uncertainties on the prior control parameters (typically here the NEE at the grid scale). The off-diagonal elements, corresponding to the covariances between uncertainties in different control parameters, are difficult to specify because the uncertainties in the NEE estimates have hardly been characterised and quantified (Kountouris et al., 2015) .
They are however a critical component of the inversion as they determine how independently from each other the different components of the control vector can be adjusted. The inversions in this study follow different implementations of this general 135 methodology, listed in Section 3.3.2.
The optimal control vector x a can be solved for using different solution methods. Here we only briefly recall the methods employed by the systems in this study (variational and sequential ensemble approaches, and Markov Chain Monte Carlo), more information on these methods is given in Rayner et al. (2018) and references therein.
The variational method minimises J(x) based on iterative gradient descent methods. Efficient implementations of this 140 method rely either on the availability of the adjoint of the transport model or pre-computed transport Jacobian matrices representing the sensitivity of the observation vector to the control vector. The Monte Carlo approach directly samples the cost function, and in the case of the Markov chain Monte Carlo (MCMC) approach, the samples form a Markov chain, i.e. each sample is not obtained independently, but rather a perturbation of the last previously accepted sample. This allows non-Gaussian PDFs to be used in the inversion, and allows the specification of uncertainties to be explored in so-called "hierarchical" Bayesian 145 frameworks (Ganesan et al., 2014; Lunt et al., 2016) . Finally, the Ensemble Kalman Filtering (EnKF) directly derives x a following its analytical formulation based on the reduction of the dimensions of the problem through the split of the inversion into sequential windows, and based on on the computation of the matrices involved in the EnKF formulation through an ensemble Monte Carlo approach.
The modellers were free to refine the observation selection according to the the ability of their inversion systems to simulate specific stations, and in particular to use their preferred approach to select data within a day (i.e. use of all the observations within a time frame or use of an average of the observations, etc.). The precise observation selection approaches are discussed 185 further in Section 3.3.3, and a full full comparison of the observation assimilated by each system is provided in Figures SI1 and SI2. 
Anthropogenic emissions
The anthropogenic emissions from combustion of fossil fuels and biofuels, and from cement production are based on a prerelease of the EDGARv4.3 inventory for the base year 2010 (Janssens-Maenhout et al., 2019) . This specific dataset includes additional information on the fuel mix per emission sector (Janssens-Maenhout, pers. comm.) and thus allows for a temporal scaling of the gridded annual emissions for individual years (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) according to year-to-year changes of fuel consump-235 tion data at national level (bp2, 2016), following the approach of Steinbach et al. (2011) . A further temporal disaggregation into hourly emissions is based on specific temporal factors (seasonal, weekly, and daily cycles) for different emission sectors (Denier van der Gon et al., 2011) . The seasonality and inter-annual variability of this anthropogenic emissions prior are also reported in Figure 2 (in black).
Agricultural waste burning is already included in the version of the EDGAR v4.3 anthropogenic emission inventory that we 240 are using. Also, large scale biomass burning emissions are negligible in Europe (of the order of 0.01 PgC/year), therefore we decided that no extra biomass burning emission data set should be used in the inversions. Nevertheless, two models (LUMIA and FLEXINVERT) included a prescribed biomass burning source, based on the Global Fire Emission Database v4 (Giglio et al., 2013) .
Ocean fluxes 245
The role of the ocean flux in causing spatial CO 2 gradients between stations at the European scale is very minor in regard to the magnitude of other fluxes (below -0.1 Pgc/year). Therefore modelling groups were free to choose which ocean fluxes to use.
Two groups (LUMIA and FLEXINVERT+) used ocean fluxes from the CarboScope surface-ocean pCO 2 interpolation (oc_v1.6 and oc_v1.4 respectively) (Rödenbeck et al., 2013) . The CarboScope interpolation provides temporally and spa- tially resolved estimates of the global sea-air CO 2 flux. Fluxes are estimated by fitting a simple data-driven diagnostic model of ocean mixed-layer biogeochemistry to surface-ocean CO 2 partial pressure data from the SOCAT database. NAME-HB used a climatological prior from Takahashi et al. (2009) , which is based on a climatology of surface ocean pCO 2 constructed using measurements taken between 1970 and 2008. The CarboScope-Regional inversion used an ocean flux estimate taken from the 
Inversion systems
The six inversion systems encompass a wide range of mesoscale regional transport models (with both Lagrangian and Eulerian models) and of approaches for the inversion (variational, ensemble and MCMC methods). The systems also differ by the defi-260 nition of the boundary conditions, the selection of the observations to be assimilated, the definition of the control vector and the parameterisation of uncertainty covariance matrices. Table 2 presents an overview of the participating systems characteristics.
Transport models
Four out of the six inversions rely on transport from Lagrangian transport models (LUMIA, FLEXINVERT+, Carboscope-Regional and NAME-HB), while the two others (PYVAR-CHIMERE and CTE) rely on Eulerian models. This distinction 265 between Eulerian and Lagrangian models is important as it has practical consequences on how the boundary conditions (initial CO 2 concentrations and impact of CO 2 fluxes outside the regional domain) can be imposed, but also on how the sensitivity to surface fluxes is defined.
In Eulerian models, the atmosphere is represented by a 3D grid (latitude, longitude and height). The CO 2 concentration is defined at each grid point and is altered at each time step by the CO 2 sources and sinks (i.e. the inversion control vector) in 270 the surface layer, and by the air mass exchanges between the grid cells (at all layers). Boundary conditions are provided in the form of an initial CO 2 field and, when needed (in regional models), as a set of prescribed CO 2 concentrations at the edges of the domain. Two inversion systems rely on Eulerian models:
-PYVAR-CHIMERE relies on the CHIMERE model. CHIMERE is a regional Eulerian Chemistry transport model (Menut et al., 2013) , forced with ECMWF operational forecasts. The simulations are performed at a horizontal resolution of 0.5 •
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and with 29 vertical levels up to 300 hPa, for the exact EUROCOM domain (as described at the beginning of Section 3).
Background concentrations are obtained from the transport (by CHIMERE) of a fixed boundary condition interpolated from the CAMS global inversions of Chevallier et al. (2010) . Lagrangian models typically simulate the dispersion backwards in time from each observation point of a large number of air trajectories (the approaches to do so differ between the models). The aggregated residence time of the air in individual surface grid boxes is taken as a proxy for the sensitivity of the observation point to surface processes in each of these grid boxes.
The footprints are necessarily limited in time (each covers a period of at most a few weeks before each observation), and in most instances also in space (unless a global Lagrangian model is used). A "background" term representing the contribution of 290 fluxes outside the space/time domain of the footprint needs to be added to represent the total modelled CO 2 concentration.
The four inversions relying on such pre-computed footprints differ by the actual Lagrangian models used, but also by the approach used to compute the footprints (the definition of the surface layer) and by the type of background information used:
-The CarboScope-Regional system (Kountouris et al., 2018a ) relies on footprints from the STILT model (Lin et al., 2003) .
STILT footprints are computed for the exact EUROCOM domain, at a horizontal resolution of 0.25 • , and at a hourly 295 temporal resolution, and they cover a period of 10 days prior to each observation. STILT is driven by short-term forecasts of the ECMWF-IFS model at 0.25 • resolution. The surface layer (up to which surface fluxes are mixed instantaneously)
is defined as half the height of the planetary boundary layer, at any given time. The background concentrations are computed directly at each observation site by a global, coarse resolution CarboScope CO 2 inversion (Rödenbeck et al., 2003) , following the 2-step approach described in Rödenbeck et al. (2009) .
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-In LUMIA, footprints covering the EUROCOM domain at a 0.5 • , 3-hourly resolution were generated with the FLEX-PART 10.0 model (Pisso et al., 2019) , driven by ECMWF ERA-Interim meteorology. The footprints cover a period of seven days prior to each observation and the surface layer is defined as the atmosphere below 100 m a.g.l.. The background concentrations are also computed following the Rödenbeck et al. (2009) approach, but this time a global TM5-4DVAR inversion is used for computing the background concentrations (Monteil and Scholze, 2019) .
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-The FLEXINVERT+ inversion (Thompson and Stohl, 2014) also relies on footprints from the FLEXPART model, but driven by ECMWF operational forecasts. In contrast to CarboScope-Regional and LUMIA, the footprints are computed globally, on a 0.5 • hourly grid, and cover a period of five days before each observation. Since the footprints are global, the background (from the perspective of the transport model) results only from the transport to the observation sites of the initial CO 2 distribution (i.e. the CO 2 distribution at the start of the period covered by each footprint). This initial 310 concentration is calculated as a weighted average of a global CO 2 distribution sampled where and when the FLEXPART trajectories are terminated, and this global CO 2 distribution is based on a bivariate interpolation of observed CO 2 mixing ratios from NOAA sites globally, with monthly resolved fields. Note that for this system, the domain of the transport model is larger than that of the inversion itself.
-The NAME-HB system (White et al., 2019) uses footprints from the NAME Lagrangian particle dispersion model.
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NAME is driven by 3-hourly meteorology from the UK Met Office's Unified Model (Cullen, 1993) , at a spatial resolution which changes in time and is 0.233 • latitude by 0.352 • longitude before mid 2014. The footprints are defined on a large regional domain, ranging from 97.9 • W; 10.729 • N to 39.38 • E; 79.057 • N, with a spatial resolution of 0.233 • × 0.352 • (it covers the eastern half of North America, Europe and the Northern half of Africa). The footprints are computed for a period of 30 days before each observation, at a 2-hourly temporal resolution in the first 24 hours, and the remaining 29 320 days are integrated. The surface layer is defined as the layer below a height of 40 m. The background is derived from a global CO 2 simulation with the MOZART transport model (Palmer et al., 2018) . The MOZART CO 2 field is sampled at the time when and location where the NAME trajectories leave the NAME domain. Table 2 . Overview of the inverse modelling systems and configuration of the inversions ational inversion approach, in which the minimum of the cost function J(x) (Eq. 1) is searched for iteratively. The CTE inversion (Peters et al., 2007; van der Laan-Luijkx et al., 2017) employs an ensemble Kalman smoother with 150 members and a 5-week fixed-lag assimilation window. The NAME-HB inversion uses the MCMC method (Rigby et al., 2011; Ganesan et al., 2014; Lunt et al., 2016; White et al., 2019) . In short, this method samples the parameter space and proposals for parameter values are accepted or rejected according to some rules based on the likelihood of the proposal.
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Regardless of the inversion technique used, all the groups were asked to provide optimised NEE fluxes at a monthly, 0.5 • resolution on the EUROCOM domain. However, the precise control vector optimised in some of the inversions differ from this requested product:
-In PYVAR-CHIMERE, the NEE is optimised at a 6-hourly resolution on each grid cell (on the standard EUROCOM grid), starting from a prior NEE estimate from the ORCHIDEE model (See Section 3.2.1). In addition, the inversion 335 also adjusts the ocean flux estimate, starting from a null prior. The prior uncertainty for each control vector element is proportional to the respiration in the corresponding grid cell (according to the same ORCHIDEE simulation) and further scale to obtain an average uncertainty at the 0.5 • and 1 day scale of 2.27 µmol.CO 2 /m 2 /s (after Kountouris et al.
(2018a)).
-The LUMIA inversion controls the NEE fluxes monthly, on the standard EUROCOM grid, starting from prior NEE 340 from the LPJ-GUESS model. The prior uncertainty is set to 50% of the prior control vector (i.e. the prior NEE), with a minimum uncertainty of set to 1% of the grid point with the largest uncertainty, to avoid zero-uncertainty when NEE is close to zero. The decadal inversion was decomposed in ten 14-month inversions, from which the first and last month were not used.
-In the CarboScope-Regional system, the NEE fluxes are optimised 3-hourly at a 0.5 • resolution in the EUROCOM 345 domain, based on a prior NEE estimate from the VPRM model. In addition, the control vector contains a bias term, which scales uniformly the map of annual total respiration. The uncertainty on the prior NEE is set to a uniform value of 2.27 µmol.CO 2 /m 2 /s and the uncertainty on the bias term is adjusted so that the total uncertainty integrated over the domain is 0.3 PgC/year. The setup is identical to the "BVR" case in Kountouris et al. (2018a) . The decadal inversion period was divided in three periods (2006-2007, 2008-2011, and 2012-2015) . In the three systems that optimise NEE at the pixel scale (LUMIA, PYVAR-CHIMERE and CarboScope-Regional), the spatial resolution of the control vector is in practice further limited by the use of distance based spatial and temporal covariances 375 in the flux covariance matrices (B in Equation 1), which in effect smoothes the results by preventing the inversion from adjusting neighbouring pixels totally independently. The values of 100 km (CarboScope-Regional) and 200 km (PYVAR-CHIMERE and LUMIA) used for the spatial covariance lengths correspond well to the diagnostics of comparisons between the ecosystem simulations and flux eddy covariance measurements (Kountouris et al., 2018a) . These systems and FLEXINVERT+ also assume temporal error covariances of one month at each grid cell.
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The NAME-HB and FLEXINVERT+ inversions only control a limited number of PFTs in each region, which means that pixels in the same region and corresponding to the same PFT have a correlation coefficient of 1. 
Observation vectors and errors
All the inversions use observations from the stations listed in Table 1 . Each participant was, however, free to refine their selection of observations (both in terms of number of sites assimilated and of data selection at each site) to adapt it to the skills 390 of their own inversion system. In practice, five of the six inversions used data from nearly all the observation sites. NAME-HB used only a restricted list of 15 sites (see Figure SI1 ) around each observation (see Monteil and Scholze (2019) for details about the approach). The combined uncertainty is on the order of 4 ppm, on average.
-CarboScope-Regional assimilates observations, between 11:00 and 16:00 UTC for tall-towers, ground-based or coastal stations, and from 23:00 to 04:00 UTC for mountain stations (the time intervals refer to the beginning of the observation hour). A base representation error of 1.5 ppm was assumed for tall towers, coastal and mountain. For ground based continental sites it was raised to 2.0 ppm, and to 4 ppm for Heidelberg, which is in a urban environment. For sites that provide hourly observations, an error inflation was applied (e.g. for tall towers: 1.5 ppm × √ 6 obs/day × 7 day/week = 9.7 ppm).
-In FLEXINVERT+, observations were assimilated hourly between 12:00 and 16:00 local time for sites below 1000 m.a.s.l. and between 00:00 and 04:00 for sites higher than 1000 m.a.s.l. The observation uncertainties are calculated 425 as the quadratic sum of the measurement errors (with a minimum of 0.5 ppm), the uncertainty on the initial mixing ratio, assumed to be 1 ppm and the contribution of uncertainties in the fossil fuel emission estimates and in the NEE fluxes from outside the domain, both transported by FLEXPART to the observation sites. The total observation-space uncertainties typically range between 1 and 3 ppm.
-In NAME-HB, observations are filtered based on a combination of two metrics. One is the ratio of the NAME footprint 430 magnitude in the 25 grid boxes closest to the measurement site. If this ratio is high it indicates that a large proportion of the air arriving at a measurement site is from very local sources and may not be resolved by the model. The second metric is the lapse rate modelled by NAME, which is the change of temperature with height and is a measure of atmospheric stability. A high lapse rate suggests very stable atmospheric conditions and may also indicate that there is a lot of local influence on the measurement. With these criteria, some data outside the usual daytime time constraints can be included 435 and daytime data that is not collected during favourable conditions can be removed. In practice however, most of the data included is during the daytime. The measurement uncertainties are taken from the data providers and averaged over the month for each measurement site to give a fixed monthly value. The observation uncertainty is adjusted during the inversion but initially it is the sum of the average measurement uncertainty and a model uncertainty of 3 ppm.
-In CarbonTracker-Europe, flags from data providers are used to screen for representative observations (usually equivalent 440 to the afternoon hours for typical sites and night time hours for mountain sites). A model-data mismatch based on the station category (tower, flask, etc.) is assigned to each site, accounting for both measurement errors and modelling errors at that site. If the difference between the forecast and observation is greater than three times that assigned model-data mismatch, the observations is not used in the inversion.
The range of uncertainties varies a lot across the systems, and can range from one up to tens of ppm. It reflects the different 445 types of coupling between global and regional transport models, and the different range of diagnostics available for each group to quantify their uncertainties. The precise impact of these differences in prescribed observation uncertainties will be analysed in a follow up study.
Results

Fit to the observations 450
Before presenting the posterior NEE from the six inversion systems we first briefly analyse the reduction of the misfits to the All inversion satisfy that expectation, and lead to a posterior bias lower than 0.5 ppm (the prior biases are also close to zero for LUMIA, CTE and FLEXINVERT+), and all lead to a net reduction of the spread of the residuals, with RMSE ranging from 2.9 ppm (CTE) to 5.4 ppm (CarboScope-Regional). NAME-HB and CarboScope-Regional both start from a relatively larger average negative prior bias (respectively -0.94 and -0.71 ppm), whereas the other systems all start from prior biases ranging between -0.26 ppm (PYVAR-CHIMERE) and 0.27 ppm (CTE). In the case of CarboScope-Regional, this is easily 465 explained by the substantially larger prior CO 2 sink in the VPRM prior (Section 3.2.1), while since NAME-HB uses the same ORCHIDEE prior as other inversions (PYVAR-CHIMERE, FLEXINVERT+), its prior bias must have a different origin (background, transport or oceanic flux). Note that the NAME-HB inversion only covers a reduced 5-years period (2011) (2012) (2013) (2014) (2015) , which limits its comparability with the other inversions.
At the site scale, the decrease of the misfits is rather moderate, up to 30% but, mostly below 20%, without a clear distinction 470 between low altitude and high-altitude sites or between the models. Each inversion occasionally leads to local degradation of the fit (increase of the bias or RMSE). Such degradation can occur when the inversions do not have enough independent degrees of freedom to reconcile contradictory constraints from several sites. This can be because the spatial resolution of the control vector is too low compared to the density of sites, in which case it does not necessarily impact negatively the accuracy of the solution. But it can also be an indication that a site is not well represented by the transport model and could as a consequence 475 introduce a local bias in the posterior flux. Some sites tend to be systematically misrepresented by the inversions (including in the posterior step), in particular those in the vicinity of large urban areas (with large anthropogenic emissions), such as HEI and GIF. Note that this is accounted for in several of the inversions, but not all, by inflating the model representation errors
(which allows the model to degrade the fit to the observations, at a low "cost"). Besides these two sites, if does not appear the distribution of the fits is systematic. Especially, there is no major difference between the representation of mountain-top (with 480 night-time observations assimilated) and plain sites.
Error statistics computed on 1-month and 1-year averages of the observations (Table SI1) show larger RMS error reductions in most models (up to 42%, and 33% respectively on the whole observation ensemble, in FLEXINVERT+). However, the RMS error reduction for annual averages are generally smaller than that for monthly averages, which suggests that results at the monthly scale are likely more robust than at annual to multi-annual scales.
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This comparison of the residuals is an important technical diagnostics, but does not indicate how realistic the posterior fluxes are, and should not be interpreted as a ranking of the inversions. Especially, a good posterior representation of the observations is only a sign that the inversion had enough independent degrees of freedom to match the observed concentrations, but does not mean that the observations are sufficient to robustly constrain the control vector, or that the underlying transport model is accurate. set of regional inversions. In the case of the CarboScope-Regional inversion, an obvious source for an offset from the other 515 inversions is the prior flux from VPRM, which is much more negative than the other three priors. However, the differences between the three inversions using the NEE field from ORCHIDEE as a prior flux (PYVAR-CHIMERE, FLEXINVERT+ and NAME-HB) show that the biases between prior estimates can, at best, only partially explain the offsets in posterior estimates.
The annual anomalies of NEE are compared in Figure 5 , and the colors of the cells in Figure 4 also scaled to these anomalies (with the long term mean of each estimate taken as a reference). The ensemble spread of the posterior anomalies is generally 520 much larger than that of the prior, For instance, LPJ-GUESS simulates an early peak CO 2 uptake in May, which is not confirmed by the inversions (only in August and September) is also contradicted by the inversions (≈0.04 PgC/month ensemble median in these two months).
The phasing of the seasonal cycles in VPRM and SiBCASA are in good agreement with that of the inversions. The winter NEE estimate in VPRM (≈0.07 PgC/month between October and March) is lower than suggested by the inversions (ensemble median of 0.16 PgC/month), and on the contrary, the inversions point to a lower NEE than found by SiBCASA in the first three months of the year (0.19 PgC/month between January and March, compared to a corresponding ensemble median of 0.09 565 PgC/month).
The variability of the seasonal cycle for each inversion is illustrated in the right hand plot of Figure 7 . The solid lines show the posterior NEE for each year and inversion, and the shaded areas represent the variability of the seasonal cycle inferred by each inversion system. The systematic differences between the inversion systems dominate the picture, and far exceed the monthly IAV within each inversion during the peak growth period (May-June) and during the fall (October-November). The The 2012 anomaly is on the contrary spread over the entire year in almost all the inversions. It is however already well described by the priors, the inversions here provide a confirmation.
In some instances it may be possible to relate these NEE monthly anomalies to climate anomalies. For example, the summer 580 2006 in Europe was marked by a heat wave lasting for most of the month of July, and was followed by a particularly mild winter, which could explain the relatively stronger carbon sink from June 2006 to May 2007 (Rebetez et al., 2009 ). However, the size of our domain is assumedly much larger than the spatial extent of most potential climate anomalies, which complicates this type of analysis. We therefore briefly delve in the spatial distribution of the flux adjustments in the following section.
Spatial variability 585
Analysing the spatial variations of the fluxes may reveal robust local signals in areas where the transport models are more reliable and where the observation network is denser. It can also help to better interpret the results in terms of underlying processes in a large region such as Europe where the ecosystems and climate are highly heterogeneous. However, getting robust signals at regional scales is challenging due to the limited spatial resolution of the transport models and to the relative simplicity and large scales of the error correlations used for characterising the prior flux uncertainties. A detailed analysis of 590 the regional signals will be published in a follow-up article. Here, we only provide a brief overview of the spatial distribution of the NEE adjustments to provide a first assessment of the potential of regional inversions to analyse subcontinental scale NEE variations and to support the previous analysis of the anomalies at the European scale.
We aggregate the fluxes in four large regions: Northern Europe (Scandinavia, Finland and the Baltic states), Southern Europe Average regional monthly budgets for both prior and posterior estimates are shown for each region in the upper row of Figure 9 . The figure also shows the median of the prior and posterior ensembles (respectively as thick blue and red lines).
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Finally, the spread of the posterior ensemble is highlighted (blue shaded area). The second row of plots show average prior and posterior regional annual budgets. Some of the systematic differences between the posterior seasonal cycles already noted at the European domain scale are present in all or most of the regions. This is in particular the case for the lower amplitude of the NAME-HB seasonal cycle and the autumn positive NEE peak in the FLEXINVERT+ inversion. But others, such as the positive bias of the PYVAR-CHIMERE posterior (i.e. 0.28 PgC/year, see Figure 4 ), can be more clearly attributed to one 605 specific region, like Southern Europe.
Central Europe
NEE is most robustly estimated in the Central Europe region, which is not surprising because it is the region most densely sampled by the observation network. The median prior and posterior fluxes are nearly identical, but the spread of the posterior ensemble is narrower than that of the prior fluxes. In particular, the LPJ-GUESS NEE estimate is clearly outside the range 610 of posteriors in the summer (it points to a peak uptake of -0.04 PgC/month in June, half of the -0.08 PgC/month ensemble median).
In terms of net annual budget, the inversions fall in two categories: CarboScope-Regional and LUMIA point to a sink of -0.12 PgC/year, all the other inversion systems yield a close to zero annual budget. The similarity in the annual budget from these four inversions is, however, most likely by coincidence because the seasonal distribution of the fluxes is rather different 615 (FLEXINVERT+ points to a summer uptake 30% larger than that found in the NAME-HB inversion, compensated by larger winter emissions).
Western Europe
Western Europe is also well sampled by the observation network, but because of the dominating westerly winds in our domain it is more sensitive to boundary conditions than the Central Europe region. The spread of the prior fluxes (0.02 to 0.04 PgC/month) 620 is narrower than in Central Europe and is not further reduced by the inversions. In summer, the NAME-HB inversion suggests a reduced carbon uptake (-0.02 PgC/month in June, compared to a prior ensemble mean of -0.06 PgC/month), but as mentioned earlier, this is a systematic feature of that inversion, not specific to Western Europe. In Fall (October to December), two inversions point to a much stronger positive flux than the priors and the other inversion systems (up to +0.75 PgC/month in November, double the value of the posterior ensemble mean of +0.35 PgC/month). As a result, there is little convergence 625 between the annual budgets, which range between a net sink of -0.12 PgC/year (CarboScope-Regional) to a source of 0.06
PgC/year (CTE).
Southern Europe
The strongest correction to the prior fluxes are obtained in Southern Europe. The median value of the posterior estimates points to a ≈30% reduction of the summer CO 2 uptake compared to the median of the prior fluxes. The spread of the posterior 630 ensemble is larger than in the other regions (0.03 to 0.1 PgC/month) but the region is also where the spread of the prior interval is the largest (up to 0.13 PgC/month in July).
The shape of the LPJ-GUESS seasonal cycle is different from that of the other models, with two periods of negative NEE (February-June and October), and a peak carbon flux to the atmosphere in August. For most of the year, it remains outside the range of posterior scenarios, and is therefore not compatible with the atmospheric observations.
635
The seasonal cycles of the three other prior fluxes are in phase with that of the inversion ensemble, but the amplitude of the summer uptake in ORCHIDEE and SiBCASA is larger than that inferred by the inversions, and the peak of carbon emissions simulated by ORCHIDEE in August and September is also corrected by the inversions (respectively 0.04 and 0.07 PgC/month, compared to maximum ensemble posterior values of 0.02 and 0.04 PgC/month).
Northern Europe 640
In Northern Europe the range of posterior estimates is larger than that of the prior fluxes. All the simulations (including both prior and posterior) are well in phase, with a summer peak uptake in June/July and a stable winter flux between October and
March. The size of the summer uptake varies by a factor three, between the -0.04 PgC/month as estimated by NAME in June and a corresponding value of -0.13 Pgc/month estimated by the FLEXINVERT+ inversion. The prior and posterior median are however nearly identical. Three inversions (CarboScope-Regional, FLEXINVERT+ and LUMIA) yield a clear annual net 645 carbon sink (-0.09 to -0.14 PgC/year) for this region, however, the agreement on the size of the annual budget by CarboScope-Regional and FLEXINVERT+ is again by coincidence, as they distribute the fluxes very differently throughout the year. The annual budget of NEE is a key metric to characterise the amount of carbon absorbed by the European ecosystems, since it 650 balances the releases in winter and at night (by ecosystem respiration) with the uptakes during daytime, mostly in spring and summer (by photosynthesis). Annual to multi-annual budgets are an important measure to quantify the impact of environmental conditions such as ecosystem management, disturbances and climate extremes on the terrestrial carbon cycle.
The annual budget has notably been synthesised in Reuter et al. (2017) : on the one hand, global inversions that assimilate only surface observations showed the geographical Europe as a moderate to rather small carbon sink (≈-0.4 PgC/year) on multi-annual scales; and that, on the other hand, inversions constrained by satellite retrievals of total column atmospheric CO 2 (XCO 2 ) consistently infer that it is a much larger sink, on the order of -1 PgC/year. More recent studies suggest a smaller uptake: From our ensemble of inversions we find a median sink of -0.21 PgC/year, relatively constant from year to year and with no significant trend over the ten years of the period studied. Our study therefore tends to support the hypothesis that ecosystems 665 in the European domain studied here are a weak carbon sink. Because of the differences in the domain extent, our inversions cannot close the controversy. But they indicate that, if there is a strong land sink over Europe (on the order of 1 PgC/year), then most of it has to be located in Eastern Europe, beyond the extent of our dense observation network. Figure 10 provides results for our European domain (long term mean and IAV) from a set of state of the art global inversions that assimilate only surface observations and which cover the time period studied here. They correspond to the set of global 670 inversions used for the Global Carbon Project annual analyses (Le Quéré et al., 2018) . The range of mean annual NEE obtained from these global inversions is about half that obtained from our regional inversions (0.8 PgC/year), which suggest that, at this scale, our regional inversions do not constrain the annual NEE better than global inversions. The spread between these 4 state-of-the-art global inversions selected for the GCP synthesis actually corresponds to the outcome of a long process of improvement and selection of inversion configurations, as reflected by the very large spread of 1.8 PgC/year obtained from the 675 inter-comparisons by Peylin et al. (2013) . Therefore, one can expect the process of inter-comparing regional scale inversions started here with the EUROCOM project to yield a much-refined estimate of the annual to multi-annual budgets in the coming years. We note here again, that our inversion protocol was intentionally very loose, to allow for more systems to participate and hence to maximise the exploration of the space of uncertainties. It is therefore expected that the range of estimates would be large, and we consider it as a rather conservative representation of the true uncertainties.
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The slightly narrower spread of the global inversions nonetheless questions specific aspects of the regional inversions, which may prevent them from providing more precise estimates of the continental-scale fluxes. Part of the constraint on the European NEE in global inversions comes from the observed large scale atmospheric gradients between stations located in the Atlantic Ocean and Asia. These constraint are only incompletely transferred to regional inversion via their boundary conditions and the shorter scale gradients captured by the continental may not be sufficient to characterise the continental carbon balance. Unless 685 the surface network is extended to cover sufficiently the Eastern and Southern parts of the domain, it might be useful to impose an constraint on the large scale gradients to the regional inversions. However this also mean that the relevant scale for regional inversions is possibly much smaller. The next section focuses thus on the spatial and temporal scales where our ensemble of inversions leads to robust and consistent results. estimates from other studies (e.g. Scholze et al., 2019; Crowell et al., 2019) , albeit for a slightly different domain). Since our domain here does not cover the European part of Russia, the area that is postulated to contribute most to the large European carbon sink (see e.g. Reuter et al., 2017) ), we cannot resolve this controversy here with our intercomparison.
We deliberately kept the requirements in the intercomparison protocol (i.e. use of prescribed common data sets or inversion 740 set ups) to a minimum (namely, prescribed fossil fuel emissions and common domain) to encourage the participation of voluntary contributions from regional atmospheric inverse modelling groups in this EUROCOM intercomparison project. Such an intercomparison approach, where a large number of parameters influencing results of the inversions vary from one system to another, presents the advantage that the resulting distribution of results provides a good approximation of the distribution of uncertainties on the net European terrestrial carbon flux. Indeed, the analysis shows that no inversion is clearly more or less 745 valid than the others and depending on the focus metrics, each can be an outlier. Such a multi-model/multi-inversion system ensemble is the best approach for providing robust estimates of the European carbon budget.
The robustly modelled features in our ensemble are mainly the IAV and the mean seasonality of the annual CO 2 sink in regions with a dense observational network, i.e. mainly central and western Europe illustrating the usefulness of a coordinated infrastructure such as ICOS in delivering high-quality observations. The coverage of the observational network in some regions 750 of Europe is still limited, which is clearly reflected in a larger spread in the annual and monthly budgets in these regions within our ensemble. Observations from satellites, such as OCO-2 or the upcoming CO2M, may help in increasing the coverage but they have their own limitations (prone to clouds and aerosols, limited coverage during the winter season if based on passive optical instruments).
The mean annual terrestrial NEE itself is not strongly constrained by the observations and we find a spread of 0.8 PgC/year 755 within our ensemble. As mentioned above, this is partly because of the high freedom in the choice of settings. This freedom in the choice of settings makes it rather challenging to fully understand the causes of the spread in the ensemble results and the underlying uncertainties. We will investigate these differences in more detail and evaluate some of the specific parameters involved in the inversion set-ups in a forthcoming paper. Eventually, this will lead to a much better quality of the regional inversion estimates that could not have been possible without such an intercomparison exercise.
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Currently, the main benefit of regional inversions over global ones does not appear to be at the scale of the continent, but rather at finer spatial scales, in regions well covered by the observation networks. The observation network seems sufficiently dense to envision robust country-scale estimates of the carbon balance (at least for the largest countries) in Western and Central
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