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We investigate the effect of surface disorder on the chiral surface states of a three-dimensional quantum Hall
system. Utilizing a transfer matrix method, we find that the localization length of the surface state along the
magnetic field decreases with the disorder strength in the weak disorder regime, but increases anomalously in
the strong disorder regime. In the strong disorder regime, the surface states mainly locate at the first inward
layer to avoid the strong disorder in the outmost layer. The anomalous increase of the localization length can be
explained by an effective model, which maps the strong disorder on the surface layer to the weak disorder on the
first inward layer. Our work demonstrates that surface disorder can be an effective way to control the transport
behavior of the surface states along the magnetic field. We also investigate the effect of surface disorder on
the full distribution of conductances P (g) of the surface states in the quasi-one-dimensional (1D) regime. In
particular, we find that P (g) is Gaussian in the quasi-1D metal regime and log-normal in the quasi-1D insulator
regime. In the crossover regime, P (g) exhibits highly nontrivial forms, whose shapes coincide with the results
obtained from the Dorokhov-Mello-Pereyra-Kumar equation of a bulk-disordered quasi-1D wire in the absence
of time-reversal symmetry. Our results suggest that P (g) is fully determined by the average conductance,
independent of details of the system, in agreement with the single-parameter scaling hypothesis.
I. INTRODUCTION
The quantum Hall effect (QHE) in two-dimensional (2D)
electron systems originates from discrete Landau levels form-
ing under a strong perpendicular magnetic field1,2. In three-
dimensional (3D) systems, the band dispersion along the mag-
netic field (z axis) usually closes the quantum Hall gap. How-
ever, if the interlayer coupling is small compared to Lan-
dau level spacing, we expect the QHE still exists3,4. This
idea was realized in an engineered multilayer quantum well
system3,5, and very recently, in an anisotropic layered ma-
terial BaMnSb26,7. Even if the interlayer coupling is large
enough to close the quantum Hall gap, a gap may further be
induced by spontaneous charge density wave in the z direc-
tion under a strong magnetic field8. The 3D QHE recently
observed in ZrTe59–11 and HfTe512,13 are suggested to be this
type. Signatures of 3D QHE have also been found in Bech-
gaard salts14,15, η-Mo4O1116, graphite17,18, n-doped Bi2Se319,
and EuMnBi220. These materials offer us great opportunities
to study the QHE beyond two dimensions.
The distinct feature of a 2D quantum Hall system is its chi-
ral edge states, which are topologically protected by the bulk
gap and robust against disorder. In the 3D case, the chiral
edge state of each layer is coupled to neighboring edge states,
forming a 2D chiral surface state21. The transport properties
of this chiral surface states turn out to be highly anisotropic
in the presence of disorder. Due to the chiral nature of the
surface states, the in-plane transport is ballistic. In the verti-
cal direction, interestingly, there exist three distinct regimes
in a mesoscopic sample, namely, 2D chiral metal, quasi-one-
dimensional (1D) metal, and quasi-1D insulator22–27.
The existence of the 2D chiral surface states was confirmed
in Refs.5,6,28. So far, however, the three transport regimes of
the surface states have not been investigated in experiments.
Disorder is inevitable in real experiments. With the improve-
ment of sample quality, disorder in the bulk tends to be weak
and surface disorder tends to dominate transport. The latter
can be caused by the defects on the surface and adsorption
of residual atoms in the vacuum rest gas. In addition, sur-
face disorder can be easily controlled by adatom deposition,
ion sputtering, and air exposure, hence allows a systematic
study in experiments. Therefore, it is important to investigate
the effect of surface disorder on the 2D chiral surface states.
Theoretically, the disordered surface states have been mainly
investigated using a 2D directed network model4,24–27,29 and
a 2D continuum model21–23,30–32. However, we note that the
scattering strength of an adatom on a sample surface can eas-
ily be the order of magnitude of 1 eV33,34, which can be much
larger than the 3D quantum Hall gap6. In such condition, the
disorder-induced coupling between the surface and bulk states
has to be taken into consideration. Moreover, as we can see
below, the strong disorder on the surface layer tends to push
the surface states inward into the bulk. A 2D model which
describes the surface alone can not capture the physics above,
and one needs to treat a full 3D Hamiltonian here.
In this work, we study the effect of surface disorder on
the 2D chiral surface states using a 3D tight-binding lattice
model35,36. Surface disorder has also been considered in the
context of topological insulators37–42. Since surface disorder
does not alter the bulk gap which protects the surface states,
the surface conductance remains quantized, independent of
the disorder strength39,41. Our 3D quantum Hall system can be
considered as 2D Chern insulators stacked in the z direction,
thus the in-plane transport is also expected to be unchanged
by surface disorder. Therefore, we focus on vertical trans-
port in this work. Utilizing a transfer matrix method, we first
determine the localization length of the surface states in the
z direction under various disorder strengths. As the disor-
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2der strength increases, the localization length decreases in the
weak disorder regime but increases anomalously in the strong
disorder regime. The main weight of the surface state grad-
ually moves from the outmost layer to the first inward layer,
and finally forms a weakly disordered surface state beneath
the disordered surface layer in the large disorder limit37. The
anomalous increase of the localization length in the strong dis-
order regime can be explained by an effective model38, which
maps the strong disorder on the surface to the weak disorder
on the first inward layer. Our results demonstrate that sur-
face disorder can be an effective way to control the transport
behavior of the surface states in the z direction. For the lo-
calized surface state in the intermediate disorder regime, the
conduction can be further enhanced by doping disorder on its
surface, forming a more extended state beneath the outmost
disordered layer.
We also investigate the effect of surface disorder on the con-
ductance distributions P (g) of the chiral surface states in the
quasi-1D regime. Numerical investigations of P (g) of the
chiral surface states are rather limited in the literature. To
the best of our knowledge, the only work was done in Ref.27,
which studied P (g) using the 2D directed network model in
the quasi-1D regime. In the presence of strong surface disor-
der, the 2D directed network model is no longer valid4,43. Us-
ing the 3D tight-binding model, we find that P (g) is Gaussian
in the quasi-1D metal regime and log-normal in the quasi-1D
insulator regime as expected. In the crossover regime, P (g)
is found to exhibit highly nontrivial forms, whose shapes co-
incide with the results obtained from the Dorokhov-Mello-
Pereyra-Kumar (DMPK) equation of a bulk-disordered quasi-
1D wire in the absence of time-reversal symmetry (unitary
universality class)24,44,45. Our results suggest that P (g) is the
only function of the average conductance, independent of the
surface disorder strength and the size of the system, in agree-
ment with the single-parameter scaling hypothesis.
The rest of the paper is organized as follows. In Sec. II
we describe the tight-binding Hamiltonian for 3D quantum
Hall system and the numerical method we use. In Sec. III
we present our numerical results. The paper is summarized in
Sec. IV.
II. MODEL AND METHOD
We consider an electron on an Lx × Ly × Lz cubic lat-
tice in the presence of a magnetic field Bzˆ with tight-binding
Hamiltonian
H = −
∑
〈i,j〉
(
tije
iθijc†i cj + h.c.
)
, (1)
where we have anisotropic nearest-neighboring hopping
tij =
 1 i and j are horizontal nearest neighbors,tz i and j are vertical nearest neighbors,0 i and j are not nearest neighbors.
We choose Landau gauge ~A = (0, Bx, 0) and define θij =
e
~
∫ j
i
~A · d~l. The magnetic flux φ per unit cell in a horizontal
plane is
φ
φ0
=
Ba2
hc/e
=
1
2pi
∑

θij , (2)
where φ0 = hc/e is the flux quantum.
In the 2D limit with Lz = 1, this model has a butterfly-
like self-similar energy spectrum, as the flux φ per unit cell
varies46. When the flux φ per unit cell is chosen as φ0/N
for integer N , there are exactly N subbands in the spectrum.
Here, we consider the case where tz is much smaller than
the horizontal hopping t = 1, so that the subband gaps are
not closed by the dispersion in z axis. The 2D chiral surface
states lie in the gap regions between the subbands and can be
revealed by imposing open boundary conditions in the x and
y directions.
To study the effect of surface disorder on the surface states,
we consider the random on-site potential given by
Himp =
∑
i
ic
†
i ci, (3)
where i are independent variables with identical uniform dis-
tribution on [−W/2,W/2]. The effect of bulk disorder on this
system has been studied in Refs.35,36. Here we consider sur-
face disorder and introduce disorder only for the sites at the
outmost sidewalls of the sample.
To calculate the two-terminal conductance, we attach two
semi-infinite clean leads at the top and bottom ends of the
sample. The conductance is calculated from the Landauer-
Bttiker formula47
G =
2e2
h
Tr(tt†). (4)
In it, t is the transmission matrix, which we calculate using
the transfer matrix method48,49. For simplicity, we use the
dimensionless conductance g defined as g = G/(2e2/h) in
the rest of the paper.
III. RESULTS
A. Localization length
Due to the chiral nature of the edge states, the transport of
the surface states is ballistic in the x-y plane. Furthermore, the
unidirectional transport in the x-y plane suppresses the local-
ization effect in the z direction. In order to make quantum in-
terference happen, an electron has to circumnavigate the sam-
ple and return to its starting point. This is impossible in an
infinite sample. Thus, for an infinite sample, vertical transport
is always diffusive, independent of the disorder strength21.
In a mesoscopic sample, an electron can circle the sample
and interfere with itself. For very long lengthLz , the system is
of quasi-1D nature. The interference can happen many times
so that the surface state is localized in the z direction. This is
the so-called quasi-1D insulator regime of the chiral surface
states. For l Lz  ξ, where l is the mean free path and ξ is
3the localization length, the system is in the diffusive regime.
Here another characteristic length scale emerges and separates
the diffusive regime into two regimes25. During one round-
trip of the sample, an electron diffuses a distance L0 in the
vertical direction. If L0  Lz  ξ, that means the electron
circles around the sample many times before diffusing out, the
system is in the quasi-1D metal regime. If l  Lz  L0, the
electron diffuses out of the sample without a complete round-
trip, the system is in the 2D chiral metal regime. In terms of
the average conductance, both regimes share the same Ohmic
behavior. However, the conductance fluctuations can be much
larger in the 2D chiral metal regime, since the system can be
effectively broken up into independent parallel strips, whose
width is the distance an electron propagates in the chiral di-
rection during the trip22,25. We note that to avoid entering into
the ballistic regime, the system size needed for the 2D chiral
metal regime is rather large for a 3D tight-binding Hamilto-
nian26,27,36. Therefore, we focus on the quasi-1D metal and
insulator regimes in this paper.
The characteristic length scale that separates the quasi-1D
metal and insulator regimes is the localization length ξ. First,
we study how the surface disorder strength affects the local-
ization length of the surface states in the z direction. The lo-
calization length can be determined from the scaling behavior
of the average conductance. For relatively short samples, the
average conductance follows a typical Ohmic behavior. For
relatively long samples, the average conductance decays ex-
ponentially with the length Lz in the form
〈ln g〉 ∼ −2Lz
ξ
. (5)
The crossover from the quasi-1D metal to insulator regime
occurs at 〈g〉 ∼ 1, where Lz is of the order of ξ. Figure 1
shows 〈ln g〉 as a function of Lz in a quasi-1D system L×L×
Lz for two different transverse system sizes L = 21 and 30.
Here, we choose φ = φ0/3, tz = 0.1, andW = 1. The energy
is at E = −1.35, which is near the center of the subband gap.
We obtain the localization lengths from the linear parts of the
curves by using Eq. (5). The fitting yields ξ = 49.2 ± 2.3
for L = 21 and ξ = 65.3 ± 2.1 for L = 30. For a quasi-1D
system, the localization length is expected to be proportional
to the number of conducting channels N 50. Since the number
of conducting channels of the surface states is proportional
to the circumference of the sample, the localization length is
approximately proportional to the width L in our case.
By repeating the above procedure, we calculate the local-
ization length as a function of the disorder strength in Fig. 2.
For both widths L, the localization length decreases as the
disorder strength increases at weak disorder. However, after a
critical disorder strengthWc, which is of the order of the band-
width, the localization length increases anomalously with the
disorder strength. In other words, the conduction of the sur-
face state is enhanced by surface disorder in this regime.
To understand the anomalous increase of the localization
length in the strong disorder regime, in Fig. 3, we plot the typ-
ical surface states in a 21×21×21 cubic lattice atE = −1.35
forW = 1, 6, and 150. For weak disorderW = 1, the surface
state mainly locates at the outermost layer and is extended in
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FIG. 1. Averaged logarithm of conductance 〈ln g〉 as a function of the
length Lz in a quasi-1D system L×L×Lz atE = −1.35 for widths
L = 21 and 30. Here φ = φ0/3, tz = 0.1, andW = 1. The average
is taken over 104 disorder realizations. 〈ln g〉 decreases linearly with
Lz in the insulating regime. We determine the localization length
from the linear part of the curve using 〈ln g〉 = −2Lz/ξ. The fitting
yields ξ = 49.2± 2.3 for L = 21 and ξ = 65.3± 2.1 for L = 30.
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FIG. 2. Localization length ξ as a function of the surface disorder
strength W in a quasi-1D system L × L × Lz at E = −1.35 with
φ = φ0/3, tz = 0.1. The localization length is approximately pro-
portional to the circumference of the sample and reaches a minimum
at Wc = 6 for both L.
the z direction. At intermediate disorder W = 6, the surface
state moves inward significantly, it becomes inhomogeneous
in the x-y plane and localized in the z direction. For very
strong disorder W = 150, the surface state mainly locates at
the first inward layer and becomes extended again in the z di-
rection. The surface states in the x-y plane are topologically
protected by the bulk gap of the system. Since surface disor-
der does not alter the bulk gap, it never destroys the surface
states in the x-y plane. For very strong disorder, the surface
layer becomes an Anderson insulator. The redistributed sur-
face state on the first inward layer can be considered as an
interface state between an Anderson insulator and a 3D quan-
4FIG. 3. Typical surface states in a 21 × 21 × 21 cubic lattice at E = −1.35 for (a) W = 1, (b) W = 6, and (c) W = 150. Here
φ = φ0/3, tz = 0.1. The results are obtained by exact diagonalization under open boundary conditions in the x and y directions and periodic
boundary condition in the z direction for three particular disorder realizations. We show both the plots of the 3D probability density |ψ|2 and
its projections onto the x-y, x-z, and y-z planes. Each lattice point is represented by a small cube (square), whose color and opacity depends
on the value of |ψi|2. The color and opacity bar is given on the right of each plot. For weak disorder W = 1, the surface state mainly locates
at the outermost layer and is extended in the z direction. At intermediate disorder W = 6, the surface state moves inward significantly, it
becomes inhomogeneous in the x-y plane and localized in the z direction. For very strong disorder W = 150, the surface state mainly locates
at the first inward layer to avoid the strong disorder in the outmost layer, it becomes extended again in the z direction.
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FIG. 4. The probability P (d) =
∫
d3~x|ψ(~x)|2δ(d − d(~x)) as a
function of distance d from the surface in a 21×21×21 cubic lattice
at E = −1.35 for W = 0, 6, 11, 40, and 150. Here φ = φ0/3,
tz = 0.1. The average is taken over 103 disorder realizations. As
the disorder strength increases, the main weight of the surface state
gradually moves from the outmost layer to the first inward layer.
tum Hall system37,38. More quantitatively, in Fig. 4, we plot
the probability P (d) =
∫
d3~x|ψ(~x)|2δ(d−d(~x)) as a function
of distance d from the surface in a 21× 21× 21 cubic lattice
at E = −1.35 for W = 0, 6, 11, 40, and 150. As the disorder
strength increases, the main weight of the surface state gradu-
ally moves from the outmost layer to the first inward layer.
Since the surface states mainly locate at the first inward
layer in the strong disorder regime, one can derive an effective
model that describes the effect of surface disorder on the first
inward layer38. To proceed, we divide the system into two
parts: the clean bulk and the disordered surface layer. The
Schrdinger equation of the whole system can be written as(
H0 V
V † Hdis
)(
ψ0
ψdis
)
= E
(
ψ0
ψdis
)
, (6)
where H0 is the Hamiltonian for the clean bulk, Hdis is the
Hamiltonian for the disordered surface layer, V and V † are the
couplings between them, and ψ0 and ψdis are the correspond-
ing wave functions. In the strong disorder regime, W  t,
ψdis may be considered as a high-energy sector and can be
integrated out. Eliminating ψdis in Eq. (6), we obtain an ef-
fective Hamiltonian for the clean bulk(
H0 − V V
†
Hdis − E
)
ψ0 = Eψ0, (7)
which means the disorder potential on the first inward layer
is renormalized into V (Hdis −E)−1V †. Physically, this term
describes the virtual hopping from the clean bulk to the high-
energy states on the disordered surface layer, and finally back
to the bulk. Since the matrix elements of V are of the order of
t, the effective disorder on the first inward layer is of the order
t2/W , which is much weaker than the disorder strength W
on the outmost layer. As W increases, the effective disorder
on the first inward layer decreases. This explains the anoma-
lous increase of the localization length in the strong disorder
regime.
B. Conductance distributions
So far, we have investigated the effect of surface disorder
on the localization length of the chiral surface states in the
z direction, which can be determined from the scaling of the
average conductance. In the following, we consider the effect
of surface disorder on the full distribution of the conductances
in the quasi-1D regime.
5The conductance distributions of the chiral surface states
have been mainly investigated using a 2D directed network
model in the literature24,25,27. In Ref.24, Gruzberg, Read, and
Sachdev proved that in the quasi-1D regime, the conductance
properties of the 2D directed network model are the same as
that of a bulk-disordered quasi-1D wire. The latter has been
extensively investigated, and a nearly complete description of
the conductance properties is available in the literature50,51.
The first two moments of the conductance distribution have
been calculated for all disorder strength using the supersym-
metric nonlinear σ model52,53. Furthermore, the full probabil-
ity distribution of the transmission eigenvalues P ({Tn}) can
be obtained from the DMPK equation of the Fokker-Planck
approach54. The DMPK equation describes the evolution of
P ({λn}) with increasing wire length Lz50:
l
∂P
∂Lz
=
2
βN + 2− β
N∑
n=1
∂
∂λn
λn(1 + λn)J
∂
∂λn
P
J
, (8)
J =
N∏
i=1
N∏
j=i+1
|λj − λi|β , (9)
where λn is related to Tn by λn = (1 − Tn)/Tn, and β is
the symmetry index, β = 1, 2, or 4 for orthogonal, unitary,
or symplectic class, respectively. For unitary class, which is
the case we study here, the DMPK equation can be exactly
solved55. The conductance distribution P (g) can be further
calculated from P ({Tn}), which was performed in Refs.44,45.
Thus, the equivalence between the two models offers us great
insights into the conductance properties of the chiral surface
states in the quasi-1D regime.
Numerically, the conductance distributions of the chiral sur-
face states have only been studied in Ref.27 using the 2D di-
rected network model. In the presence of strong surface dis-
order, the 2D directed network model is no longer valid4,43.
It is an open question whether the conductance properties of
the chiral surface states are still equivalent to that of the bulk-
disordered quasi-1D wire in the quasi-1D regime. In the fol-
lowing, we investigate the effect of surface disorder on the
conductance distributions of the surface states using the 3D
tight-binding model under various disorder strengths.
We first present the results in the quasi-1D metal regime.
Figure 5(a) shows the conductance distributions P (g) in a
quasi-1D system 30× 30×Lz at E = −1.35 with φ = φ0/3,
tz = 0.1, and W = 1. We recall that the localization length
of this system is ξ = 65.3 ± 2.1, which has been calculated
in Sec. III A. For Lz = 6, 9, and 14, Lz  ξ, the system is
deeply in the metallic regime. As shown in the figure, P (g) is
well approximated by a Gaussian in this regime. We note that
the widths of the distributions barely change with Lz at small
Lz/ξ. The variance of the conductance is 0.0637, 0.0692, and
0.0715 for Lz = 6, 9, and 14, respectively, which is close to
the universal value 1/15 in the unitary class25–27.
For the quasi-1D insulator regime, in Fig. 5(b), we plot
the conductance distributions P (ln g) in a quasi-1D system
21 × 21 × Lz at E = −1.35 with φ = φ0/3, tz = 0.1, and
W = 6. The calculated localization length is ξ = 2.66± 0.02
for this system. We choose Lz = 25, 35, and 45, which ful-
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FIG. 5. Conductance distributions (a) P (g) and (b) P (ln g) in a
quasi-1D system L × L × Lz at E = −1.35 in the (a) quasi-1D
metal regime and (b) quasi-1D insulator regime. Here, φ = φ0/3,
tz = 0.1. 5 × 104 disorder realizations have been used to construct
each histogram. Continuous lines are fit to (a) Gaussian and (b) log-
normal distributions. For (a), we use L = 30 and W = 1, the curves
from right to left correspond to Lz = 6, 9, and 14; for (b), L = 21
and W = 6, the curves from right to left correspond to Lz = 25, 35,
and 45.
fills Lz  ξ, to plot the conductance distributions. As shown
in the figure, P (ln g) can be well fitted by log-normal distri-
butions in this regime.
The conductance distribution is of particular interest in the
crossover regime, where 〈g〉 ∼ 127,45,56. Figure 6 represents
the evolution of P (g) in a quasi-1D system L × L × Lz at
E = −1.35 with φ = φ0/3, tz = 0.1 in the crossover regime.
We choose two sets of parameters of transverse system sizes
and disorder strengths. For all cases, the agreements between
the two distributions are excellent. This validates the single-
parameter scaling hypothesis in this surface-disordered sys-
tem. The conductance distribution depends only on the av-
erage conductance, independent of details of the system. As
the average conductance 〈g〉 decreases, P (g) gradually de-
viates from the Gaussian distribution in the metallic regime.
For 〈g〉 = 4/5, only the g > 1 part can be approximated
by the Gaussian function. At 〈g〉 = 1/2, the distribution be-
comes highly asymmetric and there is a drastic change near
g = 1. Finally, for 〈g〉 = 1/3, the distribution develops a
huge peak in the small g region, driving the system towards
the insulating regime. The peculiar forms of the conductance
distributions in the crossover regime has also been observed
in other systems27,45,56–61. Remarkably, we find that our re-
sults can be well described by the results obtained from the
DMPK equation of a bulk-disordered quasi-1D wire in the
unitary class44,45, which are indicated as continuous lines in
Fig. 6. Therefore, our results suggest that the conductance
properties of the chiral surface states are the same as that of
a bulk-disordered quasi-1D wire in the quasi-1D regime, even
in the presence of strong surface disorder.
Finally, it is worth noting that different from ordinary
surface-disordered wires62, the bulk of our system is insulat-
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FIG. 6. Conductance distributions P (g) in a quasi-1D system L ×
L × Lz at E = −1.35 in the crossover regime for (a) 〈g〉 = 1,
(b) 〈g〉 = 4/5, (c) 〈g〉 = 1/2, (d) 〈g〉 = 1/3. Here, φ = φ0/3,
tz = 0.1. Two different systems have been used: () L = 21,
W = 1 and (•) L = 30, W = 150. We choose the length Lz such
that it produces the corresponding 〈g〉 in each plot. 5× 104 disorder
realizations have been used to construct each histogram. Continuous
lines are the Monte Carlo solutions of the DMPK equation of a bulk-
disordered quasi-1D wire in the unitary class, taken from Ref.45.
ing. Thus the unique physics in surface-disordered systems,
such as Lvy flights63, the coexistence of different transport
regimes64, does not occur in our system.
IV. SUMMARY AND DISCUSSION
To summarize, we have investigated the effect of surface
disorder on the chiral surface states of a 3D quantum Hall sys-
tem. We find that in the weak disorder regime, the localization
length in the z direction decreases with the disorder strength
as expected. However, after a critical disorder strength, which
is of the order of the bandwidth, the localization length in-
creases anomalously. As the disorder strength increases, the
main weight of the surface state gradually moves from the
outmost layer to the first inward layer. We explain the anoma-
lous increase of the localization length by an effective model,
which maps the strong disorder on the surface layer to the
weak disorder on the first inward layer. Since surface disorder
can be easily manipulated by adatom deposition, ion sputter-
ing, and air exposure in experiments, it can be an effective way
to control the behavior of the surface states in the z direction.
We also investigate the effect of surface disorder on the con-
ductance distributions P (g) of the chiral surface states in the
quasi-1D regime. We find that in the quasi-1D regime, the
conductance distributions of the surface states are the same as
that of a bulk-disordered quasi-1D wire in the unitary class.
P (g) is fully determined by the average conductance, inde-
pendent of the surface disorder strength and the size of the
system, in agreement with the single-parameter scaling hy-
pothesis. Since the conductance can be directly measured in
experiments, we expect our results can be verified by experi-
ments in the future.
Throughout this work, the disorder is only added on the
outmost sidewalls of the sample, the bulk is left clean. We
have confirmed that the above conclusions still hold if we in-
troduce weak disorder in the bulk, which is often the case in
a realistic sample. The main effect of bulk disorder is to de-
crease the bulk band gap35, hence increases the penetration
depth of the surface states. It also decreases the localization
length of the surface states in the z direction. In the presence
of bulk disorder, the conductance distribution P (g) is still the
only function of the average conductance and coincides with
the DMPK results for a bulk-disordered quasi-1D wire in the
unitary class.
V. ACKNOWLEDGEMENTS
The work at Zhejiang University was supported by the Na-
tional Natural Science Foundation of China through Grant No.
11674282 and the Strategic Priority Research Program of Chi-
nese Academy of Sciences through Grant No. XDB28000000.
KY’s work was supported by DOE grant No. DE-SC0002140,
and performed at the National High Magnetic Field Labora-
tory, which is supported by National Science Foundation Co-
operative Agreement No. DMR-1644779, and the State of
Florida.
∗ zhengchaonju@gmail.com
1 S. D. Sarma and A. Pinczuk, Perspectives in Quantum Hall Ef-
fects: Novel Quantum Liquids in Low-Dimensional Semiconduc-
tor Structures (Wiley, New York, 1997).
2 R. Prange, M. Cage, K. Klitzing, S. Girvin, A. Chang, F. Dun-
can, M. Haldane, R. Laughlin, A. Pruisken, and D. Thouless, The
Quantum Hall Effect, Graduate Texts in Contemporary Physics
(Springer, New York, 2012).
3 H. L. Sto¨rmer, J. P. Eisenstein, A. C. Gossard, W. Wiegmann, and
K. Baldwin, Phys. Rev. Lett. 56, 85 (1986).
4 J. T. Chalker and A. Dohmen, Phys. Rev. Lett. 75, 4496 (1995).
5 D. P. Druist, P. J. Turley, K. D. Maranowski, E. G. Gwinn, and
A. C. Gossard, Phys. Rev. Lett. 80, 365 (1998).
6 J. Liu, J. Yu, J. Ning, L. Miao, L. Min, K. Lopez, Y. Zhu, H. Yi,
T. Pillsbury, Y. Zhang, et al., arXiv:1907.06318 (2019).
7 H. Sakai, H. Fujimura, S. Sakuragi, M. Ochi, R. Kurihara,
A. Miyake, M. Tokunaga, T. Kojima, D. Hashizume, T. Muro,
et al., Phys. Rev. B 101, 081104 (2020).
8 B. I. Halperin, Jpn. J. Appl. Phys. 26, 1913 (1987).
9 F. Tang, Y. Ren, P. Wang, R. Zhong, J. Schneeloch, S. A. Yang,
K. Yang, P. A. Lee, G. Gu, Z. Qiao, et al., Nature (London) 569,
537 (2019).
10 S. Galeski, T. Ehmcke, R. Wawrzyn´czak, P. Lozano, M. Brando,
R. Ku¨chler, A. Markou, M. Ko¨nig, C. Felser, Y. Sassa, et al.,
arXiv:2005.12996 (2020).
711 F. Qin, S. Li, Z. Du, C. Wang, H.-Z. Lu, and X. Xie,
arXiv:2003.02520 (2020).
12 P. Wang, Y. Ren, F. Tang, P. Wang, T. Hou, H. Zeng, L. Zhang,
and Z. Qiao, Phys. Rev. B 101, 161201 (2020).
13 S. Galeski, X. Zhao, R. Wawrzyn´czak, T. Meng, T. Fo¨rster,
S. Honnali, N. Lamba, T. Ehmcke, A. Markou, W. Zhu, et al.,
arXiv:2003.07213 (2020).
14 J. R. Cooper, W. Kang, P. Auban, G. Montambaux, D. Je´rome,
and K. Bechgaard, Phys. Rev. Lett. 63, 1984 (1989).
15 S. T. Hannahs, J. S. Brooks, W. Kang, L. Y. Chiang, and P. M.
Chaikin, Phys. Rev. Lett. 63, 1988 (1989).
16 S. Hill, S. Uji, M. Takashita, C. Terakura, T. Terashima, H. Aoki,
J. S. Brooks, Z. Fisk, and J. Sarrao, Phys. Rev. B 58, 10778
(1998).
17 Y. Kopelevich, J. H. S. Torres, R. R. da Silva, F. Mrowka,
H. Kempa, and P. Esquinazi, Phys. Rev. Lett. 90, 156402 (2003).
18 B. A. Bernevig, T. L. Hughes, S. Raghu, and D. P. Arovas, Phys.
Rev. Lett. 99, 146804 (2007).
19 H. Cao, J. Tian, I. Miotkowski, T. Shen, J. Hu, S. Qiao, and Y. P.
Chen, Phys. Rev. Lett. 108, 216803 (2012).
20 H. Masuda, H. Sakai, M. Tokunaga, Y. Yamasaki, A. Miyake,
J. Shiogai, S. Nakamura, S. Awaji, A. Tsukazaki, H. Nakao, et al.,
Sci. Adv. 2, e1501117 (2016).
21 L. Balents and M. P. A. Fisher, Phys. Rev. Lett. 76, 2782 (1996).
22 H. Mathur, Phys. Rev. Lett. 78, 2429 (1997).
23 L. Balents, M. P. Fisher, and M. R. Zirnbauer, Nucl. Phys. B 483,
601 (1997).
24 I. A. Gruzberg, N. Read, and S. Sachdev, Phys. Rev. B 55, 10593
(1997).
25 I. A. Gruzberg, N. Read, and S. Sachdev, Phys. Rev. B 56, 13218
(1997).
26 S. Cho, L. Balents, and M. P. A. Fisher, Phys. Rev. B 56, 15814
(1997).
27 V. Plerou and Z. Wang, Phys. Rev. B 58, 1967 (1998).
28 D. Druist, K.-H. Yoo, P. Turley, E. Gwinn, K. Maranowski, and
A. Gossard, Superlattices Microstruct. 25, 181 (1999).
29 Y. B. Kim, Phys. Rev. B 53, 16420 (1996).
30 J. J. Betouras and J. T. Chalker, Phys. Rev. B 62, 10931 (2000).
31 J. W. Tomlinson, J.-S. Caux, and J. T. Chalker, Phys. Rev. Lett.
94, 086804 (2005).
32 J. W. Tomlinson, J.-S. Caux, and J. T. Chalker, Phys. Rev. B 72,
235307 (2005).
33 M. Ternes, C. Weber, M. Pivetta, F. Patthey, J. P. Pelz, T. Gia-
marchi, F. Mila, and W.-D. Schneider, Phys. Rev. Lett. 93, 146805
(2004).
34 Z. Alpichshev, R. R. Biswas, A. V. Balatsky, J. G. Analytis, J.-H.
Chu, I. R. Fisher, and A. Kapitulnik, Phys. Rev. Lett. 108, 206402
(2012).
35 X. R. Wang, C. Y. Wong, and X. C. Xie, Phys. Rev. B 59, R5277
(1999).
36 C. Zheng, K. Yang, and X. Wan, Phys. Rev. B 102, 064208
(2020).
37 G. Schubert, H. Fehske, L. Fritz, and M. Vojta, Phys. Rev. B 85,
201105 (2012).
38 Z. Ringel, Y. E. Kraus, and A. Stern, Phys. Rev. B 86, 045102
(2012).
39 Q. Wu, L. Du, and V. E. Sacksteder, Phys. Rev. B 88, 045429
(2013).
40 V. Sacksteder, T. Ohtsuki, and K. Kobayashi, Phys. Rev. Applied
3, 064006 (2015).
41 K. W. Kim, R. S. K. Mong, M. Franz, and G. Refael, Phys. Rev.
B 92, 075110 (2015).
42 R. Queiroz, G. Landolt, S. Muff, B. Slomski, T. Schmitt, V. N.
Strocov, J. Mi, B. B. Iversen, P. Hofmann, J. Osterwalder, A. P.
Schnyder, and J. H. Dil, Phys. Rev. B 93, 165409 (2016).
43 B. Kramer, T. Ohtsuki, and S. Kettemann, Phys. Rep. 417, 211
(2005).
44 K. A. Muttalib and P. Wo¨lfle, Phys. Rev. Lett. 83, 3013 (1999);
V. A. Gopar, K. A. Muttalib, and P. Wo¨lfle, Phys. Rev. B 66,
174204 (2002); K. Muttalib, P. Wo¨lfle, and V. Gopar, Ann. Phys.
(N.Y.) 308, 156 (2003).
45 L. S. Froufe-Pe´rez, P. Garcı´a-Mochales, P. A. Serena, P. A. Mello,
and J. J. Sa´enz, Phys. Rev. Lett. 89, 246403 (2002).
46 D. R. Hofstadter, Phys. Rev. B 14, 2239 (1976).
47 R. Landauer, IBM J. Res. Dev. 1, 223 (1957); E. N. Economou
and C. M. Soukoulis, Phys. Rev. Lett. 46, 618 (1981); D. S. Fisher
and P. A. Lee, Phys. Rev. B 23, 6851 (1981).
48 J. B. Pendry, A. MacKinnon, and P. J. Roberts, Proc. R. Soc. A
437, 67 (1992).
49 P. Markosˇ, Acta Physica Slovaca 56, 561 (2006).
50 C. W. J. Beenakker, Rev. Mod. Phys. 69, 731 (1997).
51 A. D. Mirlin, Phys. Rep. 326, 259 (2000).
52 M. R. Zirnbauer, Phys. Rev. Lett. 69, 1584 (1992).
53 A. D. Mirlin, A. Mu¨ller-Groeling, and M. R. Zirnbauer, Ann.
Phys. (N.Y.) 236, 325 (1994).
54 O. N. Dorokhov, JETP Lett. 36, 318 (1982); P. A. Mello,
P. Pereyra, and N. Kumar, Ann. Phys. (N.Y.) 181, 290 (1988).
55 C. W. J. Beenakker and B. Rajaei, Phys. Rev. B 49, 7499 (1994).
56 A. Garcı´a-Martı´n and J. J. Sa´enz, Phys. Rev. Lett. 87, 116603
(2001).
57 P. Markosˇ, Phys. Rev. B 65, 104207 (2002).
58 L. S. Froufe-Pe´rez, M. Ye´pez, P. A. Mello, and J. J. Sa´enz, Phys.
Rev. E 75, 031113 (2007).
59 A. M. Somoza, J. Prior, M. Ortun˜o, and I. V. Lerner, Phys. Rev.
B 80, 212201 (2009).
60 Z. Qiao, Y. Xing, and J. Wang, Phys. Rev. B 81, 085114 (2010).
61 A. Lopez-Bezanilla, L. S. Froufe-Pe´rez, S. Roche, and J. J. Sa´enz,
Phys. Rev. B 98, 235423 (2018).
62 J. Feilhauer and M. Mosˇko, Phys. Rev. B 83, 245328 (2011).
63 M. Leadbeater, V. I. Falko, and C. J. Lambert, Phys. Rev. Lett.
81, 1274 (1998).
64 J. A. Sa´nchez-Gil, V. Freilikher, I. Yurkevich, and A. A.
Maradudin, Phys. Rev. Lett. 80, 948 (1998).
