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Abstract
Phase-eld systems as mathematical models for phase transitions have drawn a con-
siderable interest in recent years. However, while they are capable of capturing
many of the experimentally observed phenomena, they are only of restricted value
in modelling hysteresis eects occuring during phase transition processes. To over-
come this shortcoming of existing phase-eld theories, the authors recently proposed
a new approach to phase-eld models which is based on the mathematical theory of
hysteresis operators developed in the past fteen years. Well-posedness and thermo-
dynamic consistency were proved for a phase-eld system with hysteresis which is
closely related to the model advanced by Caginalp in a series of papers. In this note
the more dicult case of a phase-eld system of Penrose-Fife type with hysteresis is
investigated. Under slightly more restrictive assumptions than in the Caginalp case
it is shown that the system is well-posed and thermodynamically consistent.
1 Introduction
The theory of hysteresis operators developed in the past fteen years (let us at least refer
to the monographs [13], [19], [25], [4], [14] devoted to this subject) has proved to be a
powerful tool for solving mathematical problems in various branches of applications such
as solid mechanics, material fatigue, ferromagnetism, phase transitions, and many others.
In this paper we propose an approach using hysteresis operators to classical phase-eld
models for phase transitions and their generalizations.
For the reader's convenience, let us recall the motivation that we explained already in
the previous paper [15]. In nature, many phase transitions are accompanied by hysteresis
eects (rather they are driving mechanisms behind their occurence). On the other hand,
the nonconvex free energy functionals (typically, double-well potentials) usually consid-
ered in phase-eld models may induce hysteresis eects by themselves (cf., for instance,
Chapter 4 in [4]); however, they are by far too simplistic to give a correct account of the
complicated loopings due to the storage and deletion of internal memory that are observed
in thermoplastic materials or ferromagnets. An additional motivation comes from the fact
that hysteresis operators also arise quite naturally already in simple classical phase-eld
models. To demonstrate this, let us consider the well-known model for melting and solid-
ication which is usually referred to as the relaxed Stefan problem with undercooling and
overheating (see [9], [23], [24], for instance).
To x things, suppose that the phase transition takes place in some open and bounded
container 
  IRN during the time period [0; T ] , where T > 0 is some nal time.
Then the mathematical problem consists in nding real-valued functions  = (x; t)
(absolute temperature) and  = (x; t) (phase fraction, the order parameter of the
phase transition) in 
 ]0; T [ . The function  is allowed to take values only in the
interval [0; 1] , where  = 1 corresponds to the liquid phase,  = 0 to the solid phase
and  2 ]0; 1[ to the mushy region. The evolution of the system is governed by the balance
of internal energy
Ut =  div q +  ; (1.1)
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where U = U(; ) is the internal energy, q is the heat ux which we assume here to
obey Fourier's law
q =  r (1.2)
with a constant heat conduction coecient  > 0 , and  is the heat source density, and
by the melting/solidication law
̂(; )t 2   @ F (; ) ; (1.3)
where F = F (; ) is the free energy, @ is the partial subdierential with respect to
 and ̂ : [0; 1] ]0;1[! ]0;1[ is the relaxation coecient. In order to ensure the
thermodynamical consistency of the model, we have to require that
(x; t) > 0 a.e. in 
 ]0; T [ ; (1.4)








holds, which in view of
(1.1), (1.2) and (1.4) is certainly the case if only





























Figure 1: Free energy F at dierent temperatures .
A standard choice [9] for F is given by
F := F0() + () +  I()  
L
c
(   c) ; (1.6)
U := cV  + () + L ; (1.7)
where
F0() := cV (1   log ) ; (1.8)
() := (1   ) : (1.9)
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Here I is the indicator function of the interval [0; 1] and L (latent heat), c (melting
temperature), cV (specic heat) and  < L (limit of undercooling/overheating) are





(1  ) is just the double-obstacle potential considered in a number of recent papers.
We refer the reader to [2], [3], [8], [12].
The dierential inclusion (1.3) then reads




(   c) 2  @ I() ; (1.10)
or, equivalently (see Fig. 2),
 2 [0; 1] ;

























Figure 2: A     diagram corresponding to (1.11).
It is easy to see that every solution (; ) of (1.1), (1.2), (1.6)(1.9), (1.11) for which
(1.4) holds, satises formally the Clausius-Duhem inequality. Indeed, we have for  2












t  0 ; (1.12)
according to (1.11).









(   c)   
0()

(x;  ) d : (1.13)
Then inequality (1.11) takes the form
 2 [0; 1] ; (t   wt)(z   )  0 8 z 2 [0; 1] : (1.14)
At this point, the notion of hysteresis operators comes into play. Variational inequality
(1.14) is known to have a unique solution  2 W 1;1(0; T ) for every w 2 W 1;1(0; T ) and
initial condition (0) = 0 2 [0; 1] . According to [13], [25], [4], [14], it is convenient to
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introduce the solution operator sZ of (1.14) called stop, where the subscript Z stands for
the convex constraint Z = [0; 1] , that is,
 = sZ[
0
; w] : (1.15)
The hysteretic input-output behaviour of the stop operator is illustrated in Fig. 3. Along
the upper (lower) threshold line  = 1 , ( = 0 ), the process is irreversible and can only
move to the right (to the left, respectively), while in between, motions in both directions
are admissible. This is similar to Prandtl's model of perfect elastoplasticity, where the
horizontal parts of the diagram correspond to plastic yielding and the intermediate lines






Figure 3: A diagram of the stop operator (1.15).




; w]; )wt =
L
c









cV  +  (sZ [
0





   =  : (1.17)
We thus obtain in a natural way a system of equations for an order parameter w and the
absolute temperature  involving hysteresis operators.
In [15], we have studied a generalization of the eld equations (1.16), (1.17), namely an
initial-boundary value problem for a system of the form
wt + f1[w] + f2[w]  = 0 ; (1.18)
(cV  + F1[w])t    =  (x; t; ) ; (1.19)
where f1 ; f2 ; F1 denote hysteresis operators and  > 0 is a constant. Note that (1.16),
(1.17) with ̂(; )   becomes a special case of (1.18), (1.19) if we put g[w] := sZ[
0
; w]
and dene f1[w] := 
0(g[w]) + L , F1[w] := (g[w]) + Lg[w] , f2[w] :=  L=c . Thinking
in terms of classical models, the system (1.18), (1.19) can be regarded as a phase-eld
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model of Caginalp type (see [5], [4] and the references cited there) for a free energy of the
form
F = F0() + F1[w] + F2[w]  ; (1.20)
where F1 and F2 are so-called clockwise admissible hysteresis potentials of f1 and f2 ,
respectively (the precise denition of clockwise admissibility will be given below). It is
the aim of this paper to investigate a hysteresis counterpart of the so-called Penrose-Fife
model of phase transitions (cf. [20], [4], [6], [7], [11], [10], [17], [18], [22]) which formally
results if we choose ̂(; ) =  with a constant coecient  > 0 .




f1[w] + f2[w] = 0 : (1.21)
It should be clear, however, that we are now dealing with a free energy of the form
(1.20), so that (1.3) needs to be properly interpreted. Indeed, in the classical case the
relaxation law (1.3), with  replaced by w , is combined with identities of the form
fi[w] = w Fi[w] , i = 1; 2 , where w denotes the variation with respect to w , in order
to make the model comply with the Second Principle of Thermodynamics. However,
since hysteresis operators are, as a rule, non-dierentiable, we cannot hope to have these
identities, as the variation w Fi[w] of Fi with respect to w does not exist. In this
regard, the situation is entirely dierent from classical phase-eld models. What is needed
here to guarantee the thermodynamical consistency of the model is a property of energy
dissipation which is specic for hysteresis operators and leads to the concept of clockwise
admissibility as made precise below.
The main mathematical diculty in the analysis of the system (1.21), (1.19) is, besides
the hysteretic nonlinearities, the occurence of the singularity in (1.21) which makes it
necessary to prove the positivity of temperature along with the existence of the solution.
It will be shown in the following sections that under quite natural conditions on the
hysteresis operators involved an initial-boundary value problem for the system (1.21),
(1.19) is well-posed and thermodynamically consistent. The technique used in the proof
is an extension of a method recently introduced in [8]. It combines a cutomethod
with the specic property of energy dissipation of hysteresis operators.
2 Statement of the problem
We put, for the sake of convenience, cV =  = 1 and consider the system of equations in





f1[w] + f2[w] = 0 ; (2.1)
( + F1[w])t    =  (x; t; ) ; (2.2)
coupled with the initial conditions
w(x; 0) = w0(x) ; (x; 0) = 0(x) ; for x 2 
 ; (2.3)
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and with the Neumann boundary condition
@
@n
(x; t) = 0 for (x; t) 2 @
 ]0; T [ ; (2.4)
where n(x) is the unit outward normal to @
 at the point x 2 @
 . This simple
boundary condition has been chosen in order to make the method of hysteresis operators
more transparent, which is our main goal here. We assume that T > 0 ;  > 0 are given
numbers and that 
  IRN is a given bounded domain with a lipschitzian boundary.
We now formulate precisely the assumptions on the mappings f1 ; f2 ; F2 ;  .
(H1) f1; f2 : C[0; T ] ! C[0; T ] are causal, bounded and Lipschitz continuous opera-
tors; in other words, there exists a constant K1 such that for every w1; w2; w 2 C[0; T ]
and t 2 [0; T ] it holds

fi[w1](t)   fi[w2](t)
  K1 max
0 s t
jw1(s)   w2(s)j ; i = 1; 2 ; (2.5)

fi[w](t)
  K1 ; i = 1; 2 : (2.6)
(H2) The mapping F1 :W
1;2(0; T )! W 1;2(0; T ) is causal, and there exist a constant
K2 > 0 and a function ' : IR
+




  K2j _w(t)j a.e. in ]0; T [ ; 8w 2 W 1;2(0; T ) ; (2.7)

F1[w1](t)   F1[w2](t)
  '(M) kw1   w2kW 1;2(0;t) (2.8)
8M > 0; 8w1; w2 2 W
1;2(0; T ) : max










8 t 2 ]0; T ] ; 1  p < 1 : (2.9)
We moreover assume that the function  satises the condition
 0 :=  (  ;  ; 0) 2 L
q(
 ]0; T [) ; j (x; t; )j  K2 a.e.; (2.10)





, where rN := max
n





 0(x; t)  0 a.e. in 
]0; T [ ; (2.11)
F1[w](t)  0 8 w 2 W
1;2(0; T ) ; 8 t 2 [0; T ] ; (2.12)
and there exist operators F2; g : W
1;2(0; T ) ! W 1;2(0; T ) and a constant K3 > 0 such
that the inequalities




Fi[w]t   fi[w] g[w]t  0 ; (2.14)
hold for each w 2 W 1;2(0; T ) and a.e. t 2 ]0; T [ ; i = 1; 2 .
Let us mention that property (2.13) is called piecewise ([25]) or local ([14]) monotonicity
.
Remark 2.1. The domains of denition of the operators fi ; Fi ; g can be extended in
a natural way to functions which depend on both x and t and appear in (2.1), (2.2). It
suces to keep the same symbols and to put
fi[w](x; t) := fi[w(x;  )](t) for x 2 
 ; t 2 ]0; T [ ; (2.15)
and similarly for Fi and g , for every function w such that w(x ;  ) belongs to the
original domain of denition for a.e. x 2 
 .
Remark 2.2. Inequality (2.14) is a typical condition which guarantees the thermody-
namical consistency of hysteresis operators also in other areas of application. It is fullled,










where Pi is a hysteresis operator with a clockwise admissible hysteresis potential Ui in
the sense of Section 2.5 in [4]. Note that in this case the dissipation over a closed cycle
(i.e. u(t1) = u(t2) , Pi[u](t1) = Pi[u](t2) , Ui[u](t1) = Ui[u](t2) ) is positive and equal to






or, in geometrical terms, to the area of the corresponding hysteresis loop, see Fig. 4. A























Figure 4: Clockwise admissibility for p = Pi[u]
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Also here, the condition (1.5) follows from (2.14) provided  is positive. Indeed, if we
dene the internal energy U = U [w; ] :=  + F1[w] and the entropy S = S[w; ] :=
log    F2[w] , then we obtain formally
Ut    St = F1[w]t +  F2[w]t     wt g[w]t  0 ; (2.18)
so that (1.5) is satised. We shall see below in Theorem 2.3 that hypotheses (H1) 
(H3) ensure also the positivity of  . In conclusion, inequality (2.14), which reects the
fundamental energy dissipation properties of hysteresis operators fi , takes over the role
of the identity fi[w] = w Fi[w] which is meaningless here. We should recall that for
constant temperature, (2.18) just means that F decreases in time.
The next three sections are devoted to the proof of the following theorems.
Theorem 2.3 (Existence). Let 
  IRN be a bounded domain with a lipschitzian
boundary, let hypotheses (H1), (H2), (H3) hold, and let  > 0 be given. Then for every
w
0 2 L1(
) and 0 2 W 1;2(
) \ L1(
) such that 0(x)   a.e. in 
 , problem (2.1)
(2.4) has a solution (w; ) 2 (L1(
]0; T [))
2
such that t ;  2 L
2(
]0; T [) ; wt 2
L
1(
]0; T [) ; (x; t)   e t a.e. in 
]0; T [ , where  is explicitly given in terms of
the constants K1;K2;K3 from (H1), (H2), (H3), namely  := K2 + K
2
1K3=4 , and
such that (2.1), (2.2) are satised almost everywhere.
Theorem 2.4 (Uniqueness and continuous dependence). Let the hypotheses of
Theorem 2.3 hold. Let w0i 2 L
1(
) ; 0i 2 W
1;2(
) \ L1(
) and  i : 
]0; T [IR !
IR ; i = 1; 2 , be given functions such that 0i (x)   a.e. in 
 , i = 1; 2. Let each
of the functions  =  1 ;  =  2 satisfy (2.10), (2.11), and let there exist a function
d 2 L
2(
]0; T [) such that for a.e. (x; t; #i) 2 
]0; T [IR ; i = 1; 2 , we have
 1(x; t; #
1)    2(x; t; #
2)
  d (x; t) + K2j#1   #2j : (2.19)









2;  2 , respectively. Then there exists a constant C > 0 depending








2(x;  ) dx d  Cht kw01   w02k2L2(
) (2.20)












































 (x; t) dx dt
i
:
3 An auxiliary equation
Instead of (2.1), we rst consider the ordinary dierential equation




where the dot denotes the derivative with respect to t and % is a given function of t. We
omit the proof of the following two lemmas which are just special cases of Lemmas 3.1,
3.2 in [15].
Lemma 3.1 (Existence). Let hypothesis (H1) hold, and let % 2 L1(0; T ) and w0 2 IR
be given. Then there exists a solution w 2 W 1;1(0; T ) of (3.1) such that (3.1) holds a.e.,








Lemma 3.2 (Uniqueness and continuous dependence). Let hypothesis (H1) hold.
Then to every M > 0 there exists a constant CM > 0 such that for every %1; %2 2
L





2 , respectively, satisfy for a.e. t 2 ]0; T [ the estimates









j%1   %2j(s) ds

; (3.3)





















Lemmas 3.1 and 3.2 enable us to introduce the solution operator Pp : IR  L
p(0; T ) !
W
1;p(0; T ) of equation (3.1) for every 1  p 1 through the formula
w = Pp[w
0
; %] : (3.5)
Pp is obviously causal, and it satises according to Lemmas 3.1, 3.2 for every t 2 [0; T ]
the following inequalities.
Proposition 3.3 Let hypothesis (H1) hold. Then there exist a constant C2 > 0 and a
function  : IR+ ! IR+ such that for every M > 0 and every (w0; %), (w01; %1), (w
0
2; %2) 2
IR Lp(0; T ) and t 2 [0; T ] satisfying max

jw0i j; k%ikLp(0;t); i = 1; 2
	
 M , we havePp[w0; %]W 1;p(0;t)  C2
 





1; %1]   Pp[w
0




2j + k%1   %2kLp(0;t)

: (3.7)
4 Existence, uniqueness and stability
This section is devoted to the proof of Theorems 2.3 and 2.4. Let  and  be xed as in
Theorem 2.3. We couple (2.2) with the truncated equation














With the notation (3.5) we introduce the operator
Vp[w
0
; ](x; t) := F1
h
Pp[w
0(x); Q((x;  ); )]
i
(t) : (4.3)







   =  (x; t; ) ; (4.4)
coupled with initial and boundary conditions (2.3), (2.4). The natural domains of deni-





 ]0; t[) for p 2 [1;1] and t 2 ]0; T ] . From




;W 1;p(0; t)) .




= Vp , we may simply write V in place
of Vp , with an implicitly given domain of denition. The operator V has the following
properties.
Proposition 4.1 Let hypotheses (H1), (H2) hold. Then there exists a function ~ :
IR+ ! IR+ such that for every M > 0,  2 L1(
 ]0; t[) , 1; 2 2 L
2(












) : i = 1; 2
	



























Proof. It suces to use Lemma 3.1, Proposition 3.3, hypothesis (H2) and to integrate
over 
 . 2
The existence result for the truncated system (4.1), (2.2)  (2.4) can be stated as follows.
We omit here its proof which is based on an easy successive approximation scheme and
is identical to the proof of Theorem 4.2 of [15].





) , there exists  2 L1(
 ]0; T [) such that t;  2 L
2(
 ]0; T [)
and such that the equation
 
 + V[w0 ; ]

t
   =  (x; t; ) (4.7)
is satised almost everywhere, together with the initial and boundary conditions (2.3),
(2.4).
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Note that equation (4.7) does not have the general form considered by Visintin [25], since
the operator V is not piecewise monotone. We now show that the additional hypothesis
(H3) ensures that the solution from the above theorem satises also the original system
(2.1)  (2.4).
Theorem 4.3 Let hypotheses (H1)  (H3) hold, and let w0 2 L1(




) satisfy the assumptions of Theorem 2.3. Let  be a solution to (4.7), (2.3), (2.4)
from Theorem 4.2. Then
(x; t)  e t : (4.8)
Proof of Theorem 4.3. Put w := P1[w
0
; ] . Then w;  satisfy (4.1), (2.2)  (2.4) almost
everywhere. Let us test (2.2) with an arbitrary function p 2 W 1;2(
 ]0; T [) such that























jpj jj dx: (4.9)

















































































for every non-positive function p 2 W 1;2(
 ]0; T [) . We now put in the above inequality












p (p +  e t)t +





















with p(x; 0)  0, and Gronwall's lemma yields p(x; t)  0. Theorem 4.3 is proved. 2
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Proof of Theorem 2.3. From Theorems 4.1, 4.2 it follows that under the hypotheses of
Theorem 2.3, every solution ;w of (4.1), (2.2)  (2.4) fulls Q((x; t); t) = 1=(x; t) ,
hence also (2.1) is satised. 2
Proof of Theorem 2.4. Subtracting equations (4.7) for 1; 2 and integrating with respect
to t , we obtain that
(1   2)(x; t)   
Z t
0
(1   2)(x;  ) d (4.15)





















x; ; 1(x;  )

   2(x; ; 2(x;  )

d :

























































2(x;  ) dx d ;
where we used the estimates (2.8), (2.19), (4.5).
To obtain the assertion, it remains to integrate (4.16) from 0 to t and to apply a standard
Gronwall-type argument. 2
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