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1. Introduction
Linear implicit difference equations
Anxn+1 = Bnxn + qn, n 0 (1.1)
withAn, Bn ∈ Rm×m, qn ∈ Rm to be given, arise inmany real problems, such as in the Leslie population
growth model or in the Leontief dynamic model of multisector economy [3] and so forth. In addition,
they can be considered as the discretization of linear differential algebraic equations (DAEs) by explicit
Euler method

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A(t)x′(t) + B(t)x(t) = q(t), t ∈ J := [t0, T], (1.2)
where A, B ∈ C(J,Rm×m), q ∈ C(J,Rm) and the matrix A(t) is singular for every t ∈ J (cf. [1]).
For DAEs, in [6,8] a uniﬁed approach to Eq. (1.2) has been proposed. By introducing index-1 and
index-2 concepts for Eq. (1.2), some solution representations of IVPs for index-1 and index-2 linear
DAEs are given. These representations are based on the solutions of a certain inherent regular ordinary
differential equations which are uniquely determined by the problem data (see [5,6,8]).
In the case of the LIDE (1.1), a class, called index-1 LIDEs, has been investigated. In [7], the solvability
of IVPs for index-1 LIDEs has been studied. A connection between index-1 linear DAEs and index-1
LIDEs has been claimed in [1]. In particular, the compatibility between index-1 notions for linear DAEs
and LIDEs has been established. For random LIDEs, the random cocycle property of the solutions as
well as the MET theorem for Lyapunov spectrum has been introduced (cf. [4]) with the assumption
that these systems are index-1 tractable.
This paper continues studying the LIDE (1.1). We are going to deal with a higher index of LIDEs and
apply this concept to study implicit random dynamic systems. Since a higher index deﬁnition is based
on a lower one, the most difﬁculty is to show that this deﬁnition does not depend on the previous
steps. By means of index-2 concept, we can split Eq. (1.1) into an ordinary difference equation and
some algebraic relations. Hence, we can introduce a formula for the solution of (1.1) under certain
initial conditions. As usual, with these results of index-2 LIDEs we aim at a cocycle property and a
decomposition of Lyapunov exponents for the solutions of real noise index-2 LIDEs. In the case of
index-1, similar results have been proved in [4].
The paper is organized as follows. In Section 2, the index-1 LIDEs are shortly mentioned. Section 3
deals with an index-2 concept of the LIDEs. In Section 4, we set out the condition of solvability and give
an explicit form of solution of IVPs for index-2 LIDEs. Section 5 is concerned with the cocycle property
of solution over random dynamics and themultiplicative ergodic theoremMET for the case of index-2
LIDEs. The last section illustrates our results by means of examples. For the convenience of the reader,
a short appendix provides some basic linear algebra facts once more.
2. Implicit difference equations with index-1 tractable
We now turn to Eq. (1.1). Throughout of this paper, we assume that rank An ≡ r (1 r m − 1) for
all n 0. Denote Nn := ker An and let Qn be a projection onto Nn. Put Pn := I − Qn. Let Tn ∈ GL(Rm),
n 1 such that Tn|Nn is an isomorphism from Nn onto Nn−1. For deﬁniteness, we put A−1 := A0.
Hence, the operators Tn are determined for all n 0. Associating to Eq. (1.1) we introduce the following
notations
Gn := An + BnTnQn, Sn := {z ∈ Rm : Bnz ∈ im An}, n 0.
Using Lemma 1 in Appendix A with A = An, A = An−1 and B = Bn we have the following lemma.
Lemma 2.1. The following conditions are equivalent
(i) the matrix Gn := An + BnTnQn is nonsingular;
(ii) Nn−1 ⊕ Sn = Rm;
(iii) Nn−1 ∩ Sn = {0}.
By virtue of Lemma 2.1 we can deﬁne the so-called index-1 tractable LIDEs.
Deﬁnition 2.2. The LIDE (1.1) is said to be of index-1 tractable (index-1 for short) if for all n 0, the
following conditions
(i) rank An = r = const,
(ii) Nn−1 ∩ Sn = {0}
hold.
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Now, we describe brieﬂy the decomposition technique for index-1 LIDEs. Using Lemma 2.1, we
see that the matrices Gn are nonsingular for all n 0. Hence, multiplying (1.1) by PnG−1n and QnG−1n ,
respectively, and applying the formula (A.1) of Lemma 2 in Appendix A with A = An, A = An−1 and
B = Bn, we decouple Eq. (1.1) into the system
Pnxn+1 = PnG−1n Bnxn + PnG−1n qn, (2.1)
0 = QnG−1n Bnxn + QnG−1n qn. (2.2)
Noting that PnT
−1
n Qn−1 = 0, QnT−1n Qn−1 = T−1n Qn−1 and using Eq. (A.3) we obtain
PnG
−1
n Bnxn = Pn(G−1n BnPn−1 + T−1n Qn−1)xn = PnG−1n BnPn−1xn,
and
QnG
−1
n Bnxn = Qn(G−1n BnPn−1 + T−1n Qn−1)xn = QnG−1n BnPn−1xn + T−1n Qn−1xn.
Therefore, by denoting un := Pn−1xn, vn := Qn−1xn for n 0, Eqs. (2.1) and (2.2) deduce to
un+1 = PnG−1n Bnun + PnG−1n qn, (2.3)
vn = −TnQnG−1n Bnun − TnQnG−1n qn.
Hence,
xn = un + vn = (I − TnQnG−1n Bn)un − TnQnG−1n qn. (2.4)
Thus, solving the ordinary difference equation (2.3) with the initial condition u0 ∈ im P−1 and using
Eq. (2.4), we get an expression of the solution of the index-1 LIDE (1.1).
Inspired by the above decoupling procedure, we state initial conditions for the index-1 LIDE (1.1)
as
P−1(x0 − x0) = 0, x0 ∈ Rm given.
It yields that
u0 = P−1x0 = P−1x0 =: u0,
but we do not expect
x0 = x0
as in the ordinary difference equations. The details can be referred to [4].
3. Implicit difference equations with index-2 tractable
In developing further study of LIDEs, we are going to deal with the so-called index-2 concept which
is based on the main idea that it is the “index-1 of the index-1". Henceforth, we suppose that the
matrices Gn are singular for all n 0. Denote
N1,n := ker Gn, S1,n := {z ∈ Rm : BnPn−1z ∈ im Gn}.
Lemma 3.1. There holds the following relation
(Tn + TnPnA+n BnTnQn)N1,n = Nn−1 ∩ Sn,
where A+n is the Moore–Penrose generalized inverse of An.
Proof. First, we prove the following inclusion
(Tn + TnPnA+n BnTnQn)N1,n ⊆ Nn−1 ∩ Sn. (3.1)
Indeed, let
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x¯ = (Tn + TnPnA+n BnTnQn)x ∈ (Tn + TnPnA+n BnTnQn)N1,n,
where x ∈ N1,n. Since x ∈ N1,n, it implies that BnTnQnx = −Anx. Therefore,
An−1x¯ = An−1Tn(I − PnA+n An)x.
By noting that I − A+n An is a projection onto Nn, we get PnA+n An = Pn. Hence,
An−1x¯ = An−1Tn(I − Pn)x = An−1TnQn = 0,
i.e., x¯ ∈ Nn−1. Besides,
Bnx¯ = Bn(Tn + TnPnA+n BnTnQn)x = BnTn(I − Pn)x = BnTnQnx = −Anx ∈ im An.
This says that x¯ ∈ Sn. Thus, x¯ ∈ Nn−1 ∩ Sn, or the inclusion (3.1) is proved.
Conversely, let x¯ ∈ Nn−1 ∩ Sn be arbitrary. To prove
x¯ ∈ (Tn + TnPnA+n BnTnQn)N1,n,
we consider Gn(Tn + TnPnA+n BnTnQn)−1x¯. Firstly, since Pn and Qn are projector matrices with
Pn + Qn = I, it implies easily that
(I + PnA+n BnTnQn)(I − PnA+n BnTnQn) = I.
Therefore, we have
Gn(Tn + TnPnA+n BnTnQn)−1x¯ = Gn(I − PnA+n BnTnQn)T−1n x¯
= (Gn − GnPnA+n BnTnQn)T−1n x¯
= (An + BnTnQn − AnA+n BnTnQn)T−1n x¯.
Due to x¯ ∈ Nn−1, we get T−1n x¯ ∈ Nn, i.e., AnT−1n x¯ = 0 and QnT−1n x¯ = T−1n x¯. These relations lead to
Gn(Tn + TnPnA+n BnTnQn)−1x¯ = (I − AnA+n )Bnx¯.
Further, x¯ ∈ Sn, i.e., there exists z ∈ Rm such that Bnx¯ = Anz. Hence,
Gn(Tn + TnPnA+n BnTnQn)−1x¯ = (I − AnA+n )Anz = (An − AnA+n An)z = (An − An)z = 0,
which implies
x¯ ∈ (Tn + TnPnA+n BnTnQn)N1,n.
Thus, we have already proved the inclusion
Nn−1 ∩ Sn ⊆ (Tn + TnPnA+n BnTnQn)N1,n. (3.2)
By combining the inclusions (3.1) and (3.2), we obtain
(Tn + TnPnA+n BnTnQn)N1,n = Nn−1 ∩ Sn.
Lemma 3.1 is proved. 
As a direct consequence of Lemma 3.1, we get the following corollary:
Corollary 3.2. dimN1,n = dim(Nn−1 ∩ Sn).
Lemma 3.3. Let Qn and Q˜n be two projections onto Nn, and let Tn, T˜n ∈ GL(Rm) such that Tn|Nn , T˜n|Nn
are two isomorphisms between Nn and Nn−1. Put Gn := An + BnTnQn, G˜n := An + BnT˜nQ˜n and
N˜1,n := ker G˜n, S˜1,n := {z ∈ Rm : BnP˜n−1z ∈ im G˜n}.
Then, there hold the following relations
(i) N˜1,n = (˜Pn + T˜−1n TnQn)N1,n; (3.3)
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(ii) S1,n = S˜1,n, i.e., S1,n is independent of the choice of Qn and Tn;
(iii) S1,n = (˜Pn−1 + T˜−1n−1Tn−1Qn−1)S1,n,
this means that S1,n is an invariant subspace of P˜n−1 + T˜−1n−1Tn−1Qn−1.
Proof. (i) By deﬁnition we have
G˜n = An + BnT˜nQ˜n = GnPn + BnTnT−1n T˜nQ˜n.
It is clear that T−1n T˜nQ˜nx ∈ Nn for all x ∈ Rm. Therefore, QnT−1n T˜nQ˜nx = T−1n T˜nQ˜nx for all x ∈ Rm.
Hence, QnT
−1
n T˜nQ˜n = T−1n T˜nQ˜n which implies that
G˜n = GnPn + BnTnQnT−1n T˜nQ˜n = GnPn + BnTnQnQnT−1n T˜nQ˜n
= GnPn + (An + BnTnQn)QnT−1n T˜nQ˜n = GnPn + GnT−1n T˜nQ˜n = Gn(Pn + T−1n T˜nQ˜n).
Thus, we go to the following equality
G˜n = Gn(Pn + T−1n T˜nQ˜n). (3.4)
Moreover, from the relation
(Pn + T−1n T˜nQ˜n)(˜Pn + T˜−1n TnQn) = PnP˜n + PnT˜−1n TnQn + T−1n T˜nQ˜nT˜−1n TnQn
= Pn + PnQnT˜−1n TnQn + T−1n T˜nT˜−1n TnQn
= Pn + Qn = I,
it follows that Pn + T−1n T˜nQ˜n is invertible and
(Pn + T−1n T˜nQ˜n)−1 = (˜Pn + T˜−1n TnQn). (3.5)
Using Eqs. (3.4) and (3.5), we get
Gn = G˜n(˜Pn + T˜−1n TnQn). (3.6)
Relation (3.3) can be immediately obtained from Eqs. (3.4) and (3.6).
(ii) By virtue of (3.5) and (3.6), we see that im Gn = im G˜n. Additionally, observing that
BnPn−1z = BnP˜n−1Pn−1z + BnQ˜n−1Pn−1z
= BnP˜n−1z + BnTnQnT−1n Q˜n−1Pn−1z = BnP˜n−1z + GnT−1n Q˜n−1Pn−1z,
it follows that BnPn−1z ∈ im Gn iff BnP˜n−1z ∈ im G˜n. This means that the assertion (ii) is true.
(iii) For any z1 ∈ (˜Pn−1 + T˜−1n−1Tn−1Qn−1)S1,n there exists z ∈ S1,n such that z1 =
(˜Pn−1 + T˜−1n−1Tn−1Qn−1)z, and therefore,
BnPn−1z1 = BnPn−1(˜Pn−1 + T˜−1n−1Tn−1Qn−1)z = BnPn−1z + BnPn−1P˜n−1T˜−1n−1Tn−1Qn−1z
= BnPn−1z + BnPn−1P˜n−1Q˜n−1T˜−1n−1Tn−1Qn−1z = BnPn−1z.
Thus, we get
BnPn−1z1 = BnPn−1z. (3.7)
On the other hand, since z ∈ S1,n, it follows BnPn−1z ∈ im Gn, and taking into account (3.7) we obtain
BnPn−1z1 ∈ im Gn,
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that is, z1 ∈ S1,n. Hence,
(˜Pn−1 + T˜−1n−1Tn−1Qn−1)S1,n ⊆ S1,n.
Next, take z ∈ S1,n be arbitrary and put z1 = (Pn−1 + T−1n−1T˜n−1Q˜n−1)z we consider
BnPn−1z1 = BnPn−1(Pn−1 + T−1n−1T˜n−1Q˜n−1)z
= BnPn−1z + BnPn−1Qn−1T−1n−1T˜n−1Q˜n−1z = BnPn−1z.
This leads to that z1 ∈ S1,n. Paying attention on (3.5), it is seen that z = (˜Pn−1 + T˜−1n−1Tn−1Qn−1)z1
with z1 ∈ S1,n, i.e., z ∈ (˜Pn−1 + T˜−1n−1Tn−1Qn−1)S1,n. Thus, we come to the conclusion
S1,n ⊆ (˜Pn−1 + T˜−1n−1Tn−1Qn−1)S1,n.
The proof of Lemma 3.3 is completed. 
Applying Lemma 3.3, we obtain the identity
N˜1,n−1 ∩ S˜1,n = (˜Pn−1 + T˜−1n−1Tn−1Qn−1)(N1,n−1 ∩ S1,n). (3.8)
It is worth noting that Eq. (3.8) guarantees that the following deﬁnition does not depend on the choice
of the projections onto Nn and the isomorphisms between Nn and Nn−1. Let G−1 := G0.
Deﬁnition 3.4. The LIDE (1.1) is said to be of index-2 tractable (index-2 for short) if
(i) dim (Nn−1 ∩ Sn) ≡ m − s, 1 sm − 1,
(ii) N1,n−1 ∩ S1,n = {0} for all n 0.
4. Solvability of index-2 LIDEs
From now on, we assume that the LIDE (1.1) is of index-2. Due to Corollary 3.2, we see that rank Gn
does not depend on the choice of the projections ontoNn and the isomorphisms betweenNn andNn−1.
Suppose that rank Gn ≡ s, 1 sm − 1. Let Q1,n be a projection onto N1,n. Put P1,n := I − Q1,n. We
also introduce for (1.1) an operator T1,n ∈ GL(Rm) satisfying T1,n|N1,n to be an isomorphism between
N1,n and N1,n−1, and a chain of matrices
G1,n := Gn + BnPn−1T1,nQ1,n, n 0.
We recall that due to Lemma A.1, index-1 holds if and only if the matrices Gn := An + BnTnQn are
nonsingular. In the index-2 case, we get the following useful lemma.
Lemma 4.1. The following assertions are equivalent
(i) the matrix G1,n := Gn + BnPn−1T1,nQ1,n is nonsingular;
(ii) N1,n−1 ⊕ S1,n = Rm;
(iii) N1,n−1 ∩ S1,n = {0}.
Moreover, if G1,n is nonsingular then
Q̂1,n−1 := T1,nQ1,nG−11,n BnPn−1 (4.1)
projects Rm onto N1,n−1 along S1,n.
Proof. The proof is immediately deduced from Lemmas A.1 and A.2 by putting A = Gn, B = BnPn−1
and A = Gn−1. 
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Let P̂1,n := I − Q̂1,n with Q̂1,n given by (4.1).
Remark 4.2
1. By virtue of Lemmas 4.1 and 3.3, the matrices
G1,n := Gn + BnPn−1T1,nQ1,n = An + BnTnQn + BnPn−1T1,nQ1,n
are nonsingular and the nonsingularity of G1,n does not depend on the choice of the projections
Qn, Q1,n and the isomorphisms Tn, T1,n.
2. Applying Lemma 4.1 once more, we obtain
Q̂1,n−1Qn−1 = 0, (4.2)
Q̂1,n−1 = T1,nQ̂1,nĜ−11,n BnPn−1, (4.3)
where Ĝ1,n := Gn + BnPn−1T1,nQ̂1,n.
We now need the following lemma to solve IVPs for the index-2 LIDEs.
Lemma 4.3. Suppose the LIDE (1.1) to be of index-2. There hold the following relations
(i) Ĝ
−1
1,n Gn = P̂1,n, Ĝ−11,n An = P̂1,nPn; (4.4)
(ii) Ĝ
−1
1,n Bn = Ĝ−11,n BnPn−1P̂1,n−1 + T−11,n Q̂1,n−1 + P̂1,nT−1n Qn−1. (4.5)
Proof. (i) From Gn := An + BnTnQn, it follows GnPn = AnPn = An. Thus, by using Lemma A.2 with
A = Gn; A = Gn−1 and B = BnPn−1 we have (4.4).
(ii) To prove (4.5), we rewrite Ĝ
−1
1,n Bn as
Ĝ
−1
1,n Bn = Ĝ−11,n BnPn−1 + Ĝ−11,n BnQn−1. (4.6)
Using again Lemma A.2 with A = Gn, B = BnPn−1, A = Gn−1 and Q = Q̂1,n−1 we have
Ĝ
−1
1,n BnPn−1 = Ĝ−11,n BnPn−1P̂1,n−1 + T−11,n Q̂1,n−1. (4.7)
Additionally, applying the formula (4.4) we come to
Ĝ
−1
1,n BnQn−1 = Ĝ−11,n BnTnT−1n Qn−1 = Ĝ−11,n BnTnQnT−1n Qn−1
= Ĝ−11,n (An + BnTnQn)QnT−1n Qn−1 = Ĝ−11,n GnQnT−1n Qn−1
= P̂1,nT−1n Qn−1.
Hence,
Ĝ
−1
1,n BnQn−1 = P̂1,nT−1n Qn−1. (4.8)
By (4.6) and taking into account (4.7) and (4.8), we obtain the relation (4.5). Lemma 4.3 is proved. 
We are now in the position of using the decomposition technique for index-2 LIDEs. Observing that
Rm = imQn ⊕ im PnP̂1,n ⊕ im PnQ̂1,n,
we can decompose the solution xn+1 of the index-2 LIDE (1.1) into
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xn+1 = Qnxn+1 + PnP̂1,nxn+1 + PnQ̂1,nxn+1 =: wn+1 + un+1 + Pnvn+1. (4.9)
Scaling the index-2 LIDE (1.1) by Ĝ
−1
1,n and applying Eqs. (4.4) and (4.5) we obtain
P̂1,nPnxn+1 = Ĝ−11,n BnPn−1P̂1,n−1xn + T−11,n Q̂1,n−1xn + P̂1,nT−1n Qn−1xn + Ĝ−11,n qn. (4.10)
From (4.2) we have (I − P̂1,n)Qn = 0, or P̂1,nQn = Qn which implies PnP̂1,nQn = 0. On the other hand,
observing that
Q̂1,nT
−1
1,n Q̂1,n−1 = T−11,n Q̂1,n−1, T−1n Qn−1 = QnT−1n Qn−1, (4.11)
it yields
PnP̂1,nP̂1,nPn = PnP̂1,n(Pn + Qn) = PnP̂1,n, PnP̂1,nT−11,n Q̂1,n−1 = PnP̂1,nQ̂1,nT−11,n Q̂1,n−1 = 0,
and
PnP̂1,nP̂1,nT
−1
n Qn−1 = PnP̂1,nQnT−1n Qn−1 = 0.
Thus, we come to the following relations
PnP̂1,nP̂1,nPn = PnP̂1,n, PnP̂1,nT−11,n Q̂1,n−1 = 0, PnP̂1,nP̂1,nT−1n Qn−1 = 0. (4.12)
Using the relation (4.2) once again and Eq. (4.11), we see that
QnP̂1,nP̂1,nPn = QnP̂1,nPn = Qn(I − Q̂1,n)Pn = −QnQ̂1,n(I − Qn) = −QnQ̂1,n,
and
QnP̂1,nT
−1
1,n Q̂1,n−1 = QnP̂1,nQ̂1,nT−11,n Q̂1,n−1 = 0,
QnP̂1,nP̂1,nT
−1
n Qn−1 = QnP̂1,nQnT−1n Qn−1 = Qn(I − Q̂1,n)QnT−1n Qn−1 = T−1n Qn−1.
Hence,
QnP̂1,nP̂1,nPn = −QnQ̂1,n, QnP̂1,nT−11,n Q̂1,n−1 = 0, QnP̂1,nP̂1,nT−1n Qn−1 = T−1n Qn−1. (4.13)
Noting that (4.3) can be rewritten as
Q̂1,nĜ
−1
1,n BnPn−1 = T−11,n Q̂1,n−1,
it follows
Q̂1,nĜ
−1
1,n BnPn−1P̂1,n−1 = 0. (4.14)
Fromthedecomposition (4.9) andapplyingEqs. (4.11)–(4.14),wesee thatEq. (4.10) canbedecoupled
into three parts when multiplying it by PnP̂1,n, QnP̂1,n and Q̂1,n, respectively⎧⎪⎨⎪⎩
un+1 = PnP̂1,nĜ−11,n Bnun + PnP̂1,nĜ−11,n qn,
−Qnvn+1 = QnP̂1,nĜ−11,n Bnun + T−1n wn + QnP̂1,nĜ−11,n qn,
0 = T−11,n vn + Q̂1,nĜ−11,n qn.
Using Eq. (4.14) once more, we can rewrite the above system as follows⎧⎪⎨⎪⎩
un+1 = PnĜ−11,n Bnun + PnP̂1,nĜ−11,n qn,
vn = −T1,nQ̂1,nĜ−11,n qn,
wn = −TnQnvn+1 − TnQnĜ−11,n Bnun − TnQnP̂1,nĜ−11,n qn
(4.15)
for n 0.
The ﬁrst equation of (4.15) is an ordinary difference equation, called an inherent regular ordinary
difference equation of the index-2 LIDE (1.1), and it can be solved by induction if u0 is given. We set up
an initial condition
P0P̂1,0(x0 − x0) = 0, (4.16)
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which says that u0 = P−1P̂1,−1x0 = P0P̂1,0x0 = P0P̂1,0x0. Therefore, we can solve un and substitute it
into the last equation of (4.15) to get wn. Hence, we obtain xn by using (4.9).
Remark 4.4. im Pn−1P̂1,n−1 is an invariant subspace of the ordinary difference equation (4.15) in the
sense:
if u0 ∈ im P−1P̂1,−1 = im P0P̂1,0, then un = Pn−1P̂1,n−1un for all n 0.
Moreover, Eq. (4.15) also leads to vn = Q̂1,n−1vn and wn = Qn−1wn for all n 0, respectively.
We are now interested in the case of a homogeneous equation (1.1)
Anxn+1 = Bnxn, n 0.
Using (4.15) we have⎧⎪⎨⎪⎩
un+1 = PnĜ−11,n Bnun,
vn = 0,
wn = −TnQnĜ−11,n Bnun,
n 0. (4.17)
Recalling xn = Pn−1P̂1,n−1xn + Qn−1xn + Pn−1Q̂1,n−1xn = un + wn + Pn−1vn for all n 0 implies
that
xn+1 = ΠnĜ−11,n BnPn−1P̂1,n−1xn, n 0, (4.18)
here
Πn := (I − Tn+1Qn+1Ĝ−11,n+1Bn+1)PnP̂1,n. (4.19)
Next, we observe that
Pn−1P̂1,n−1Πn−1 = Pn−1P̂1,n−1(I − TnQnĜ−11,n Bn)Pn−1P̂1,n−1
= Pn−1P̂1,n−1Pn−1P̂1,n−1 − Pn−1P̂1,n−1Qn−1TnQnĜ−11,n BnPn−1P̂1,n−1
= Pn−1P̂1,n−1 − Pn−1Qn−1TnQnĜ−11,n BnPn−1P̂1,n−1
= Pn−1P̂1,n−1.
Hence,
Pn−1P̂1,n−1Πn−1 = Pn−1P̂1,n−1. (4.20)
This relation implies that
Π2n−1 = (I − TnQnĜ−11,n Bn)Pn−1P̂1,n−1Πn−1 = Πn−1,
i.e., Πn−1 is a projection. In addition, it is easy to verify that
ΠnĜ
−1
1,n BnPn−1P̂1,n−1Πn−1 = ΠnĜ−11,n BnPn−1P̂1,n−1 = ΠnĜ−11,n BnPn−1 = ΠnĜ−11,n Bn. (4.21)
From the relations (4.19) and (4.20), we see that
kerΠn−1 = ker Pn−1P̂1,n−1. (4.22)
Now, let x ∈ ker Pn−1P̂1,n−1, i.e., Pn−1P̂1,n−1x = 0. We write x as
x = P̂1,n−1x + Q̂1,n−1x.
Obviously, Q̂1,n−1x lies in N1,n−1 because Q̂1,n−1 is a projection onto N1,n−1. Further, since Pn−1P̂1,n−1x= 0, it follows that
P̂1,n−1x = (Pn−1 + Qn−1)̂P1,n−1x = Qn−1P̂1,n−1x ∈ Nn−1.
Therefore,
N.H. Du et al. / Linear Algebra and its Applications 434 (2011) 394–414 403
ker Pn−1P̂1,n−1 ⊆ Nn−1 + N1,n−1.
Conversely, for arbitrary x = y + z ∈ Nn−1 + N1,n−1, we see that Pn−1P̂1,n−1x = Pn−1P̂1,n−1Qn−1y +
Pn−1P̂1,n−1Q̂1,n−1z = 0. Thus,
Nn−1 + N1,n−1 ⊆ ker Pn−1P̂1,n−1,
which yields that
ker Pn−1P̂1,n−1 = Nn−1 + N1,n−1.
On the other hand, let x ∈ Nn−1 ∩ N1,n−1 be arbitrary, it yields Qn−1x = x and Q̂1,n−1x = x. Taking
into account (4.2), we get
x = Q̂1,n−1x = Q̂1,n−1Qn−1x = 0,
which says
Nn−1 ∩ N1,n−1 = {0}.
This leads to the following equality
ker Pn−1P̂1,n−1 = Nn−1 ⊕ N1,n−1.
Combining the above equality with (4.22), we obtain
kerΠn−1 = Nn−1 ⊕ N1,n−1. (4.23)
Applying Corollary 3.2, we have that
dim(imΠn−1) = m − dim(kerΠn−1) = m − dim(Nn−1 ⊕ N1,n−1)
= m − dimNn−1 − dim(Nn−2 ∩ Sn−1).
Thus, we come to the conclusion that
dim(imΠn−1) = m − dimNn−1 − dim(Nn−2 ∩ Sn−1).
We have two useful lemmas as follows.
Lemma 4.5. There exist three vectors xn, xn+1, xn+2 ∈ Rm satisfying{
Anxn+1 = Bnxn,
An+1xn+2 = Bn+1xn+1 (4.24)
if and only if xn ∈ imΠn−1.
Proof. Firstly, suppose there are three vectors xn, xn+1 and xn+2 in Rm satisfying (4.24). By virtue of
Eqs. (4.17) and (4.19) we obtain
xn = un + wn = (I − TnQnĜ−11,n Bn)un = (I − TnQnĜ−11,n Bn)Pn−1P̂1,n−1un = Πn−1un,
which implies xn ∈ imΠn−1.
Now, let xn ∈ imΠn−1, i.e., there exists a vector ξ ∈ Rm such that xn = Πn−1ξ . Put
xn+1 := ΠnĜ−11,n Bnξ ; xn+2 := Πn+1Ĝ−11,n+1Bn+1ΠnĜ−11,n Bnξ.
Applying the formulae (4.18) and (4.21) we see that
Anxn+1 = AnΠnĜ−11,n Bnξ by (4.21)= AnΠnĜ−11,n BnPn−1P̂1,n−1Πn−1ξ by (4.18)= BnΠn−1ξ = Bnxn.
Similarly,
An+1xn+2 = Bn+1xn+1.
The proof of lemma is completed. 
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Lemma 4.6. The matrices Πn−1 and ΠnĜ−11,n Bn are independent of the choice of Qn, Tn and T1,n.
Proof. Let T˜n be another transformation satisfying T˜n|ker An to be an isomorphism from ker An onto
ker An−1 and Q˜n be another projection onto ker An.Denote G˜n := An + BnT˜nQ˜n. Let ̂˜Q1,n be a projection
onto ker G˜n along S1,n+1, T˜1,n|ker G˜n denotes an isomorphism from ker G˜n onto ker G˜n−1 and put̂˜G1,n := G˜n + BnP˜n−1T˜1,n̂˜Q1,n, Π˜n−1 := (I − T˜nQ˜n̂˜G−1n Bn)˜Pn−1̂˜P1,n−1.
By Lemma 4.5, it follows that imΠn−1 does not depend on the choice of Qn, Tn and T1,n.Hence, we
only need to show that kerΠn−1 is independent of the choice of Qn, Tn and T1,n. Thanks to Eq. (4.23),
it is equivalent to prove that
ker An−1 ⊕ ker Gn−1 = ker An−1 ⊕ ker G˜n−1.
Let x ∈ ker Gn−1 be arbitrary. Using the formula (3.3) in Lemma 3.3 we have
(˜Pn−1 + T˜−1n−1Tn−1Qn−1)x ∈ ker G˜n−1.
Observe that
x = (I − P˜n−1 − T˜−1n−1Tn−1Qn−1)x + (˜Pn−1 + T˜−1n−1Tn−1Qn−1)x
= (Q˜n−1x − T˜−1n−1Tn−1Qn−1x) + (˜Pn−1 + T˜−1n−1Tn−1Qn−1)x.
Further, it is clear that An−1Q˜n−1x = 0 and An−1T˜−1n−1Tn−1Qn−1x = 0, i.e., Q˜n−1x − T˜−1n−1Tn−1Qn−1x ∈
ker An−1. Thus, ker Gn−1 ⊆ ker An−1 ⊕ ker G˜n−1, which follows that
ker An−1 ⊕ ker Gn−1 ⊆ ker An−1 ⊕ ker G˜n−1.
Similarly, we obtain the inverse inclusion. Therefore,
ker An−1 ⊕ ker Gn−1 = ker An−1 ⊕ ker G˜n−1.
We show that ΠnĜ
−1
1,n
̂˜G1,n = Π˜n. Indeed, we have
ΠnĜ
−1
1,n
̂˜G1,n = ΠnĜ−11,n (An + BnT˜nQ˜n + BnP˜n−1T˜1,n̂˜Q1,n)
= ΠnĜ−11,n An + ΠnĜ−11,n BnQn−1T˜nQ˜n
+ΠnĜ−11,n BnPn−1P̂1,n−1P˜n−1̂˜Q1,n−1T˜1,n̂˜Q1,n.
From (4.4) it implies ΠnĜ
−1
1,n An = ΠnP̂1,nPn = Πn. On the other hand, multiplying both sides of (4.8)
by Πn, it yields
ΠnĜ
−1
1,n BnQn−1 = ΠnP̂1,nT−1n Qn−1 = ΠnPnP̂1,nP̂1,nT−1n Qn−1
= ΠnPn(I − Q̂1,n)QnT−1n Qn−1 = 0.
Since im Q˜n−1 = ker An−1 ⊆ ker Pn−1P̂1,n−1 and im ̂˜Q1,n−1 = ker G˜n−1 ⊆ ker Pn−1P̂1,n−1, it follows
that
Pn−1P̂1,n−1P˜n−1̂˜Q1,n−1 = Pn−1P̂1,n−1(I − Q˜n−1)̂˜Q1,n−1 = 0.
Therefore,we come to the relationΠnĜ
−1
1,n
̂˜G1,n = Πn, or equivalently,ΠnĜ−11,n ̂˜G1,n = Π˜n, i.e.,ΠnĜ−11,n =
Π˜n
̂˜G−11,n . Thus, ΠnĜ−11,n Bn does not depend on the choice of Qn, Tn and T1,n. Lemma 4.6 is proved. 
Summing up, we obtain the main result of this paper.
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Theorem 4.7. Let the LIDE (1.1) be of index-2. Then, the following assertions hold.
(i) The subspace imΠn−1 describes the solution space of the homogeneous equation. Moreover, the
solution space imΠn−1 is a proper subspace of Sn and
dim(imΠn−1) = m − dimNn−1 − dim(Nn−2 ∩ Sn−1).
(ii) The IVP (1.1) and (4.16) has a unique solution
xn = Πn−1un + TnQnT1,n+1Q̂1,n+1Ĝ−11,n+1qn+1
−TnQnP̂1,nĜ−11,n qn − Pn−1T1,nQ̂1,nĜ−11,n qn, n 0, (4.25)
where {un} is a solution of the IVP for the inherent regular ordinary difference equation of the index-2
LIDE (1.1)
un+1 = PnĜ−11,n Bnun + PnP̂1,nĜ−11,n qn
and
u0 = u0 := P0P̂1,0x0.
5. MET theorem for index-2 LIDEs
In this section, we apply ideas mentioned in Section 3 and Section 4 to study the cocycle property
of the solutions and the Lyapunov spectrum for real noise index-2 LIDEs. Let (Ω ,F , P) be a probability
space satisfying the normal conditions (cf. [10]) and let θ : (Ω ,F , P) → (Ω ,F , P) be a P-preserving
transformation. Giving two random variables A(·) and B(·) valued in the space ofm × m-matrices, we
consider the equation{
A(θnω)xn+1(ω) = B(θnω)xn(ω), n = 0,±1,±2, . . . ,
x0 = x ∈ Rm a.s., (5.1)
where θn = θ ◦ θn−1.
5.1. Solutions of (5.1) for n  0
Henceforth, we assume that rank A(ω) = r for P-a.s. ω ∈ Ω where r (1 r m − 1) is a nonran-
dom constant. Denote N(ω) := ker A(ω). Let Q(ω) be a measurable projection onto N(ω) and T(ω)
be a random variable with values in GL(Rm) such that T(ω)|N(ω) is an isomorphism from N(ω) onto
N(θ−1ω) for all ω ∈ Ω . We can give such a projector Q(ω) and such a T(ω) by the following way: let
matrix A(ω)with a constant rank A(ω) ≡ r possess a singular value decomposition
A(ω) = U(ω)Σ(ω)V(ω),
where U(ω), V(ω) are orthogonal matrices and Σ(ω) is a diagonal matrix with singular values
σ1(ω) σ2(ω) · · · σr(ω) > 0 on its main diagonal. Since A(ω) is measurable, on the above de-
composition of A(ω) we can choose the matrix V(ω) to be measurable (see the proof of Lemma 3 in
[9]). Hence, we can put Q(ω) = V(ω)diag(O, Im−r)V(ω) and T(ω) = V(θ−1ω)V(ω).
Let P(ω) := I − Q(ω) and
S(ω) := {z : B(ω)z ∈ im A(ω)}, G(ω) := A(ω) + B(ω)T(ω)Q(ω).
Wearegoing todeﬁnean index-2 tractable concept for Eq. (5.1)withn 0. For this purpose, suppose
that G(ω) is singular with probability 1. Denote
N1,0(ω) := ker G(ω), S1,0(ω) := {z ∈ Rm : B(ω)P(θ−1ω)z ∈ im G(ω)}.
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Deﬁnition 3.4 for Eq. (5.1) with n 0 is now read as follows: the LIDE (5.1) is said to be index-2
tractable if
dim(N(θ−1ω) ∩ S(ω)) = m − s(1 sm − 1), N1,0(θ−1ω) ∩ S1,0(ω) = {0}
for a.s. ω ∈ Ω .
We remark that rank G(ω) ≡ s for a.s. ω ∈ Ω . Let Q̂1,0(ω) be a projection onto N1,0(ω) along
S1,0(θω). By (4.1) it is seen that Q̂1,0(ω) is measurable. Put P̂1,0 := I − Q̂1,0. We also introduce for Eq
(5.1) a random variable T1,0 with value in GL(R
m) such that T1,0(ω)|N1,0(ω) is an isomorphism between
N1,0(ω) and N1,0(θ
−1ω), and denote
Ĝ1,0(ω) := G(ω) + B(ω)P(θ−1ω)T1,0(ω)Q̂1,0(ω).
For the sake of simplicity we put
An(ω) = A(θnω), Bn(ω) = B(θnω) and so on.
With these notations, Eq. (5.1) for n 0 can be rewritten as the form{
An(ω)xn+1(ω) = Bn(ω)xn(ω), n = 0, 1, . . . ,
x0 = x ∈ Rm a.s. (5.2)
Applying the solution expression formula (4.18) and paying attention on Eq. (4.21), we obtain that
the IVP (5.2) has a unique solution
xn(ω) = Πn−1
⎛⎝ 0∏
i=n−1
Ĝ
−1
1,i Bi
⎞⎠ (ω)x, n = 1, 2, . . . , x0(ω) = x (5.3)
provided x ∈ imΠ−1 with probability 1.
5.2. Solution of (5.1) for n < 0.
In this case, Eq. (5.1) turns into the difference equation{
Bn(ω)xn(ω) = An(ω)xn+1(ω), n = −1,−2, . . . ,
x0 = x ∈ Rm a.s. (5.4)
For (5.4), we suppose that rank B(ω) = k for P-a.s. ω ∈ Ω where k (1 km − 1) is a nonrandom
constant. Denote
N(ω) := ker B(ω), S(ω) := {z ∈ Rm : A(ω)z ∈ im B(ω)},
G(ω) := B(ω) + A(ω)T(ω)Q(ω), N1,0(ω) := ker G(ω),
S1,0(ω) := {z ∈ Rm : A(ω)P(θω)z ∈ im G(ω)},
where Q(ω) is a measurable projection onto N(ω), P := I − Q , and T is a random variable with value
in GL(Rm) such that T(ω)|N(ω) is an isomorphism from N(ω) onto N(θω).We also assume that G(ω)
is singular with probability 1. Let Eq. (5.4) be index-2 tractable, i.e.,
dim
(
N(θω) ∩ S(ω)
)
= m − t (1 t m − 1), N1,0(θω) ∩ S1,0(ω) = {0}
for a.s. ω ∈ Ω . Let Q̂1,0(ω) be a projection onto N1,0(ω) along S1,0(θ−1ω), P̂1,0 := I − Q̂1,0 and
T1,0 ∈ GL(Rm) be a random variable such that T1,0(ω)|N1,0(ω) is an isomorphism between N1,0(ω)
and N1,0(θω). We set
Ĝ1,0(ω) := G(ω) + A(ω)P(θω)T1,0(ω)Q̂1,0(ω).
By the same argument as in the case n 0 (cf. (5.3)), we can easily obtain the unique solution of (5.4)
given by
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xn(ω) = Πn
⎛⎝−1∏
i=n
Ĝ
−1
1,i Ai
⎞⎠ (ω)x, n = −1,−2, . . . , x0(ω) = x, (5.5)
provided that x ∈ imΠ0 with probability 1, where Πn = (I − Tn−1Qn−1Ĝ−11,n−1An−1)PnP̂1,n.
Remark 5.1. In Sections 5.3 and 5.4,
1. if G(ω) (resp. G(ω)) is nonsingular but A(ω) (resp. B(ω)) is singular with a probability 1 thenwe
obtain the index-1 concept for n 0 dealt with in [4] (resp. for n < 0). In this case we choose
Q̂1,0(ω) = 0 (resp. Q̂1,0(ω) = 0);
2. if A(ω) (resp. B(ω)) is nonsingular with probability 1, we say the system (5.1) to be index-0 for
n 0 (resp. n < 0). In this case we take
Q(ω) = 0, Q̂1,0(ω) = 0 (resp. Q(ω) = 0, Q̂1,0(ω) = 0).
Thus, in a generalized sense, we can consider the index-0 and index-1 are special cases of the index-2.
In what follows, assume that Eq. (5.1) is index-2 tractable in the generalized sense.
5.3. Cocycle property of the solutions
The following lemma plays an important role in investigating cocycle property of the solutions
of (5.1).
Lemma 5.2. The projections Π−1 and Π0 commute, i.e.,
Π−1Π0 = Π0Π−1
with probability 1.
Proof. Let x ∈ ker B0. Putting x0 := x, x1 := 0, x2 := 0 we have{
A0x1 = B0x0,
A1x2 = B1x1.
By virtue of Lemma 4.5, it follows that x ∈ imΠ−1. This leads to
ker B0 ⊆ imΠ−1. (5.6)
On theotherhand, suppose that x ∈ ker G0, then (B0 + A0T0Q0)x = 0,or equivalently,A0(−T0Q0x) =
B0x. Further, B1T0Q0 = B1Q1T0Q0 = 0 which implies B1(−T0Q0x) = 0. Putting x0 := x, x1 :=−T0Q0x, x2 := 0 we get{
A0x1 = B0x0,
A1x2 = B1x1.
Using Lemma 4.5 once more, we come to the conclusion that x ∈ imΠ−1. Therefore, we obtain the
following inclusion
ker G0 ⊆ imΠ−1. (5.7)
Combining the inclusions (5.6) and (5.7), and using the fact kerΠ0 = ker B0 ⊕ ker G0,we have
kerΠ0 ⊆ imΠ−1.
From the above inclusion it is now straightforward to get the following equality
(I − Π−1)(I − Π0) = 0.
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Analogously,
(I − Π0)(I − Π−1) = 0.
Thus, the projections Π−1 and Π0 commute with probability 1. 
Next, we deﬁne
Φ(n,ω) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Πn−1
(∏0
i=n−1 Ĝ−11,i Bi
)
Π0(ω), if n > 0,
Π−1Π0(ω), if n = 0,
Πn
(∏−1
i=n Ĝ
−1
1,i Ai
)
Π−1(ω), if n < 0.
(5.8)
Denote xn(ω; x¯(ω)) the solution of (5.1) satisfying x0(ω; x¯(ω)) = x¯(ω). By virtue of (4.21) it follows
that
Φ(n,ω)x = Πn−1
⎛⎝ 0∏
i=n−1
Ĝ
−1
1,i Bi
⎞⎠Π0(ω)x = Πn−1
⎛⎝ 0∏
i=n−1
Ĝ
−1
1,i Bi
⎞⎠Π−1Π0(ω)x if n > 0,
Φ(n,ω)x = Πn
⎛⎝−1∏
i=n
Ĝ
−1
1,i Ai
⎞⎠Π−1(ω) = Πn
⎛⎝−1∏
i=n
Ĝ
−1
1,i Ai
⎞⎠Π0Π−1(ω)x if n < 0.
Therefore, by mean of the formulae (5.3) and (5.5) we get
xn(ω; x¯(ω)) = Φ(n,ω)x with x¯(ω) = (Π−1Π0)(ω)x.
Hence, for all x ∈ Rm we have{
An(·)Φ(n + 1, ·)x = BnΦ(n, ·)x,
An+1(·)Φ(n + 2, ·)x = Bn+1Φ(n + 1, ·)x.
Lemma 4.5 ensures that
Φ(n, ·)x ∈ imΠn−1 for all x ∈ Rm, n = 0,±1,±2, . . .
Consequently,
Πn−1(·)Φ(n, ·) = Φ(n, ·), n = 0,±1,±2, . . .
Obviously, the same equalities for Πn are formed, i.e.,
Πn(·)Φ(n, ·) = Φ(n, ·), n = 0,±1,±2, . . .
Therefore, the relation (5.8) can be rewritten as
Φ(n,ω) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(∏0
i=n−1 ΠiĜ−11,i BiΠ i
)
(ω), if n > 0,
Π−1Π0(ω), if n = 0,(∏−1
i=n Π iĜ
−1
1,i AiΠi
)
(ω), if n < 0.
(5.9)
We are now in the position of giving a fundamental expression in random dynamical theory, called
cocycle property (see [2]):
Theorem 5.3. For any q, p ∈ Z the following relation holds
Φ(p + q,ω) = Φ(p, θqω)Φ(q,ω). (5.10)
Proof. If q, p 0 or q, p 0, using the fact (5.9) and properties of random matrix products, we can
easily obtain Eq. (5.10). Let q < 0 < p. Firstly, we show that
Φ(0,ω) = Φ(−1, θω)Φ(1,ω) for Pa.s. ω ∈ Ω.
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Indeed, it is worth mentioning that A0Φ(1,ω) = B0Φ(0,ω), Ĝ−11,0B0 = P̂1,0P0 (cf. (4.4)), and by deﬁ-
nition we get
Φ(−1, θω)Φ(1,ω) = Π0Ĝ−11,0A0Π0Φ(1,ω) = Π0Ĝ
−1
1,0A0Φ(1,ω) = Π0Ĝ
−1
1,0B0Φ(0,ω)
= Π0P̂1,0P0Φ(0,ω) = Π0Φ(0,ω) = Φ(0,ω).
Using this relation we see that
Φ(p, θqω)Φ(q,ω) = (Φ(p − 1, θq+1ω)Φ(1, θqω))(Φ(−1, θq+1ω)Φ(q + 1,ω))
= Φ(p − 1, θq+1ω)Φ(0, θq+1ω)Φ(q + 1,ω) = Φ(p − 1, θq+1ω)Φ(q + 1,ω).
Continuing this way, we obtainΦ(p, θqω)Φ(q,ω) = Φ(p + q,ω). The case q > 0 > p is proved sim-
ilarly. Theorem 5.3 is proved. 
5.4. Multiplicative ergodic theorem
This section is concernedwith Lyapunov exponents of solution of (5.1). Suppose that θ is an ergodic
transformation on (Ω ,F , P) and the following condition is satisﬁed
Hypotheses 5.4
ln ‖Π0Ĝ−11,0 B0Π0‖ ∈ L1(Ω ,F , P) and ln ‖Π0Ĝ
−1
1,0A0Π0‖ ∈ L1(Ω ,F , P). (5.11)
Noting that these assumptions are independent of the choice of T , T; Q , Q ; and T1,0, T1,0. Based on
the fact Φ(n) is the product of ergodic stationary matrices ΠnĜ
−1
1,n BnΠn for n > 0 and ΠnĜ
−1
1,n AnΠn
for n < 0, similar to the index-1 case (see [4] and therein references) we get
(i) Under the assumption (5.11), there exist the limits
lim
n→+∞(Φ(n,ω)
Φ(n,ω))1/2n =: 
(ω) and lim
n→−∞
(
Φ(n,ω)Φ(n,ω)
)1/2|n| =: 
(ω).
(ii) Let 0 < eλ1 < eλ2 < · · · < eλτ be the different nonzero eigenvalues of 
 and λ0 = −∞. We
denote U0 := ker
(ω), and Ui, i = 1, . . . , τ the eigenspaces with multipliers di := dim Ui
corresponding to the eigenvalues eλi . Then, τ ; di, λi, i = 1, . . . , τ are nonrandom constants.
Let Vk := U0 ⊕ U1 ⊕ · · · ⊕ Uk, k = 0, . . . , τ such that
{0} ⊂ V0 ⊂ V1 ⊂ · · · ⊂ Vτ = Rm
deﬁnes a ﬁltration of Rm. For each x ∈ Rm the Lyapunov exponent
λ(ω, x) = lim
n→+∞
1
n
ln ‖Φ(n,ω)x‖
exists and
λ(ω, x) = λk(ω) iff x ∈ (Vk \ Vk−1) (ω), k = 1, . . . , τ.
Further, λ(ω, x) = −∞ iff x ∈ V0. In addition, the spaces Vi are invariant in the sense
Φ(n,ω)Vi(ω) ⊂ Vi(θnω) for any n 0 and i = 0, . . . , τ.
(iii) A similar result can be formulated for the case n → −∞. That is, let 0 < eλτ < eλτ−1 < · · · <
eλ1 be the different nonzero eigenvalues of 
, and Uτ , . . . , U1 the corresponding eigenspaces
with multipliers d¯i := dim U i, i = τ , . . . , 1. Denote λτ+1 = −∞ and Uτ+1 := ker
(ω). Then
τ ; d¯i, λi, i = 1, . . . , τ are nonrandom constants. Let Vk = Uτ+1 ⊕ Uτ ⊕ · · · ⊕ Uk, k = τ +
1, . . . , 1, such that
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{0} ⊂ Vτ+1 ⊂ Vτ ⊂ · · · ⊂ V1 = Rm
deﬁnes another ﬁltration of Rm. For any x ∈ Rm the Lyapunov exponent
λ(ω, x) = lim
n→−∞
1
|n| ln ‖Φ(n,ω)x‖
exists. In this case, we have that
λ(ω, x) = λk(ω) iff x ∈ (Vk \ Vk+1)(ω), k = 1, . . . , τ ,
and
λ(ω, x) = −∞ iff x ∈ Vτ+1.
Moreover, the spaces V i are invariant in the sense
Φ(n,ω)V i(ω) ⊂ V i(θnω), n < 0, i = 1, . . . , τ + 1.
Now we come to the multiplicative ergodic theorem MET for index-2 LIDEs. The proof of this
theorem is omitted here due to lack of space, but is similar to the one in [4].
Theorem 5.5. Let the LIDE (5.1) be of generalized index-2 and suppose that
ln ‖Π0Ĝ−11,0 B0Π0‖, ln ‖Π0Ĝ
−1
1,0A0Π0‖ ∈ L1(Ω ,F , P).
Then,
(i) τ = τ , λi = −λi, di = d¯i for i = 1, . . . , τ and they are nonrandom numbers;
(ii) for any i = 1, . . . , τ , the set Vi ∩ V i is invariant;
(iii) there exist subspaces W0, . . . , Wτ such that W0 = V0 and
Rm = τ⊕
i=0
Wi, Wi ⊕ V0 = Vi ∩ V i, dimWi = di, i = 1, . . . , τ
and for any x ∈ Wi \ {0}
lim
n→±∞
1
n
ln ‖Φ(n,ω)x(ω)‖ = λi = lim
n→±∞
1
n
ln ‖xn (ω; x¯(ω)) ‖, i = 1, . . . , τ ,
where x¯ = Π−1Π0x.
6. Examples
Example 6.1. We consider LIDE
Anxn+1 = Bnxn + qn, (6.1)
where for n 0,
An :=
⎛⎝1 0 0n 1 0
0 0 0
⎞⎠ , Bn :=
⎛⎝ 1 −1 1−n2 0 n
−n − 1 1 0
⎞⎠ , qn :=
⎛⎝1 − 2n0
2n
⎞⎠ .
It is easy to see that Nn = ker An = span{(0, 0, 1)}, Sn = span{(1, n + 1, 0), (0, 0, 1)} and
Qn =
⎛⎝0 0 00 0 0
0 0 1
⎞⎠
is a projection onto ker An for all n 0. Therefore, for any n 0 we have that Nn−1 ∩ Sn =
span{(0, 0, 1)}, i.e., dim(Nn−1 ∩ Sn) = 1, n 0.
N.H. Du et al. / Linear Algebra and its Applications 434 (2011) 394–414 411
Next, we can choose
Tn =
⎛⎝1 0 00 1 0
0 0 1
⎞⎠ ,
to obtain
Gn := An + BnTnQn =
⎛⎝1 0 1n 1 n
0 0 0
⎞⎠ , N1,n = ker Gn = span{(−1, 0, 1)},
S1,n = span{(1, n + 1, 0), (0, 0, 1)}, and S1,n ∩ N1,n−1 = {0}, n 0.
Therefore, Eq. (6.1) is of index-2. Further,
Q̂1,n =
⎛⎜⎝ 1
−1
n+2 0
0 0 0
−1 1
n+2 0
⎞⎟⎠
is a projection onto ker Gn along S1,n+1. Let
T1,n =
⎛⎝1 0 00 1 0
0 0 1
⎞⎠ ,
simple calculation shows that
Ĝ1,n =
⎛⎜⎜⎝
2 − 1
n+2 1
n − n2 n2+n+2
n+2 n
−n − 1 n+1
n+2 0
⎞⎟⎟⎠ , Πn−1 =
⎛⎜⎝0
1
n+1 0
0 1 0
0 n
n+1 0
⎞⎟⎠ , n 1,
and
P−1P̂1,−1 =
⎛⎜⎝0 12 00 1 0
0 0 0
⎞⎟⎠ , Π−1 =
⎛⎜⎝0 12 00 1 0
0 0 0
⎞⎟⎠ .
Therefore, by (4.25) in Theorem 4.7 we obtain
xn = Πn−1un + TnQnT1,n+1Q̂1,n+1Ĝ−11,n+1qn+1
−TnQnP̂1,nĜ−11,n qn − Pn−1T1,nQ̂1,nĜ−11,n qn =
⎛⎝ 11 − n
n
⎞⎠ , n 1
and with u0 = P−1P̂1,−1x0, where x0 = (a, b, c) ∈ R3 we have
x0 = Π−1u0 + T0Q0T1,1Q̂1,1Ĝ−11,1 q1 − T0Q0P̂1,0Ĝ−11,0 q0 − P−1T1,0Q̂1,0Ĝ−11,0 q0 =
⎛⎜⎝ b2b
0
⎞⎟⎠ .
Example 6.2. We consider a stochastic differential algebraic equation
AdXt = BXtdt + CXtdWt, t ∈ R, X0 ∈ Rm, (6.2)
where A, B, C are m × m-constant matrices with det(A) = 0. In [11], author has investigated (6.2)
with the assumption that the deterministic part, i.e., the equation AdXt = BXtdt, is index-1 tractable.
However, as far aswe know, the general conditions on the existence of the solution for Cauchy problem
and how to solve (6.2) is still an open question. Using the explicit Euler method with stepsize τ we
obtain a difference equation
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AX(n+1)τ = (A + τB + ξnC)Xnτ , (6.3)
where ξn = W(n+1)τ − Wnτ . Since (ξn) is an i.i.d. sequence with the common distribution N(0, τ),
there exists a preserving-measure transformation θ such that ξn = ξ0(θn). Thus, the equation (6.3) is
an example of (5.1).
Let
A =
⎛⎝1 0 01 1 0
0 0 0
⎞⎠ ; B =
⎛⎝ 1 −1 1−1 0 1
−2 0 0
⎞⎠ ; C =
⎛⎝ 3 −1 11 1 1
−2 1 0
⎞⎠ .
For the case n 0 we choose
Q := Qn =
⎛⎝0 0 00 0 0
0 0 1
⎞⎠
to be a projection onto ker An and Tn = I. By direct calculation we have
Gn = An + BnTnQn = A + BnQ =
⎛⎝1 0 τ + ξn1 1 τ + ξn
0 0 0
⎞⎠ .
It is clear ker Gn = span{(τ + ξn, 0,−1)}. Thus, choosing
T1,n = diag
(
τ + ξn−1
τ + ξn , 1, 1
)
and Q1,n =
(
0 0 −(τ + ξn)
0 0 0
0 0 1
)
, we see that Eq. (6.3) is index-2 tractable. Further,
Q̂1,n−1 =
⎛⎜⎜⎝
1 − 1
2
ξn
τ+ξn 0
0 0 0
− 1
τ+ξn−1
1
2
ξn
(τ+ξn)(τ+ξn−1) 0
⎞⎟⎟⎠ ,
and
Πn−1 =
⎛⎝0 an−1 00 1 0
0 bn−1 0
⎞⎠ , ΠnĜ−11,n Bn = (τ + ξn + 1)
⎛⎝0 an 00 1 0
0 bn 0
⎞⎠ , (6.4)
where
an= 1
2
ξn+1
τ + ξn+1 , bn=
τ
2
(−ξ2n+1 + 3τξn+1 + 3τξn+2 + 2τ 2 + 5ξn+2ξn+1 − ξn+1 + ξn+2)
(τ + ξn+1)2(τ + ξn+2) .
Hence, the cocycle Φ(n,ω) is
Φ(n,ω) = ΠnĜ−11,n (ω)Bn(ω)
n−1∏
i=0
(τ + 1 + ξi(ω)) . (6.5)
Since (ξn) is an i.i.d. sequence with the common distribution N(0, τ) and taking into account (6.4), we
get that ΠnĜ
−1
1,n (ω)Bn(ω) is a stationary sequence with
ln ‖ΠnĜ−11,n (ω)Bn(ω)‖ ∈ L1(Ω ,F , P).
Therefore,
lim
n→∞
1
n
ln ‖ΠnĜ−11,n Bn‖ = 0.
Applying the law of large numbers we have
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λ1 = E (ln |τ + 1 + ξ1|)
with
W0 = span{(1, 0, 0), (0, 0, 1)},
and
W1 = span{(0, 1, 0)}.
The backward equation, i.e., when n < 0, is of index-0. It is easy to obtain the formula forΦ(n,ω),
Φ(n)=
−1∏
i=n
(A + τB + ξi)−1AΠi =
−1∏
i=n
⎛⎜⎝0 0 00 11+τ+ξi 0
0 0 0
⎞⎟⎠
=
⎛⎝−1∏
i=n
(1 + τ + ξi)−1
⎞⎠⎛⎝0 0 00 1 0
0 0 0
⎞⎠ .
Thus, using the law of large number again, we obtain
lim
n→−∞
1
n
ln ‖Φ(n,ω)x‖ = λ1 for any 0 /= x ∈ W1.
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Appendix A. Some surveys on linear algebra
In this section, we survey some basic properties of linear algebra. Let (A, A, B) be a triple ofmatrices.
Suppose that rank A = rank A = r and T ∈ GL(Rm) is a transformation such that T|ker A is an isomor-
phism from ker A onto ker A. We can give a such operator T by the following way: let Q (resp. Q ) be a
projection onto ker A (resp. onto ker A); ﬁnd nonsingular matrices V and V such that Q = VQ (0)V−1
and Q = VQ (0)V−1 where Q (0) = diag(O, Im−r) with Ik to be the k × k-identity matrix; and ﬁnally
we obtain T by putting T =: VV−1.
Denote S := {x ∈ Rm : Bx ∈ im A} and P := I − Q .
Lemma A.1. The following assertions are equivalent
(i) the matrix G := A + BTQ is nonsingular;
(ii) Rm = ker A ⊕ S;
(iii) S ∩ ker A = {0}.
Proof. (i) → (ii) It is obvious
x = (I − TQG−1B)x + TQG−1Bx =: x1 + x2
for any x ∈ Rm. Since Q is a projection onto ker A and T|ker A is an isomorphism between ker A and
ker A, it follows that x2 belongs to ker A. Further,
Bx1 = B(I − TQG−1B)x = (B − BTQG−1B)x = (B − (G − A)G−1B)x
= (B − B + AG−1B)x = AG−1Bx ∈ im A,
i.e., x1 ∈ S. Thus, we obtain that Rm = ker A + S. It remains to show that ker A ∩ S = {0}. To this
end, let x ∈ S ∩ ker A, this means x ∈ S and x ∈ ker A. Since x ∈ S, there exists z ∈ Rm such that
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Bx = Az = APz and from x ∈ ker A, we have T−1x ∈ ker A. Therefore, T−1x = QT−1x. This relation
implies (A + BTQ)T−1x = (A + BTQ)Pz. Hence, it follows that T−1x = Pz. Thus, T−1x = 0 and then
x = 0. So, we come to the assertion (ii).
(ii) → (iii) This holds trivially by deﬁnition.
(iii) → (i) Letx ∈ Rm beavector such thatGx = 0, i.e.,BTQx = −Ax, This relation says thatTQx ∈ S.
On the other hand, TQx lies in ker A. Using the fact ker A ∩ S = {0}weobtain TQx = 0, orQx = 0which
yields Ax = 0. Therefore, x ∈ ker Q and x ∈ ker A. It implies that x = Qx = 0. Hence, G is nonsingular.
The proof of Lemma A.1 is completed. 
Lemma A.2. Suppose that the matrix G is nonsingular. Then, there hold the following relations:
(i) P = G−1A; (A.1)
(ii) G−1BTQ = Q; (A.2)
(iii) Q˜ := TQG−1B is a projection onto ker A along S;
(iv) if Q is a projection onto ker A,
G−1B = G−1BP + T−1Q (A.3)
with P := I − Q .
Proof
(i) Noting GP = (A + BTQ)P = AP = A, we get (A.1).
(ii) From BTQ = G − A and using the relation (A.1), we obtain G−1BTQ = I − P = Q . Thus, we have
(A.2).
(iii) By virtue of (A.2), Q˜2 = TQG−1BTQG−1B = TQQG−1B = TQG−1B = Q˜ . Further, since T|ker A is
an isomorphism from ker A onto ker A, it implies ATQG−1B = 0. Hence, Q˜ is a projection onto
ker A. On the other hand, from the proof of (iii) of LemmaA.1, it is the projection onto ker A along
S.
(iv) We have
G−1B = G−1BP + G−1BQ .
Since T−1Qx ∈ ker A for any x, it yields that
G−1BQ = G−1BTT−1Q = G−1(A + BTQ)QT−1Q = QT−1Q = T−1Q .
Hence, we come to Eq. (A.3). Lemma A.2 is proved. 
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