In this work, we propose an optimization approach for constructing various classes of circulant combinatorial designs that can be defined in terms of autocorrelations. The problem is formulated as a so-called feasibility problem having three sets, to which the DouglasRachford projection algorithm is applied. The approach is illustrated on three different classes of circulant combinatorial designs: circulant weighing matrices, D-optimal matrices, and Hadamard matrices with two circulant cores. Furthermore, we explicitly construct two new circulant weighing matrices, a CW (126, 64) and a CW (198, 100), whose existence was previously marked as unresolved in the most recent version of Strassler's table.
Introduction
The notion of autocorrelation associated with a finite sequence is a unifying concept that allows several classes of combinatorial designs of circulant type to be concisely described. Designs of this type can be represented in terms of circulant matrices formed from finite sequences whose autocorrelation coefficients satisfy certain constancy properties; such sequences are called complementary sequences. Examples of these designs include certain D-optimal matrices, Hadamard matrices and circulant weighing matrices amongst many other possibilities. A precise summary describing several of these designs, the associated sequences and their autocorrelation properties, can be found in [29, Table 1 ]. For an encyclopedic reference on autocorrelation properties and complementary sequences more generally, see [34, 35] , and for an authoritative reference on combinatorial designs, see [16] .
Many combinatorial designs can be defined as matrices of a given class which attain certain determinantal bounds. For instance, D-optimal and Hadamard matrices of a given order are precisely the {±1}-matrices whose determinant is maximal among all other such matrices of the same order [14, 28, 37] . For this reason, combinatorial designs arise in various fields where the determinantal bounds give rise to "best possible" or "optimal" objects. Specific applications include coding theory [2, 33] , quantum computing [23, 40] , wireless communication, cryptography and radar [24] . In many such applications, precise knowledge of the relevant combinatorial design is required.
In order to explicitly construct combinatorial designs of non-trivial orders, it is necessary to exploit underlying structure. Some possibilities include an appropriate group theoretic structure through which the mathematical analysis can proceed, or an efficient representation which is amenable to search algorithms such as metaheuristics. In this paper, we consider a novel approach closer in spirit to the latter. More precisely, we purpose the Douglas-Rachford algorithm (DRA) from continuous (convex) optimization as a search heuristic. In this context, the DRA is a deterministic algorithm which traverses the combinatorial search space and which can be described in terms of a fixed-point iteration built from nearest point projection operators. The critical feature of the DRA, which allows for its efficient implementation in this context, is that the autocorrelation function gives rise to a projection operator which can be efficiently computed. Although we will not touch further on it here, we note that there are several other works which consider application of the DRA to combinatorial problems, both from theoretical and experimental perspectives; see [6, 7, 8, 9, 12, 21, 25] .
The remainder of this paper is organized as follows. In Section 2, we recall the necessary background regarding the Douglas-Rachford algorithm as well as other key results needed in the sequel. In Section 3, we give our feasibility problem model for general combinatorial designs of circulant type before specializing it to circulant weighing matrices, D-optimal designs of circulant-type and double circulant core Hadamard matrices. Finally, in Section 4, we provide computation results to illustrate the potential of the approach. In addition, in Theorem 4.3, we provide two circulant weighing matrices, a CW (126, 64) and a CW (198, 100), whose existence was unresolved in the latest version of Strassler's 
Preliminaries

The Douglas-Rachford algorithm
Let C 1 , C 2 , . . . , C m be a collection of closed subsets in R n with nonempty intersection. The corresponding (m-set) feasibility problem is
Any feasibility problem of the form (1) can always be reformulated using Pierra's product-space reformulation [31] as an equivalent two set feasibility problem in the product Hilbert space
· · · ×R n . More precisely, the equivalence can be stated as
where the constraints C and D, both subsets of (R n ) m , are defined to be
The Douglas-Rachford algorithm is an iterative method designed to solve two set feasibility problems (i.e., (1) with m = 2) and thus the equivalence in (2) is crucial for its application to finitely many-set problems. Given two subsets A and B of a Hilbert space H, the algorithm can be compactly described as the fixed point iteration corresponding to the set-valued operator T A,B : H ⇒ H defined by
where P A : H ⇒ A denotes the (potentially set-valued) projector onto A defined by
and R A := 2P A − I denotes the reflector with respect to A. In other words, given an initial point x 0 ∈ H, the algorithm defines a sequence (x n ) ∞ n=0 according to
We remark that the set-valuedness of T A,B arises from the fact that nearest points to a nonconvex set need not be unique. In fact, the Motzkin-Bunt theorem states that (in finite dimensions) the class of sets having everywhere unique nearest points are precisely those which are nonempty, closed and convex [13, Theorem 9.2.5] .
In order to apply the Douglas-Rachford algorithm it is necessary to have an efficient method for computing the projectors onto the individual sets. For the product-space feasibility problem specified by (3) , this is the case whenever the projectors onto the underlying constraint sets in (1) can be efficiently computed. This is summarized in the following proposition. 
Having discussed implementability of the DRA, we now turn our attention to its behavior. Our first observation is the following corespondence between fixed points of the operator T A,B and points in A ∩ B. 
Proof. Indeed, if x ∈ T A,B x then (4) shows that there exist a ∈ P A (x) and b ∈ P B (2a − x) such that x = x + b − a. From the definition of the projectors onto A and B, it follows that a = b ∈ P A (x) ∩ P B (2a − x) ⊆ A ∩ B which proves the claim.
Consequently, if under appropriate condition, the DRA can be shown to converge to a fixed point, then it can be used to solve the feasibility problem. Unfortunately, for general combinatorial problems, there is no known unified framework which can be used to guarantee its convergence. Nevertheless, it is instructive to state the standard convergence results in the convex setting. Note that, in this case, both A and B have everywhere single-valued projectors, so the inclusions in (4) can be replaced with equality. 
While Fact 2.3 clearly fails to hold when the sets A and B are combinatorial in nature (except in trivial cases), it nevertheless serves as a good template for the expected behavior of the algorithm in non-convex settings. In particular, we see that it is not the sequence (x n ) ∞ n=1 itself which is of interest but rather its shadow ; the sequence (P A (x n )) ∞ n=1 . Implementation of the method is discussed in Algorithm 1. Since it is partly problem specific, we delay the discussion of the precise form of the stopping criteria used in Algorithm 1 until Section 4.
Algorithm 1: Implementation of the Douglas-Rachford algorithm.
Input: x 0 ∈ H n = 0; a 0 ∈ P A (x 0 ); while stopping criteria not satisfied do b n ∈ P B (2a n − x n ); x n+1 = x n + b n − a n ; a n+1 ∈ P A (x n+1 ); n = n + 1; end Output: a n ∈ H
Correlation and complementary
In this section we recall the definitions of the periodic correlation operator and complementary sequences before deriving a result which we use to formulate a necessary condition in the sequel. Before this, we start by recalling the Jacobi-Trudi identity.
Consider a vector of n variables denoted by x = (x 1 , x 2 , . . . , x n ). A polynomial is symmetric if it is invariant under every permutation of its variables. The k-th elementary symmetric polynomial of x, denoted σ k , is defined by
Every symmetric polynomial can be written uniquely as a polynomial in the elementary symmetric polynomials (see [32, Theorem 1.1.1]). The k-th power polynomial of x, denoted p k , is defined by
The relationship between the latter two objects is provided by the following identity.
Fact 2.4 (Jacobi-Trudi identity [32, p. 7] ). For each k = 1, 2, . . . , n, it holds that
The most important case of this identity for our purposes arises when k = 2, in which case it yields
Let ⋆ : R n × R n → R n denote the periodic correlation operator whose s-th entry is defined according to
where a = (a 0 , a 1 , . . . , a n−1 ) ∈ R n and b = (b 0 , b 1 , . . . , b n−1 ) ∈ R n are n-dimensional real vectors, and the indices in (7) understood modulo n. 
We note that the previous definition appears in [19, Definition 2] for sequences which are potentially complex-valued. Using the Jacobi-Trudi identity, we are able to deduce the following necessary condition for complementary sequences which shall be used in the next section.
Proposition 2.6 (A necessary condition for complementary sequences). Suppose that the collection of sequences {a
for constants ν 0 and
where p 1 is given by (5) .
Proof. Applying the Jacobi-Trudi identity (Fact 2.4), we deduce that
for all j ∈ {0, 1, . . . , m − 1}. Consequently,
The claimed result follows by a routine rearrangement, thus completing the proof.
Modelling Framework
In this section we explain how to model a general combinatorial design of circulant type as a three-set feasibility problem. More precisely, we consider designs belonging to the following class. 
which satisfy the following two conditions:
We remark that the notation "A" will be reserved for a finite subset of R which we refer to as the alphabet. In this work, we will be concerned with the alphabets {±1} and {0, ±1}. 
where the constraint sets are defined by
Remark 3.3 (Autocorrelation constraints in bit retrieval). In the special case that m = 1, the constraint C 3 appears in the formulation of the bit retrieval problem used in [21] . ♦ Remark 3.4 (Variants of C 1 ). Within our framework, the constraint set C 1 in (10a) can be easily modified so that the alphabet A set is different for each vector a j or even for each individual entries of the vectors a j . In this way, desired entries of a design can be fixed or avoided by choosing the corresponding alphabet sets to be singleton or to exclude certain values, respectively. ♦ satisfies Definition 3.1 precisely when it is a feasible point for Formulation 3.2. This equivalence is justified by the following proposition. 
Proof. This is an immediate consequence of Proposition 2.6.
In order for the feasibility problem defined by Formulation 3.2 to be computationally useful, it is necessary that the projectors onto the constraint sets in (10) can be efficiently computed. In what follows, we prove that this is indeed the case.
is the set of points (ā j ) m−1 j=0 ∈ (R n ) m which satisfy, for all j = 0, 1, . . . , m−1 and s = 0, 1, . . . , n−1,
Proof. Let a ∈ R. We observe that projector onto the set A is given by
Applying this result pointwise and using definition of the inner-product on (R n ) m , the result follows.
Proposition 3.7 (Projector onto C 2 ). Let (a 0 , a 1 , . . . , a m−1 ) ∈ (R n ) m and e = (1, 1, . . . , 1) ∈ R n . Then
Proof. The projection of any point a ∈ R n onto the hyperplane H j := a ∈ R n : e T a = α j is given by (see, for instance, [10, Example 3.21])
The definition of the inner-product on (R n ) m yields P C 2 (a j )
, from which the result follows.
Thus, implementation of the projectors given in Proposition 3.6 & 3.7, requires only vector arithmetic and finding the minimum of a finite set. From a computation perspective, the latter poses no problem when the alphabet, A, is small. We now turn our attention to describing the projector onto C 3 .
Let F : C n → C n denote the (unitary) discrete Fourier transform (DFT) , that is, the linear mapping defined for any a ∈ C n by
where ω := e 2πi/n is a primitive n-th root of unity. Let F −1 denote its inverse. In the following facts, both | · | and (·) 2 are understood in the pointwise sense, and (·) * denotes the (complex) conjugate of a complex number.
Fact 3.8 (Properties of the DFT).
Let a = (a 0 , a 1 , . . . , a n−1 ) ∈ C n .
(i) (Conjugate symmetry) a ∈ R n if and only if F(a) is conjugate symmetric, that is, In the following proposition, we denote the unit sphere in C m by
and we set
. . . ×F(R n ) where, due to Fact 3.8, the set F(R n ) is precisely the set of conjugate symmetric vectors in C n , i.e.,
where the set C 3 is given by
is given by the set of all points (ā j ) 
Proof. We first prove the claimed formula for P C 3 . To this end, note that
As the projector onto S for a point z ∈ C m is given by
applying (15) 
Next we prove (12) . We first note that since the Fourier transform, F, is a linear isometry on C n (Fact 3.8(iii)), the operator (F, . . . , F) is a linear isometry on (C n ) m with inverse given by (F, . . . , F) −1 = (F −1 , . . . , F −1 ). Thanks to [27, Lemma 3.21], we therefore have that
where
To complete the proof, it therefore suffices to show F(C 3 ) = C 3 . To this end, we observe that for a tuple (a j ) Remark 3.10 (Equation (13)). We emphasize that it is important to note that the projector onto C 3 is given by (13) for tuples (ā j ) m−1 j=0 contained in Y but not (C n ) m . ♦ We now provide three concrete examples of types of combinatorial designs which can be described in terms of the structure proposed in Formulation 3.2.
Circulant weighing matrices
Recall that a matrix W ∈ R n×n is said to be circulant if there is a vector w ∈ R n such that the rows of W are cyclic permutations of w (offset by their row index).
Definition 3.11 (Circulant weighing matrix). Let n, k ∈ N. A circulant weighing matrix of order n and weight k, denoted CW(n, k 2 ), is a circulant matrix W ∈ {0, ±1} n×n such that
where I ∈ R n×n denotes the identity matrix.
Since the matrix W is circulant, there exists a vector a ∈ {0, ±1} n such that W = c(a) where the mapping c : R n → R n×n maps a vector to an associated circulant matrix. For such a vector, the equality (17) is equivalent to a ⋆ a = (k 2 , 0, 0, . . . , 0).
Applying Proposition 3.5 (with m = 1), we therefore arrive at the following. 1, 1, −1, 1, 0, 1, 0, 1, 1, 0, 0, −1 ) defines a CW (13, 3 2 ) . Indeed, it verifies 12 s=0 a s = 3 and a ⋆ a = (9, 0, 0, 0, 0, 0, 0, 0, 0) . ♦ The class of circulant weighing matrices are of interest, in part, because they include all circulant Hadamard matrices (specially, a CW (n, k 2 ) is a circulant Hadamard matrix whenever n = k 2 and n = 0 mod 4). The existence of a CW matrices for a given order and weight is, in general, not resolved. Strassler's table, which originally appeared in 20 years ago in [36] , gives the existence status of CW (n, k 2 ) for n ≤ 200 and k ≤ 10. The table has been updated several times, but still contains open cases. The most up-to-date version known to the authors at the time of writing is contained in [38, Appendix A]. For other recent progress regarding CW matrices, see [39] . In Section 4.1 we solve two open cases by presenting two new circulant weighing matrices found with the DRA, namely, a CW (126, 8 2 ) and a CW (198, 10 2 ).
D-optimal designs of circulant type
Let n be an odd positive integer. Ehlich [22] showed that the determinant of a square matrix of order 2n having {±1} entries satisfies the bound
Such a matrix is said to be D-optimal if it has maximal determinant, that is, the aforementioned determinate bound is attained.
To construct a D-optimal matrix , it suffices to find two commuting square {±1}-matrices, A and B, of order n such that
where J ∈ R n×n denotes the matrix of all ones. A D-optimal matrix D of order 2n can then be constructed from the matrices A and B as follows
This construction, originally proposed by Ehlich [22] for the case in which A and B are circulant matrices, was later extended by Cohn [17] to the setting in which the matrices commute. The former case constitutes a special type of D-optimal designs known as D-optimal designs of circulant type.
Definition 3.14 (D-optimal design of circulant type). A D-optimal design of circulant type is a matrix D of order 2n given by (20) for a pair of circulant {±1}-matrices A and B of order n satisfying (19). When we wish to refer to the underlying matrices A and B explicitly (rather than D), we shall say that (A, B) is a D-optimal design of circulant type.
Let (A, B) be a D-optimal design of circulant type of order 2n. As in the previous subsection, since both matrices A and B are circulant, there exist vectors a, b ∈ {±1} n such that A = c(a) and B = c(b). For such vectors, (19) is equivalent to a ⋆ a + b ⋆ b = (2n, 2, 2, . . . , 2).
By applying Proposition 3.5 as before (now with m = 2), we deduce the following characterization. The existence of a D-optimal matrix for values n < 100 for which the Diophantine equation x 2 + y 2 = 4n − 2 has solutions has been resolved in the affirmative with the exception of n = 99; see [20] and [18, Table 1 ]. In other words, the first unresolved case of existence arises when n = 99.
Double circulant core Hadamard matrices
Let n be an odd positive integer. Recall that a Hadamard matrix of order n is a matrix H ∈ {±1} n×n such that
There are many equivalent characterization of Hadamard matrices. For instance, they are precisely the {±1}-matrices of maximal determinant [28, Chapter 2] . 
where A and B are circulant matrices of order n, and + and − are shorthand for +1 and −1, respectively.
We note that the two Hadamard matrices in (22) 
Denote A = c(a) and B = c(b) for vectors a, b ∈ {±1} n . It follows that (23) is equivalent to
Applying Proposition 3.5 as before, we deduce the following characterization. Proof. We note that as a direct consequence of Proposition 3.5, one has
from which (i)-(ii) follows. Condition (iii) is the same as (24) whose equivalence was already discussed before the statement of the proposition. 
Computational Results
In this section, we report the results of numerical experiments which demonstrate the performance of DR feasibility formulation (DRA). In Section 4.1, the formulation is used to construct two circulant weighing matrices, namely, a CW (126, 8 2 ) and a CW (198, 10 2 ). Until this work, the existence of these matrices was an open question. We implement the DRA, described in Algorithm 1, in Python 2.7 with the stopping criteria outlined in the following remark.
Remark 4.1 (stopping criteria). Let C := C 1 × C 2 × C 3 and D denote the product space sets in (3) and let ǫ > 0 denote a small real number. Further, let (x n ) denote a sequence generated by the DRA operator T D,C . Denoting p n = (q n , q n , q n ) := P D (x n ), we terminate the DRA when either a prespecified time limit is reached or the following condition is satisfied:
where we note that P C = (P C 1 , P C 2 , P C 3 ). Notice that, if this condition is satisfied and ǫ ≈ 0, then
In other words, we have Instances solved (out of 10) Figure 1 : Results for CW matrices (10 random initialization, 3600s time limit).
Once the stopping criteria in Remark 4.1 is satisfied, the resulting solution can be directly checked to see whether is conforms to Definition 3.1. Thus, whilst there may not be theory to guarantee that the DRA will convergence given enough time, if it does converge, then the question of whether or not the output is a circulant design can be easily answered.
Computational results for CW matrices are summarized in Figure 1 and detailed computational results are included in Appendix A. Results for D-optimal designs of circulant-type and Hadamard matrices with two circulant cores, respectively, can be found in Table 1 and Table 2 .
New circulant weighing matrices
In this section, we state and prove our main result regarding the existence of two circulant weighing matrices. Our approach makes use of the following construction which is a consequence of [4, Theorem 2.3] . Since this result appears without a proof in [5, Section 2], we show next how to derive it and give an explicit expression of the components of the constructed matrix in terms of the components of the original matrices. Theorem 4.2. Let n, k ∈ N with n odd. Let A and B be two CW (n, k 2 ) whose respective first rows, a and b, have disjoint support 1 . Then the circulant matrix c(w) is a CW (2n, 4k 2 ) where the vector w = (w 0 , w 1 , w 2 , . . . , w 2n−1 ) ∈ R 2n is given component-wise by
, if s is odd and s > n − 2.
(25)
Proof. Let G = x = 1, x, . . . , x 2n−1 be a cyclic group of order 2n generated by x, where x 2n = 1. Clearly, the element x n of the group G has order 2. 
Since A and B are CW (n, k 2 ), a direct verification using Proposition 3.12 shows that the circulant matrices defined by a and b, namely A := c( a) and B := c( b), are CW (2n, k 2 ). Let a, b ∈ R n be the vectors associated with the formal sums x n A(x 2 ) and x n B(x 2 ), respectively. Since
it follows that
The analogous expression holds for b. Consider now the circulant matrices A = c( a) and B = c( b) associated with the formal sums x n A(x 2 ) and x n B(x 2 ), respectively. Since a and b have disjoint support and n is odd, one can easily check that a, a, b, b have pairwise disjoint support. Therefore, all the assumptions of [4, Theorem 2.3] hold, and we deduce that the vector w ∈ R 2n associated with the formal sum
is such that the circulant matrix c(w) is CW (2n, 4k 2 ).
To conclude the proof, we just need to check that the components of w are given by (25) . Indeed, since w = a + a + b − b, the expression given by (25) follows from (26) and (27) . -1, 0,-1, 1, 1, 0, 0,-1, 1, 0, 0, 0, 1, 1,-1, 0,-1, 0,-1,-1, 1, 1,-1] , and, consequently, the vector w defines a CW (126, 8 2 ) .
Similarly, using the DRA, the following CW (99, -1,-1, 0, 1, 1, 0, 1, 1, 0,-1,-1, 0,-1, 0, 0, 0, 1, 0, 1,-1, 0, 1, 0, 0, 0, 1, 0,-1, 1, 0, 1, 1 1, 0, 1, -1, -1, 1, 0, 1, -1, 0, 0, 1, 0, 0, -1, 0, -1, -1, 1, 1, 0, 1, 1, 0 A Detailed results for CW matrices 
