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both managers and developers. Therefore, practitioners should consider introducing methods
for utilizing software usage data in their development practices.
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A Sources of the semi-structured literature review
1 Introduction
Modern software systems are complex and the users of these systems have varying needs,
competencies, and ways of making use of the software. According to the Pareto principle,
also known as the 80-20 rule, 20% of the input produces 80% of the output [1]. By looking
at this principle from the software development perspective, one might hypothesize that
20% of software system’s features provide 80% of the value for the end-user.
The process of developing and maintaining modern software products creates a lot of
data, including version control histories, build pass rates, feedback, bug reports, and real
usage data. This data can be utilized in a variety of ways, for example, by combining it
into visualizations to enable understanding the project’s state at a glance [2, 3]. Often,
however, even if there is a large amount of data available, it may be left unutilized.
To begin unleashing the power of the data, software practitioners have begun utilizing
software analytics (SA). SA aims at increasing both the managers’ and the developers’
understanding of the software system by systematically condensing these large volumes
of data into insightful and actionable metrics. Via these metrics, the development and
maintenance efforts can be more efficiently targeted in a data-driven manner, instead
of relying on intuition and speculation. Doing so is of high importance, since software
development is an inherently expensive process. Misplacing the limited resources can lead
to major repercussions from worsened customer satisfaction to project failure.
In this thesis, we investigate how SA can be integrated into the software development
workflow of an agile software development team. The research approach is twofold. Firstly,
we conduct a semi-structured literature review to learn about the methods and use cases for
utilizing software usage data. Secondly, we conduct a case study to learn how developers
and managers of an agile software development team utilize software usage data in their
day-to-day work and to learn how they experience methods for utilizing software usage
data.
This thesis is structured as follows. We begin in Chapter 2 by taking a look at relevant
background literature. Next in Chapter 3, the research methodology to be used in this
thesis is unfolded. In Chapter 4 the results of the semi-structured literature review are
presented and their validity is evaluated. Continuing in Chapter 5, the results of the case
study are presented, and their validity is examined. Next in Chapter 6, we discuss our
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findings and their practical relevance. Finally, we conclude by summarizing our research
efforts in Chapter 7.
2 Background
This thesis revolves around software usage and software analytics. This chapter presents
some of the central concepts related to software usage and software analytics on a high
level. We begin Section 2.1 by taking a look at how software systems are used in practice,
and what are the contributing factors that affect the usage of a software system. In Sec-
tion 2.2 we shed light on some of the common sources of software usage data. We continue
in Section 2.3 by presenting an overview of software analytics. Finally, in Section 2.4, we
conclude with an overview of data-driven decision-making.
2.1 Software usage
The usage of a software system is distributed among its features. The IEEE standard
glossary defines a software feature as ”a software characteristic specified or implied by
requirements documentation (for example, functionality, performance, attributes, or design
constraints)” [4]. In the context of this thesis, we mainly focus on functional requirements.
How the usage of a system is distributed among its features varies based on the user.
Different users have varying needs, competencies, and ways of making use of the software.
Past experiences with similar software systems may guide the user’s behavior towards
familiar ways of working, and the environment in which the software is used may also
have an effect. Furthermore, the user’s primary goal for using the software defines what
parts of the software they will usually be interacting with. Even the user’s personality
traits may have an impact on how and when they use a particular software product [5].
Furthermore, the gender of the user has also been shown to have an impact on how the
user perceives the usefulness and ease of use of the system, ultimately affecting if and how
the user will be using the software [6].
Software usage is also highly dependent on the software itself. Social media software, such
as Facebook, get quite even usage throughout the year. While, for example, the usage of
software for filling in tax return forms is more tightly concentrated to specific times of the
year. Sometimes these variations in the software usage patterns can cause major problems
[7]. Naturally, the overall usability and the layout of the system’s user interface also play
an important role. For example, if accessing a feature requires the end-user to perform
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Figure 2.1: Feature Use in Four Internal-Use Products. From [9]. Original source [8].
a complex navigational process, the resulting usage of that particular feature might be
lower than anticipated. Furthermore, when new features are added to the system, how are
these additions communicated to the end-users that are supposed to benefit from them?
If the users do not get informed or trained to use new features, the usage and therefore
the value of these features might be less than optimal.
Some features of a software system are used more than others and some might never be
used. A widely quoted study reports that 64% of four internal-use products’ features
are rarely or never used [8]. Figure 2.1 illustrates these results. Even though the afore-
mentioned study has been widely quoted, the results have often been misinterpreted and
overgeneralized [9]. Another single-case study reports that 28% of a software system’s
features were never used during a five-month period [10]. These two studies already illus-
trate that the usage of software systems is by no means homogeneous and highlight the
importance of taking the data’s time range into account when analyzing software feature
usage. Generally speaking, there exists no consensus on what a typical software system’s
feature usage distribution might look like.
5
Even if some features of a system are never used, it does not necessarily mean that de-
velopment efforts have been misplaced. It has been hypothesized that unused features
may be justified if they make the consumer software product more attractive for potential
customers [11]. Furthermore, a feature that implements a fail-safe mechanism for a nuclear
reactor can be considered valuable, even though it was never to be used.
If a feature can not be justified, it probably should not be implemented. Unjustified fea-
tures increase the development costs while providing no value. Besides, they unnecessarily
increase the complexity of the system, making it harder to maintain and more prone to
errors. As it happens, writing less code has been identified as an important strategy for
making software development more productive [12].
Summing up, the usage of software systems is affected by a great number of factors. Thus,
it is hard to accurately predict the actual usage of the system. Therefore to get an accurate
representation of the usage of a system, one must turn to software usage data.
2.2 Software usage data
There exists a wide range of data sources that provide information on software usage,
including web server logs and direct instrumentation of the software system. Both of
which have unique benefits and drawbacks as a data source.
Web server logs store information about each request, for instance, the IP address of the
client, what resource was requested, and so on. An important benefit of web-server logs is
that they are automatically generated without any additional configuration. A drawback
in this log-based approach is that due to the substantial caching practices of the modern
web, the requests might never actually hit the server, decreasing the quality of the data
[13].
Usage data can also be collected by purposefully instrumenting the software. Page tagging,
for example, is a popular instrumentation method in the context of web applications [14]. It
typically involves a snippet of Javascript code, which tracks the user’s actions, such as what
pages they visited, in what order, and how long they spent on those pages. Page tagging
can provide more detailed information than the web server logs. It can, for example, report
the browser’s window size, and track custom events that do not automatically generate a
request to a backend server. However, setting up page tagging requires some additional
configuration, and the quality of data can be negatively affected by browser extensions
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and security software that aim to prevent client-side instrumentation.
The problem with software usage data is that if it is not being utilized, it is just data. As
it happens, many companies do collect huge volumes of post-deployment usage data, but
only a few put it to use outside of diagnostic purposes [15].
No sensible manager or developer is willing to spend hours upon hours manually going
through thousands of log file entries in search of new insights or innovations. Thus the
raw software usage data needs to be processed further into insights via software analytics.
2.3 Software analytics
Analytics is the process of systematically analyzing data to support decision-making [16].
Software analytics (SA) aims to increase both the managers’ and the developers’ under-
standing of the software system by producing condensed information from raw data to
empower rationalized decisions [17, 18]. SA plays an important role in modern software
development [17]. In a similar vein, web analytics aims at achieving similar goals in the
domain of web applications [19].
SA can be utilized to identify and address issues originating from any of the aspects of the
trinity of software development, considering the software system, its users, or the software
development process [20]. Figure 2.2 illustrates the trinity of software development. Iden-
tifying and addressing issues in the software system can enhance quality, for example, by
locating bottlenecks in the application code or by identifying parts of the system which are
potentially unsafe or unreliable. The software users perspective is more closely related to
the real users’ actions, expectations, and demands. Finally, the software development pro-
cess perspective aims to improve the productivity of the development team, for example,
by focusing development efforts on activities that have a high value/effort ratio.
SA can be used in different stages of the software development process. It can be used in
the early stages, even before the system has been deployed to production. For example, in
the implementation stage, software repository mining can already be applied on the source
code to detect code smells early [21]. Once the development has been going on for some
time, we can start answering questions such as: ”How has the complexity and stability of
our system evolved over time?”, and ”How should we target our testing and refactoring
efforts?” [18]. Finally, when the software system gets deployed to production, more data
becomes available. This makes it possible for SA to answer a wider range of questions,
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Figure 2.2: The trinity of software development. From [20].
such as: ”How are our users using the product?”, and ”How can we help and educate our
users?” [18].
The results of SA should be both insightful and actionable [17, 20, 22]. Insightful results
provide practitioners with useful information that can be put to use when working on a
particular task. Actionable results consist of information that allows the practitioner to
design and implement an (better, if an old solution exists) approach for dealing with the
task at hand. A list of the software system’s most commonly activated functions is an
example of insightful and actionable results in the context of software development. This
example is insightful because it communicates useful information to, say a project man-
ager, who has to perform the task of backlog prioritization. It is also actionable because
the project manager can realistically utilize this data when performing the prioritization
process. The results must also be recent enough because outdated results are no longer
actionable [17]. The required level of recency, however, is largely dependent on the appli-
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cation domain. Furthermore, managers and developers are interested in different metrics.
Thus the insightfulness and actionability of a particular SA metric depend on the person
who is using it.
In practice, SA has proven to be both impactful and beneficial. Microsoft, for example,
has demonstrated how performance data gathered from 48 000 users can be utilized to
detect and resolve performance issues that would have otherwise remained undetected and
unresolved [23]. Another company, Intuit, reports utilizing software’s post-deployment
data to facilitate product improvement and innovation [24].
2.4 Data-driven decision-making
As discussed above, the goal of SA is to empower rational decision-making by providing
insightful and actionable metrics for developers and managers to use. As the name sug-
gests, the main idea of data-driven decision-making is to make decisions based on data,
instead of based on some stakeholder’s opinions. The problem with basing decisions on the
stakeholders’ opinions is that opinions are subjective by nature and can turn the decision-
making process into a politized one [24]. That is, the opinions of higher-ranked officials
are often considered to be more important and correct, than those of their subordinates.
Data-driven decision-making is important because software development is an inherently
expensive process. Misplacing the limited resources can lead to major repercussions from
worsened customer satisfaction to project failure. Be that as it may, it has been shown
that companies often do not actively even measure whether or not the features they are
producing are of value to the end-users [25].
Fortunately, however, it has been shown that developers and managers alike are interested
in utilizing various types of software metrics, based on real data, if made available [18].
Furthermore, it has been shown that both managers and developers see features as the
most important type of artifact that should be analyzed [18].
Since developers and managers are working with features on a daily basis, it is no wonder
that they are greatly interested in understanding feature-related artifacts. For example,
a project manager might have to decide what features to prioritize in testing before the
next release, while a developer might need to figure out how to resolve a bug report
concerning a particular feature. In the context of this example, the manager might benefit
from understanding how much existing features are being used to justify what features
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Figure 2.3: Types of decisions that analytics could help with. From [18].
should be tested. And the developer could benefit from understanding what exact chain
of events caused the end-user to encountered the bug. Thus, providing the developers and
the managers with feature-related metrics might be a good first step towards data-driven
decision-making.
Software analytics is capable of enabling different types of data-driven decisions. In a
study by Buse and Zimmermann [18], the information needs of software developers and
managers were investigated. Figure 2.3 illustrates the types of decisions that SA could help
with. Both parties are clearly most interested in metrics that could help with decisions
related to software testing. Developers and managers are faced with different decisions.
Thus, it makes sense that the developers and the managers are interested in using SA for
different kinds of decisions.
3 Research approach
This chapter defines the research approach used in this thesis. We start by defining the
research questions in Section 3.1, followed by a visual representation of the study design in
Section 3.2. Then, in Section 3.3, the process for conducting the semi-structured literature
review is presented. Finally, in Section 3.4, we bring forward the case organization and
describe how the case study was conducted.
3.1 Research questions
In this thesis, we aim to enhance our understanding of the interplay between software
usage and software development. We approach the problem via the following three research
questions (RQs).
• RQ1: How and for what purposes can software usage data be used for?
• RQ2: How do developers and managers utilize software usage data in practice?
• RQ3: How do developers and managers experience methods for utilizing software
usage data?
In RQ1, we investigate existing studies to learn how and for what purposes software usage
data has been used in the past. In RQ2, we investigate how the developers and managers
of an agile software development team utilize software usage data in their regular work by
conducting a case study. As a part of the same case study, to answer RQ3, we evaluate
the feasibility of software usage data utilization methods to learn how they would work in
practice.
3.2 Structure of the study
The study consists of two interdependent parts: a semi-structured literature review, and
a case study. Figure 3.1 illustrates the structure of the study. We begin by conducting a
semi-structured literature review on past studies on utilizing software usage data to answer
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Figure 3.1: The study design.
RQ1. We continue with a case study to firstly determine how software usage data is used
in practice, answering RQ2. And secondly, with past methods and use cases for software
usage data charted out from the literature, we have a solid foundation for experimenting
with a subset of the methods in a form of a case study to answer RQ3.
3.3 Part I: Semi-structured literature review
This section describes how the semi-structured literature review (SSLR) is conducted. The
goal of the SSLR is to find answers to RQ1: How and for what purposes can software usage
data be used for? In other words, the goal is to discover methods for utilizing software
usage data and to learn what use cases those methods can help us achieve.
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3.3.1 Search String Definition
The search was performed on the abstract and citation database Scopus with the following
search string on the 1st of February 2021, resulting in 99 preliminary results. All the 99
sources are listed in detail in Appendix A.
(
TITLE-ABS-KEY("usage mining" OR "usage data")
AND TITLE-ABS("software")
AND TITLE("experience" OR "report" OR "case study")
OR ABS ("experience" OR "report" OR "case study")
)
3.3.2 Inclusion and Exclusion Criteria
After the initial search resulting in 99 hits, abstracts were read and evaluated against
the inclusion/exclusion criteria. In a few unclear cases, some sources were read in more
depth to make a justified decision. Three of the sources discussed the same method,
REQANALYTICS. Only the most recent source (S19) discussing the method was included.
The source must meet all of the following inclusion criteria:
• The title or the abstract must strongly hint that software usage data is used in the
study.
• The study must propose or experiment with a method of using software usage data.
Or the study must describe a use case for software usage data.
The source must not meet any of the following exclusion criteria:
• The source focuses on a software system that collects or processes other than software
usage data.
• The source is a workshop introduction.
• The source is a listing of a proceeding’s contents.
After applying the inclusion/exclusion criteria, 49 sources remained for further analysis.
Table 3.1 presents the included sources’ titles along with an assigned SID (source identifier)
that will be used to refer to a particular source later in this thesis.
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Table 3.1: Included sources for data extraction and concept formation.
SID Title
S1 Automation of NERSC Application Usage Report
S2 Can operational profile coverage explain post-release bug detection?
S3 Prediction of Success and Complex Event Processing in E-Learning
S4 Enabling Data-Driven API Design with Community Usage Data: A Need-Finding S...
S5 Lessons learned from developing and evaluating an educational database mode...
S6 Quantifying use of a health virtual community of practice for general pract...
S7 How do practitioners capture and utilize user feedback during continuous so...
S8 Don’t worry, be happy - Exploring users’ emotions during app usage for requ...
S9 Development of a web based framework to objectively compare and evaluate so...
S10 FAME: Supporting continuous requirements elicitation by combining user feed...
S11 Physician experience with speech recognition software in psychiatry: Usage ...
S12 A machine learning approach to generate test oracles
S13 Feature crumbs: Adapting usage monitoring to continuous software engineerin...
S14 Notifying and Involving Users in Experimentation: Ethical Perceptions of So...
S15 Behavior metrics for prioritizing investigations of exceptions
S16 ForgetMeNot: Active reminder entry support for adults with acquired brain i...
S17 Application of adaptive game-based learning in image interpretation
S18 Exploring use and benefit of corporate social software: Measuring success i...
S19 Maintaining Requirements Using Web Usage Data
S20 Toward data-driven requirements engineering
S21 Improving web navigation usability by comparing actual and anticipated usag...
S22 Early experiences in developing and managing the neuroscience gateway
S23 UX work in startups: Current practices and future needs
S24 Vision 2020: The future of software quality management and impacts on globa...
S25 Usage results of a mobile app for managing urinary incontinence
S26 Strengthening district-based health reporting through the district health m...
S27 Deploying communitycommands: A software command recommender system case stu...
S28 Experiences gamifying developer adoption of practices and tools
S29 Fixing the ’out of sight out of mind’ problem: One year of mood-based micro...
S30 Patina: Dynamic heatmaps for visualizing application usage
S31 Data-Driven Design Process in Adoption of Marking Menus for Large Scale Sof...
S32 Post-deployment data collection in software-intensive embedded products
S33 Development and feasibility of an electronic white blood cell identificatio...
S34 A case study on usage of a software process management tool in China
S35 Integrating quality, quality in use, actual usability and user experience
S36 Model-driven instrumentation of graphical user interfaces
S37 Interactive usability instrumentation
S38 Web usage mining in a blended learning context: A case study
S39 Seeking activity: On the trail of users in open and community source framew...
S40 Value tensions in design: The value sensitive design, development, and appr...
S41 Evaluation of the Turkish translation of the Minimal Standard Terminology f...
S42 Improving web service discovery with usage data
S43 Building an institutional repository: Sharing experiences at the HKUST libr...
S44 Intelligent decision support system based on data mining: Foreign trading c...
S45 Analysis of user’s behaviour in very large business application systems wit...
S46 Designing adaptive mobile applications: Abstract components and composite b...
S47 A provision framework and data logging tool to aid the prescription of elec...
S48 Experiences with an interactive video code inspection laboratory
S49 Remedial and second language English teaching using computer assisted learn...
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3.3.3 Data extraction
After applying the inclusion/exclusion criteria, the following properties were extracted
from each of the remaining 49 sources.
• SID as defined in Table 3.1.
• Title and abstract of the paper.
• A collection of relevant quotes.
• A description of the method(s) used for utilizing software usage data, if presented.
The data were collected in a separate document for concept formation purposes.
3.3.4 Concept Formation
Two distinct types of concepts were formed 1) use cases for software usage data, 2) methods
for utilizing software usage data. The distinction is important. While all of the included
sources discuss use cases for software usage data, not all of them describe concrete methods
for achieving those use cases.
From the 49 included sources, the extracted quotes were assigned to use cases for software
usage data by employing the concept-centric approach [26]. Initially, 26 distinct use cases
for software usage data were identified, 15 of which were present only in two or fewer
sources. A closer look at these rare concepts was taken to merge them into larger ones
when appropriate.
As for forming the concepts for methods of utilizing software usage data, the same ex-
tracted data from the same 49 included sources were used. In particular, the extracted
descriptions of the method(s) were used to group similar methods under the same concept.
3.4 Part II: Case study
As illustrated in Figure 3.1, case study acts as an information source for addressing both
research questions two and three. We start by exploring how a small and agile development
team utilizes software usage data in their work, allowing us to answer RQ2: How do
developers and managers utilize software usage data in practice? Then, to answer RQ3:
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How do developers and managers experience methods for utilizing software usage data?, we
analyze the feasibility of two previously identified methods for utilizing software usage data
by constructing and evaluating their prototypes with three developers and a consultant of
the development team.
3.4.1 Case selection
The case organization was selected by convenience. The author has previously worked
in the organization as a software developer. The manager of the organization had also
previously indicated to be interested in further investigating how the unutilized potential
of software usage data could be unleashed. The case application was selected because
it is the most information-rich one available in the organization and it has already been
gathering feature-based usage data for over a year.
3.4.2 Case description
The context of this study is a software development team, working on a certain computer
application. Table 3.2 summarizes the composition of the development team. Each mem-
ber of the team has been assigned an identifier that will be used when needed to refer
to a particular member. The development team itself consists of a project manager (I1),
a consultant (I2), and three full stack developers (I3-I5). The consultant (I2) acts as a
middle-man between the end-users and the development team.
Table 3.2: Compositions of the case application’s development team.
Identifier Role Experience with the case application
I1 Project manager three years
I2 Consultant three years
I3 Full stack developer three months
I4 Full stack developer over a year
I5 Full stack developer a year
The team values both agile and lean principles by aiming to satisfy the end-user’s needs
while eliminating waste. At the time of the study, the team was working completely
remotely. The development takes place in short iterations, creating a need for continuous
monitoring of the system’s state and learning from software analytics. Besides, the team
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works in a self-organizing manner, which builds up an increased need for some metrics to
guide their work. As pointed out by Martínez-Fernández et al. [27], software analytics
can be especially useful for teams practicing agile software development.
The case application is a tool for visualizing and presenting large amounts of complex
data to support generating insights and decision-making. The users of the application are
teaching and management personnel.
3.4.3 Data collection - Qualitative data from interviews
In the interviews, we collect qualitative data to be used for answering both research ques-
tions two and three. We begin the interviews by exploring the topic of RQ2: How do
developers and managers utilize software usage data in practice? Then, we explore the
topic of RQ3: How do developers and managers experience methods for utilizing software
usage data?, by evaluating two prototypes of software usage data utilization methods with
four members of the case application’s development team.
A longitudinal study examining the actual effects of putting the methods to use was not
possible because 1) the timeline of the thesis did not allow it, 2) the case organization’s
resources had to be focused on more time-critical activities at the time of the study.
Selected methods and their prototypes
Two methods for utilizing software usage data were selected from the findings of the semi-
structured literature review, presented in Table 4.1 on page 22. The two methods were
selected by the author based on his knowledge of the available software usage data, the
project manager’s needs/wishes, and the author’s personal interest. Not all methods were
feasible in the context of this case study to begin with, for example building an AI system
for processing usage data is clearly out of the scope of this thesis. The two selected methods
were: Combining usage data with feedback and bug-reports and Visualizing software usage
with heatmaps. The prototypes are displayed in Table 3.3 and Figure 3.2 respectively.
Combining usage data with feedback and bug reports, or more specifically combining
usage data with bug reports was selected because the case application has both usage
data and automatically collected bug reports available, making the method a feasible
one. Furthermore, the project manager had previously indicated that they would like
to see if and how these two sources of data could be used together. Before reaching its
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Table 3.3: Prototype 1: Combining usage data with bug reports. The three-digit codes in the Errors-
column stand for standard HTTP response status codes [29].
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final form, the prototype was enhanced based on feedback from senior researchers. The
prototype is presented in Table 3.3. It was constructed by combining usage data from web
analytics software and automatically generated bug-report data from specialized exception
capture software Sentry [28]. Sentry captures any exceptions thrown by the application
and is capable of determining how many users have been affected by the same exception.
However, it does not monitor the normal usage of the system. Thus, to be able to calculate
the error rate and how many users are affected by the errors, usage data has to be obtained
from a different source.
Combining the data was straightforward since Sentry captures the URL in which the error
occurred, while web analytics reports page views based on the URL. After combining the
data, the error rate of each particular URL was calculated with the following formula: er-
rorRate = errorsTotal/pageviews. To keep the prototype actionable, the time range of
data for this prototype was set to be from the 1st of February to the 1st of April 2021.
Only the three most error-prone URLs were included.
Visualizing software usage with heatmaps was selected as the second method. The method
is feasible, because the case application’s usage data includes interface-level events, making
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Figure 3.2: Prototype 2: Visualizing software usage with heatmaps.
the creation of a heatmap overlay possible. The heatmap overlay was created by combining
a screenshot of the graphical user interface with a heatmap generated with heatmap.js [30].
After deciding on the view to be visualized, usage data for the interface level elements
were gathered manually. The process of mapping the collected usage data to the interface
elements required a moderate amount of manual work.
Figure 3.2 presents the prototype of the heatmap overlay. The used data range was
from 2020 to the 1st of April 2021. The colored dots indicate the relative usage of each
particular user interface element. For example, we can see that the Name filter is being
used significantly less when compared to the Code filter. This particular portion of the
application’s user interface was selected for the prototype because it has been thoroughly
instrumented and illustrates a heterogeneous usage distribution.
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Interview questions
A semi-structured interview was selected as the type of the interviews as it is a suitable
format for gathering descriptive and explanatory data while retaining flexibility [31]. The
interview questions were designed to contain both closed and open-ended questions. Before
reaching their final form, the interview questions were iterated on based on feedback from
senior researchers. The final set of interview questions is as follows:
1. How would you describe your role in the case application?
2. How long have you been working with the case application?
3. How would you define the term ”software usage data”?
3.1. What types of data does it include/exclude?
3.2. Hypothetically, how and for what purposes (goals) could the data be used for?
4. What do you think about the idea of putting software usage data to use?
5. How is software usage data being utilized currently in the organization?
5.1. What benefits have been achieved?
5.2. Are these some difficulties related to using the data?
5.3. Have you personally used the project’s usage data for something before?
5.3.1. For what?
5.3.2. How often?
At this point, the prototypes are presented.
6. Please rate the prototypes, on the scale of 1–5, on the following dimensions accord-





7. For ratings of 1–2 and 4–5 can you elaborate why so low or high rating was given?
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8. What did you learn from the prototype?
8.1. In what situations could the learned information be most useful in?
8.2. What kinds of decisions could the learned information support?
9. What benefits and drawbacks does the prototype have?
10. How would you improve the prototype?
11. How would you feel about putting the prototype to actual use?
For the remaining questions, the interviewees were asked to imagine putting the proposed
prototypes to real use in the case application
13. What high-level tasks would have to be performed and by whom?
14. How much time and resources would be required?
15. How often would it make sense to make update/reproduce the prototypes?
16. Is there something that might hinder putting the prototypes to use?
16.1. Do some other tasks take priority?
17. Is there something that might help with putting the prototypes to use?
18. Is there anything you would like to add or a particular topic to revisit?
Conducting the interviews
The interviews were conducted one-on-one with four members of the development team,
including the consultant (I2), and the three full stack developers (I3, I4, I5), as described
in Table 3.2. The project manager (I1) was not included in the interviews, as their
active involvement in the thesis work would likely have had an impact on that interview’s
results. Even though the three developers share the title of ”full stack developer”, they
have been working on different aspects of the application, ranging from design and frontend
development to DevOps-related activities. Members with different roles were included to
capture data from multiple different perspectives [31]. The interviews were conducted
remotely and in Finnish. Audio recordings were collected from each of the interviews with
each individual’s consent for transcription purposes.
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In each interview session, the author presented the prototypes to the interviewee. In the
brief presentation, the author described how the prototypes were constructed, what data
were used, and how much effort was required. The interviewees were encouraged to ask
any questions they might have regarding the prototypes during and after the short five-
minute-long presentation. The prototypes were purposefully presented after covering the
first five interview questions so that the results of those questions would not be affected
by the presentation. The interviewees were given access to screenshots of the prototypes
to help them answer questions regarding the prototypes.
Data analysis
After conducting the interviews, raw data in the form of five audio files were transcribed
by the author. The transcribed interviews were then dissected via thematic analysis [32].
Once the data had been processed to its final form, the results were brought back to the
interviewees for member checking to catch any misunderstandings [33]. No issues were
identified.
4 Semi-structured literature review
This chapter presents the results of the semi-structured literature review. Furthermore,
the validity of the results is evaluated. We start in Section 4.1 by presenting the findings
of the SSLR. After presenting our findings, we conclude in Section 4.2 by examining the
validity of the results.
4.1 Results
A total of 9 methods and 9 use cases for software usage data were identified. Table 4.1
presents the identified methods in a descending order based on the number of sources
discussing each particular method. Table 4.2 presents the identified use cases in a similar
manner.
Table 4.1: Identified methods for utilizing software usage data.
Method Count
Manual analysis and simple visualizations 20
Usage mining and pattern discovery 4
Data-driven requirements engineering 2
Machine learning and artificial intelligence 2
Aggregating usage data from several applications 2
Combining usage data with feedback and bug-reports 2
Constructing operational profiles 1
Data-driven design and experimentation 1
Visualizing software usage with heatmaps 1
In the following, the identified methods and their respective use cases for utilizing software
usage data will be presented to answer RQ1: How and for what purposes can software usage
data be used for? Use cases will be connected to each method to describe what are the
potential benefits that the method could bring. A single method can be used to achieve
several use cases. Furthermore, many use cases can be achieved via multiple methods. For
presentation purposes, some closely related methods have been grouped together.
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Table 4.2: Identified use cases for software usage data.
Use case Count
To better understand software usage 27
To locate issues and improvement needs 17
To enable measuring, monitoring and evaluating software 13
To understand the users’ behaviors and needs 10
To enable comparing different applications and different versions
of the same application.
4
To enable making rationalized design and development decisions 4
To help with support and bugfixing activities 3
To help with software testing 3
To enable reporting of usage data to external stakeholders 2
4.1.1 Manual analysis and simple visualizations
The most common method for using software usage data is to perform manual analysis
on the data and visualize the results. Manual analysis of software usage data has plenty
of potential use cases. Most importantly, it can help stakeholders better understand how
the software system is truly being used on a variety of dimensions. Depending on the
type and level of detail of the usage data, the dimensions can range from estimating the
number of active users to minute-scale breakdowns of the system’s feature-level usage.
If the data allows, the usage of a feature can further be tied to a specific version of the
feature, enabling the comparison of feature increments (S13).
Visualizing the results of manual analysis via simple methods, such as clustering and
plotting, can also act as a powerful way to grasp a better understanding of software usage.
Furthermore, such visualizations can also act as a rudimentary method for finding patterns
and trends in the data.
Both of the techniques can also allow for a better understanding of the users’ behaviors
and needs. These techniques can also help to detect issues in the software or its use.
S3 for example was able to identify a problematic user behavior by manually analyzing
educational software’s usage data:
The students use this "check button" a bit more than we expected, especially for
difficult and large exercises. [...] One explanation for this is that even though the
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check button in LearnER shows explanations for all errors in the model, students
often fix only one or two errors, and then click the check button again. (S3)
Manual analysis and simple visualizations can also be used to evaluate whether or not
a software is fit for its purpose. Studies S16, S25, and S47, for example, utilize these
techniques to evaluate the fit of medical software systems. S16 performs statistical analysis
to determine whether or not unsolicited prompts can be of benefit for people with memory
problems related to acute brain injury. S25 utilizes usage data to measure the acceptance
of a mobile application by calculating the number of users who only use the application
once, and to evaluate the hypothesis that the application can help manage a particular
medical condition. S47 visualizes usage data with bar- and line charts to discover answers
to questions such as ’Is the interface most efficient for the user?’, and ’Does the application
usage follow the expected pattern?’.
4.1.2 Visualizing software usage with heatmaps
If usage data can be linked to interface elements, as is often the case, a new visualization
technique can be unlocked.
S30 presents Patina, a system for gathering and visualizing software usage data by applying
a heatmap on top of the application’s user interface. In addition to being able to visualize
the user’s own usage data, the system also allows the user to see what the heatmap of
the community (other users) looks like. The system does not extend beyond desktop
applications, but the idea of visualizing usage data with heatmaps remains a possibility.
The study claims that visualizing an application’s usage data by applying a heatmap
overlay has three main potential benefits for the system’s users. Firstly, it can help new
users to get to know the system by seeing what interface elements a typical user interacts
with. Secondly, if the usage data can be tied to a specific document or more generally to
any artifact that can be shared and manipulated by a group of users, the most commonly
used interface elements for that specific document/artifact can be highlighted. Thirdly,
the user can potentially learn from the way other users use the software and also reflect
on their usage on the wider population.
For example, one user discovered the “zoom slider” in the bottom right corner of
the window, and has subsequently adopted the use of that slider for zooming his
documents. (S30)
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4.1.3 Usage mining and pattern discovery
Another common method for utilizing software usage data is pattern discovery through
usage mining. Unlike manual analysis and visualization techniques which cover a wide
range of use cases, pattern discovery has more limited applications. The main focus of
pattern discovery in the context of software systems lies in detecting problematic patterns
that require attention.
S21, for example, uses web usage mining techniques on software usage data to discover
the actual usage patterns, which are then compared with the anticipated usage patterns
constructed by experts in human cognition. Detecting differences in the patterns can be
indicative of poor design choices in the software that should be addressed to enhance the
usability of the system:
Temporal deviations also highlight some usability problems linked to pages where
users spent excessive time. For example, Table II shows that 23 users spent ex-
cessive time in the page “register.php.” After inspecting this page, domain experts
recommended that some page elements be redesigned to enable more efficient com-
pletion of this task. . . (S21)
According to S4, there is also an interest in finding re-occurring patterns from usage data,
in addition to finding differences in expected and actual usage patterns. Such patterns
can be indicative of users using the software incorrectly. The same study, however, points
out that the tool support for discovering such patterns is lacking.
4.1.4 Constructing operational profiles
An operational profile defines how the usage of a system is expected to be distributed over
its features and functionalities. Operational profiles are essential in operational testing,
where the goal is to prioritize limited testing resources on the most crucial parts of the
software system. By targeting the limited testing resources on the most crucial parts of
the system, the highest possible level of reliability can be achieved.
S2 describes how an operational profile can be constructed from software usage data. The
resulting operational profile estimates, on code-level, the probabilities of each function
being called. The authors show, that by further combining the operational profile with
test coverage data, the quality of the projects testing efforts can be better evaluated.
Usage data is not required for creating an operational profile. Instead of usage data, other
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data sources such as user interviews can be used. Furthermore, oftentimes usage data is
not available since testing usually takes place before shipping software to production.
4.1.5 Machine learning and artificial intelligence
Software usage data can be utilized as an input source for machine learning (ML) and
artificial intelligence (AI) systems. S3 describes a ML system that both collects and
processes usage data from log files of an educational software system. The goal of the
system is to generate actions that might be able to benefit the user’s learning process. S17
presents a similar system, designed for adapting a game’s difficulty based on the user’s
performance.
S12 presents a supervised ML approach for generating test oracles based on real usage
data. The test oracle infers/learns the correct behavior of a software system based on
the real usage of that system. For example, if a user performs the action of logging in to
the system, the oracle learns that the system should show a welcome-message to the user.
Now, if a programmer were to accidentally break the login functionality, the same action
of logging in would no longer result in the system showing a welcome-message. Thus a
difference between the anticipated and actual outcomes would be detected, indicating that
there may be a bug in the system. On a high level, the approach is quite similar to S21’s
approach of comparing actual and anticipated usage patterns.
The main idea is to compare the captured information of the application with the
oracle information referring to the same action, in order to identify any inconsis-
tencies in the application behavior. (S12)
While the examples presented here may not be easily transferrable to other contexts, they
do illustrate a range of possibilities for software usage data in the domain of AI and ML
systems.
4.1.6 Aggregating usage data from several applications
Many methods for utilizing software usage data deal with systems that aggregate usage
data from multiple different applications. Doing so unlocks some new use cases for software
usage data.
S1, for example, presents a system that collects usage data from thousands of different
jobs running on the same scientific computing hardware in the same physical location.
27
Gathering the usage data to such a central system has several benefits. Firstly, it enables
comparing the usage of different applications. Secondly, it can make the task of reporting
application usage to external stakeholders significantly easier by decreasing the amount of
manual work required.
If aggregated to a central location, usage data from otherwise completely separate appli-
cations can also be used as a basis for recommender systems. S42 presents an approach
for collecting and processing usage data from service-oriented applications to generate
recommendations of web services for software developers to use. The proposed system is
fundamentally different from most other recommender systems in that it relies on implicit
feedback (usage data) instead of explicit feedback, such as ratings and reviews.
Usage data can also be collected systematically and purposefully to enable the comparison
of software systems. S9 presents a framework for comparing any two web-applications to
detect issues related to usability and user experience and to objectively evaluate which of
the two performs better.
4.1.7 Combining usage data with feedback and bug-reports
Software systems get feedback through a variety of channels including emails, phone calls,
and special feedback-functionalities integrated within the software system. Studies suggest
that usage data could and should be taken into account when handling feedback. It has
also been claimed that usage data itself can be used as implicit feedback, even if there is
no explicit feedback available.
S10 presents a system for combining user feedback with software usage data. The authors
argue that if feedback can be combined with usage data of the system, the end-users’
needs can be better understood. A case study is presented, highlighting several use cases
where the approach can be beneficial.
Firstly, if the feedback concerns a functionality of the system, usage data can be taken
into account in the prioritization process. For example, if a user reports a bug in a feature,
usage data can be taken into account to estimate how many users the bug is affecting. S15
goes more in-depth in estimating user-inconvenience by investigating the actions taken by
the user after encountering a bug. By understanding what happens after a user encounters
a bug, the bug’s severity can be better evaluated. For example, if the bug causes the whole
application to crash multiple times, the bug is likely of high priority. But if the bug only
causes the user to repeat the same action, a lower priority rating is probably justified. The
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case study presented in S15 suggests that if bug-reports are combined with estimations of
user-inconvenience, the prioritization of roughly every 3rd bug-report is likely to change.
Secondly, usage data can help understand the context in which the feedback was given and
thus the meaning of the feedback. S10 presents an example, where a user sent feedback
about a problem they encountered, but a closer inspection of the user’s usage data revealed
that the actual problem was different than the reported one.
4.1.8 Data-driven design and experimentation
Data-driven design practices rely on data to make educated design decisions. S31 describes
the success story of Autodesk in designing and implementing a new marking menu for their
software system.
We analyzed the usage data from the past release to identify high usage commands
and coverage of those commands. It showed that top 20-30 commands in the
workspace of Inventor takes 80% of workflow. This result supported the single
level of menu instead of hierarchical menu, while identifying the commands that
we need to put in. (S31)
Software usage data is essential for development practices that rely on experimentation.
One such development practice is A/B testing, where a single variable is altered and the
effect of the change is evaluated. A simple experiment for an A/B-test would be to evaluate
whether a red or a green button get more clicks. The data that is evaluated in A/B testing,
and other types of experimentation, can originate from many sources, including the real
usage data of a software system.
4.1.9 Data-driven requirements engineering
Software usage data can also be put to use while performing the process of requirements
engineering.
S20 hypothesizes that the trend in requirements engineering might be towards a more data-
driven process, where various sorts of data stemming from the end-users will be playing
an increasingly important role. However, the authors also acknowledge that there are still
plenty of challenges and issues ahead on employing data-driven requirements engineering
on a large scale.
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We project a transition from stakeholder-centered, intuition- or rationale-based
decisions to group-based, mass-driven, user-centered decisions. Such decisions will
be based on real-time analysis of a range of information sources. (S20)
S19 presents a system called REQANALYTICS, which aims to help with the requirements
management process by generating recommendations for actions. The system functions by
combining manually specified functional requirements with web usage data. It is capable of
generating several types of recommendations, including creating and splitting requirements
and adjusting priorities.
Furthermore, when considering an end-user’s request for a particular enhancement, usage
data can be of help. S10 discusses an example, where an end-user wanted to know how a
"conversion factor" should be calculated. The stakeholders’ first impression was that the
application should of course calculate this conversion factor automatically. However, after
consulting the usage data it was determined that such an enhancement was not justified
due to anticipated low usage and that the average user was able to compute the required
conversion factor quickly. Thus it was decided that adding instructions for calculating the
conversion factor would suffice.
4.2 Validity
The search string may have not been optimal, resulting in a biased population of the
discovered methods and use cases. Most importantly, it was noted that only very few
papers were discussing continuous experimentation as a method for utilizing software
usage data. Furthermore, the frequencies of the methods and use cases should be taken
with a grain of salt. Altering the keywords would likely result in different frequencies.
There exists no categorization for the methods and use cases for software usage data. Thus,
the methods and use cases defined here by the author, may not be the same definitions as
other researchers would have ended up with.
5 Case study
This chapter presents the results of the case study. Furthermore, the validity of the results
is evaluated. We begin in Section 5.1 by presenting the interview results and conclude in
Section 5.2 by examining the validity of the results.
5.1 Results
This section presents the interview results. We approach the presentation by dividing the
results into four major categories 1) defining software usage data and its uses, 2) usage of
software usage data, 3) prototype evaluation, and 4) putting the methods to real use.
5.1.1 Defining software usage data and its uses
The interviewees gave homogeneous definitions for software usage data. All of them de-
scribed that software usage data conveys how the users actually use the software. Examples
of data were given, such as 1) what buttons the users click in the application, 2) how many
users the application has overall, and 3) how much time the users spend in the application.
As for the sources of software usage data, there were some differences. Two out of four
interviewees mentioned application logs as a source of software usage data, while the rest
only mentioned client-side tracking techniques such as Google Analytics.
When asked what hypothetical goals could be achieved by utilizing software usage data, the
interviewees reported an overlapping collection of activities. The developers thought that
software usage data could be used for many software development-related tasks, including
1) prioritizing and planning feature development, 2) assisting in debugging, and 3) helping
to discover underused features. As an example, one of the developers described a usage
scenario, where software usage data could be of value to help to target development efforts
and to identify issues:
The project manager or someone else might look at the data and say that maybe
this feature is not so important as no one is using it. Therefore we should focus on
the more important features. Or they might notice that some feature is not being
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used and then begin to think why that is. From the developers’ perspective: is there
something wrong with the product? (I4)
The consultant was also interested in discovering underused features, but also in under-
standing what groups of users are using the product. As described by the consult knowing
what groups of people make use of the system is important for their work.
The overall attitude towards putting software usage data to use was positive. One devel-
oper described that if software usage data is not available, then to get feedback one must
resort to asking the users for it. This approach was seen as being too laborious. Besides,
it was hypothesized that the users would be more inclined to leave negative feedback as
opposed to positive feedback, which was seen as an unpleasant outcome. It was also em-
phasized that when compared to other data collection methods, collecting software usage
data is painless because once it has been set up, the collection process is automatic.
Some negative aspects were identified as well. One developer noted, that while the usage
data has some value, it is more important to have direct communication with the end-users:
It’s a double-edged sword. It (software usage data) can be a great source of infor-
mation because data always tells about something. But one should not focus on the
data too much. I think that talking with the end-users or seeing how they use the
product is more important and that the data should play a more supportive role.
(I3)
Furthermore, another developer expressed their concern about the added infrastructural
complexity that comes with implementing the collection and storage of the usage data.
It was also mentioned that the granularity of automatically collected data can not match
the detail of other feedback collection methods, such as user interviews.
5.1.2 Usage of software usage data
How software usage data is and had been used varied greatly among the interviewees.
Some reported utilizing it almost weekly, while some reported needing it only very seldom
or not at all. Two of the developers mentioned debugging as the most common use case
for the usage data. In the process of debugging complex problems that were hard to
reproduce, the developers turned to usage data to learn what were the steps that the user
took that resulted in the error.
Furthermore, all of the developers mentioned a recent refactoring effort of a particular part
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of the application that was driven forth by usage data. This refactoring process took wind
when the project manager noticed, based on usage data, that a part of the application was
being underused. The developers then took a closer look at the data to determine what
features should be kept and which should be eliminated from the new version, based on
the usage data of said features:
I recall that we used the data to make some decisions regarding refactoring the
filters. By manually just looking at the data we were able to determine which of
the filters should be removed from the new version. (I4)
The consultant mentioned preferring to ask any usage data-related questions from the
developers or the project manager, instead of looking at the data themselves. For the
consultant, the data had been used indirectly to detect underused features. After detecting
such features the consultant along with the developers approached the end-users of the
application to try to determine why the features were not being used.
The developers had experienced some difficulties while putting the data to use. One
developer mentioned that interpreting the data can be difficult because there is no baseline
for what the usage of a successful or an unsuccessful feature looks like. Furthermore, a
developer noted that depending on the quality of the data collection implementation, the
data might be difficult to interpret and understand, or downright faulty:
If the data collection has been poorly implemented, then it can be difficult to un-
derstand and make use of the data. [...] If a user has some URL containing a
query in their bookmarks, then the buttons required to make that query don’t get
pressed. So even though the query is being made, it might not show up in the data
as one would expect. (I4)
5.1.3 Prototype evaluation
For presentation purposes, prototypes 1 and 2 will hereon out be referred to as P1 and
P2, respectively. Numerical results of the prototype evaluation are presented for P1 and
P2 in Figure 5.1 and Figure 5.2, respectively. Both of the prototypes received relatively
good overall scoring. P1 achieved a total score of 61/80 and P2 60/80. Next, we take a
look at each of the dimensions for each of the prototypes.
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Figure 5.1: Evaluation results for prototype 1: Combining usage data with bug reports. Higher is better.
Understandability
Both of the prototypes were rated high in understandability, indicating that the informa-
tion presented by the prototypes was easy to grasp. In particular, P2 achieved a perfect
score from all of the interviewees. Error codes in P1 were a bit difficult, while the heatmap
was seen as a very intuitive way to present usage data.
The visuality, as in the colors and the wholeness, it’s like really easy to understand
that there where the color is of lighter blue then it has been used very rarely and
where it is red there has been used the most. (I2)
Relevancy
There is some deviation in the relevancy of the prototypes. For P1, standard deviation is
0.83, and for P2, standard deviation is 0.5. The relatively big deviation of P1 is explained
mainly by the fact that the interviewees are working with different tasks, where different
kinds of information are relevant. Thus the error information conveyed by P1 is not
of equal importance for everyone. On the other hand, all of the interviewees felt that
knowing where the errors are occurring and how many users they are affecting is somewhat
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Figure 5.2: Evaluation results for prototype 2: Combining usage data with heatmaps. Higher is better.
important information regardless of their role. The consultant describes P1’s relevancy
from a non-programmer’s perspective:
Because I am not a programmer I would probably say two because of the technical
information like the error codes. But I’ll increase the relevancy to three because I
am interested in the end-user’s viewpoint, so of course, it’s important for me as
well if the program is constantly crashing due to errors. (I2)
As for P2, all of the developers had coincidentally worked on the same exact view that was
selected for the prototype. This made them feel that it was interesting to finally see how
a view that they have been part of developing is truly being used. The consultant also felt
that the conveyed usage information was relevant because for their work it is important
to know how the end-users are really making use of the software.
Informational value
Both P1 and P2 achieved similar average ”information value” ratings of 3 and 3.5, with
standard deviations of 0.63 and 0.5, respectively. For P1, the interviewees unanimously
agreed that the informational value was only mediocre because the presented data is quite
coarse-grained. Thus the interviewees were left longing for more fine-grained information
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to answer more detailed questions such as ”What were the exact URLs?”, and ”What
groups of users have encountered these errors?”
As for the informational value of P2, the interviewees were again almost unanimous. All
of the developers explicitly mentioned that the information conveyed by the prototype is
quite simple, as it only attaches actions to user-interface elements. Once again, this lack
of more fine-grained information left the interviewees longing for more information:
From this I get the volume and the target, that is the data pair I can get from this.
But I might have questions such as how many users, and what roles do the users
have who have interacted with these user-interface elements? (I5)
Irreplaceability
For the irreplaceability dimension, P1 obtained an average score of 4.5 with a standard
deviation of 0.5. In other words, the interviewees found the information conveyed by the
prototype to be very difficult or troublesome to obtain via other means. The interviewees
explained that obtaining the data necessary for calculating the ”Users affected” and ”’Error
rate” columns could be a tedious task:
Assuming that the error rate and users affected had to be calculated by hand, I
would rate the irreplaceability as a five. Because if you have to dig for the data,
you wouldn’t be doing it. (I5)
P2 scored an average of 3.25 on the irreplaceability dimension with a standard deviation
of 0.43, indicating that the same information could be obtained via other means with some
effort. The interviewees agreed it that would be possible to obtain the same information
from the raw data. However, the developers who were aware of the technical implementa-
tion claimed that mapping the events to the interface elements would be a tedious task.
Furthermore, all of the interviewees explicitly stated that the effectiveness and clarity of
the heatmap presentation would be hard to achieve via other means. One developer also
pointed out that the prototype could be replaced by conducting live user interviews:
This is a very efficient way to present the data. But I think that it might also be
beneficial to conduct user interviews to see how the users really use the product.
That way we could discuss with the users, understand what they are trying to do,
and see where they get stuck. Besides, from this prototype, it is impossible to know
how long it took for a user to find the correct button or input. (I3)
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Learned information and its practicality
The interviewees reported gaining some new insights from P1. Before seeing the prototype,
the interviewees were already aware that there were some errors in the system. However,
the developers reported that some of the error rates were surprisingly high and that the
most error-prone URL was different than what they had anticipated. Furthermore, one
developer mentioned that the categorization of error codes for each URL was helpful, as
it allowed them to understand where the error might be originating from. Both the error
rate and the ”users affected”-dimension were seen as interesting.
When asked how the newly learned information from P1 could be used in practice, two
developers mentioned that it could be used by developers to self-direct their bug fixing
efforts. Furthermore, the same two developers mentioned that such information could be
used to justify taking a break from normal feature development only to fix bugs for a
while. I4 also mentioned that the error rate could potentially be used as a goal to be
worked towards:
It might be good to show this prototype to the development team during a weekly
meeting and decide that for a week we should only focus on fixing errors stemming
from a particular URL. We could set goals to define how low the error rate should
be. (I4)
For P2, the interviewees reported that they were able to grasp a good overview of how the
presented part of the user interface is being used. Two of the interviewees reported that
the high usage of the code filter was rather unexpected, raising further questions on why
that is. P2 was also able to confirm one developer’s assumptions on the low usage of some
of the available features. Furthermore, one developer felt that seeing such a presentation
was an astounding experience:
This concept is great, I have never seen this before. [...] It is really eye-opening to
see this kind of visualization of a familiar program. [...] I would really like to see
this method to be put to practice. (I5)
All of the four interviewees identified that the aforementioned information learned from
P2 could be primarily used to detect underused features. By detecting these underused
features, discussion on the root cause of the issue could be started:
If we spot a feature that is experiencing low usage over the entire user population,
then we could think why. Is it a useful feature, or is it difficult to grasp? (I2)
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5.1.4 Putting the prototypes to real use
The interviewees were unanimously in favor when asked if putting the prototypes to use
would be a good idea. P2 especially was seen as particularly impactful by one of the
developers:
I think that P2 could absolutely drive forward the transition towards a more fact-
based decision-making process in the user-interface side of things. (I5)
Implementation
When asked to consider how the prototypes could be merged into the development work-
flow, two of the developers immediately started imagining automatically updating dash-
boards. The rest of the interviewees went with a manual approach, where one of the
developers would manually fetch the data and update the prototypes on-demand. The
main driver behind the dashboard approach was that after setting it up, it would be
always up-to-date and readily available:
If we, as a group, believe that the prototypes would be beneficial, then I think that
automating it (the creation of prototypes) would be worth it. Because if some-
one had to construct them manually on-demand, then we would probably see the
prototypes only a couple of times. (I3)
No matter how the prototypes would be created, the consensus was that they should be
taken a look at every 1–2 weeks. P1, portraying the error status of the system was deemed
to be worth revisiting every week. P2, on the other hand, would be more suitable for ad-
hoc use when a particular part of the user interface is the focus of the team’s development
efforts. Furthermore, the priority of this prototype-related work would depend on what
had been decided as a team. A developer argued that the priority of the prototype related
work would be higher than ”regular development work”:
If we have decided to implement such prototypes, then the priority of that work
would be higher than regular development work. Because once the work on side
of the prototypes is finished, we can then use them to better target our regular
development efforts. (I3)
I5 gives a similar statement:
If we really have the opportunity and a general consensus that we want to im-
plement such an (automatic dashboard) system, then does it really make sense to
38
keep doing ”regular development work”, or should we set up the system first? Then
once the system would be ready to use we could look at the ”regular work” from
a fresh perspective with this new information and perhaps make new realizations
and adjust our priorities. So in a way, this should affect the prioritization, and
not just be a thing to be prioritized. (I5)
Hindering and driving factors
Several driving and hindering factors became apparent during the interviews. The only
hindering factor which appeared multiple times was higher priority tasks taking prece-
dence. In fact, it was mentioned by each interviewee. Potential technical difficulties when
opting for the dashboard approach were also apparent.
Softer issues were mentioned by two interviewees. Even if the whole team more or less
agrees to try out the prototypes, everyone will still have their own opinions on the actual
benefits brought forward by the prototypes. Furthermore, as time goes on and the initial
boost of motivation fades, the utilization rate might slowly fade to inexistence.
The driving factors identified in the interviews were not uniform. One developer mentioned
that looking at the prototypes should become a routine part of the group’s activities. An-
other developer stressed the importance that everyone should take the prototypes seriously
and that the team should have a common will to use them. Furthermore, another devel-
oper argued that in order to be successful, the prototypes would have to be easy to use
and reliable:
The overall ease of use would help the prototype(s) succeed. It needs to be easy
to use, automatically generated, and always up-to-date. In addition, it has to be
reliable and robust so that when you need the prototype you can always get it. (I5)
The final factor which might help with the success of such prototypes is the setting of
goals and rewards. One interviewee pitched the idea of setting prototype-related goals,
for example by defining that the error rate of the most error-prone URL should be less
than 5% by next week. In addition, the developers could even be offered bonuses or other
benefits to motivate them to work even harder towards the decided goal.
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5.2 Validity
The author has an acknowledged personal bias towards thinking that software data uti-
lization is in general something that has a lot of potential and should be utilized further
where possible. This bias was fought against by having the interview questions checked by
third parties and the questions were purposefully designed to include questions for both
negative and positive aspects of the proposed methods/prototypes for putting software
usage data to use.
The fact that the author had worked with some of the interview subjects in the past,
may have had an impact on how the interviewees responded to the interview questions.
For example, when the interviewees were asked if there was something "wrong/bad" in the
prototype, the interviewees may have answered less harshly than if the prototype was made
by a program or some other person than the interviewer. Thus the overall rating of the
prototypes may be higher than it should be. This threat was fought against by informing
the interviewees that the prototypes were created based on pre-existing literature. In the
end, however, the results contained a lot of positives, but also a lot of negatives related
to the prototypes constructed by the author. Thus it is reasonable to believe that the
interviewees were quite open in expressing their honest thoughts and feelings towards the
prototypes.
Furthermore, due to implementation, the quality of the usage data used for constructing
the prototypes is not perfect. Consequently, the validity of the information conveyed by
the prototypes is not perfect. Therefore some of the reportedly gained insights from the
prototypes may be incorrect.
Finally, as the methods and prototypes were not actually put to practice, no conclusions
on the actual feasibility and usefulness should be drawn.
6 Discussion
This chapter combines discussion and analysis of the results and provides some pointers
for future work. We begin in Section 6.1 by analyzing our results by reflecting them on
each other and existing literature. Next, in Section 6.2 we discuss our results in light of
our three research questions. Finally, in Section 6.3 we give some pointers for future work
in the domain of software usage data utilization.
6.1 Analysis
In the following subsections, we will be discussing the main findings of our study. Fur-
thermore, we reflect our findings on related work.
6.1.1 Use cases of software usage data
By analyzing the relevant literature, we identified a wide range of use cases for utilizing
software usage data. The most common use cases were related to better understanding
the usage of the software and its users, but also in staying on top of the performance and
quality of the software.
Furthermore, we noted that utilizing software usage data to help with software testing was
a very uncommon use case in the literature. Whereas Buse and Zimmermann [18] found
that both developers and managers are interested in information that could help in tar-
geting testing efforts. Perhaps this discrepancy between the use case and the information
needs of managers and developers is due to the lack of methods and tooling for employing
software usage data in the context of software testing.
From the case study we found out that in practice, software usage data is used to fulfill a
subset of the use cases identified in the literature. Both the developers and the managers
had found software usage data to be beneficial in better understanding the usage of the
system, further allowing them to locate issues and improvement needs. In other words,
software usage data had acted as the first step towards enhancing the quality of the
software. Some developers had also found software usage data to be useful in debugging
hard to reproduce issues.
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Furthermore, it was mentioned that software usage data can be used as a source of implicit
user feedback [34]. When compared to traditional feedback collection methods, such as
interviews or questionnaires, software usage data was seen as a non-biased and easily
collectible alternative. While the traditional ways of feedback collection were seen as
laborsome and easily biased. However, it was also observed that there are drawbacks to
using software usage data as a source of feedback, as automatically collected data can be
faulty, difficult to interpret, and lacking detail and context.
A multiple case study of three software development companies [15] made three observa-
tions that are relevant to our study 1) software usage data is rarely used for improving the
current version of the product, 2) software usage data is mainly used for troubleshooting
activities, and 3) software usage data does not often convey feature-level information.
Contrary to the first observation, in our case study, the usage data had been used explicitly
to improve the current version of the product. This is, however, because there exists
only one version of the product which is being continuously improved. Our case study
results are in line with the second observation, in that software usage data is mainly used
for troubleshooting (debugging) activities. Our case study’s results differ on the third
observation, as the usage data of our case study includes information on the usage of
specific features. This difference can be explained by the types of software products being
developed by the organizations, as Holmström et. al [15] studied embedded software,
whereas we studied a web application.
6.1.2 Utilization methods of software usage data
In the semi-structured literature review, we identified a total of 9 methods for utilizing
software usage data. Manual analysis with simple visualizations was clearly the most
commonly utilized method for taking advantage of software usage data, while the rest of
the methods appeared only a few times in the literature. This is likely because manually
analyzing the data and creating simple visualizations is relatively easy, while for example,
designing and implementing an ML/AI system for processing the data is more difficult
and requires expertise.
From the case study, we found that the sole method used for utilizing the available software
usage data was manual analysis. This is not surprising, as the overall utilization rate for
the data was low. Thus, investing time and resources in utilizing more advanced methods
for software usage data utilization could not be justified. Furthermore, we identified that
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the usage of the data takes place at random intervals with no pre-defined procedure.
Both the low utilization rate and the lack of a standardized procedure have been noted in
previous work [15].
6.1.3 Practicality of the prototypes
In the case study, we evaluated two methods for utilizing software usage data 1) Combining
usage data with bug reports, and 2) Visualizing software usage with heatmaps. Both of
the methods were received with interest by both the managers and the developers. As
previous work has identified [18], the developers and the managers were interested in
different types of information, thus affecting the value of the methods on a personal level.
However, even within the developers, there was significant variation on how relevant the
information conveyed by the method was for the individual.
From the literature, we gathered that by combining usage data with bug reports the
severity of the bugs could be better evaluated, thus helping in the prioritization process. In
practice we found this claim to be true, as developers reported that such information could
be used to justify focusing development efforts in fixing the most error-prone endpoints,
and to help them self-direct their development efforts.
As for visualizing software usage with heatmaps, the literature indicated that such an
approach could be especially valuable for new users to get familiar with the system. As
no users of the system were interviewed, we can not accept nor reject this hypothesis. In
practice, visualizing software usage with heatmaps was seen by the developers and the
managers as an eye-opening and intuitive way to present an overview of the usage of a
system. Furthermore, the presentation was found to be well suited for either confirming
or falsifying assumptions on the usage of particular features and to detect underutilized
features.
The proposed prototypes of the methods, however, were not perfect. Most importantly,
the information presented by the prototypes was on a too high level and would have to
be more fine-grained for the prototype to be actionable on its own. Besides, as previous
work has identified, interpreting feature-level usage data can be difficult because there is
no simple way to classify whether a feature is valuable or wasteful [15].
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6.1.4 Success factors for software usage data utilization
From the case study, we found that methods for utilizing software usage data were seen as
interesting, insightful, and valuable. However, despite the clear interest in the methods,
there would still be some obstacles that need to be overcome for the methods to work
efficiently and sustainably in a real-world setting.
For a software usage data utilization method to be successfully instilled into an organiza-
tion or a development team, any work related to the method should be prioritized at least
as high as regular development work. It might even be feasible to give the method-related
work a higher priority than normal development work, as once the method is ready to be
utilized, it can potentially help prioritize and focus normal development efforts.
The method would have to be accepted, taken seriously, and found useful by all the
members of the development team. Furthermore, the technical implementation of the
method would have to be feasible and robust. Finally, using the method would have
to become a routine part of the team’s regular workflow, for example by allocating five
minutes for the method in every weekly meeting.
6.2 Research questions revisited
In this thesis, we set out to find answers to three research questions revolving around the
idea of utilizing software usage data to help with software development. In the following,
we will be revisiting each of the research questions one by one.
RQ1: How and for what purposes can software usage data be used for
In our first research question, we set out to understand how and for what purposes software
usage data can be used for. We approached the question by conducting a semi-structured
literature review and identified 9 concrete methods and 9 use cases for software usage
data. We found that by a clear margin, the most common method for utilizing software
usage data is via manual analysis and simple visualizations, likely due to the simplicity of
the method. The rest of the identified methods were significantly more sophisticated and
consequently appeared more rarely in the literature.
Furthermore, we found that software usage data can be used to both perform and help
with a significant collection of software development-related activities. The focus of these
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activities seems to lie in obtaining an enhanced understanding of both the usage of the
system and its users. Furthermore, there appears to be a strong quality-related component,
which aims to monitor and evaluate the state of the software, allowing for detecting and
resolving issues in the system.
RQ2: How do developers and managers utilize software usage data in practice?
In our second research question, we sought to understand how software usage data is
utilized in practice by interviewing the developers and a consultant of an agile software
development team. In short, the usage data was utilized mainly for debugging and to
obtain information on the usage of specific features. We found that the utilization of
software usage data varied greatly within the development team. Some of the developers
had found the data to be beneficial in their weekly work, especially when working on
resolving hard to reproduce issues. On the other hand, some developers had not yet found
any use for the data in their regular workflows. Furthermore, the usage data had also been
of use for the developers while performing data-driven design to determine which features
of a particular view should be removed and which should be kept, based on the usage of
those features.
The consultant had found some use cases for the usage data as well. Unlike the developers,
the consultant’s interest lied in understanding the usage of the application on a high level.
Furthermore, like the developers, the consultant was also interested in discovering under-
used features so that the root cause of the underuse could be found and the application
be improved further.
RQ3: How do developers and managers experience methods for utilizing soft-
ware usage data?
In our third and final research question, we aimed at understanding how developers and
managers experience methods for utilizing software usage data. To this end, two pro-
totypes of methods for utilizing software usage data were constructed based on existing
literature and then evaluated by the developers and managers of a software development
team.
The methods for utilizing software usage data were received with interest. Overall, both
of the methods were rated highly by both the managers and the developers. Due to their
simplicity, the methods were easy to understand but that came with the cost of decreased
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informational value. In practice, the simplicity of the methods should likely be sacrificed to
increase their informational value. Furthermore, the methods were deemed to be difficult
to replace, as the information conveyed by the prototypes, especially if they were to be
automated, as obtaining the same information manually was deemed to be too laborious.
The relevancy of the methods was tied to each person’s individual information needs, as
identified in previous work [18].
Furthermore, we found that the overall attitude towards putting such software usage data
utilization methods to use was positive. Both the developers and the managers felt that
software usage data utilization methods should be employed to a greater extent. However,
as discussed in Section 6.1.4 on page 43, putting the methods to real use would likely
require overcoming some obstacles.
6.3 Future work
We were only able to experiment with and evaluate two of the nine identified methods
for utilizing software usage data. Thus, as the groundwork of identifying the methods has
been laid out, there lies an opportunity for experimenting and evaluating the rest of the
methods in a similar manner.
Furthermore, it was unfortunately not possible to put the methods to real use and to
evaluate their performance and feasibility in a real setting. It would be interesting to
see how they truly perform, especially regarding extended usage ranging several months.
What benefits could be achieved and what obstacles would have to be overcome?
It was noted that the process of generating heatmaps from feature-based usage data re-
quired a moderate amount of manual work. Thus to make the method (and other software
usage data utilization methods) feasible, further research on the tooling for automating
some or all of the heatmap generation-related tasks would be of value.
7 Conclusions
In this thesis, we set out to explore how software usage data can be used to assist developers
and managers in software development-related activities. We approached the problem by
combining the knowledge of existing literature with novel information from a case study.
This chapter summarizes our research efforts.
We began by conducting a semi-structured literature review to identify methods and use
cases for software usage data. We quickly learned that there exists a wide range of methods
for putting software usage data to use, ranging from manual analysis to sophisticated
AI/ML systems. We learned that via these methods, a collection of use cases focusing on
gaining knowledge and resolving issues can be fulfilled.
Next, we conducted a case study where we sought to explore how a small development
team utilizes software usage data in their work. We learned that even though usage data
are being collected, it is not used very often. Furthermore, we found that debugging issues
occurring in production environments is the dominant use case for software usage data.
Lastly, we sought to understand how do managers and developers experience methods
for utilizing software usage data. To this end, we constructed and evaluated prototypes
of two software usage data utilization methods with four members of an agile software
development team. Both the managers and the developers were interested to see the
prototypes in action with real usage data stemming from a familiar program. It became
apparent that such methods produce information that would be difficult to obtain via other
means. In other words, methods for utilizing software usage data can provide irreplaceable
information that is relevant and useful for both managers and developers. Therefore,
practitioners should consider introducing methods for utilizing software usage data in
their development practices. Furthermore, we learned that presenting usage data in a
coarse-grained and simple format can work well for igniting individuals’ thought processes
towards the root cause of the higher-level observation.
As a final remark, we noticed that even though methods for utilizing software usage data
are received with interest, successfully putting them to use might be a different story as
there are social, technological, and organizational factors that might hinder the success of
such methods.
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