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Summary
An alternative to the existing technique of controlling induction machines -  vector control 
-  was investigated. In the new technique, sensorless nonlinear control, the mathematical 
model of the machine was transformed to a linear form and those states which were not 
measured (sensed) were reconstructed. It was shown possible to maintain stability despite 
the errors which the use of observers introduces into the control loop.
The investigation is founded primarily on a study of the theory. Demonstration of 
the proposed scheme has been done mainly by means of simulation. The stability of the 
computer code for simulation was verified by a study of the stiffness and modes (eigenvalues) 
of the overall system. Furthermore, modifications to the simulation such as the introduction 
of noise, were made to increase its validity.
The main findings were as follows:
1. In the new technique the decoupling of the speed (torque) and flux control is perfect.
2. The linearised model separates into two subsystems, one mechanical and one electro­
magnetic.
3. The control scheme is robust against disturbances (step change of load).
4. An asymptotic observer can successfully reconstruct both flux and speed states when 
the whole system is under the linearisation approach. Therefore sensorless nonlinear 
control is made possible and effective.
5. By selecting initial value(s) for the estimated state(s) close to the command(s) the 
transient demand on the power supply is reduced. Thus it may be possible to use 
smaller and cheaper power converters in a drive system.
6. This technique is also able to counteract some of the model uncertainties resulting 
from temperature variations.
The significance of these findings is as follows:
1. Maximum torque and efficiency are achievable only by the new technique. In contrast, 
in field-weakening under vector control a near optimum is achievable only at the price 
of degrading the transient behaviour.
2. Direct measurement of flux and speed is avoided, which has, in practice economic 
benefit.
3. Although the proposed control technique is more complex than field-oriented control, 
its stability has been analytically proven and, in addition, the rate of convergence (for 
both the control and the estimator) is adjustable.
4. A sensitivity investigation shows the robustness of the proposed method when the 
most critical parameter i.e. the rotor resistance, varies slightly from its nominal value.
5. The simulation approach was developed to the point where it was believed possible to 
investigate the capability of the proposed technique and to identify potential practical 
problems with the nonlinear control strategy. Moreover the same code can easily be 
modified for compiling into a microprocessor, so allowing easy implementation of the 
scheme.
6. The proposed control is easily implementable in commercial drives due to the modest 
voltage and current demand, even in the initial transient.
Key words: Sensorless, Nonlinear Control, Linearisation, Field-Oriented, Vector Con­
trol, Induction, Asynchronous, Machine, Convergence, Stability, Observer
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N o r m a l  coord inate : A Diagonal of Jordan block representation for a system 
Observer: Estimator (interchangeably)
xvi Glossary o f Terms
Overall system: The machine under control (and occasionally in conjunction with the 
state estimator)
OLS: Ordinary Least Squares
State: Variables of the system which store the energy and are usually stated in differential 
terms
System: A real physical system e.g. Induction Machine
Variables: The time dependent elements (e.g. current, rotor time constant).
Chapter 1
Introduction
D C Machines have been used for many years in industry, because of their simple theory 
of characterisation and control. Field and current interact in a simple manner to produce 
torque. Keeping the field constant makes the control simple, with armature current directly 
proportional to torque. Unfortunately, to achieve this simplicity necessitates a commutator, 
which is analytically and mechanically complex, increases the maintenance costs and reduces 
the effective life. In contrast, AC machines have many advantages such as: size, weight and 
rotor inertia, improved efficiency and reliability, lower cost, and greater robustness. All 
these are especially true of squirrel cage machines which can also be used in aggressive 
environments since there are no problems with sparks or corrosion.
The theory of machine representation for two kinds of AC machines, synchronous and 
asynchronous, has been developed over the last 50 years. Usually, a synchronous machine 
consists of a stator and a magnetised rotor; the rotor produces a rotating magnetic field, 
while the sinusoidal supply is applied to the stator, and also produces a rotating magnetic 
field. In this situation, the rotor revolves synchronously with the stator magnetic field. 
Speed control is achieved by altering the supply frequency of the stator. In contrast, in 
asynchronous machines the speed of the rotor and rotating magnetic field are different, the 
difference usually being expressed by a slip factor. The non-zero relative speed in the mag­
netic flux produces current in the rotor conductors. Due to the interaction between induced 
current and magnetic field in the air gap, normal torque will be produced. Conversely, if 
a torque (shaft turning) is applied to the magnetised rotor, the current in the stator will 
be produced (generator effect). Unfortunately, control cannot be applied to the induction 
machine easily. Recent developments in microelectronic devices, Digital Signal Processors 
(DSP) and computers, and in power electronics producing variable voltage and frequency,
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make the effective characterisation and control of the machine possible.
In order to implement the control, not only are power electronic devices and microcom­
puters needed, but also sensors to measure variables, such as currents, voltages, speed, flux 
and possibly torque and, furthermore, a proper mathematical model. In this manner two 
kinds of problems will be encountered. Firstly some of the states, such as fluxes, are not 
easily measurable, while others, such as speed, are expensive to measure. Secondly, in the 
model there is a problem of identifying such vital parameters such as inertia, inductances, 
resistors, etc. The first problem will be solved by using an observation procedure (section 
2.3) to estimate the unmeasured states. The accuracy of the estimation strongly depends 
on the model which can be determined by analytical manipulation of the physics of the 
machine (section 2.1) or by identification procedures (section 4.5). Due to inadequacies in 
the model (section 4.6) and errors in the measurements (section 5.2.1), the estimated states 
and identified parameters are not identical with the true values, so the best evaluation (of 
the states and parameters) is required, as determined by the minimisation of a “cost” or 
error function (such as equations in 4.14 and/or 4.15). Among the existing optimisation 
procedures, genetic techniques (section 4.2), which are robust and have many other advan­
tages, such as no need for differentiability in the cost function, global optimisation etc, can 
be used. An asymptotic observer (section 2.3.3) can be used to construct non-measured 
states from the model (equation 2.23). This estimator, in conjunction with the controller, 
also counteracts some uncertainties in the model (section 6.8), especially differences between 
the initial states assumed in the observer and those in the actual system (section 6.5.2.2).
The theoretical developments in the last few decades have been achieved in vector control 
(section 2.2), in which the mathematical computation of current, voltage and of flux is in a 
perpendicular Cartesian reference frame and in polar coordination (Vector representation). 
There is normally a transformation of the variables from 3 dimensional space (3-phase) into 
two-phase equivalent-(direct and quadrature), and the dynamic equations are expressed 
in one of the stationary, or rotary (either magnetic or rotor), reference frames called field 
oriented reference frame. By using an appropriate frame, the dynamic model can be stated 
in terms of normally five states: the speed, direct and quadrature components of either 
voltages or currents .and of flux (equation 2.23).
Usually, the aim in vector control is to control torque (or speed) independently of the 
flux. In field oriented control, as developed hitherto, decoupling is made by controlling 
the direct component of flux to remain at a constant value. Therefore the torque is directly
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proportional to the quadrature component of the stator current, and a linear system results. 
However, it is also possible to apply the theory of linearisation technique (section 3) in 
controlling AC machines (section 3.3). In this case flux and torque can still be controlled 
independently, but there is no longer the need to hold flux constant.
1.1 Objective of This Thesis
From the above two main questions regarding the control of Induction machines arise: which 
control schemes are satisfactory and how are the states observed? Vector control (includ­
ing field oriented control) and differential geometry (chapters 2.2 and 3) have been studied 
to understand how they represent the model and decouple the states. This leads to the 
aim of sensorless nonlinear control of induction machines — in other words, control of an 
Asynchronous Machine using a linearisation technique and without sensors for flux and/or 
speed. As a precursor to this, Field Oriented Control had to be studied. In both schemes 
vector techniques are used to transform 3-phase states into 2-phase, direct and quadrature, 
components. The describing state equations are shown in different reference frames as ap­
propriate e.g. in the stationary reference frame (equation 2.23) for being compatible with 
drive which is also applied in the stator side. Even if the control techniques are perfect, 
the model may change during normal operation (e.g. section 4.6.1 .6). On-line estimation 
and identification techniques may counteract uncertainties in the model (with a predefined 
structure) by evaluating the parameters and the states, whilst sensitivity analysis (section 
6.8) would investigate the quality of the proposed sensorless control. Then estimators and 
efficiency issues of the observers have been examined (section 6.5) to determine which quali­
ties of the estimators are more important from the point of view of the dynamics of induction 
machines and how they are related to the physical (drive) restrictions of the actual control. 
Furthermore, the feedback loop of the rotor speed or position compensates some of the 
model uncertainties and unmodelled dynamics such as disturbances and noise. The param­
eters and the states of machine may be estimated by genetic algorithms (being studied by a 
colleague [42]) or by conventional identification procedures (sections 4.4.1 and 4.4.2). The 
observed states will be treated as real states by an on-line control algorithm (section 6.7); 
consequently the estimator must be accurate and precise enough. This requires the estima­
tion procedure to be stable, convergent with fast response and reliable in the presence of 
noise. Satisfactory estimation of the state(s) will make “ sensorless” control of the machine 
possible.
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1.2 Scope of The Thesis: Outline
Sensorless nonlinear control of asynchronous machine is developed and understood broadly 
according to the following layout:
Chapter 1 contains an introduction to the advantages of AC machines over the DC 
and gives a broad overview of the whole thesis and the links between the various parts. 
In this chapter, an explanation of the objectives (section 1 .1 ) together with some of the 
specific original contributions (section 1.3) to the knowledge and understanding are also 
addressed.
Chapter 2 provides a brief account of previous work on the modelling of induction 
machines (section 2.1), simplified assumptions (section 2.1 .1 ), vector control (section 2.2) 
and using observers to achieve sensorless control (section 2.3) as reported in the literature.
Chapter 3 introduces the m ethod of nonlinear control. This will be done by defining 
the differential geom etry in linearisation techniques, followed by briefly reviewing its 
application in the area of electrical machine control (section 3.3). In this chapter, a step 
by step feedback linearisation and control (section 3.3.1) including the details of the control 
method (section 3.3.2) is also illustrated. Some basic necessities and essential requirements 
will also be presented in Appendix (A.l page 151).
Chapter 4 gives an optimisation approach to modelling a system, which is a neces­
sary precursor to the control task. Although the modelling is a distinct, complex problem, 
which is being done by another colleague [42] separately and in parallel with the current 
work, some studies and practical experimentations have been carried out. Firstly it intro­
duces the use of least squares error in parameter identification (section 4.1) by developing 
a significant discrete-to-continuous conversion method i.e. input invariant (section 4.1.3). 
Then, an optimisation procedure of modelling and model order reduction based on genetic 
techniques will be presented (section 4.1.2). This is followed by a short review of exist­
ing knowledge about DC machines and that of practical characterisation (which contains 
original work) to use it as a torque sensor (section 4.4). Finally, the modelling techniques 
described (section 4.1.2) will be applied to characterise the DC machine and thereafter 
their efficiencies with respect to the criteria will be compared (see table A.2 in page 162). 
Meanwhile, some more modelling suggestions will be made for future work (section 5).
Chapter 5 is the development o f  the simulator needed for the rest of the work. 
Since sensorless nonlinear control will mainly be investigated by a simulation approach, the 
numerical considerations and problems must be taken into account as in sections (5.1.2)
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and (5.1.3). Hence, an effective numerical procedure is employed (section 5.1) to devise an 
appropriate method of state estimation and nonlinear closed-loop control.
Chapter 6 , which is the main chapter, is devoted to implementing the sensorless  
n o n lin e a r  c o n tro l o f  a n  in d u c tio n  m a c h in e . Closed-loop nonlinear control of induction 
machine is realized where the majority of the states, especially the flux components (section 
6.7.2) and speed (section 6.7.3), are estimated. In this chapter the details of the controller 
(pole placement and PID) are also given (section 6.6.8). To highlight the significance of 
nonlinear control the behaviour of the induction machine under two main categories, of (i) 
no control excitation (section 6.4) and ( i i )  nonlinear control (section 6.6) has been shown. 
The nonlinear control is commanded to follow a dynamic reference whilst all of the states 
are measured (section 6.6) and, for comparison, while some of the states are reconstructed 
(section 6.7). Vector Control and Linearisation Technique will be compared in section 
6.9. Since the significance of the linearisation technique is to decouple the nonlinear model 
into two linear subsystems of flux and speed, so the capability of the similar situation in 
vector control i. e. field weakening (or generally, field altering), in terms of maintaining the 
efficiency (section 6.9.2), torque maximisation (section 6.9.1) and the complexity of the 
implementation (section 6.9.4) will then be investigated.
Chapter 7 outlines the conclusions and also the scope for future work on the de­
velopment of sensorless nonlinear control systems. Some of the work described here has 
already been published or accepted for publication as [39, 40, 41, 43, 44, 79, 80, 81] and [82].
1.3 Contributions
This section itemises specific original contributions to the knowledge mainly including (i ) 
System studies (chapter 4), ( i i)  Software preparation (chapter 5), ( in )  Asymptotic closed- 
loop speed estimator (section 6.5.2.2), ( iv ), Sensorless Nonlinear control (section 6.7) and fi­
nally (v) Sensitivity analysis (section 6.8). Although the theory of the non-linear techniques 
for control had been developed, there were only a few attempts to apply the techniques to 
machines; it is believed that the analysis of chapter (3) shows more clearly the relationship 
between linear and nonlinear systems. In addition as in the linear systems, similar mapping 
the states into a linear representation i.e. normal form  (equation 3.33), will be illustrated 
(pages 41-42).
1. The main contribution is Sensorless Nonlinear Control (section 6.7) which consists of:
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(a) Flux sensorless (section 6.7.2)
(b) Speed sensorless (section 6.7.3)
2. Describing the vector control approaches; field oriented and nonlinear control, as sub­
sets of feedback linearisation and control
3. Sensitivity analysis of the proposed control with respect to unmodelled variation in 
the parameters (section 6.8).
4. State Reconstruction (section 6.5)
• Asymptotic speed observer (page 100)
5. Preparation of Software and hardware (section 5)
• Investigation of the stiffness (section 5.1.2) of the nonlinear model of induction 
machine under the closed-loop control
• Characterisation of the DC machine (section 4) for purpose of torque sensor by 
using two methods -the first based on the equivalent circuit of the DC motor 
(page 57) and the second an identification procedure (page 62).
6. System Studies (section 4)
• Conversion method from discrete to continuous (Input Invariant method) (the 
subsection in 4.1.3).
• Modifying and using genetic algorithms (section 4.2) in model order reduction 
(page 51).
• Improving the crossover and mutation operators (section 4.2.3).
Chapter 2
Literature Review: Induction 
Machines; Modelling and Control
Research into modern techniques for the speed control of an AC asynchronous machine 
has been going on for half a century. In normal use induction machines are limited to near 
constant speed. In order to change the speed, but yet maintain the efficiency -  which usually 
drops as the speed is reduced from rated -  variable frequency power supplies are now used. 
The need for accurate control of the rotor speed and position has led to precise regulation 
of the stator currents based on information about the dynamics of the induction machine.
The search for low-cost control of AC induction machines has led to the development of 
modern AC motor drives. At first shaft mounted tacho generators, resolvers [36], digital and 
optical shaft-encoders in vector control schemes were used. They require careful cabling 
arrangements with special attention to the electrical noise. There is also a cost factor, 
since the provision of special motor shaft extensions and encoder-mounting points leads to 
more expensive machines. In another approach current -  or voltage-source inverters with 
variable output frequency have been developed for applications requiring little dynamic 
control. It has become clear that these drives could benefit from the closed-loop current- 
control techniques of vector control. Once the inverter is controlled, additional components 
must be provided to specify and so regulate the magnitude and the slip frequency of the 
flux and/or torque of the motor. Mainly the inner control loop (inner feedback) is closed 
around the flux, the outer is for torque control and outermost loop is a speed feedback. 
This requirement presents problems where speed transducers are not conveniently available. 
Therefore, interest has increased to provide drives with intermediate performance and wider 
range of control, but which are tacholess or sensorless.
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Recently, feedback linearisation techniques as alternatives to field oriented control have 
also been developed. These techniques originated when designing an autopilot for a heli­
copter [76] and differ from that of Jacobian [103] (piecewise) linearisation. They have been 
employed to produce a new, and linear, state description of the system; this is done by means 
of a nonlinear mapping between the two sets of variables [63] and applying a suitable input. 
This mapping is not unique. Some theoretically suitable mappings lead to non-observable 
sets of variables. Other mappings not only lead to observable sets of variables, but can also 
allow separation of the electrical and the mechanical systems in a way analogous to that in 
a DC machine.
Both vector control and linearisation techniques rely on a linear model representing 
the behaviour of a machine with nonlinear coupling between the currents, flux, and the 
speed. They use appropriate mappings together with suitable inputs to improve control 
performance. But it is still necessary to investigate the sensitivity of the proposed control 
schemes. Although some preliminary comparison has shown the advantages of the nonlinear 
control over the field oriented technique (section 6.9) the effect of uncertainties in vector 
control (similar to the nonlinear control in section 6.8) should be investigated in future.
2.1 Model of Induction Machine
Use of the state space model of the induction machine allows the designer to take advantage 
of newly developed modern control theory, especially that of observation techniques. This 
model is already described in the literature such as [69, 87, 86, 108]. A highly detailed model 
requires a complicated control procedure which is difficult to implement, so a compromise 
between accuracy and realisability must be made. The method of modelling here is mainly 
that reported in the literature, especially by Leonhard [69], but ignores the details which 
are not directly relevant to the control problem of interest, i.e. nonlinear control. Moreover, 
it is a way to reconstruct the signal and implement the control technique in practice.
The model of an induction machine based on physical detail is typically 12th order [108], 
which is quite complex. To characterise and effectively reduce the order of the machine, 
identification algorithms with freedom of assigning the order can be employed. Apart from 
practical methods, various approaches of predicting the dynamic characteristics of induction 
machines have also been proposed [69, 74, 104, 108]. They have characterised the dynamic 
into a state space representation by transforming three dimensional (3 phase) into two 
dimensional (2 phase) space vector. Thus, the control using this representation is called
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vector control. The vector control of the machine needs an accurate knowledge of the rotor 
and the stator component quantities. This theory is actually more general, also being 
applicable to synchronous machines.
Generally, an induction machine is made by three stator windings and either three rotor 
windings (wound rotor) or a squirrel cage rotor. To derive its dynamic equations, the 
squirrel cage can be modelled by a short-circuited three phase equivalent. By assuming 
balanced three-phase voltages and three uniformly distributed stator windings, two phase 
equivalent machine representation (two rotor and two stator windings), can describe the 
machine behaviour in state space. To provide a satisfactory control for induction machines, 
it is normally necessary to simplify the model and reduce the degree of complexity.
2 .1 .1  A ssum ptions
To find out about winding inductances, a uniform air gap machine with sinusoidally dis­
tributed windings, is assumed. The squirrel cage is shown by an equivalent sinusoidal 
distributed 3 phase winding [86]. The effects of slotting and also harmonic components of 
flux arising from the placement of the actual conductors in the discrete slots are small [1], 
and so neglected.
The permeability of the stator and rotor iron is assumed to be infinite; saturation, iron 
losses and end windings are neglected; also the flux density is supposed radial in the air gap. 
The power supply is ideally balanced, sinusoidal three-phase.
2.1.2 T h re e /tw o  P hase Equivalent
The representation of a 3 phase machine by 2-phase equivalent was originally developed by 
Park and has been known for many years [61]. To demonstrate the procedure of modelling 
once, it will briefly be given here for symmetrical three-phase machines [86] (page 56) and 
[109] (pages 34-35). It should be noted that the notation of the direct and quadrature 
axes of different reference frames in the literature are chosen differently and for consistency 
purpose are defined in the nomenclature on page xiii.
The state vector of the stator (say current) can be defined as a phasor whose real part 
is equal to the instantaneous value of the direct-axis current component isa(t), and whose 
imaginary part is equal to the quadrature-axis current component i sb(t)- Consequently, the 
stator current vector is written as:
is if )  isa(t) "b jis b if) (2 .1)
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In three-phase machines, direct and quadrature components of current are related to the 
three-phase currents by:
isa(t) =  c [ isA(t) ~ 0 .5 isB( t ) - 0 . 5 i sC(t)] 
isb(l) =  isc)
(2.2)
(2.3)
Where c is a constant. It should be noted that the coefficient “c” in these two equations (2.2) 
is arbitrary. The choice of “c =  2/3” is usually selected to maintain the same length of the 
voltage and current vectors for sinusoidal steady state. Another choice is c =  y j| which the 
power in the d-q  axis is the same as in the 3-phase system, so it is called power invariant 
[1, 45, 86, 87]. Yet again, the choice “c =  1” -  which has been accepted throughout this 
thesis -  was chosen by Leonhard [69], Marino et al [74] and Apsley [1], although the last 
chose the d-axis in negative direction. The instantaneous zero sequence current component 
is defined as:
(2.4)
*s0 0.5 0.5 0.5
isa — c 1 -0 .5 -0.5
isb 0 v/32 Vs2
isA
i SB
isC
where c' — | for the power variant form and d  =  for that of invariant. With assuming 
no zero sequence current, the following non-power invariant (power variant) transformation 
can be written:
(2.5)
2.1.3 C oord in ate  T ransform ation
Implementation of vector control, whether stator flux oriented, rotor flux oriented or mag­
netising flux oriented, requires information on the modulus and space angle (position) of 
the respective flux. Although, the controls {i.e. inputs) are stated in terms of voltages or 
currents of the main supplies in the stator reference frame, magnetising flux is expressed 
in the reference frame attached to the rotor (rotor flux oriented). Consequently, the states 
will be transformed from one reference frame to another. The reference frames are shown in 
electrical units in Figure (2.1), where subscripts (sa,s6), { M d ,M q )  and (r d ,r q ) are direct 
and quadrature axis of the stator, magnetising and rotor coordination, respectively. The 
stator reference frame is attached to the stator, the so-called stationary reference frame, 
whereas the rotor and magnetising reference frames rotate with speed of cor and u e (angular
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Figure 2.1: The stator (sa, sb), magnetising (M d ,M q ) and rotor (r d ,r q ) reference frames.
positions, 6r and 0g), respectively. The speed of the air gap reference frame i.e. (Md, M q ), is 
stated by the slip frequency i.e. ioe — npu r, (angular position, 0m r) with respect to the rotor 
reference frame. The mechanical representation is the same for the np equal to one. The 
speed of the rotor and magnetising reference frames will be changed to u r and — wr) 
for the other cases i.e. np > 1. If X  is any of the state vector, stated in the stationary or 
stator reference frame, according to Figure (2.1) can be transformed into that of the rotor 
by:
X r =  X se~jdr (2.6)
or vice versa, where superscripts “s” and “r” represent stator and rotor reference frame1
respectively, and vice versa for the other kinds of reference transformation. Furthermore,
9r and 0g are the rotor angles (position) in the rotor and air gap reference frame with
respect to the stationary reference frame accordingly. It should also be mentioned that,
here, vector control is a general term and means the control of the states which usually are
represented by vector (i.e. with magnitude and phase in polar coordinates or its equivalent
format in direct and quadrature axis). This method then includes the methods of stator,
magnetising, rotor field oriented control and even nonlinear control techniques. However,
and for consistency purposes, the model of the induction machine will be illustrated in the
stationary reference frame which is proper for control via stator voltages or currents, and
in the rotor flux reference frame for Field-Oriented Control . The other relevant cases will
be clearly stated when it is required. Also, throughout the thesis the pair (a, 6) denotes
the components in the stationary reference frame whilst (d, q) shows the rotor flux reference 
IIn  A ccord an ce  w ith  V as et al [109] an d  A p sle y  [1].
\
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frame which rotates along with the rotor flux.
2.1.4 State Space M od e l o f  In d u ction  M ach ine in the S tationary R efer­
ence Fram e
Three stator windings with the same number of effective turns and displaced with ±120° 
are denoted by A s, B s and Cs where subscript “s” stands for stationary or stator winding, 
and with similar notation for the rotor A r, B r and C r . In this thesis we consider only a 
machine with a short-circuited rotor (i.e. u£ =  0). In the more general case power can be 
injected into or extracted from the rotor. By introducing the mutual inductance ( M )  for 
the inductance between 2 windings and self inductance or inductance (L) as inductance of 
any winding, flux can be written [69, 108] as:
Tfs(t) =  L sis +  M i r
\J>r(i) =  L,.ir -(- M i s (2.7)
The flux vectors show the instantaneous magnitude and angle of the total flux distribution, 
due to the current components of the stator and rotor. The equation (2.7) is in an arbitrary 
reference frame; it can be transformed to the any desired reference frame. The flux is cut 
by a moving conductor and induces emf; then together with the ohmic potential drop across 
the resistors the voltage vector quantities for three phase winding become:
d\I>s
uj =  W  +  f  (2.8)
u£ -  ip ^  +  ^  =  0.0 (2.9)
dt
where the equation (2.9) may be modified when the motor is not a squirrel cage. The stator 
and rotor voltage equations (2.8, 2.9) are usually transformed into two phase equivalent on 
their natural reference frames as:
dipsa
l ^ s a —  R s i s a  +
u s b = :  R s i s b  T
0 —  R r i r d
0 —  R r i r q  T
dt
dipsb
dt
dlprd
dt
dlprq
dt
(2 .10)
where R , i, and u5 denote resistance, current, flux linkage and stator input voltage input 
to the machine, respectively, all in the stator reference frame or the rotor flux reference
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frame (rotating with speed npu>) as appropriate. The unp” stands for the number of pole 
pairs of the induction machine, u  is the rotor speed in electrical unit and “0” represents an 
angular position, which can be found by integration of u  as:
dQ(t)
dt
— npu
0 (t) =  np f  to (t)d t
Jtn
(2 .11)
(2.12)
In some cases, 6 is chosen as an augmented state (Appendix A.2 and also [23]) but in our 
case the dynamic behaviour of induction machines is interpreted by a fifth order differential 
equation, neglecting “0” as a separate state. Utilising the rotation equation (2.6) to trans­
fer components from rotating to stationary coordinates, the following matrix conversion is 
made:
%rd
X r q
(2.13)
x ra cos 0 (t) —sin 0 (t)
x rb sin 6 (t) cos 6(t)
where the variable ux ” represents any of the current (i), flux (T ) or voltage variables. It 
can easily be seen that the transformation (2.13) has no dynamic (neither dimension nor 
magnitude) and is only a simple rotation. Since the rotor reference frame is moving with 
the speed of u r relative to the stator, referring the states from rotor (2.9) into the stationary 
reference frame, according to (2.6) or (2.13) causes an additional term as:
d'Ffu; ir R r -f-
dt
j n pu)r 'I*sr =  0 (2.14)
Decomposing equation (2.14) into direct and quadrature components (real and imaginary 
parts) and dropping the subscript “r” from “xor” yield:
d'lpsa
u sa —  Rs^sa  4 ~
'U'sb — Rs'isb T"
dt
dtpsb
dt
n    r ?  ■ . dljjra0 — R r ^ r a . 4----  h Tlp UJ'lpr b
0 Rs).%rb 4~
dt
d'lftrb
dt
(2.15)
npLJ'iJjr
Usually, iron losses are modelled in the circuit diagram as a resistor parallel with magnetic 
inductances and reduce the effective flux. If the magnetic circuits are linear and mutual 
inductances are equal, and by neglecting the iron losses, so the fluxes in (2.7), are simplified 
to their components by:
'Ipsa — Ls^sa 4~ L f i ra
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ipsb — L si sb 4  M i rb
ipra — M i sa 4  L r i ra
iftrb — M-isb L j.irb (2.16)
The assumption of linearity will be held valid by keeping the direct component of the rotor 
flux below the nominal value via controller (section 2.2.3). By substituting the flux in (2.16) 
into (2.15), the following dynamic can be achieved [74, 110]:
  c> • | M  dlpra t ( T M 2 \  d isa
u sa —  R-s^sa 4 ”  4 “  I LiL r dt y L r J dt
_  D  • . M  d^rb , ( T M 2 \  d isbusb -  Rsisb +  Lr dt 4 ( T 5 -
0 =  ~  (if>ra ~  M i sa) 4  -  -f np<jjif)rb (2.17)
o =  f  (ifrrb -  M i sb) 4  -  UpUnffraL/j' CH
The difference between the rotor speed, npw, and the flux (here uie) produces slip factor “s” 
which is equal to:
« =  (2.18)
and thereafter electromagnetic torque (Te) torque. The torque will be expressed in terms of 
the rotor flux and the stator current components [23, 74] as:
Te — * {Tpraisb 'lPrbisa) (2.19)
Jjrp
The other combinations of the torque, involving the reference frames of the rotor and air 
gap, was also reported by Apsley [1]. The mechanical torque -  the difference between the 
input (electromagnetic) torque and the load torque T) -  is applied to a cylindrical object 
and according to the motion equation, provides rotation as:
r  T _  Td?e(t) d»(t)
T e ~ T l  =  J ~ d T + b -d f i  (2'20)
where J  and b are the moment of inertia and viscosity friction coefficients, respectively. The 
viscosity friction, 6, in (2.20) is a function of w for fast rotation and constant for slow. The 
appropriate loss can also be modelled as a constant load torque [23], or assumed negligible 
(b =  0) for shaft turning in air [74]; therefore the rotor dynamic is summarised by:
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and as a result:
(2 .22)
By considering the rotor dynamics (2.22), using the dynamic equations of the asynchronous
machine (2.17) and sorting the equations into the state space form, finally the dynamics of 
the induction machine are represented by a fifth order set of differential equations in the 
stationary reference frame [69, 74] as:
The mechanisms of producing torque in DC and AC machines are conceptually similar. In 
a separately excited DC machine, electromagnetic torque is the product of flux produced 
by field current and armature current. As in DC machines, in induction machines the 
instantaneous electromagnetic torque is proportional to the product of flux (d-component
motor is field oriented control, which was first introduced by Blaschke [5] in 1971. It involves 
the transformation of vectors in the fixed stationary reference frame into a vector which
flux orientation is potentially more robust and easier to implement in magnetic saturation 
than rotor flux oriented [46].
2.2.1 Field Oriented Control of Induction Machine
Basically, vector control is a general term for controlling the magnitude and phase of a 
vector (usually flux) simultaneously; therefore stator, rotor, air gap field oriented control 
and even the nonlinear technique (secxion 3.3) can be covered by the term vector control.
d c o
d t
dipra
d t
dlprb
d t
(2.23)
disa
d t
isa  T  r  U sa
crLs
i
d i s b
d t
isb ~b T Usb<7 L/s
1
where <r is the leakage factor and equal to: o =  1 —
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of stator current) and current (g-component). A classical control technique for the induction
rotates along with the rotor reference frame. Also, it has also been reported that the stator
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But in this text vector control and field-oriented will interchangeably be used, otherwise 
it will be stated clearly. However, the states (the current and flux vectors) will usually be 
transformed from the stationary reference frame into vectors which rotate along with the flux 
vector (iprdi ifirq) h i the rotor reference frame. Then, the control technique tries to maintain 
the magnitude of the d-component of rotating flux constant, while the g-component is zero 
(due to the decomposition of the vector but not the control action); therefore the flux will 
be decoupled dynamically from the torque.
Mainly, there are two types of vector control techniques;
1. Direct, which relies on the direct measurement of flux magnitude and angle (position) 
or direct calculation from terminal and shaft measurements [1, 109].
2. Indirect estimation from the demanded torque and flux. In this method the commands 
(torque and flux) with measured speed and the slip relation are used to find the 
required orientation of the rotor flux according to:
p =  l ( n ^  +  a M ^ j d t  =  f ( n pu + ^ ) d t  (2.24)
where a  =  ^r. Traditional direct methods use search coils, tapped stator windings or Hall 
effect sensors to measure the flux. Due to the cost of the measuring devices and changes in 
the machine with temperature, they are sensitive to measurement noise and are, therefore, 
not recommended. Instead, observation methods based on the model estimate the rotor flux 
vector. The indirect method is also called slip calculator or feed-forward [1].
2.2.2 The Control as St at e-feedback
The space angle of the rotor flux (flux angular velocity), p, is the angle between the mag­
netising flux vector and the real axis (direct component) of the stationary reference frame 
and can thus be obtained via:
p — tan-1  ( ~ P - \  (2.25)
. 1pra )
The angle strongly depends on the rotor parameters i.e. rotor time constant according to 
(2.24). In the presence of inaccuracy in the parameters or in the model it is not possible to 
achieve correct decomposing of the vectors. Therefore the decoupling of the flux producing 
current, i sd, and torque producing current, i sq, is imperfect and field orientation failes. By 
using the transformation in (2.13) but p instead of 6 , the model in (2.23) can be stated
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in the frame rotating along with the direct component of the rotor flux. This necessitates 
change of the states according to:
A d  =  \JAra + ^rb =  \Ad\ 
Ipraisci T  Tprb'i’sb
\lprd\ 
A'a^sb ~  Iprbisa
\A<
A q  =  0 (2.26)
in which ui is still unchanged and remains as a state and the control inputs i.e. stator 
voltages, into:
cosp(t) sinp(t)
-  sin p(t) cos p(t)
u sd
Usq
u sa
'U'sb
(2.27)
Therefore, the dynamic of the induction machine (2.23) becomes [12, 23, 74]:
zz. / • Tl
d t  -  j
doj
d t
dlprd
dt
d isd
dt
d i S q
Q'^ Pvd 4~ aM isd
* 2  1
— j i s d  +  O tfiA d  +  U pU isa  +  a M + u sd
A d  crL
=  ~ 7 i s q  ~  f i u p u n p r d  -  n p u i s d  -  a M %s^ s d  +  —
(2.28)
dt 
dp
—  =  n p u !  +  a M -  
d t  Y v d
- U s
c r L s  ~ s q
where a , /3, 7  and p are known parameters depending on the nominal values of the parameters 
according to:
a  —
7 =
l _ _  Rt 
T r  L r  
M
cj Id $ L^ . 
M 2 R r  
< j L s L 2  
n p M
+ Rs
o L f
J L r
In fact, the way of transforming the states from one coordinate frame to the other highlights 
the control technique. Consider the following representation for sin p(t) and cos p(t) in (2.27) 
which are deduced from the equation (2.25):
'4>rb( t)sin p(t) 
cos p(t)
\Prd{t) 
1pra(t) 
Prd(t)
(2.29)
(2.30)
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according to p(t) in (2.25) and i/)rd in (2.26). Consequently, the equation in (2.27) can be 
written as:
(2.31)
Usa 1 Ipra Iprb Usd
Usb rfrd Iprb Tpra USq
or,
Usa — ^ ra'Usd. ^PrbUsq)
u sb
iftrd
(iftrb'U'sd "b 'lPraUSq) (2.32)
Effectively, the equation (2.31) is the same as that in (2.27), as has already been confirmed 
in (2.29), but it highlights two important things: Firstly, it clearly shows singularity in the 
conversion for iprd — 0 which only occurs at standstill. In the second place, the input volt­
ages are transformed by using the states (the flux components) which means field oriented 
control can be treated as a state feedback control scheme as well as any other nonlinear 
transformation e.g. feedback linearisation techniques. However, a possible field oriented 
control can be realized (implemented) by using a nonlinear state-feedback control [74] of:
(2.33)
usd
=  crLs
P
-a (h p rd -  T L p U i g q  -  a M  +  vd
u sq finpLO'lprd +  UpWlrd 4" OiM +  V q
The stator voltage components are obtained by properly applying the equation (2.27). 
Therefore, the following closed-loop dynamic in the rotor reference frame will be obtained:
dw
d t
d^rd
d t
d isd
d t
d i $ q
d t
dp
d t
P'lprd'l'sq j  
Oiij)r d 4~ o A I i g d  
~ 7 f is d  4- V d
T^sq 4* Uq 
n vw +  a M
W rd
(2.34)
2.2.3 The Controller Design
The significance of field oriented control is to linearise i sd and i sq in terms of new control 
inputs of Vd and vq, respectively. The direct component of the rotor flux, i.e. iprd, is 
controlled via i sd (so it is called flux producing current) linearly. In contrast, the control of 
torque (or speed) is only linear and independent via i sq (torque producing current) if the
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flux is held constant. This is the basis of field oriented control (and even for the stator-flux 
orientation [46]), which tries to maintain the direct component of flux at a constant value 
in order to make linear speed (torque) control possible [1 1 , 69, 74, 109]. Accordingly, the 
orientation control consists of two stages; keeping the flux constant through the control 
input vd and secondly, controlling the speed (torque) via vq. The control inputs vd and vq
in (2.33) are provided by a controller such as P I  [69, 74] according to the command flux
and torque or speed:
Vd ~kdl('4}rd lprdref )  J (fPrd 1prdref)d T  (2.35)
vq — —kqi ( T  — T ref )  — kq2 f (T  — Tref ) d r  (2.36)
J  o
If a specific mechanical trajectory, with 0ref  — Jq u refd t  and the motor acceleration term 
& ref(t) — i is required, the input (control) can be a function such as [23]:
P  Tt
v — ko I (0ref  — 0 )d r  4- k\(Q ref  — 0) +  k2(u ref  — oj) +  ocref  4—— (2.37)
J 0 t/
instead of (2.36) to force 0 -> 6ref  and uj —> u ref  as t —> oo. Accordingly, the alternative 
control which eliminates the nonlinearities in (2.28) is demonstrated as:
(2.38)
u sd = crLs
i2
f i rd -  a p ip r d  -  UpCdisq -  o>M ^  4- Vd
'U’sq 7 isq 4- (3npuiprd 4- npuird + a M 4- vq
which alters the equation for and in (2.34) to:
d isd 
dt 
di
Vd
sq
It~ «  (2'39>
However, the feedback control (whether expressed by 2.34 or 2.39) requires accurate knowl­
edge of the motor parameters and the state variables. Moreover, i sd and i sq are functions of 
the rotor angle velocity p. It is emphasised that the effect of nonlinearity in the computation
of p can be eliminated by forcing the system into current command mode by using a PI
current controller according to:
^d kdp(isd isdref )  ~  kdl J  (isd isdref)d r  (2.40)
=  ~ k qp( isq — isqref ) — kqi  (  ( isq — i sqrej)d T  (2.41)
J 0
Consequently i sdi and i sq can be considered as new inputs and the model of the machine is 
forced to be reduced [11, 22, 24] to:
Tidid
dt Plprdisq J
20 Chapter 2. Literature Review: Induction Machines; Modelling and Control
— —  —  Otlprd +  O iM isd
~  =  ripU) +  a M  (2.42)
dt ipsd
As both controllers (either (2.35-2.36) or (2.40-2.41)) confirm, iprd is a function of i sd. 
Hence, the controllers require that the magnitude of the rotor flux be adjusted to a constant 
value and, consequently, the speed (or one step further, the controller) will be asymptotically 
decoupled from the rotor flux [74].
2.2.4 Selecting the Flux Reference
The reference inputs to the controller provide extra degrees of freedom that allow opti­
misation of the performance [12, 60, 85]. In this regard the objectives can actually be 
maximisation of torque and/or efficiency, which cannot completely be achieved by classi­
cal vector control but partly by field weakening [60, 64, 85]. For torque maximisation, the
flux reference must be decreased dynamically to achieve the speed above some base speed
i.e. field weakening scheme [12, 69] (also in appendix A.5). In fact, optimum performance 
(either the torque or efficiency maximisation) requires a time varying flux command consid­
ering the physical constraints. Accordingly, a different design for the controller in the field 
oriented scheme (section 2.2.3) is required; therefore the control technique becomes more 
complex. An alternative (section 6.9) approach is using the nonlinear technique (section 3.3) 
in which both commands (flux and speed or torque) can dynamically be varied to obtain 
the optimality.
2.3 Observer in Sensorless Control
To implement a closed-loop controller based on the principles discussed above requires a 
knowledge of, firstly, the variables to be controlled and, secondly, the parameters defining 
the system. Sensors to measure the variables introduce error and noise and increase the 
cost; this is most true for flux and speed sensors, and least true for voltage and current. 
Therefore techniques for estimating values of the variables will be reviewed. If the model is 
known these are generally known as state observers. If the parameters also have to be found 
this may be done in initial commissioning experiments combining parameter identification 
and state estimation [30, 40, 43] procedures.
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2.3.1 Full-Order State Observer
A full-order observer estimates all the states of the system, whether they are measurable or 
not. In practice this is not crucial, because the stator currents and voltages can be measured 
accurately and economically. However, a full-order observer should be implemented: firstly, 
to assess the significance of the estimator [37] and, secondly, it is also possible to feedback 
the error between the estimated and measured values, to compensate the shortcoming of 
the observer [110] and guarantee the stability.
The speed, w, in (2.28) is dependent on ipr<i and i sq, which in turn are dependent on
u . The coupling terms make (2.28) highly nonlinear. Since to is the rotor speed, and so 
a “mechanical” variable, usually its time constant is large relative to that of the electrical 
components. Thus, one can assume co constant within the sample interval if the dynamics 
are solved numerically or controlled digitally. In this case the motor dynamics (2.23) can 
be represented by a constant matrix coefficient in the stationary reference frame [57] as:
d_
dt
or in a conventional linear representation:
d
is A n  A12 is B i
= +
* r A21 A22 0
U, (2.43)
dt
X A X  + BUc (2.44)
where
22 Chapter 2. Literature Review: Induction Machines; Modelling and Control
and ls [^ sa s^i>] 5 — \?Pra VVi] ? Us [^ sa s^b] and X  — [is ,®rr] •
A full-order state observer estimates both the stator current and rotor flux components by:
-| x  =  A X  +  BUS +  G (i~ -  is) (2.47)
where ” stands for the estimated value, G is the observer gain matrix and the term 
(is — is) is the prediction error. During the estimation process u  is constant; then by using 
the estimated states, to and thereafter, the coefficient matrix A will be estimated. A speed 
estimation process was suggested by Kataoka [57] as:
W =  Kp (c isa1prb eis(,'4>rcL>j  4~ K j  J  (^ isa P^rb dt (2.48)
where e is the prediction error according to:
&iSa =  isa isa (2.49)
eisb =z isb isb (2.50)
and K p, K j  are constant gains. Although this estimator is easy to implement, the perfor­
mance is poor at low speed because the ohmic voltage drops dominates the stator voltage 
and makes measurement of the inductive component inaccurate. To compensate the voltage 
offset problem, a prediction error based on a voltage estimator [110] can be applied [57].
2.3.2 Open-loop Stator Flux Estimator
The stator flux can be easily reconstructed by using the back emf voltage which can be 
determined from the terminal voltages and current according to:
us =  R s is +  — y- (2.51)
at
Therefore,
<&s ~  J (us -  R sis)dt (2.52)
Thus the rotor flux, \Fr, can be estimated [1] from the estimated stator flux, Sfrs,via:
4  =  C [ * sI,] (2.53)
where the states are appropriately defined in the previous section i.e. (2.3.1). However, 
at low frequency, the stator voltages become small and the ohmic voltage drop become 
dominant. Then, to apply this technique, very accurate knowledge of the stator resistance
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and precise integration are needed, in addition to precise measurements of the terminal 
voltages and currents. Also, the variation of the stator resistance due to the temperature, 
as well as drifts and offsets, degrades this estimator [109]. Nevertheless, this observer does 
not need the rotor time constant. Alternatively, the flux can be stated from the lower part 
of the matrix equation in (2.43) by:
Although the low frequency problem may theoretically exist, because of saturation of the 
integrator, a satisfactory implementation with sampling interval 250psec has been reported
constant over a sampling period) was only 0.1%. The current may change drastically by
and model uncertainties. Assuming zero for G in (2.56), an open-loop observer of the state 
can be constructed by having the same structure as the system for the model (2.56) and 
estimating the states according to (2.56):
(2.54)
where, I and J have already been defined in (2.46). Consequently, the rotor flux can be 
estimated by:
(2.55)
[1]. In a simulation the error in “qj” as estimated by the observer (where it is assumed
30% of rated. However this method is found effective and reliable [ibid\. A schematic 
diagram of this reconstruction can be found in the literature e.g. [1],
2.3.3 Asymptotic Rotor Flux Observer
Basically, a state space model of a dynamical system is represented by:
x(t) =  Ax(f) +  Bu(f) +  Gd (t) 
y (t )  =  Cx(f) +  Hd(t)
(2.56)
(2.57)
where x(£) and u (t) are n and m  dimensional state vectors and known inputs, respectively 
and d(£) is a vector of unknown inputs representing external noise, internal disturbances
x(£) =  Ax(f) +  Bu(f) (2.58)
In the model in (2.17), stated in the stationary reference frame, usa,ttsftAso and i sb are mea­
surable. The structure of an open-loop estimator is simple, and it is easily implementable. 
Moreover, it is necessary when the states are not observable from the available output.
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However, the application of this observer is limited to a perfect model (the model without 
uncertainties) with identical values of variables in the model and in the real system and 
finally noise free data. If the model is unstable and the initial values of the variables are not 
known, the open-loop estimator fails. These disadvantages can be cured by using closed- 
loop observers [26, 78, 110]. It should be noted that the stator voltages and currents are 
the practical available variables which is the case in this thesis. Consequently, the error of 
the estimated states should be amended either via spatial harmonic emf [26] or via observed 
stator voltages [110] and/or currents [78] only by measuring the terminal quantities. Since 
the stability of the second class of observers i.e. [78, 110] has been maintained regardless 
of the stability of the model, they are of interest. Among them, although first [78], is a 
nonlinear Luenberger observer which estimates the load torque, but it operates at different 
operating points. In contrast the second [110] is global and its stability has been proven an­
alytically. Furthermore the structure of this observer is consistent with the model specified 
throughout this thesis, so it is considered, and described, here.
If the drive is required to operate from zero speed the flux vector can be synthesised 
from the machine currents, voltages and speed signal [16]. Although the rotor speed is 
assumed measurable, it will also be estimated in the same manner in the following chapter 
(section 6.7.3). However, a closed-loop flux observer by assuming zero value for H in (2.57)
establishes the estimation error [110] of voltage of (2.54) and estimates the flux vector.
The schematic diagram of this estimator is shown in Figure (2.2). This estimator uses the 
discrepancy between the actual outputs y (t) and that of predicted Cx(i) as a correction 
term [20], according to:
x(£) =  Ax(£) +  Bu(£) +  K  j^Cx(£) — y(£)| (2.59)
where K is the observer gain and the term in brackets is called the prediction error. If 
the matrix gain K  =  0 the estimator (2.59) reduces to the open-loop observer (2.58) and 
without correction feedback. The estimator is called a closed-loop estimator or asym ptotic  
state estim ator [20] and the error is so evaluated by:
e (t) =  i f )  -  x {t) =  (A + KC)e(£) -  (G + K H )d (t) (2.60)
Because of uncertainties in the model representing the real system, the initial errors of e(0) 
in (2.58) are not essentially zero. To assess the significance of the closed-loop estimator 
(2.59) assume the disturbance d(t) equal to zero. The dynamics of (2.60) are governed by 
the eigenvalues of (A  -f KC). The dynamics of the open-loop observer i.e. K  = 0, are
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Figure 2.2: Asym ptotic (closed-loop) state observer.
specified by eigenvalues of A, which is not desirable for slow or unstable systems. Although 
the observability of the model (equation 2.23) in the steady state operating point has been 
proven [47] it is not sufficient. The observability condition of the pair of (A, KC) can 
place the eigenvalues (A +  KC) arbitrarily to modify the speed of convergence and even 
estimate the states of unstable systems. To provide a fast observer, it is necessary to increase 
observer gain K  which causes large entries in (G H-KC) i.e. enlarges the effect of a nonzero 
disturbance, d (t). So, one must compromise between having an estimator less sensitive to 
disturbance or one rapidly convergent. To control an induction machine, it is aimed to have 
a fast convergent observer instead of a less sensitive estimator [110], but as a result more 
attention must be paid to model the machine accurately and reduce the effect of noise. Since 
there is no assumption on the polynomial characteristics of the coefficient matrix A, the 
estimator can be time varying with respect to changes in the rotor speed u , which is an 
advantage over those already mentioned in sections (2.3.1, 2.3.2).
Recall the voltage and flux equation from (2.17), but in matrix form, and, rearranging 
them, they can be expressed as:
Uc
-  B i  , M d 9 r  , ( T M2\ dis
~  R sls +  T r ~ d T +  1 7 )
1 \  1 - — I +  npu J J  +  — M i s
(2.61)
(2.62)
26 Chapter 2. Literature Review: Induction Machines; Modelling and Control
Therefore the closed-loop is designed as:
M  d'&r (  M 2\  d is
\&r =  ( - 4 - I  +  npo ;j)  $ r +  +  K (u s -  us)
(2.63)
(2.64)
where us obtained from (2.61) and subscript “s” stands for the variables with subscript 
either “sd” or “sg” , appropriately. The difference between estimated and actual flux value 
defines an error according to:
e(£) =  4>r -
By subtracting (2.64) from (2.62), the error becomes:
e = 1  T— — 1 +  nvu} J e +  K (us -  us)
Substituting from (2.63 and 2.61) into (2.66) yields:
e (t) =  I M
T r
K
- y - I  +  n p u  J  1 e
(2.65)
(2 .66)
(2.67)
The stability and the rate of convergence of the observer (2.64) is controlled by the roots of 
the polynomial characteristics of equation (2.67) i.e.:
s = si i - £ k
Jbr
l  +  U pU jJ (2.68)
With different choices of K, the dynamics of the observer can be arbitrarily changed. For 
example for K  =  k l  [110], the eigenvalues of (2.68) are located at:
•Sl,2 = j
. TbpOJ L f
Tr (L r — k M )  L r — k M  
or in general term and for K  =  [A:a, fct] I, the estimator modes will be assigned at:
si ,2 =
(2.69)
(2.70)
Tr (L r -  kaM )  J L r -  kbM  
The only restriction is that the real parts of the poles in (2.69) and (2.70) must be negative 
to guarantee the stability and convergence. In this regard, L r — k M  must be positive real, 
inequalities i.e. ka <  L r / M  and kb < L r / M  must be held at the same time. It should be 
noted the effect of T r on the convergence rate of the estimator can be reduced by reducing 
the denominator term of “L r — k M ” or increasing the k which again will affect the sensitivity 
of the system to d(t) in (2.60). It is evident that different choices of the observer gain matrix 
K  results in different error dynamics. As a final remark, since the rotor flux is not available,
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in practice, the error in (2.65) will be made of the stator currents and their estimations. A
I is the unit matrix of size two. To avoid differentiation in (2.63), the auxiliary variable z 
may be defined [1 , 110] by:
Substituting us from (2.63) into (2.64) and the resultant into z from (2.71), yields:
This observer has the same convergence rate as that stated in (2.63, 2.64), with the advantage 
of less differentiation. Still, this method requires monitoring of the rotor speed, u , which 
degrades the efficiency due to the cost and maintenance factors of the speed sensor.
To reduce the estimation error, a cheap position sensor may be used. But, since u  — 
some process for numerical differentiation of the position information is needed, as described 
in [11, 38, 104]. Other reports [8, 23] discussed the step size needed for good accuracy. A 
backward difference technique has been reported [38] and was claimed [11] to be superior 
to the well-known OLS technique. Counting output pulses from the encoder has also been 
suggested [91]. Meanwhile, the position sensor contains measuring noise, so filtering of 
the position data is needed to avoid noise differentiation. Furthermore, the filter causes 
nonlinear phase distortion (nonlinear delay in the filtered data with respect to that of the 
origin), consequently a trade off between phase distortion and noise reduction is required. 
More noise cancellation inevitably results in more phase shift.
To cope with these sensing problems, it is also possible to explore a full-order state 
estimator with correction term. Among the observers which have briefly been presented here 
(section 2.3 and Kalman filter in B.2), this observer has the potential to tune the observer 
gains in equation (2.59) such that the stability of the observer is maintained, regardless 
of the stability of the system itself, and characteristics modes in (2.70) are also arbitrarily 
located. Consequently, this observer will be used (chapter 6) to estimate the states in the 
presence of the nonlinear closed-loop control (chapter 3), later in this thesis. Simulation 
results of both open-loop and closed-loop (asymptotic) of full and reduced order observers 
are verifying the usefulness and will be illustrated shortly (chapter 6).
value for K was chosen [110] as /cl, where k is a scalar number and equal to k =  ^  and
z (2.71)
z (2.72)
which includes SSfr according to:
(2.73)
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2.3.4 Harmonic Injection Method
The use of harmonic injection at low speed together with the back-emf method for high 
speed sensorless control has been reported [36]. It is not recommended in practice, because 
the switching frequency of the inverter may not be sufficiently high to allow the generation 
of extra harmonics, especially at higher rotor speed, and torque ripple may be encountered.
2.3.5 Artificial-Based Sensorless Control
The speed and flux observers make the model complicated; typically for a fifth order cur­
rent model they form an 11th order nonlinear system [6]. Thus the on-line analysis of the 
overall system would be extremely difficult and computationally expensive. Artificial-based 
techniques which incorporate fuzzy logic, neural networks, genetic techniques and/or a com­
bination of them, offer benefits in controlling the machine. These techniques can be applied 
in the model control indirectly by estimating the states [15] or identifying the parameters 
of the system (e.g. [83, 92]) or can be used as a controller [6, 77]. The latter demonstrated 
the application of fuzzy logic in conjunction with direct self control, with good performance 
reported in a Slip induction machine. Flux position, error in flux magnitude and error in 
torque were fuzzy set variables together with the flux angle current vector as fuzzy rules; 
thereafter the stator resistance was estimated successfully by a fuzzy estimator. Further­
more, Bose has reported the use of fuzzy logic in flux programming to improve the efficiency 
of an indirect vector control as well as utilising neural networks for the flux observer [15]. It 
is expected that Power Electronics will increasingly gain from the combination of artificial 
networks in state estimation and control [15, 6].
2.4 Summary
In this chapter a literature survey has covered mainly modelling and classical (i.e . Field- 
Oriented) vector control of AC machines, and the topic of interest, sensorless control.
In classical vector control a speed sensor or position encoder provides the angle needed 
to make the vector rotation. To make the control economically more attractive, sensors (of 
flux and speed) should be avoided. Consequently, the corresponding states must be recon­
structed, using the available variables (i.e. stator currents and voltages) through a proper 
observer procedure. A survey of useful observers has been presented in section (2.3) and the 
significance of the closed-loop (asymptotic) observer has also been verified (section 2.3.3).
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Since the rate of convergence is adjustable and the stability of observer is maintained, it 
is concluded to reconstruct the states mainly flux and speed in the presence of the state- 
feedbaclcfeedback control loop (section 6.5). The improved version of vector control i.e. 
nonlinear state-feedback and asymptotic observer will be explored in the forthcoming chap­
ter (6) to verify the feasibility of the Sensorless Nonlinear Control of Induction Machines 
mainly through a simulation study.
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Chapter 3
Differential Geometry; Feedback 
Linearisation Technique
3.1 Introduction
Nowadays the control of speed or torque is often achieved using a squirrel-cage induction 
motor fed from a variable-voltage, variable-frequency inverter. For the purpose of studying 
the stability of closed-loop control, time delays in a modern PWM inverter are small, rela­
tive to the time constants of the machine, and so negligible. Consequently, the machine can 
be controlled effectively and fast enough. Although nonlinearities in the magnetising circuit 
are neglected, the state equations describing the system (equations 2.23) are nonlinear and 
coupled. This is because the state equations include products of some of the state variables. 
A further complication will arise because the only state variables which are easily and eco­
nomically measurable are the stator currents or voltages; it is either difficult or economically 
undesirable to measure the other variables, mainly torque or flux.
The recently developed D ifferentia l Geometry technique [50] is a feedback linearisation 
approach which modifies the model, into a (usually) decoupled and linear dynamic in terms 
of its states and inputs. Modification of the model can be made by a combination of a state 
and an input transformation. This technique is fundamentally different from a Jacobian 
linearisation which is valid only for a small range of operation. This technique has been 
applied to induction machines for control purposes. In field oriented control, as already 
stated (section 2.2.1), flux is usually held constant to decouple the machine equation (2.34) 
in order to control the torque (or speed), independently. The main drawbacks of Field 
Oriented Control are twofold:
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1. Poor robustness against errors in speed measurement and variation in rotor time con­
stant [106]. Knowledge of the rotating field angle is directly affected by these errors 
and the assumption of uiprq — 0” becomes no longer valid. Hence vectors cannot then 
be completely expressed by only the direct component in the rotor field coordination, 
and the reference frame may cease to be perpendicular [108].
2. Torque linearisation and control can be achieved either under constant rotor flux or 
by linearising the dynamic around the steady state operating point [46]. The control 
may be unsatisfactory [74] during the flux transient (either during the initial transient 
or when a change of set point is required). It should be noted that because of the lag
. of induction machines due to the time constant of the magnetising circuits, the flux 
cannot quickly be changed and it is upper bounded.
The lack of robustness (first disadvantage above) can be controlled by measuring flux or, 
more often, speed which makes it cost effective. Dynamic flux (to provide efficiency) can be 
maintained via a field weakening scheme; it is not an independent control of flux, therefore 
the vector control becomes more complex. In contrast, the linearisation technique decouples 
the dynamics into two linear independent subsystems, and there is no need to keep the flux 
constant or to weaken it to achieve a desired trajectory and efficiency. Due to linearity of 
the new decoupled subsystems, linear control and estimation theory are applicable. Conse­
quently, the stability and convergence can be investigated analytically, and more effectively 
than the alternative i.e. field oriented. But, due to counteracting the nonlinearity by such 
an inverse model manipulation [74, 106] (which is partly similar to the field oriented con­
trol) through a DSP package, more attention must be paid to numerical errors, and also 
uncertainties in a =  1/Tr [106]. The impression gained from working with this and run­
ning simulations is that the technique is robust to errors. However, the point has not been 
proved, theoretically or by comparative studies, and would warrant further investigation.
The linearisation problem with schematic diagram in Figure (3.1) was completely solved 
by Jakubczyk [50] via state-feedback linearisation; Hunt [48] independently solved it by 
exact input-output linearisation. The theory was developed in both continuous [50, 97] and 
discrete time [49] by means of feedback linearisation. It means, according to Figure (3.1), 
that the inner loop removes nonlinearities, so allowing linear feedback of the states through 
the outer loop.
This technique was first applied by Krzeminski [63] on a squirrel cage induction machine 
and Bogalecka et al [13] for doubly fed machines. Although Krzeminski (and also [106] to
3.1. Introduction 33
Inverse Z  Model Nonlinear Dynamic
Linearised Model
Figure 3.1: State Feedback linearisation and control schematic.
achieve direct torque control) linearised the model into two linear and decoupled subsystems 
to control the rotor flux and torque in a tracking problem, controlling the flux and speed 
are also reported [63, 73, 74]. More attempts were made to linearise the whole dynamic 
of the machine, until Luca et al [71] proved the relative degree of 4 is a highest number 
of linearising the dynamic of the induction machine, through an input-output decoupling 
with the model described in the rotor reference frame. Thus, the efforts have now moved 
to change the structure of the model (to higher order) and control to have more inputs 
than usual. Although Bodson et al [12] applied a current source inverter (CSI) to control 
the machine, thereby reducing the order of model from 5 to 3, still the dynamics for the 
rotor angle have remained nonlinear. The work was improved by Chiasson [22] through 
adding an integrator in the d and q -axis to linearise the whole dynamic completely, under 
a CSI control. In a recent development, a voltage source inverter (VSI) was used [8] to 
follow the linearisation of the dynamic. Without augmenting the integrator and even more 
adding in the d-axis, the technique has not been successful in linearising and then controlling 
more than two states, independently. Recently, by augmenting the integrator in the q -axis 
in the fifth order model (2.23) (Novotnalc et al [85], Chiasson et al [23]) have made the 
complete linearisation possible at the cost of increasing the order from 5 to 6, and thereby 
complicating the control requirements. Besides, improvement over the nonlinear control by 
means of adaptive procedure is proposed by Marino et al [74] to control the machine with 
uncertainties in the bounded rotor time constant and due to the variation in the load torque. 
In parallel, other aspects of improvements, considering the magnetic saturation (Novotnak 
et al [85]) and identifying the parameters [104] have also been reported.
Whatever the capabilities of the control techniques -linearisation or field oriented control 
-  they rely on the states being available, which is not always the case. Hence, it is attempted
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to achieve sensorless control by reconstructing the states. Sensorless control has successfully 
been implemented in field oriented control by measuring some available states, such as the 
stator voltages and currents. A position (or speed) sensorless control was reported by 
Bonanno et al [14], while a fully sensorless (neither the flux, nor the position nor the speed 
are measurable) control was investigated in simulation approach successfully, by Harnefors 
et al [36] to achieve a good performance at low-speed. The lowest accuracy in sensorless 
control occurs in the low speed region; here signal voltages are low, so ohmic voltage drops 
and integrator offsets become dominant. To compensate the voltage offset in the low-speed 
region [1], procedures based on computing the fluctuations in the estimated flux (Kataoka 
et al [57]) and holding the stator flux-linkage magnitude at a constant value (Munoz- 
Garcia [88]) are also reported. A practical observer-based field oriented control also has 
been performed in both low and high speed by Jansen et al [53]. The rotor and stator flux 
are estimated using a closed-loop observer from a current model at zero and low speeds, 
and a voltage model at high speed, both with measured rotor angle. It is also claimed [ibid] 
a DSP with 4 KHz sampling rate is sufficient to observe and transform (but not control) 
the states in different coordinate frames. In earlier work by Jansen [52] an estimator was 
proposed to construct the speed adaptively [65, 66], using the open-loop current and voltage 
model observers. Since sensorless control is to cut the cost of sensors (particularly for the 
speed) an estimator would be designed to incorporate an inexpensive speed sensor [14, 23]. 
Although these observers are useful, the rate of convergence is not adjustable and also 
they are sensitive to the system disturbances. However, a closed-loop observer was built 
to estimate the currents with arbitrary rate of convergence while they are measured, but 
without any analytical proof, by Chang et al [18], whereas Verghese et al [110] proved 
the significance of this estimator. Yet, another speed sensorless control is implemented by 
measuring only the stator current together with a satisfactory model by M. Depenbrock 
et al [27]. In addition, the difference between the estimated current and the real values is 
used to identify the other parameters, such as stator and rotor resistance, if a well behaved 
model of the machine is available [ibid].
Basically, sensorless control is possible via constructing the states by an estimator. An 
open-loop estimator (simple observer) is a model inspired from the actual system, by rewrit­
ing it in a proper format. Although the rate of convergence, stability and sensitivity of the 
estimator are determined by the modes of the model [110], the first two can be adjusted 
and maintained by a gain in asymptotic observers [20, 56]. This kind of observer is used
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to estimate such states of induction machine e.g. the flux components [110] and the stator 
currents in field oriented control [18].
Nonlinear sensorless control was first suggested by Marino et al [74], followed by flux 
and torque sensorless control by Chiasson [23]. In the latter the rotor speed is eliminated 
from the flux equations. Thereafter, the rotor speed is estimated from the measured rotor 
angle. The restrictions in this case are that the rate of convergence of estimation is limited 
and, more important, that the numerical differentiation of a practical data produces more 
noise. An asymptotic (also called closed-loop) estimator [20, 56] with adjustable rate of 
convergence [110] copes with the restrictions by reconstructing the flux components and 
speed. The observed states are passed through the closed-loop nonlinear control proposed 
in [23, 63, 74]. As further work and in order to achieve robust sensorless nonlinear control, 
the estimated states can be passed through a sliding mode controller [31, 59, 65, 93, 103].
In this chapter linearisation techniques by means of differential geometry will be de­
scribed and some surveys and efforts to linearise the model of an induction machine, will be 
given. The dynamic of the induction machine which has already been studied and illustrated 
using the methods described in section (2), will be linearised by the differential geometry 
mapping to make state feedback control conceivable. Therefore, the state of the linearised 
model will be fed back and processed to control the overall system. It should be noted that 
another kind of nonlinear control in this area i.e. sliding mode control, is also applicable, 
but it is not of interest here.
3.2 Feedback Linearisation Techniques
Here, the theory of feedback linearisation technique by means of state feedback will be 
briefly given, assuming all of the states are available. Then, step by step procedures for both 
methods of input-state and input-output linearisation will be explained. The necessary and 
sufficient conditions are expressed in Appendix (A.l) and can also be found in the literature 
e.g. [103].
Basically, a continuous nonlinear system is described by:
v
x =  f(x ) +  ^ ^ ( x ) u i  
2—1
yi =  hi(x), Vi =  1,2,3,-•• ,p (3.1)
where x e 7Zn,u ,y  G 77p, f , g* and h{ are specific functions with appropriate dimensions 
determining the dynamics of the system under investigation and n, p are the dimensions of
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variables as appropriate. For single-input, single-output systems, the dynamic (3.1) reduces 
to:
x  =  f ( x )  4  g{x)u  (3.2)
y ~  K x ) (3.3)
The aim is to find an input such that the dynamic (3.1) generally, or (3.2-3.3) in particular,
can be expressed by a linear relationship between the states themselves and the inputs.
Differentiating y with respect to time yields:
=  d h ^  =  d h ^ . 
dt dx
Substituting x  from (3.2) into (3.4) leads to:
y  =  } ( x ) f x+g( 3.5)
Here, the Lie derivative operator (L fh ) can accordingly be defined [97] as:
L fh  =  (3-6)
Therefore (3.5) immediately results:
y =  L f h +  {Lgh )u  (3.7)
Basically, to express “y ” linearly dependent on the states (x) and also input (u), there are 
two approaches of Input-Output and Input-State Feedback linearisation techniques. Since 
the input-state feedback linearisation is a special case of the input-output linearisation 
technique, where the states are available from output, the latter scheme will briefly be 
discussed, whereas, the former procedure is mentioned in Appendix (A. 1.3).
3.2.1 Input-Output Technique
Basically, if all states are available from the output, then input-state feedback linearisation 
leads to input-output linearisation technique. However, if some of the states are not available 
directly from output, but still observable, this technique will be shown applicable, at least 
in practice.
Definition 1 : By definition input-output linearisation means [103] generation of a linear 
differential relation between the output, y , in  (3 .1 ) and a new input vector, v.
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Definition 2 ; Relative degree is an integer 7 , such that: L ZL\h =  0 for i — 0,1, • • • ,7  — 1 
and L g L ]h  ^  0, V x€ lZn
To put it more simply, 7  is the highest number of differentiation which the input initially 
appears in the output derivatives term. To linearise a model described by equations (3.1) 
(and, hence by 3.7) in term of a new input v, the input vector u has to be constructed. In
the special case where (Lgh)(x) ^  0, Vx G 7£n, then the control law of the form:
U =  Z ^ ~ Lfh +  - )  (3-8)
linearises (3.2-3.3) to:
y =  v (3.9)
If L gh(x.) = 0 , 3x € 7Zn, a further differentiation of (3.7) yields:
y — Z/fh +  (LgLfh)u (3.10)
In (3.10), L\h denotes L f  (Lfh) and LgLfh stands for Lg(Lfh). Still, if LgLfh =/ 0, Vx € 
7£n, the control law of the form:
u =  Zgi fh ^~jL^ h +  -^ ^■11^
yields a linear model of form:
Y =  v (3.12)
Since this suffices to linearise the model of induction machine so the general technique will 
be presented in the appendix (section A.1.2).
If the states of the system are totally observable, therefore the relative degree is n and 
the control (command v) can be designed by classical linear control theory, so that the 
output y  behaves as desired. Otherwise, the dynamics of a nonlinear system (3.1) will be 
decomposed into an external (input-output) part and an internal (unobservable) part called 
the zero or internal dynamic. Although it has been proven that the asymptotic stability of 
the internal dynamic guarantees the local stability of a control system, no conclusion can be 
drawn for the overall stability when the zero dynamic is unstable [103]. Still an approach 
to global asymptotic stabilisation based on partial feedback linearisation has been explored 
by defining a Lyapunov function for the internal dynamic and then followed by a modified 
Lyapunov function [103]. The modified Lyapunov for nonlinear systems covers the one for
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the internal dynamic. By using this approach it is still possible to linearise and control 
nonlinear systems with an unstable internal dynamic. Such generalisations have been made 
to redefine the same concepts for multi-input and multi-output nonlinear systems [ibid\.
3.2.2 The Linearisation Procedure
In contrast with the input-state linearisation procedure (Appendix A.1.4), the input-output 
linearisation technique is easier to understand, to manipulate and to realise (implement) 
the control scheme. According to theorem (1 ) on page 153, the approach is a successive
differentiation of the output function y in (3.1) until the input, u, appears. Thus:
dh(x) dh(x) .
y =  “ d r  =  _ * r x
=  ^f (x ) +  <3-13)
Consequently, the linearised input v  incorporating the inverse function of y in (3.13) cancels 
out the nonlinearity in the model (3.1). This can easily be interpreted for the single input 
single output (SISO) equivalent, i.e. (3.2-3.3), where the differentiation of output y with 
respect to time, yields:
y =  (f  (x ) +  s (x )u ) (3-14)
(3.15)
Therefore, the state feedback law of u(x) is achieved according to (3.8) as:
u(x) =  i w i q A  M (x)h' (x)) <3-16>
where h '(x) =  dhd^  and v is a function of error which will be defined in section (3.3.2). The 
question arises as to whether functions are invertible and, if so, where singularities exist. 
However, functions in (3.16) are implementable in practice by using a digital processor or 
computer and taking into account any singularities.
3.3 Nonlinear Control of Induction Machines
Conceptually, the feedback linearisation is a model mapping into a block diagonal Jordan 
form (i.e . normal coordinates which will be defined on page 42 and also in [103], clearly) such 
that the nonlinearities of the model in the new coordinates are cancelled out. Field oriented 
control (section 2) is one method which asymptotically decouples and linearises the model of
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the induction machine -  hence it would be a particular instance of a feedback linearisation 
technique [93]. The Feedback linearisation technique makes the model exactly linear and 
decouples not only asymptotically, but also under transient conditions, by providing input 
from the states i.e. state feedback.
3.3.1 Input-Output Feedback Linearisation
In general, mapping can be made of the input-state procedure (A. 1.3) or input-output 
linearisation technique (3.2.1). Since the states either are available or would be estimated, 
input-output linearisation technique is conceivable. According to the definition (1), this 
scheme is to differentiate the output, until inputs appear. The difference between the 
linearised (the goal) and that of the actual one provides the linearising control inputs.
This procedure is applied into the dynamic of the induction machine (equations 2.23) 
to make it linear and decoupled. The outputs to be controlled are the rotor speed, x \ — u , 
and the magnitude of flux i.e.:
x 3 =  tpra +  V’rb =  ^rd (3-17)
but not the modulus of the rotor flux, Vvrf, by itself. This is because differentiating the 
second term i.e. X3, is easier than ipr<i. It is worth noticing that, since this method is based 
on the derivatives of the states as well as the inputs, more restrictions of differentiability 
than in the field oriented technique are expected. Especially, the load torque as an another 
additive input must be differentiable, which means it must be changed smoothly, such that 
~  0 even if the nature of the load is unknown. In practice, this is not a restrictive 
assumption, because the load is applied mechanically and so cannot be altered quickly.
Here, it is aimed to linearise the model of the induction machine in (2.23) and control
the states of x\ — co and x% =  ip2d. Basically, w and rip2d are chosen as independent variables
for two reasons: firstly, in practice it is desired to control the speed or torque and flux
and secondly, the state transformations x\ =  (fi\ and X3 =  $2 are definitions such that the
function (j>{x)1 and its inverse <^_ 1 (a;) must be smooth (see page 232 of [103]). It is also
attempted to demonstrate the linearisation procedure, simply and step by step to be able to
linearise other similar nonlinear models. Since the rate of changing the rotor speed i.e.
is dependent on the electromagnetic torque, so the torque is not defined as an independent
state. However, it is possible to control either the speed or the electromagnetic torque but
1T liis  function  is called a diffeom orp h ism .
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not both independently in conjunction with controlling the flux. The states are accordingly
defined by:
X l  =  0 1  =  O J
r j^ i
x 2 —  ( b  —  p  ( ' t f t r a ' i ' s b  V v & ^ s a ) (3.18)
^ 3  =  0 2  =  Aid
d t b 2 t  0  
X 4  ^  —  c2oiiprd +  2aM tp rdi sd (3.19)
x 5 =  p =  0 3  =  tan-1  (
\ Y r a  J
(3.20)
which shows three different sub-models of mechanical (1st pair of equations described in
3.18), electromagnetic (next pair of equations described by 3.19) and finally, the link between 
them via rotor angle (3.20). The reason for dividing will be explained shortly, but briefly it 
is because finally this technique decouples the model into two independent subsystems.
The appropriate input and state functions g(u,x) and f(x) in the model of induction 
machine (2.23), can be defined from the general nonlinear description in (3.1) by assuming 
the same state vector. Since the machine is controlled via two independent inputs of usa 
and usb, so dimension of the input function i.e. g(u,x) must be the same, accordingly:
ga(u ,x )  =
0 0
0 0
0 gb{ u,x) = 0
1
a L s 0
0 1(7 L s
(3.21)
and then the remaining equations are defined as vector function of f  (x). The input functions 
ga(u, x) and gb(u, x) in (3.21) are the appropriate input functions of usa and usb, respectively. 
Differentiating “$2” in (3.18) with respect to the time, and substituting the equivalent terms 
from the model in (2.23), yields:
2*2 — P ^ iA a 'i's b  Abisa) dt ^ J^)
~  L f t p i  - j -  L g a L f ( p i u sa  - f -  L g bL f ( p i u sb
(3.22)
(3.23)
where the operators L  and L 2 are Lie derivative operators which have already been defined 
in (3.6) and the derivatives terms are defined by:
LgatL f (Plu a —  T ifirb 
<JLs
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L g b L f ( j > l U b  1 1 p r  a  
C f L j s
L f < P l  =  - p n p/3u {ip2a +  Iprb) -  F  hPraisb ~  Ab^sa) (a  +  7) —
p f l p U )  ( I p r a i s a  4 “  I p r b ^ s b ) (3.24)
Similar differentiation for “ x 4” in (3.19) yields:
X 4  =  L 2 <p2  +  L g a L f ( p 2 U S a  3 -  L g b L f < p 2 u s b (3.25)
with:
2 o l M
•LJ 9 a -L Jf (r 2  —  r  r r a  
( J  L / $
2 a M
3  b f  0  2  —  ^ I p r b
Lf(p2 =  (4a2 +  2a 2P M )  {ij^a 3 -  iprbj +  2 a M n pu  ( ipraisb ~  iprbisa)
- ( 6 a 2M  +  2cy.r) M )  (ipraisa +  A bisb)  +  2o ? M 2(i2sa +  i2b) (3.26)
Although the states in (3.18-3.20) are defined regardless of the reference frame, the final
linearised model (equations 3.27-3.30) is expressed in the the stationary reference frame.
It is because the differentiations are substituted from the model (2.23) which is originally
described in the stator coordinate. It is also logically possible to represent the states and
their derivatives in other reference frames. However, the dynamic defined in (3.18-3.20) will
be mapped into the coordination of:
h-
1 1!
to (3.27)
x'2 —  L f ( p i  4 -  L g a L f ( p i u s a  +  L g b L f ( p i u s b (3.28)
X z  =  x 4 (3.29)
x 4 — L f ( p  2  +  L g a L f ( p 2 U s a  +  L g b L f ( p 2 U s b (3.30)
i~ipx5 —  L f ( p z  =  n pu  +  a M - ~  =  n px i  3--------------- ( J x 2 3 -T i )
I p r d  n pX 3
(3.31)
Of these (3.27) and (3.29) are linear, whilst the other three of (3.28), (3.30) and (3.31) are
still coupled and nonlinear. The first two nonlinear equations (i.e . 3.28, 3.30) are second
derivatives of the states i.e . u  and ip2d, which are required to be controlled and will be
linearised by applying proper control inputs.
The philosophy behind the new state definitions is based on two reasons: Firstly, as the 
name of input-output linearisation shows, it must be a dynamical (derivatives) link between 
the input and the defined output by means of differentiation. Secondly, the successive 
differentiation will be made to gain the analogy of the linear system representation. In the
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multidimensional state space representation of linear systems, the states, x, of a system 
of order n, can usually be defined using itself and its derivatives i.e. x ,x ,x , •*•, or in a 
successive format according to:
X j , x i-1-1 • i =  1 , 2,-- • , n — 1 (3.32)
and the derivative of the last state x n, is expressed using the coefficients of the polynomial 
characteristic of the system (for instance equation 3.37 below, and more in Appendix B.l). 
In other words, linear systems (and some times, nonlinear systems) will usually be illustrated 
in blocks of Jordan in canonical form (called Jordan canonical form) [20] (p.p. 266) such as:
Ap 0
1 4
0 V
y =
X  =
h-n Rn—1 R-n—2
B,
B,
R i
U
X
(3.33)
(3.34)
where, p and q are the degree of subsystems according to the modes of the system and 
p 4  q =  n  is equal to the order of the model e.g. (2.23). The corresponding nonlinear 
representation (3.27-3.31) is called the normal form  whereas the recently defined states i.e. 
x i , x 21' * ■ >24 are referred to as norm al coordinates or norm al states [103]. Even though the 
eigenvalues (A) of Ap and A q are distinct and independent, the format of the Jordan blocks 
A p and A q changes from system to system and represents the nature of the eigenvalues of 
each subsystem itself [20, 56]. In a simple case in which it is tried to achieve the linearisation, 
Ap (similarly for A q) can be expressed by:
An ■—'
0 1 0
r.....
0
»Oi- __
...
 
0 0 1 • 0
> Rp — ...
 
0
0 0 0 1 0
&P 1 1 1 £ 1 to • - 0:1 1
(3.35)
Yp XCl C2 C3 • • • Cp
where the polynomial characteristic of Ap is:
A(A) = |Alp — A p| =  Ap 4  cqA  ^ 1 4  0:2Ap  ^4  . . .  4  o;p_^A 4  otp
(3.36)
(3.37)
However, the linearisation problem of a nonlinear system reduces to linearising the last entry 
of each block of the actual system (01* finding the equivalent expression for the last entries
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in the Jordan block, Ap, such as 3.35) i.e. the second order differential equations (3.28) and 
(3.30) here. In fact, they can be written in matrix form of:
(3.38)
x \
=  A(x) + B(x) usa
£3 Usb
where matrices A(x) and B(x) are:
A(x) B(x) =
crL,
piprb P'tyra 
2 a M ip ra 2 aMlprb
(3.39)
In the matrix equation (3.38) the states are not linearly dependent on the inputs but cross 
coupled. The pair of inputs usa and us& make the state differential equation (3.38) linear 
and decouple (the procedure in 3.2.2) according to:
(u.
usb
=  B 1 (x) (3.40)
- L 201 
- L 2t4> 2
To obtain the equation (3.40), it is implicitly assumed that the second derivatives of the 
states in (3.38) are equal to the control inputs va and which will be evaluated shortly. 
Ultimately, the provided inputs (i/a, v\f) linearise and decouple the model (2.23) into two 
linear subsystems of (3.41-3.42) and (3.43-3.44), but not the fifth equation (3.20) which 
leads to (3.45) according to the following normal coordinates:
sq =  U) =  x  2 
£3
oj -  iy a 
2 r =  X4=
dt
x 4 =
dt2
X5 — TlpX 1 +
== Vb 
R r
npX3
(J x  2 +  T i)
(3.41)
(3.42)
(3.43)
(3.44)
(3.45)
This allows for an independent control (either regulation or tracking) of speed and rotor 
flux instantaneously. Also, transient responses are decoupled even if 'iprd is required to vary 
independently of w, as may be the case with field weakening under field-oriented control. 
State space transformation is valid in the open set H =  (x  E K5 : ip^d ^  0}; the same 
singularity, at zero flux, is also present in field oriented control [8, 1 1 , 23, 69, 74, 109]. 
However, it only happens at start-up of the machine and could be overcome by assigning a 
tiny value for iprd instead of zero (section 6.6.3 page 106); alternative, complex, suggestions 
are made by Krzeminski [63] and Chiasson [24].
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The dynamic in (3.45) is nonlinear and unobservable from the output w and 'iprd (this 
confirms the degree of linearisability of 4 [74] but not 5). It has already been shown [71] that 
the relative degree for the model (2.23) is 4, so the linear model (3.41-3.44) is the largest 
linear dynamic which can be achieved. It is possible to linearise further; such a scheme to 
treat p in equation (3.45) is described in appendix (A.2), where an integrator is added in 
the <?-axis.
Actually, up to here, the scheme was the art of modelling and the linearisation technique 
to make the model linear in an appropriate reference frame. The other significant task is to 
construct the control inputs (va ,v b) to counteract the nonlinearity and coupling problems. 
The more the control inputs are implementable in practice, the better the performance 
which can be achieved. In contrast, poor control is associated with poor linearisation and 
decoupling.
3.3.2 Design the Control
The most important task after linearisation is controlling the machine to act as requested. 
The demand signals are chosen according to the application. If it is needed to work as a 
servo system the angular position (and or the speed) is of interest, while lifting up a load 
needs a command of torque. More generally if, in addition to control of speed or torque, it 
is desired to maintain a particular level of efficiency [60] or other similar criterion [12, 24] 
it may also be necessary to control the flux. This is not normally possible under vector 
control (sections 6.9.1 and 6.9.2), but can be achieved under the nonlinear control discussed 
here. Under this scheme it is possible to set the flux trajectory while avoiding violation of 
the limits of voltage and current of the controller or magnetic saturation [85]. An example, 
showing how to select the flux reference is in [24] and briefly in appendix (A.5).
However, due to successive definition of the new states in the linearised model in (3.18-
3.19), the higher derivative terms of the states in the new linearised model {i.e. 3.42 and 
3.44) will be unavoidable. Furthermore, the error between the actual state and that of 
demanded i.e. (x — xre/) ,  cannot essentially be zero for all the time. Therefore, practical 
controllers must be designed to guarantee the convergence of (x — xre/)  and its derivatives. 
The modulus of the error for both speed and the flux demands i.e. wref  and ipref 2 must be 
reduced quickly with time.
To design the controller compensation techniques could be considered, but PID or pole
2T h e  n otatio n  for the flux reference is chosen as t/ve/  in stead  o f  i p r d r e f  w hich is to o  long.
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placement schemes, are more popular, due to ease of structure and theory of analysis. In 
essence, both PID and pole placement schemes are similar. Consequently, pole placement 
is chosen for tuning the controller gains and the modes of the system.
In equation (3.42), va is equal to w, so the controller must deal with all terms of the 
error up to the second order differentiation i.e.:
Va K-Pu) Wj*e/( )^) K d ^  (#2(t) 4~ Wre f( t ) (3.46)
where the subscript a shows the direct component in the stationary reference frame, K p ^  
and K d w show the proportional and derivative gains, respectively and “(£)” stands for the 
time dependency. The reason for choosing this kind of expression is to make the input a 
function of the error, ew =  w —wref , and its successive derivatives. Rearranging the equation 
(3.46) in terms of w with va =  i j  leads to:
('w wref )  4  K d u  (c5 wre f) 4  K p w (w coref )  — 0 (3.47)
where both a? and wre/  are time dependent. It is still possible to add an integrator to (3.47) 
as " K IU f  (u  — u ref ) d t ” , but this reduces the speed of convergence and also increases the 
complexity of the controller, and so it is not applied. The equation (3.47) can be written in 
terms of the speed error, ew, as:
ew 4  K d u eu 4  Kp^e^ =  0 (3.48)
or in the frequency domain:
s2 4  K d^s  4  K p u — 0 (3.49)
Therefore it is possible to shape the behaviour of the error via tuning the controller gains 
of K p u and K d w such that the error approaches zero with arbitrary rate of convergence, 
so long as the practical restrictions e.g. the band-width of drive, are not violated. Prom 
a practical point of view, the faster the response, the greater the gains, but they are less 
easily realizable. Similar expressions can be found for the electromagnetic subsystem of 
(3.43-3.44) to tune the gains to guarantee convergence of the flux error of =  ip2d — if)2e  ^
according to the polynomial characteristics of:
s2 4  K d ^ s  4  K p ^  =  0 (3.50)
where K p ^  and K d ^  are the gains to provide vb in (3.44) according to the following dynamic:
vb =  - K p  ^ (x3 -  'iprefit)) “  K d ^  (x4 -  ^ e / ( 0 ) 4" $ e/(* ) (3-51)
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Finally, the gains of the controller will be tuned by locating the poles of the characteristic 
polynomials (3.49) and (3.50) as far as possible from the imaginary axis in the left hand 
side of the s-plane, providing real and satisfactory (not very large) amounts for the gains 
K d u , K pu, Kpip and K d ^ . An adaptive approach to counteract the uncertainties in the 
load torque and the rotor resistance [74] and/or sliding mode control [66] (also in Appendix 
A.4) are also recommended to obtain a robust controller.
As a final remark, if a Current Source Inverter (CSI) is used to control the machine, the 
model will be reduced to a degree of 3 instead of the more usual 5 (Appendix A.2).
3.4 Main Problem
Model linearisation is achieved by a combination of the state transformation into a new 
(called normal) coordination and designing the demands. In practice, some of the states 
cannot be measured directly. Therefore, they must be reconstructed either by computing 
from the intermediate states (e.g. rotor flux from the stator flux) or estimating them from 
output using the model. Moreover, to reduce the cost of overall instrumentation and mainte­
nance, sensorless control is recommended. If there are any uncertainties in the model, they 
will cause error in the estimated states, increase residual nonlinearity and make the control 
inefficient. A closed -loop observer would compensate some uncertainties (mainly, those of 
the wrong initial conditions), while sensitivity analysis would provide a rough estimation of 
how well the control strategy works.
More precisely, the problem is to realise the benefits of sensorless techniques (sections
2.3.3 and 6.5.2) with an adjustable rate of convergence for the state estimator (the error 
dynamics in 2.67) in conjunction with nonlinear control (section 3.3). Thus the effective­
ness of the observer will individually be investigated in section (6.5) and together with the 
nonlinear control technique (section 6.7).
3.5 Summary
In this chapter, a description of feedback linearisation based on the idea of transforming 
nonlinear dynamics into a linear form has been presented. Among the existing techniques 
and due to the availability of the states from the output, the Input-Output technique was 
described step by step. It provided decoupled and independent control of the states (mainly 
flux and speed) in the model of asynchronous machines (equations 2.23). The speed, w,
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can be requested to track any arbitrary reference, while the rotor flux, '(/Vd, can either be 
fixed (section 2.2.3) (similar to the field oriented control) or follow a desired trajectory to 
maintain a condition such as maximum torque or efficiency.
As in field oriented control, a singularity was found in the feedback technique when the 
direct component of the rotor flux, iprd, is zero. However, it only happens at start-up of the 
machine and could be overcome by assigning a tiny value for i [ rd instead of zero (section
6.6.3 page 106).
In use the controller must construct the linearising inputs as quickly as possible to guar­
antee the convergence. To tune the controller gains, a pole placement method was used 
to position the eigenvalues of the linearised model as far as possible from the imaginary 
axis in the s-plane. It should also be noted that providing fast response for the controller 
may violate the model restrictions (getting into the hysteresis band) and the drive limi­
tations (such as bandwidth, maximum allowable current and voltages). So, the gains of 
the controller must guarantee the stability and convergence and compromise between the 
speed of response and practical restrictions. However, the linearisation techniques rely on 
the quality of the model; sensitivity analysis investigates the significance of the controller 
in the presence of uncertainties in the model (section 6.8) and provides the robustness. In 
this regard, robustness means: finding a range of variation in a parameter (such as the 
rotor time constant) for which performance of the control under these circumstances is not 
affected and the overall system is still under control.
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System Modelling
Variable-speed drives based on asynchronous (induction) motors nowadays usually incor­
porate a microprocessor in which the model of the machine is implemented digitally. The 
parameters defining the model may be obtained from measurements of the performance of 
the system, opening the way to systems which are self-commissioning or which are self- 
adapting to variations in load. The method of parameter identification uses input invariant 
method to minimise the error between the measured performance and that of the model; 
the variable is the parameter set. A side benefit is that the order of the model may become 
reduced, so allowing faster computation while retaining reasonable precision.
4.1 Parameter Identification
Finding the best approximation of an unknown system can be regarded as an optimisa­
tion problem of modelling and parameter identification. Although, from the background 
knowledge of the induction machine, the structure is usually defined, parameters of the 
model are different from one machine to another and even vary in a specific machine with 
temperature, load, noise etc. One possible way is to determine the parameters in advance 
(usually in a commissioning stage); another is in real time (i.e. on-line) parameter iden­
tification procedures. Since the topic is not the main aim of this thesis, so it is preferred 
to describe the method only briefly. Because, nowadays, accurate measuring devices are 
available the effects of noise are assumed negligible during the system studies. Although the 
procedure described below will demonstrate noise-free identification, similar approaches e.g. 
extended least squares, Kalman filtering (appendix B.2), Maximum Likelihood [84], identify 
parameters and the noise characteristics in the presence of noise.
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4 .1 .1  N oise—free D ata
To identify parameters of a system, a structure which shows the relationship between vari­
ables must be assumed. The structure, usually called the model, contains parameters. The 
best approximation to the parameters, and possibly also the determination of the model, 
is found by solving an optimisation problem. Optimisation is by minimisation of the error 
e between the time response of (y ) a real system and that estimated (y) using a simplified 
model, so:
e* =  ( y i - V i ) 2, i =  1,2, • • • ,p (4.1)
In the time domain, an Ordinary Least Squares error (OLS) minimises the error over the 
whole set of data, i.e.:
J =  ^  ei (4.2)
i=i
where p is the number of sampled data.
If y (t) and u (t) are the output and input of the system with estimated degree of n  at the 
sampling time t respectively, the behaviour of the system y (t) can be modelled by sequences 
of input-output as:
yt =  b0ut -1- biu t-i +  b bn- i u t-n + i 3- ai2/t-i 4- a2yt- 2  4 b anyt- n (4.3)
or,
Vt ~ a iy t-i  -  a2y t - 2 ------------dnVt-n =  b0ut +  biut- i  4 b bn- i u t- n+i (4.4)
With use of the delay operator^-1 ):
Y (z-1 )(l -  a\z~l    anz~n) =  (b0 +  b\z~l 3 b bn- i z ~ n+1)U (z~ 1)
(4.5)
Consequently the discrete time transfer function is obtained by:
U (z ~ 1) 1 — a \z ~ l — • • • — anz~ n
where a, and bj are unknown coefficients of the model. Choose
© =  [bo bi • • • 6n_i ai o2 • • • an ]' (4.7)
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where denotes transposition. By sampling more data according to the equation (4.3) and 
© in equation (4.7) a set of difference equations is generated. Accordingly, the regression 
m atrix  U* is constructed from the history of the system as:
U, =
wo u \ • • • Ufi—i y i y2 y n - 1
ui u2 • • • un y2 yz • • • y n
Up Up+i • ' * Up+n-.i yp yp-|_i • • • yp+n- i  
where m , n and p are the number of delayed input, output and the number of sampled pair 
data in U* respectively and y\ is the 2th delayed output y i.e. y t - i and likewise for u. The 
output vector y is:
Y  =  [yi y2 yp\  (4.8)
The OLS estimation of 0  i.e. © is therefore obtained [84]:
0  =  (U('U() _ 1 U'(Y  (4.9)
It should be noted that from the empirical standpoint, the condition number of the matrix 
(U /U /) is low and at risk of involving near-singularity, or even singularity. It could be 
improved if the order of the model was decreased [67], or by decomposing the matrix into a 
matrix with higher condition number such as LQ, Choleskey, Singular value decomposition, 
e£c[84], or with a method described by Sinha et al [102]. An interesting alternative is to use 
genetic techniques [79], which avoid solving the inverse matrix. A Genetic Algorithm solves 
the problem by substitution of its guesses on the criteria, directly. This technique searches 
for any desired combination of unknown coefficients and evaluates them directly into the 
cost function [62, 34] rather than computing the inverse matrix.
4.1.2 Effective Modelling: Model Order Reduction
A well defined mathematical model which expresses the relationships among the various 
elements and variables of the system, improves the control performance. A perfect model is 
not attainable, so simplifying assumptions or constraints (which balance precision against 
simplicity) must be made, and will result in a degree of approximation. It follows that the 
best model of a real system (which meets well the conditions) will be complex and highly 
detailed. Therefore, the computation time of investigation will be increased. On the other 
hand, a low order model yields simplicity but loses generality and accuracy. Consequently,
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a compromise between them is required. One possible choice is model reduction techniques 
[51], which try to fit a lower order model while keeping the main behavioural characteristics 
of the original system. Input Invariant Method is an efficient technique, [82], so it is briefly 
introduced.
4.1.3 Input Invariant Method
An input invariant method to convert a discrete transfer function to the continuous one 
will be described. Since the effect of the input supply will effectively be cancelled out it 
need not be persistent excitation [2] of order n  (here; the number of unknown parameters).
By applying a known dynamic input, and measuring both input and output at the same 
time, a discrete model of the system can be identified as:
G (z ) =  I M  =  C[G(S)] (4.10)
where £ shows the ^-transform operand and y and u are the output and input sequence,
respectively. The problem is to convert the discrete transfer function to its continuous
equivalent or simply, to extract G (s) from equation (4.10). Furthermore, it is known that:
Y (z )  =  C[G(s)£/(s)] (4.11)
On substitution equation (4.11) into the right hand side of (4.10) it follows that:
r M  . C [ G « E / ( s ) ]  m „ ,
G ( z ) ---------- UiT)—  (4'12)
We may immediately infer that:
°w  -  g ™  < « »
Where C-1[‘] is inverse 2-transform and must be evaluated by using the standard (impulse) 
2-transform table e.g. from [89] (table B.l on page 167). Otherwise, the mapping G(s) 44 
G (z) is not a 1:1 unique transformation. Analytically, G (s) in (4.13) must be exactly the 
same as the original transfer function. But due to the computational errors in evaluating 
G (z) and G (s ), it is different from the original one, but it is still the best approximation 
due to minimising the error expressed in equation (4.2) [82].
4.2 Genetic Algorithms
To minimise the error between the model (obtained either by estimation or by identification 
procedures) an optimisation technique is needed. In the gradient method in optimisation
4.2. Genetic Algorithms 53
techniques a gradient of the objective function is derived and produces a nonlinear set of 
equations which is solved to zero. Any point which satisfies the gradient is an optimum 
point. Generally, the conventional optimisation techniques seek a point to realize the object 
function, the so called hill-clim bing  methods (search method). They climb the function in 
the steepest direction. Both methods find local optima. To find other points, another search 
method is needed or the starting point must be changed randomly. Moreover calculus-based 
methods depend upon the existence of derivatives and 011 reasonable continuity. Furthermore 
more assumptions are needed to reach a mathematical representation of a problem (for 
example to approximate a finite difference for a simple derivation) beyond the function 
itself.
Genetic Algorithms (GA) were developed by John Holland and his colleagues when they 
were working on the mechanism of natural selection. Their approach has led to important 
discoveries in the fields of natural and artificial science. Genetic algorithms are search 
algorithms and the idea behind of them came from the mechanics of natural organisms. In 
fact, where robust performance is desired, nature does it better. Artificial genetic techniques 
are being implemented in business, science, and engineering problems. Although these 
algorithms are computationally simple and powerful, they are not fundamentally limited by 
restrictive assumptions (continuity, differentiability,- • •) about the search space. From any 
starting point, traditional optimisation methods use a transient rule and move from one 
point to another. There is the risk of homing onto a local false peak in multi-peak search 
space. By contrast genetic techniques work from a rich data base of point simultaneously 
(population set), climbing many peaks in parallel. Therefore the probability of finding a 
false peak is greatly reduced.
The most that can be guaranteed of the steepest descent or any other iterative opti­
misation technique (without loss of generality for a minimisation problem) is that it will 
find a local minimum, in general the one nearest to the starting point rro- To find all local 
minima (and thus the global minimum), the method most used is to repeat the minimisa­
tion from many different initial points (Lasdon [68]) randomly; the starting points will be 
chosen from a u n ifo rm  distribution over the bounded search space (De Jong [55]) until the 
algorithm converges. From an adaptation mechanism point of view, a purely random search 
is extremely inadequate because it makes no use of the available feedback information to 
reduce the initial uncertainty surrounding the problem for adaptation [ibid\. Furthermore, 
for most of those techniques, the computation time grows rapidly as the dimensions of the
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problem increase [ibid\. De Jong has shown [ibid] for some kinds of problems, and for two 
kinds of conventional global optimum algorithms, that 6000 iterations were typically needed 
to converge toward the global optimum point, whereas a local optimum point was found by 
around 200 iterations at the same conditions. It will be seen that, not only does the GA often 
reduce the number of iterations needed with respect to the blind random search, but it also 
requires only the function to be evaluated, and not its derivatives as well. Consequently, 
from the point of view of computation time, artificial genetic algorithms are superior to 
analytic techniques. To put this in perspective, human beings have evolved over a long 
time (possibly 200,000 years, who knows?) but this still only 5000 to 10000 ‘generations’ 
(iterations).
Put most simply an artificial genetic procedure is finding the stronger individuals, “fer­
tilising” them together randomly and mutating them to guarantee the convergence by using 
3 main operators.
4.2.1 Reproduction
Reproduction is based on the principal of survival of the fittest. The Reproduction operator 
selects the parents for next breeding. A fitness value F ( i )  is assigned to each individual in 
the population set, where high amount means a desirable individual.
The fitness function can be any positive function even if nonlinear, non-differentiable or 
discontinuous. The type of cost function depends on the type of the problem and designer’s 
point of view and is a function of error. In continuous terms, the error function can be 
stated as Integral of Absolute Error (IAE), /  |e(t)|d£, Integral of time Absolute Error (ITAE), 
f  t\e (t)\d t, Integral of Squared Error (ISE), /  e2(£)d£, • • • and likewise for the discrete time 
domain, such as Sum of Squared Error (SSE), Yli e2( i ), • • •• The cost function must still be 
expressed in positive definite form, so the previous error function has to be converted to a 
proper format e.g.:
j s s e  =  i + z U ( » )  (4-i4)
JsAB =  TTRoi ' (4'15)
Although the constant i.e. 1 in both costs (equations 4.14 and 4.15), avoids a zero in 
denominator, it reduces the sensitivity to variation in error, especially when it is small. So 
the constant must be chosen carefully.
The strings (chromosomes) are selected according to what has become known as the
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C rossed chrom osom e
l l
Figure 4.1: A  simple cross-over operation for one pair string.
stochastic remainder selection [62], with or without replacement [34]. The normalised F ( i ) 
states the probability of the parents existing in the next generation. According to chance, 
the individuals will be selected as parents for the fertilisation stage. Similar to in biological 
systems, the chance of survival for any living creature increases with its fitness. Thus, any 
powerful creature has more chance to survive and, moreover, more highly fit strings have a 
higher number of offspring in the succeeding generation.
4.2.2 C ross-over
The reproduction operator leads the search toward the best features already existing but 
does not create any new individuals. In nature an individual normally has two parents and 
inherits genes (characteristics) from both. The main operator to work on the parents is 
cross-over, which is applied with a certain probability (the feasibility of the cross-over: pc). 
This operator takes genetic information from both parents and combines them to create 
two new individuals. In this case the mate for fertilising (diploid) is chosen randomly. As 
a rule in genetic procedures, when a kind of selection is needed, the best way is random 
selection. The whole characteristic (chromosome) of each offspring (string) will be created 
by interchanging parts of the chromosomes from the parents. In a simple case just one 
partitioning (cut off the string) and crossing over of two chromosomes will take place, but 
more cross-overs (the second operator) are also conceivable. Still the place (or places) of 
crossing over is (are) random. The Figure 4.1 shows a simple cross-over on two strings.
4.2.3 M u tation
Even though reproduction and cross-over generate many new strings, they do not introduce 
any new information into the population at the gene level. In nature, mutation (the 3rd 
operator) rarely takes place; it is a random walk through the string space. The possibility 
of mutation (pm) is low and 0.001 is a typical probability for any gene [34]. In the case of
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binary coding, the mutation operator simply flips a bit from 0 to 1 or vice versa. Consider 
a possible choice which all of the population set entries are identical; so reproduction and 
cross-over can only generate an identical set. It means convergence to the best string never 
happens. But the mutation operator will produce a new and different creature, which rescues 
the algorithm from a bad situation. This operator is similar to a disturbance applied to 
any unstable hill point. Furthermore, near a stable point in the n-dimensional space any 
deviation (regardless to its height) caused by the small amount of the mutation will be 
amended by genetic techniques, and it returns back to the stable point. With high mutation 
rates the algorithm becomes little different from a random search and causes instability in 
the system.
4.3 Enhanced Genetic Algorithm
Conventional genetic techniques employ a binary string less than 64 bits in length [34]; 
therefore one aspect of enhancement could be to increase the word length to the computer’s 
own word length of 64* bits. Although it has been claimed that the binary representation is 
an optimum alphabet [34], corrections by Winston [113] and Ranjbar et al [79] have been 
reported, where the latter reduced the order of complex systems [80]. A decimal representa­
tion with cross-over defined by equation (4.17) was found to converge more reliably than a
conventional binary string (ratio of 1/10) representation [79]. Moreover, the precision of the
decimal string is usually higher than that of the binary (if the number of bits representing a 
variable is less than the computer word length; otherwise the computation time significantly 
increases). The use of floating point allows for a greater range of values but does so at the 
expense of some precision as it requires the use of part of the string for representation of the 
scaling factor. For given random numbers r \  and r 2, decimal variables X  and Y , D defined 
as “X  — Y ” , therefore X 7 and Y 7, the resultant of crossing-over, can be obtained by either 
[54]:
X ' =  X  + n D
Y 7 =  Y  +  r2D (4.16)
or by an alternative definition which uses one random number r  of the form:
X 7 =  rX  +  (1 — r)Y  
Y 7 =  (1 -  r ) X  +  rY (4.17)
4.4. DC Machine as a Torque Sensor 57
Rg Lg
Figure 4.2: The equivalent circuit diagram o f an armature controlled DC machine.
It should be noted that equation (4.17) requires fewer random numbers to be generated and 
so reduces the overall computational time; it also reduces the correlation which results from 
the use of pseudo-random number generators. To implement mutation, a random number 
(r € [—1,1]) will be generated. A negative value means the decimal number must become 
weaker (i.e. flip from “1” to “0” ) and the positive one means the decimal number becomes 
greater. The mutation rule for variable x  is:
x ' =  2r x  (4.18)
4.4 DC Machine as a Torque Sensor
To assess the controllability of the test rig (from which the experimental data will be ob­
tained) under a certain load condition, at least in the steady state, it is necessary to quantify 
the load. One idea is to measure the load torque via a DC machine working as a gener­
ator. The model of the DC generator is effectively the same as that for the motor. So 
characterising the DC motor will yield the model for the DC generator.
4.4.1 D C Characterisation Based on Equivalent Circuit
Basically, the characterisation is based on the circuit diagram of the DC machine in Figure 
(4.2) [90], under assumptions of linearity in the magnetic circuit and neglecting the nonlinear 
effects of the commutator brushes. The commutator effects are simplified and modelled as 
a part of a linear armature resistance R a. Since the DC motor is excited separately, the 
field and armature reactions are effectively decoupled. Consequently, the machine can be 
controlled by either the armature or the field circuit. In armature control, which is normally 
the case, the field is kept constant. Therefore, the effects of the field circuit will be counted 
as a constant term. According to Figure (4.2), the block diagram in Figure (4.3) represents
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Figure 4.3: Block diagram o f armature controlled DC machine [90].
the link between the armature reactions and input. So, the transfer function of the DC 
machine i.e. the speed versus armature voltage, G'w(s) is expressed as:
Ul(s)Gu(s) =
k
L a J
E a(s) S Z  + (  L q b - \ - R a J  \V LaJ ) S  +
bRa
L a J
(4.19)
where the parameters are shown in the circuit diagram (4.2).
To characterise the DC machine and identify the parameters and, thereafter, the transfer 
function in (4.19), the machine is run as a motor and data are sampled using voltage and 
current sensors and an optical position encoder to obtain the rotor speed. The filter (5.2), 
has also been applied to the measured data.
Based on the equivalent circuit in Figure (4.2), the DC machine can be characterised by 
performing three practical experiments — determining the shaft friction, the parameters of 
the armature circuit and the normal running.
Although the effect of the brushes is nonlinear, it could be modelled as a IF drop between 
the rings and the rotor winding for graphite brushes (0.3 V for metal-carbon brushes) [7]. 
However, it is modelled as a part of armature resistance, which it will be measured by either 
applying Ohm’s law or by an ohm-meter provided in the armature circuit. During the 
armature circuit characterisation, the effect of the back-emf voltage is avoided by having 
no field excitation.
The armature inductance and resistance are obtained from measurements of V  and I ,  
whilst an ohmmeter yields the value for the resistance. Energy-balance is used to work 
out the shaft friction in the second experiment. Finally, the remaining parameters of DC 
machine are identified by applying a DC input voltage, and measuring the speed as well as 
the armature current.
To guarantee the field voltage is held constant, it is supplied by the DC drive 5901
and the field current is also monitored. In the characterisation procedure, it is possible to 
T t s  specifications are show n in ap p en d ix  in tab le  A .I .
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use thermocouple to sense the temperature, and check the corresponding variation in the 
parameters. However, due to cooling the DC motor by a fan, the motor temperature is 
almost held constant. This procedure in more detail is as follows:
1 . Brush and armature resistance R a: From the equivalent circuit in Figure (4.2), 
it can easily be found that:
E a — ej =  R a i a  +  ~ ~ L (4-20)
Without field excitation, the back emf voltage of eb is equal to zero. Therefore, the 
resistance can be evaluated by O hm }s law (measuring the input voltage and the arma­
ture current, therefore using R a =  j^ ) .  This amount can also be verified by using an 
Ohmmeter
2. armature inductance L a: Armature inductance can be found through the electrical 
time constant according to T e =  A  DC voltage is applied to the armature circuit 
and the field circuit is kept unconnected. The armature current dynamic is affected 
by the time constant of Te through the armature inductance L a.
3. M otor constant gain, mechanical time constant Tm and back em f gain kb
: The ratio of the speed (rad/sec) to the armature input voltage at steady state 
determines the overall motor constant gain by km — Rab+kkb where k and kb are 
motor-torque and back emf constants. When armature input voltage is open circuited, 
the speed decays to zero from the steady state with mechanical time constant rate of 
T m — ^  which is identifiable from the speed measurement. The transient current due 
to the armature inductance will decay faster than any other time constant and will be 
absorbed by the power supply. Hence its effect is negligible relative to the mechanical 
time constant. Moreover, from (4.20) the back emf voltage of eb which is equal to kbu  
will be assigned using: ueb =  Va — R aI a” especially in the steady state and thereby, 
the back-emf coefficient kb will be obtained.
4. Friction: To work out the torque from the energy balance equation (equation 4.23), 
it is necessary to find out the electrical power (ohmic loss and stored in armature 
inductance) which can be approximated as:
Pelectrical ~  diai a ■+- —L ai a (4.21)
and the frictional (Coulomb and Viscosity) losses which is not easily modelled and 
evaluated. Usually, 3 kinds of friction can be enumerated; static friction at the start,
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coulomb friction and lastly, viscous friction. The coulomb friction, which is usually 
modelled as a constant term, is over-estimated and assumed equivalent to the mini­
mum power to start the machine, deduced the lost power (equation 4.21). Also, in the 
steady state the inductance term cannot be seen by DC signal, so the whole energy will 
be consumed to counteract the viscosity friction. Consequently, the Viscosity friction 
can be found by running the machine at a constant speed i.e. 6j =  0. Thus:
T  =  bw (4.22)
and from the energy equation:
Tu) — Pin — Pelectrical Pcoulomb (4.23)
therefore
Pelectrical Pcoulomb / .  nA\
U 2
5. M omentum o f inertia, J: J  can be found from the mechanical time constant 
Pm =  f  which has already been evaluated (item 3).
For accurate and reliable evaluation, these procedures have been implemented several times 
(table A .2 on page 162) on the motor with the nameplate in table (A.l), and the outcomes 
are the average over the experiments (table 4.1). As it can be seen the results in each 
individual experiment satisfy themselves and their differences are negligible. Possible sources 
of the difference might be because of simplifying the DC machine with the linear equivalent 
circuit in Figure (4.2), assumption of linear resistor for the nonlinear brushes, reading error 
especially during the scaling procedure and etc.
In spite of the supporting theory, simulation results have shown error in characterisation 
and emphasis the inadequacy of this process [42]. In parallel, other characterisation tech­
niques (as will be seen shortly in section 4.4.2) verified the significance of this procedure, 
when the moment of’inertia i.e. J, is measured differently. On the other hand, the main 
source of error, here, is inadequacy of determining J. It should also be noted that, if the test 
is done at different temperature, the values of parameter X s must be corrected at specified 
(determined) temperature according to either (4.6.1.6) or by the modification equation [7]:
=  M -  ± - f t  (4.25)
ik  +  k) ' '
where X s is the value at specified temperature ts, X t is the value at the temperature of
reading £{, and K  is a constant conductivity factor. There is also an easier approach to
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Table 4.1: Resultant characterisation o f the D C  machine by off-line tests based on the equiv­
alent circuit diagram.
Description Element Average Value
Armature resistance R a 1.3
Armature Inductance L a 49.6
Back emf gain I<b 0.79
Motor constant gain Km 1.2884
Torque coefficient K t 0.7520
Viscosity friction b 0.0045
Momentum of inertia J 0.0101
Mech. time constant Tm : Sec 2.3087
Elec. time constant T e : ms 33.8550
compensate the value of parameter X s against variation on the temperature based on the 
temperature coefficient a  for a conductor by:
X s =  X t ( l  +  qA 6) (4.26)
If a  in unknown, it is possible to arrange a specific test (e.g. [95]) to identify it off-line
thereafter, updating the resistor on-line or by the look-up table scheme. As a conclusion,
note that, in order to use the DC machine as a torque-meter it must be used as a generator 
whose mechanical input is the load torque. This input torque can be found from its electrical 
output and the losses which have already been evaluated, thus:
'L'input • hiO +  Ploss 4“ T'electrical (4.27)
As a final remark, it is also possible to verify the parameters by the other methods. 
For instance, the electrical time constant is the shortest time constant and the mechanical 
one is dominant. Therefore identification techniques, especially with that of the discrete 
to continuous equivalent method [82] determines the transfer function straight away and so 
the parameters afterward. Small deviations might occur due to simplification and numerical 
errors.
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4.4.2 Identification  Techniques
A DC machine may also be characterised by identification techniques based only on the 
measurement of input and output signals. For purpose of comparative studies, the machine 
is excited with two different levels of armature voltage, and the voltages, armature current 
and speed are measured. One set of data (i.e . input armature voltage, armature current 
and speed) is processed while the other set is used to verify the validity of the identified 
model. The procedure which has already been presented in section (4.1) is used to convert 
the discrete transfer function to its continuous format by using the 2-transform table ( 
appendix B.l).
A DC step voltage was applied to the armature circuit of the DC machine. To avoid the 
initial transient sparks due to using a non-ideal switch, the input is applied through a quick 
break contactor. The speed and armature current were measured via an optical encoder and 
current sensor, respectively as shown in Figure (4.4). A counter converts the pulses to actual 
speed; note, however, restrictions — for example, the encoder cannot sense the stand still in 
short time. As can be seen from the graph, especially from the voltage in Figure (4.4-a) the
Time (sec)
Figure 4.4: The measured behaviour o f (a )-lnp u t armature Voltage, (b)-Arm ature Current 
and.(c)-the Speed o f the D C  machine used in the identification method.
input initially bounces and sparking is unavoidable. This the identification technique cannot 
model, so it is imperfect. Since the armature circuit consists of a winding, usually modelled 
by an inductance series with resistor, it acts as a low pass filter and smoothes the sharp 
pulses (approximately impulse). Consequently, the output responses (i.e . armature current
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and speed) are approximately as expected. Furthermore, the input voltage is chosen so that 
the nonlinear magnetising effect does not occur and the machine works in linear region. By 
assuming the speed as output of the linear system with input of voltage, the identification 
procedure in section (4.1) fits a transfer function as:
w(s) 35.5375s + 5.5892e +  04
G (s) = (4.28)Va(s) s2 +  256.9022s + 4.2237e +  03 
with poles at s =  —17.6541 and s =  —239.2481. To assess the significance of the transfer 
function (4.28), its speed responses under excitation of two practical inputs (Figures 4.4-a, 
and 4.6-a) will be compared with that of actual ones (Figures 4.4-c, and 4.6-b). Although,
Ya T O 0.1 0.2 0 .3 ,, ,  0.4 0.5 0.6
Time (sec) Time (sec)
Figure 4.5: Response o f the transfer function (4.28) to the input (4 .4 -a ): (a)-speed, (b )-th e  
speed error.
the estimated speed in Figure (4.5-a) is similar to the actual speed which has been shown 
in Figure (4.4-c), the error in Figure (4.5-b) is not zero. It emphasises that the time 
constant of model is more than the actual system, and the estimated speed is slower than 
real one. This problem can be overcome by providing better sensors, data acquisition devices 
and modifying the numerical procedure, which will be described shortly in items (1-4). 
However, the maximum error is 10.5% of the instantaneous speed but decays fast with the 
same dynamic as the transfer function. The steady state error is in the range (-4%,+l%), 
which is unimportant.
4 .4 .3  M od e l Inadequacy
Due to noise in the experiments and other errors the transfer function is imperfect. Some 
of these errors can be enumerated as:
1. Inadequacy of the speed sensor (via an encoder). Mainly, the ripples in the actual 
speed (Figure 4.4-c) cannot be easily modelled, due to the measuring noise together 
with the numerical errors. The speed has been sensed by an optical encoder which
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counts the number of pulses, and then converted them to a normal value. It means 
zero speed cannot be directly measured by the sensor in a finite amount of time. 
Then the speed must be extrapolated to find zero speed and its appropriate initial 
time. Furthermore, the voltage input is uniformly sampled whereas the conversion 
method from binary level (pulses sensed by the encoder) alters the uniform time inter­
val between the samples i.e. samples the speed non uniformly. Hence, an interpolation 
between two successive samples of speed is needed to match the time instances accord­
ing to the sampled voltage or current.
2. Non-ideal input voltage. The armature voltage is not an ideal step, due to the short­
comings of the practical switch and the loading effect caused by the motor against the 
power supply. The assumption of a known dynamic for the input is essential to extract 
the transfer function, either in (4.13) or by any other conversion methods. However, 
it is approximated by a step in the transformation procedure, which is not realistic.
3. The existence of ripple. The magnitude of ripple (noise) in the sampled speed (Fig­
ure 4.5-a) is not constant, so the steady state speed cannot be measured by a simple 
averaging over a period, but must be determined by another sensor. The steady state 
speed must be kept unchanged during the intermediate manipulations. Furthermore, 
even for uniform ripple the modulus o f  the error increases.
4. Near singularity of Ifr. The regression matrix Uf in (section 4.1.1) is near singular, 
so it gives rise to a numerical error, especially during the inverse manipulation. The 
singularity problem may be solved either by reducing the size of matrix Uf which 
reduces the precision or using alternative matrix transformations such as LU, SVD 
and e£c, though these have not been tried here.
It should be noted that points (4) and, perhaps, (2) are procedure dependent and can 
be improved, but the others are common to similar parameter identification procedures 
e.g. genetic algorithms, because they come from the practical constraints. In spite of the 
restrictions enumerated in (1) to (4), the value of this identification procedure has been 
shown, as follows:
Of course, the DC machine performs as a low pass filter and cancels out the high fre­
quency noise of the armature voltage shown in Figure (4.4-a). The validity test of the model 
(4.28) is continued by applying another 50 Volts DC to the armature circuit and observing 
the simulated speed, shown in Figure (4.6). The worst case is the transient error at time 0.1
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Figure 4.6: Verification o f the D C  characterisation under different supply voltages, (a )-lnp u t  
Armature Voltage, (b )-A ctual speed, (c )-th e  estimated speed by the model (4.28) and (d )-T h e  
error between the actual and estimated speed.
second, which is equal to 19.8% of the instantaneous speed. The error exponentially reduces, 
such that at steady state it remains within the range of [-2.88%, + 1 .39%] of actual speed. 
To assess the identification procedure and accuracy of the model described by the transfer 
function in (4.28), the step response of the actual system (Figure 4.4-b) is compared with 
the best model estimated by genetic algorithms by Hart et al [43] under the same actual 
inputs in Figures (4.4-a, 4.6-a). As can be seen from the graphs (4.7-a, b), although the
Figure 4.7: The speed error o f the model, estimated by GA under excitation of: (a )-8 0  V  
armature voltage input (Figure 4 .4 -a ) and (b )-5 0  V  armature voltage input (Figure 4.6-a).
transient error is large (i.e. 25.5% of the instantaneous speed for in case of excitation by 
80 V, (a) and 39.3% for armature voltage 50 V, (b)), it rapidly reduces until at the steady 
state remain in the range of [-3.37,1.33] and [-2.53,1.7]% of the corresponding steady state
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value.
Figure 4.8: The responses o f the model, characterised from the equivalent circuit, under the 
excitation of: ( i)-8 0  V  input armature voltage (Figure 4 .4 -a ) (a)-speed, (b )-the  speed error 
(H)-50 V input armature voltage (Figure 4 .6 -a ) (c)-speed, (d )-th e  speed error.
However, the modelling procedure using the equivalent circuit (section 4.4.1) has also 
been investigated (Hart et al [43, 39]). According to the cost function (equation 4.15), sig­
nificant error was resulted with respect to the proposed genetic technique [ibid] (parameters 
are reported in appendix A.4). A hybrid characterisation which uses the identified moment 
of inertia from evolutionary technique ( i.e. J  — 0.0292) improves the implication of mod­
elling based on the equivalent circuit. The results of proposed identification procedure (ID), 
genetic algorithm (GA) and hybrid technique (H) are tabulated in table (4.2 on page 67). In 
the table ID, GA and H have been ranked according to the transient error, if, however, the 
ranking criterion is to be cost value H and GA should change places. The steady state error 
is actually a matter of scaling the model in the presence of noise in the actual signal (here, 
speed), but from the size of the error they are approximately similar and still negligible. The 
drawback of circuit modelling highlights the need for accurate measurement of the moment 
of inertia, which here has been substituted from the genetic method.
4.4.4 More Simplifications
The zero and poles of the transfer function in (4.28) are located at:
Z =  —1.5728e +  03
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Table 4.2: The speed error due to using the different characterisation techniques.
Method Identification Genetic Hybrid
Input 80 V 50 V 80 V 50 V 80 V 50 V
Max. % 10.5 19.8 25.5 39.3 14.8 58.63
St. State % H ,l] [-2.87,1.67] [-3.37, 1.33] [-2.53,1.7] [-4.1,0.36] [-3.16,0.9]
Cost value 1.7e-5 7.8e-6 le-5 7.6e-6 6.3e-6 5.7e-6
P12 =  -17.6541 
-239.2481
This shows that the zero and one of the poles (P2) are very far from the real axis of s-plane, 
so they can effectively be removed. Thereafter the model in (4.28) is reduced to a simpler 
structure. It should be noted that a zero is a differentiator and increases the time response; 
so neglecting it reduces the time indexes e.g. rise time, time constant, etc. In addition, if the 
machine is placed in a loop, the poles move towards the zero(s) when the gain increases. In 
fact, the effect of the zero is not just a simple differentiator; it may alter the stability of the 
overall system, though this is not the case here. Nevertheless, ignoring the pole i.e. P2, is 
more feasible than zeros, because it is stable and very far from the origin of the s-plane. By 
neglecting both Z  and P2 the machine would be modelled as first order. For comparison the 
2nd and first order models have been excited by the input voltage in Figure (4.6-a). The 
error in the speed responses of these simplified models is reported in table (4.3), reference to 
the actual speed in Figure (4.6-b). As is expected, the 2nd order has greater cost function
Table 4.3: The error o f speed due to reducing the order o f transfer function (4.28) under the 
excitation o f input voltage in Figure (4 .6 -a ) relative to the actual response Figure (4 .6 -b ).
Case 2nd order 1st order
Maximum % 34.3 42.1
Steady State % [-3.64,0.8] [-3.69,0.83]
Cost value 1.02e-05 8.1e-06
than the 1st order, which corresponds better accuracy. However, there is still a question
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of choosing a right model, with respect to the general cost. The 1st order model is more 
economic and realizable than the 2nd order, but the latter is more accurate.
Apart from the typical control excitations for the machine (either stator voltages or 
currents), load torque is effectively another input. This input is usually modelled as a 
disturbance which it is not easily measurable, but degrades the effect of the control provided. 
Therefore, an idea is to explore a DC machine as a torque-meter. Procedures to characterise 
a specific DC machine based on circuit equivalent, identification techniques and also genetic 
techniques (which has been done by a colleague, S. D. Hart [42]) have been described and 
implemented. The results of different characterisation techniques, including identification 
method, genetic algorithms and hybrid procedure in the presence of noisy data are compared. 
It was realised that the circuit equivalent based methods become more accurate when used 
with another data extracting procedure e.g. GA; the term hybrid procedure is then used.
4.5 Identification of A C  Machine Parameters
In field oriented control, accurate parameters of the induction machine are needed. Usually, 
the inverter uses the machine parameters provided by manufacturer or identified by practical 
experiments. Several identification methods can be used to identify the parameters of the 
machine. The majority of them work out the parameters from a dynamic model involving 
differential equations and with noisy data. Extended Kalman filter is an on-line estima­
tion algorithm which estimates the state variables, identifies the parameters and the noise 
statistical characteristics simultaneously. Without any prior knowledge about the noise in 
the machine this algorithm is very time-consuming ; an improvement results from prior 
knowledge of the covariance noise matrix etc. Such methods translate the dynamic model 
into a static one by converting the differential equation into an algebraic equation [25]. 
Therefore, the parameters of the machine are a linear function of the states (usually called 
bilinear). In this case the parameters are identifiable by using least squares errors, which is 
time consuming, or by iterative algorithms, such as those based on nonlinear programming 
method [25]. Since this method has been stated only in the reference frame synchronous 
with the rotor, further error may result from transferring to another frame. Furthermore, 
tests with locked rotor or with no load are not reliable, due to temperature changes with 
load. In addition, during the locked rotor test the skin effect can heavily affect the accuracy 
of the rotor resistance.
An alternative practical procedure [98], based on the equivalent circuit of the motor,
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can extract the parameters from noisy data. Consider the following d-q  equivalent circuit 
diagrams (Figure 4.9, 4.10) in an arbitrary reference frame. These models are controlled
Figure 4.9: Equivalent circuit o f an induction motor in the direct (d) axis in the arbitrary 
reference frame.
by a voltage-source inverter and take the well-known Park form [86]:
u sd ~  R s isd +  ^elpsq (4.29)
dipL
Utq =  Rs*eSq +  dt + U e1pesd (4.30)
0 -  R ri erd +  ^ - ( u e - U r )A q (4.31)
dip^
0 — R r irq +  ^  + (u/e Ur )lprd (4.32)
here, usd, usq, i sd and i sq stand for the d and g-components of terminal voltages and 
current, respectively. Similarly, ipsd, ipSq, iprd and iprq indicate the d and q components of 
stator and rotor flux, respectively. Furthermore, superscript and subscript e, stands for 
arbitrary reference frame, while coe and u r are the synchronous speed and the speed of the 
rotor reference frame, respectively. Although these procedures are stated for standstill, they 
can be modified for other rotor speeds, and also to allow for changes due to “temperature” .
Furthermore, there are other identification methods, such as:
• Rotor resistance by EKF filter and Luenberger observer [109, 111].
Figure 4.10: Equivalent circuit o f an induction motor in the quadrature (q) axis in the
arbitrary reference frame.
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• An automatic parameter identification which relies only the stator current and based 
on the machine model is also reported [70]. It is stated that there is no speed error 
greater than 30% of the full load and 50% of light load. Thus this method can be 
applied in commission stage.
• Maximum Likelihood identification by using the stator voltages and currents are also 
reported [101] which can identify the parameters in the presence of noise.
4.5.1 Selection  o f  the Sam pling and Sw itching Frequencies
According to the sampling theorem, for a system with a cut-off frequency “u c” the sam­
pling rate “ws” must exceed twice the cut-off frequency i.e. “ljs >  2ujc” . Slower sampling 
degrades the system performance; an upper limit 8 to 10 times [89] the system bandwidth 
is recommended [38] for application in induction machines otherwise the alias frequency is 
unavoidable. Thus, to cover 1ms, which is about the smallest time constant (i.e . electrical 
time constant) of the motor (i.e. u  =  1 k H z ) , “u s =  2 irfs «  8 K H z ”suffices2 where, f s is 
the sampling frequency.
4.6 Model Validity
To design the control loop, a model of the machine is needed. This model may not be as 
accurate as it is needed for designing a machine and the controller can usually cope with 
uncertainties of the model so a simplified model may be acceptable. But, if the model is more 
realistic, the efficiency of the control and the performance of the whole system in terms of 
convergence, time responses etc, will significantly be improved. The validity of assumptions 
and the degree of simplification, guarantee the validity of the model and thereafter the 
robustness of the control in real-time. Three main sources of uncertainty are the following.
4.6.1 Structural E rror
The model is based on simplifying assumptions (section 2.1.1) which may in practice be 
violated. The structure expresses the relationship between the states and the coefficients. 
An accurate structure is vital to establish both a control scheme (either vector control or 
linearisation technique) and state construction mechanism. Some of the main sources of this 
error are listed below:
2It sh ou ld  be n oted th a t u> is inversely proportion al to  the tim e  c o n sta n t, b u t n o t th e  freq uency, / .
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4.6 .1.1 Space Harmonics
Because the motor winding is not sinusoidal and made up of discrete conductors, space 
harmonics occur. The most significant harmonic is shown the 7th, but even so it was 
estimated to produce only 0.2% of rated torque [1] which is negligible.
4.6 .1.2 Deep Bar Effects
The rotor conductors have finite thickness, so at high frequencies the current is limited 
to the outer surface and the effective impedance increases. This problem is significant for 
large machines (greater than 0.5 MW) and can be overcome by adjusting the resistance as 
a function of frequency in the controller [1].
4.6.1.3 Core Losses
The induction machine has core losses due to hysteresis and to eddy currents flowing in the 
magnetic material used to make the stator and rotor. Although these losses in vector control 
are often neglected, because they make an insignificant change to the control performance 
[111], they are significant at high speed and high fluxes level and neglecting them results an 
error in the rotorflux estimation [1 , 111 ]. A method of estimation which considers the core 
losses with no significant increasing of computational complexity has been reported [111]. 
According to this scheme, the core loss was modelled as a resistor across the magnetising 
inductance e.g. R c. This results an extension of the electrical model of the motor from 4th  
to 6th order and so the state vector from 5 states to 7. The use of this model in simulation 
causes 2-8% bias in the rotor resistance estimation. For the slip calculator algorithm, Apsley 
[1] found an error of 2.5° in flux angle at full load and reduction in full load torque of 5 to 
10%. Due to the negligibility of this error, it has not been modelled here.
4.6 .1.4 Less Com plicated M odel
A standard method of reducing the order of the induction machine equations involves ne­
glecting the time rate of change of stator flux linkage ( ^ )  i.e. stator transient. Although 
comparative studies and improvements in reduction techniques made by Wasynczuk [112] 
to reduce a fifth order model to the 3rd showed the significance of this method, it is only 
valid for steady state rather than the whole dynamic. If a current source inverter (CSI) is 
used, the model of the machine will be reduced from 5 to 3 [22], though this is effectively 
not an order reduction, because the inverter has to maintain the current as demanded. That
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is, the current dynamic must be considered, and accordingly demanded from the drive. A 
genetic algorithm reduction method was suggested by Ranjbar et al [79]; it is also reported 
more useful when it is used together with input invariant conversion method in the discrete 
domain [82].
Inevitably, the structural errors exist and cannot be completely compensated (here, by 
the controller), however carefully the system is designed. Therefore studies of the modelling 
of AC machines are being made by a colleague [42].
4.6 .1.5 Transient Property
Back emf voltage is obtained by:
dil) d L ( i ) i  .dL  r di .
i  = ~ J T  = 'T t + L dt <4'33>
In the rotor voltage equation, the additional term due to change of the inductance only
appears in the d axis equation, because the q axis component of the flux is, by definition,
zero. Normally, in field oriented control, the magnetising current is controlled to be constant 
and also i sd acts as a low pass filter [1] to soften the rapid changes in stator current from the 
flux response. It is sometimes assumed that the mechanical time constant is much greater 
than the electrical one, in which case the change in L (d i) can be neglected. It should be 
noted that this approximation may no longer be valid for low inertia.
4.6 .1.6 Thermal Effects
Although the effect of temperature can be modelled in the structure, it is not usually 
considered in the literature. Therefore varying the temperature varies the elements of the 
machine, particularly the rotor resistance (i.e. R r ) and, consequently, the rotor time constant 
(Tr — a  in model 2.23). *This problem degrades the performance of the observer (section 
6.8.1) and alters the performance of the controller (section 6.8.2) but not significantly; it 
can be treated partly by using an adaptive procedure e.g. [74]. In this technique the normal 
state space definitions (e.g. equation 3.18) were modified such that the rate of change of 
the unknown parameters was included. Therefore, the control input (equation 3.40) was 
accordingly updated to compensate such the variations.
It is shown [1] that an 80° c rise in stator temperature causes a 30% increase in the stator 
resistance and the rotor resistance typically increases 40% in an aluminium rotor. Another 
estimation suggests a typical variation around the nominal value of about ±50% [69] due to 
rotor heating.
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As a final point, a precise thermal dynamic can be achieved by solving the heat transfer 
equation for a cylindrical rotor according to:
%  =  V 20 (4.34)
However for control application stator temperature measurement is recommended by Apsley 
[1], and is applied in speed sensorless by Bose et al [17] to overcome the thermal shortcomings 
in the model.
4.6.2 P aram eter Evaluation
It may happen that the method for determining the coefficients is poor, or there may be 
substantial temperature effects. Nevertheless, as will be shown later (section 6.8.2) closed- 
loop controller can particularly overcome such problems.
4.6.3 N oise E ffect
Since the characteristics of noise is stochastic, so it cannot be effectively considered in the 
model, and therefore produces error in real time applications. Due to the significance of 
noise, especially in control, a characterisation scheme (section 5.2.1) together with filtering 
(section 5.2.2) will separately be presented in section 5.2.
4.7 Summary
In this chapter some practical methods of parameters extraction have been presented. The 
well known ordinary least squares error technique was used (section 4.1) to simplify the 
model (section 4.1.2) when data are noise free. In this regard, the input invariant method 
(section 4.1.3), which is a more theoretically based conversion scheme from the discrete 
domain to its continuous equivalent, was developed and its significance was presented in a 
paper [82].
The genetic technique was also described and it was independently improved (section 4.3) 
by using the decimal representation in conjunction with modified cross-over and mutation 
operators [79]. To assess the recommended identification procedures, particularly in the 
machine area, the parameters in a model of a DC machine were experimentally identified 
by three approaches of (i) using least squares error (section 4.4.2), ( ii)  a standard circuit 
diagram (section 4.4.1), and ( in )  in parallel, the other based on genetic technique [39, 43].
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It was found (tabulated in table 4.2) that the OLS based technique is the best, and the 
accuracy of the genetic technique is also comparable.
In addition, an introduction to characterise the AC machine (section 4.5) was also given, 
with significant contributions in [42] and in appendix (A.6). The validity of the model (4.6) 
strongly depends on the assumptions (section 2.1 .1), so it was briefly investigated in this 
chapter.
Chapter 5
Set-up; A Preparation for 
Sensorless Nonlinear Control
In the previous chapters a survey of vector control was introduced and a state space model 
in direct and quadrature component at various reference frames was described (section 2). 
Using the model selected (2.23 on pagel5), nonlinear control was also analysed through 
a differential geometry in the category of an input-output feedback approach (section 3). 
Although some of the essential and sufficient conditions are expressed, the method of achiev­
ing nonlinear control has not yet been discussed. In the present chapter a set-up procedure 
which is effectively a preparation for the main work will be given. These are three prelimi­
nary tasks, namely: providing numerical tools (section 5.1), characterising and reducing the 
instrumentation noise (section 5.2) and modelling of DC machine as a torque-meter (as it 
has been suggested in section 4).
The purpose of producing software (simulator) is to solve the nonlinear dynamic dif­
ferential equations so that (a) the system can be fully simulated, not only under idealised 
conditions but also under realistic conditions and (b) a control system could be constructed 
by replacing some of the interfaces in the simulation with a real machine.
The parameters of the machine are required in the simulator, so parameter extraction of a 
well determined model is necessary. Preliminary result shows the significance of the proposed 
characterisation (of DC machine) methods. The DC machine has been characterised for two 
reasons. Firstly, it is a part of the test rig constructed; here the DC machine can be used 
as a load for the test rig and also as a torque meter. Secondly, the model of DC machine is 
more simple than that for AC. Therefore the characterisation procedures may be assessed 
by testing on the DC machine.
75
76 Chapter 5. Set-up; A Preparation for Sensorless Nonlinear Control
Data which will be sampled from the real system (here, the DC machine) contains of the 
instrumentation noise, which must be filtered out in the characterisation stage. A routine 
for designing the filter will be presented and applied to data before the characterisation 
takes place.
The outcome of this chapter will be the foundation for studying sensorless nonlinear 
control (section 3.4), through software for the simulation stage and the data extraction for 
modelling in the practical phase.
5.1 Software
Analogue computers were used for many years to simulate systems which were either im­
possible or difficult to analysis. The simulation technique and its requirements drastically 
altered when digital computers became available. This technique helps the designer to pre­
dict the behaviour of such intractable systems and face the possible problems via coding. 
Since every variable is held in finite number of bits truncation, and thereby, error will be 
encountered. Also, the method of simulation varies from system to system, so an efficient 
simulator must be found and used. The most important qualities of the simulation in this 
regard are: how efficiently can the dynamic be implemented and what numerical problems 
are expected.
5.1.1 Solver
Since the dynamic of the machine is expressed as state space differential equations, an 
effective solver1 (integration) is required. At each stage of evaluating the control inputs, 
equations (3.46, 3.51) of the nonlinear control scheme (similarly 2.35, 2.36 for vector control) 
are computed and will be updated. The values of ua and v& will be used to update the inputs 
of the model (2.23) i.e. ua and according to the required control technique (i.e . 3.40 for 
nonlinear control or 2.31 for vector control). If there is any computational error it will be 
positively summed in the simulation and make the controller diverge. To avoid this Runge- 
Kutta Fehlberg (RKF) [19, 32],which predicts the evaluation error at each step, is employed 
as a solver, because it is though to be more efficient than the derivatives alternatives, e.g. 
Runge-Kutta, Euler etc. The main source of error at this stage is due to the approximation 
of derivatives by a recursive polynomial through RKF. If the scaled error (the value of the 
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state at step n i.e. xn, multiplied by the expected error at this step i.e. en) is not less 
than the predetermined relative error, then the step size is halved, to provide satisfactory 
accuracy.
5.1.2 Stiffness
As soon as a set of differential equations has been solved, the questions of stiffness arises. 
Basically, stiffness occurs in a problem where there are two or more different scales of 
independent variables on which the dependent variable changes. In this case, the step- 
size must be chosen as a fraction of the greatest eigenvalue (smallest time constant of the 
machine) which degrades the accuracy [94]. The ratio of eigenvalues of the system may 
identify the stiffness [ibid\, but they are not constant and not easily attainable, because 
variation in the speed changes and varies the ratio with time. Fortunately, the electrical 
time constant is about a tenth of second whereas the mechanical one is about second. So 
within the sampling period, the dynamic cannot change drastically and so the rotor speed, 
u , can be assumed constant [1]. As a result, it is possible to investigate the stiffness of the 
machine dynamic in (2.23) via the ratio of the eigenvalues.
The coefficient matrix dynamic A  in (2.56) for states described by X  =  [ipra iprb i sa i sb]'
is:
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L r
—npw M R t
L r
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npu ___ R r
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M R r n pM M 2 R r + L 2 R s 0a L s L 2 (T to L s  L r a L s L 2
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The modulus ratio of the minimum eigenvalue to the maximum is regarded as a criterion 
[94] to judge the stiffness. The ratio is plotted in Figure (5.1), when the system has been 
controlled via a closed-loop nonlinear controller. Initially the ratio seems small, so more 
attention must be paid to avoid stiffness during the integration. Thus, it is necessary to vary 
the step size, always keeping it short enough to ensure stability, yet large enough to cope 
adequately with rounding errors. To verify the stability of the simulation, the problem was 
run again using algorithms for stiff problems i.e. odel5s, ode23s, gear, sim  [32, 94, 99, 100]. 
They show no improvement over the variable step size Runge-Kutta Fehlberg (RKF) [19, 32] 
method, but are significantly slower. In fact, the small ratio at the beginning of the figure
(5.1) points to, but does not confirms poor stiffness. Likewise, the stiffness at the middle 
and the end of the simulation improves. The maximum error during the simulation, shown
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Time (Sec)
Figure 5.1: Modulus ratio o f the minimum to maximum eigenvalues o f matrix A  (5.1) in 
the closed-loop nonlinear control.
in Figure (5.2), emphasises the above statement, and shows the maximum error to be less 
than le-9.
5.1.3 Numerical Errors
The system is highly nonlinear and speed, as a state variable, varies over a wide range. Also, 
the inputs will be provided from the inverse of the model, so making the control system 
vulnerable to the effects of stiffness and possibly, unstable. Furthermore, the technique is 
recursive, which means any error is positively aggregated back and will be increased at the 
next stage. Thus, the role of applying a stable numerical tool becomes significant. Good 
accuracy demands a small relative tolerance (the maximum expected error relative to the 
current state value) unfortunately a smaller step size (about le-9) causes more round­
off error. Whereas in contrast, a larger step (more than le-6) makes the code unstable 
and numerical algorithm diverges towards infinity. In practice an adaptive step size (with 
maximum predetermined step size of tenth of the period of the supply) has been found 
efficient and provides stability and accuracy. A second source of numerical errors is ill- 
conditioning of the matrix B(x) in (3.39), which is to be inverted. Therefore it must be 
monitored to avoid error. In the case here, the condition number (the ill-conditioning index) 
is about 0.018, which is so small that there is a risk of ill-conditioning. Fortunately, and
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Figure 5.2: The maximum expected error in the implementation of nonlinear control, using 
the RK F algorithm.
from the practical point of view, it is not too bad, and significant errors have not arisen.
5.2 Noise
In a real system there are fluctuations in the variables which cannot be predicted in a 
deterministic way. Some may arise internally, whereas others will result from the sensors 
and instrumentation used. Since the only way to measure the noise is via instrumentation, 
so it is vital to reduce the noise of measuring devices. A good way of reducing some of 
the external noise [7] is the use of shielded twisted pairs, grounding the shield at just one 
point. Also the filter needs information about the noise. In this simulation, the information 
is collected by a practical test as following:
5.2.1 Instrumentation Noise
A basic problem due to using practical data in modelling is to distinguish the effects of 
the signal from noise in the observed output. Since the real structure of noise is unknown, 
it is modelled as a stochastic process with a specific distribution function and statistics. 
In the presence of many noise sources the structure is modelled as white noise (a signal 
with a flat power spectrum). But the most powerful noise in electrical system is due to
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main power supply. The high frequency term will be filtered by inductance in the electrical 
circuit. To evaluate the statistics of noise and then refining the signal a known signal like 
zero (ground) is sampled. The deviation from the signal shows (Figure 5.3-a) a stochastic 
behaviour, which can be understood as noise with the spectral frequency in Figure (5.3-b). 
As can be seen, noise has the component at every frequency, but especially around 50 H z
0.025 
0.0125
-0.025. 2 4 6 8 10 12 14 16 18 20(a)
1  >°2 H z 1°3
Figure 5.3: An instrumentation noise o f a D C  machine (a )-in  time domain, (b)-Noise  
frequency spectrum.
and harmonics.
By estimating the noise characteristics, the cut-off frequency, o/c, can be chosen properly,
e.g. 40 H z here. From the practical point of view, the type of filter chosen is second order
Butterworth (the filter coefficients are in table 1- lo f  [33]) with the transfer function as:
H l  W  =  2 f ( C . 2 (5-2)s1 +  v 2u;cs -f uji
Since it is required to filter data digitally and on-line in a closed-loop control the filter must 
be converted to a proper digital format. Hence, a bilinear mapping [89] is used to transform
(5.2) to its digital equivalent according to:
(z -2  +  2z - 1 +  1)
H f i  ] =  (2^ 4  -  + , )  ,-a4+ (2^ 4  _  2)  , - i  +  ( l  +  + ^ )  (5'3)
where “z” is the z-transform operand and z ~ l is shift operator. Based on (5.3), if the noisy 
signal at each sampling time t is represented by r/(£), then the appropriate output sequence 
of the digital filter y(t) is:
yt — — (bzyt +  h y t - l  +  h V t- 2 ~ a2yt~ i -  a iy t - 2) (5.4)
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where the coefficients cq and bj are the appropriate coefficients in (5.3), and are shown in 
table (5.1). Using these coefficients and a sampling period, Ts, equal to reduces the 
noise significantly.
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Table 5.1: Coefficients o f the discrete filter in equation (5.4).
5.2.2 Filtering
To make the proposed control technique as real as possible, measured noise is added into 
the simulation procedure. The effects of noise have been investigated and a filter with 
coefficients in table (5.1) has been applied using the following procedure.
5.2.2.1 By Averaging
Time averaging has been shown to be efficient [84] in reducing the noise. This method is 
simple and effective, so it is applied over the noisy data according to the following scheme: 
Data within a window of small size (e.g. 5 samples) are averaged; if the next entry is more 
than, for instance, twice the current average, then it is clipped to the existing average; 
otherwise, it is kept unchanged.
The reason behind of this kind of filtering is that the variation of the parameters in an 
induction machine is not very fast. Consequently, any individual large peak and sudden 
variation in data is noise. Point to point inspection and manipulation of the real sampled 
data confirms the significance of this idea, and also the proposed specifications of the selected 
window and the ratio (twice).
5.2.2.2 Through a Digital Filter
The averaging smoothes, but does not purify the noise. To refine the averaged signal using 
prior knowledge about the noise (section 5.2.1) a digital low pass filter (5.3) is used. This
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was done in the characterisation of the DC machine (section 4). It should be noted that the 
higher the order of filter, the more noise cancellation will be achieved, but more nonlinear 
phase shift will be unavoidable. That is, nonuniform delay will be encountered on each item 
of data, which should be avoided. So a compromise must be made on signal to noise ratio 
and the nonlinear time delay. From a practical point of view, a Butterworth digital filter 
of order 2 with bandwidth of 80 (cut-off frequency =40) is satisfactory, and so has been 
employed.
5.3 Summary
In this section software has been designed as a tool to solve (section 5.1.1) the nonlinear 
differential equations (2.23) which model the induction machine under the nonlinear control 
(section 3.3) scheme, and also in conjunction with the observer (section 2.3.3), such that 
the numerical errors (section 5.1.3) were effectively reduced.
Since the rotor speed, incorporated in the system matrix (equation 5.1), changes over a 
wide range (from zero up to the synchronous speed), the modes of the system change and, 
accordingly, the characteristics of the machine. Consequently, and to verify the robustness 
of the code, the stiffness and the ill-conditioning were monitored (section 5.1.2); it was 
found that the code is well-behaved (Figures 5.1 and 5.2).
In addition, the characteristics of noise was identified (section 5.2.1) and a contribution 
was made in the filter design (sections 5.2.2.1 and 5.2.2.2) to increase the signal to noise 
power ratio.
Chapter 6
Realization, Results and Discussion
6.1 Introduction
DC machines over many decades were widely used in industry to provide variable-speed 
operation. Flux and speed (torque) are controlled easily and independently by the field and 
armature current, in contrast to AC asynchronous machines. Due to the disadvantages of DC 
machines, such as maintenance cost, corrosion, the size of the machine, providing DC supply 
etc interest has increased in using AC induction machines which avoid the commutator and 
brushes, and therefore, their immediate disadvantages.
In spite of the advantages of induction machines in aspects of size, weight, reliability, 
cost, maximum speed, etc, it requires more complex control to act similarly to DC machines. 
Since the dynamics of AC machines are highly nonlinear and also some of the states are not 
easily measurable, the control inputs (either stator voltages or currents) do not have direct 
access to the demand states and hence cannot easily provide a satisfactory control.
As in DC machines, torque in AC machines is controlled by the currents. But the 
AC case both the phase angle and the modulus of the current have to be controlled. In 
other words the current vector (a vector with angle and modulus) must be monitored and 
controlled instantaneously and as a result, the terminology of vector control arose. The 
expression for the electromagnetic torque of the smooth air gap machine is similar to the 
expression for the electromagnetic torque of the separately excited DC machine. The stator 
currents can be decomposed into the flux and torque-producing components ( isci and i sq 
respectively) by using the transformation (2.5). Then the torque in induction machines can 
be controlled by the decoupled control of the flux and the torque producing component of 
the stator currents. However, in the squirrel-cage induction machine (which is the case of
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interest here) it is not possible to monitor the rotor current. Moreover, providing sensors to 
measure speed and the stator flux are expensive and difficult to install. Therefore, sensorless 
control which usually avoids speed and flux measurement is of interest.
In the preceding four chapters the theories and techniques of controlling the induction 
machine, and development of a sensorless control consisting of an accurate model, were 
described. In this chapter, the sensorless control method will be implemented by various 
simulations using the standard dynamic model, expressed in state space.
The main aim of this dissertation involves sensorless nonlinear control to improve the 
efficiency by decoupling the flux and torque and to avoid too many sensors by using the 
observation technique. Thus, any discrepancy between the real machine model and the 
estimator greatly affects the observed states and, as a result, the efficiency of the control. 
So it is highly important to provide an accurate model.
During the state estimation, characterisation and control of the induction machine, the 
problem of optimisation is encountered. The optimisation problem comes down that of 
minimisation of the error between the real model and the actual ones. This problem, as 
previously stated (section 4.2) can be treated by genetic algorithms or the conventional 
techniques. A colleague, S. Hart, is currently working on modelling of AC induction machine 
by genetic techniques, so analytical optimisation procedures, especially during the state 
construction, have been focused on throughout this thesis. The structure and procedure 
of the simulation in order to verify the significance of the proposed control scheme will be 
described in the following sections.
6 .1 .1  Methods:
As already mentioned (section 2.2.1), field oriented control can be categorised in the field of 
nonlinear state feedback control. Then it is significant to describe and control an induction 
machine by more general state feedback control scheme i.e. differential geometry. Hence, 
the goal here is to investigate the potential of the sensorless nonlinear controller as an aid 
for controlling induction motors in commercial AC drives. Ideally the proposed scheme 
should be implemented in a test rig. At the time of writing the test rig is not completely 
prepared to the point where such a control could be implemented, so only studies made 
through simulations can be reported. However, part of the test rig was ready, and was used 
in the noise investigation and the DC characterisation (sections 4.4.1 and 5.2).
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6 .1 .1 .1  O f Investigation
What does control do to provide high performance? The study of this question lies in the 
fields of control and modelling. To investigate the capability of the proposed control and 
since the hardware equipments have not been completely made ready, a simulation approach 
is chosen. At the same time physical restrictions should be met throughout this approach. 
Also, the hardware has been used as much as possible, to lead the simulation as much as 
possible towards future practical experiment. In this manner, noise is sampled from the real 
machine and applied appropriately into the relevant studies, and the DC machine, which is 
to be used as a torque meter, is characterised via sampled data. Moreover, the numerical 
parameters such as sampling rate, maximum current and voltage, tolerance, • • • are tuned 
according to the specific drives i.e. Eurotherm 630 and 590 (table A.l on page 161). In 
this regard, the maximum step-size is chosen equal to the sampling rate of the package, the 
error tolerance of the solver is adjusted to the precision of the DSP in the drives i.e. le-9 
and intermediate values of the state variables are limited to satisfy the practical restrictions 
(by not exceeding the restrictions on current and voltage).
6 .1.1.2 O f Decoupling and Control
To control an AC machine like DC, it is necessary to decouple the torque (or the speed) from 
the flux component. The differential geometry decouples the dynamic equations into two 
linearised subsystems; Whereas field oriented control decouples only by keeping the direct 
component of the flux constant. Hence, both schemes are used to decouple and control AC 
machines.
Furthermore some estimators (previously discussed in section 2.3), have been proposed, 
dependent on the nature of the data. In the presence of highly noisy data Kalman filter 
theory might be employed to reconstruct the states.
6 .1.2  States
The states defined and employed throughout this work constitute a vector variables X  =  
[w, ijjra, if)rb, i sa, i sb]', that would most frequently represent the dynamics of the machine 
inside the drive. Since the control will be taken place either by voltages or currents ex­
pressed in the stationary reference frame (i.e. by Voltage or Current Source Inverter, VSI 
or CSI respectively), then the dynamics are expressed in the stationary reference frame. To 
represent the state in any other of rotor flux oriented, magnetising flux reference frame, etc,
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the transformation described by (2.13) must be used with appropriate angle of rotation.
6.1.3 Sensorless Control
To assess the capability of the proposed control technique it is assumed initially that all 
of the states are available from output. Since the model of the machine is dynamically 
represented by differential equations, then this assumption is realistic and all of the states 
are measurable, at least in the simulation stage. This is the ideal case and would be chosen as 
a base to investigate the efficiency of the control schemes. In practice, where some states are 
not measurable, estimators are used to construct them from the available ones. An observer, 
which is basically a kind of rewriting of the dynamic equations and rearranging them in 
term of the specific variables, estimates the states and pass them into the control. In the 
estimation stage itself, one of three different situations will be encountered; none of the states 
are measurable; the stator quantities; i.e. currents and voltages are measurable; and finally, 
the rotor speed is measured in addition to the stator currents and voltages. Of course, there 
must remain differences between the estimated states and those from the output, from the 
point of view of measurement noise, even with respect to non-measurable states. Although 
the measured states have nominally accurate values the instrumentation noise will affect the 
linearisation and decoupling, and may make them imperfect. However, the results of tests 
with normal conditions may still give much information about the potential usefulness of 
sensorless nonlinear control.
6.2 Layout of This Chapter
In this chapter, the behaviour of the induction machine, modelled by standard state space 
representation (equation 2.23), in both transient and steady states will be demonstrated in 
section (6.4). The proper states for control purpose will be selected in section (6.3) from 
the states describing the standard model (equation 2.23). In the following sections, a pair of 
stator voltages will be supplied to provide linear and decoupled subsystems (section 6.6.6). 
Finally, the behaviour of the machine under nonlinear state-feedback control (section 6.6) 
using the observed states (section 6.5.2) will be investigated (section 6.7). As complemen­
tary work, the sensitivity of the proposed control scheme in terms of model uncertainties 
(drawbacks in the model representation, simplifications such as neglecting the hysteresis), 
error in the initial condition and variation in the parameters (specifically, in the rotor re­
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sistance) will be investigated (section 6.8). Since the test-rig was not completed, some 
practical suggestions will be made for future work in section (7 .2).
6.3 Dynamics of AC Machines
To control any physical system, a sufficiently good model is required. The model may 
be obtained by analytical approaches based on the dynamic equations and mathematical 
manipulation, simplified as appropriate. A practical approach tries to fit a model to the 
actual system by measuring the key elements of the system. It is possible to design and 
model the electrical elements accurately enough. Most modelling difficulties occur when 
an electrical system links to a mechanical part, such as in a drive system. The present 
problem, control of AC machines, necessitates an accurate model of the AC machine and 
its associated environment.
It is aimed to control an induction machine via 3-phase input voltages supplied from 
voltage source inverter1. By transforming the quantities from 3-phase to the direct and 
quadrature reference frame (2.1 .2), the machine is represented by a fifth order differential 
equation [69, 74, 110] described in the stationary reference frame (denoted by (a,b)). The 
choice of the state variables would be a combination of two currents (or voltages) two flux 
components and the speed (or the angular position). For vector control it is natural to 
take the rotor flux (denoted by subscript r) as reference instead of the magnetising or the 
statorflux. The other two (currents or voltages) components come from the stator circuit 
(with subscript s) and they are easily measurable. The speed can that of either the rotor or 
the field, the two being related by the number of pole pairs. The state vector is thus chosen 
to comprise the rotor speed, direct and quadrature components of the rotor flux in its own 
frame, and stator current in the stationary reference frame i . e .  X  =  [w, i p r a ,  i p r b ,  i s a ,  i s b ] ' , 
respectively. As previously stated (section 2.1.4), by the state vector X  definition, the 
model of the induction machine is represented in (2.23). For ease of referring, the model is 
duplicated here as:
=  ~j T ~  ^ r a i s b  ~  ^ r b i s a ^ ~  ~ J
= ~^Lij)ra -  npuifjrb + Y^Misa
CbC JUy*
~ d tL =  ~ ^ A b  +  nvuipra + ^ M i s b  (6.1 )
1T h e  specifications o f  th e  drive used  are rep o rted  in tab le  ( A . l )
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where u sa and usb are the 2-phase equivalent of the stator input voltages and the load torque 
T[ is regarded as another input which is needed to be determined in advance.
. 6.3.1 Nonlinearity
It can be easily seen that in the model (6.1), the rates of change of the states are not 
linearly2 dependent on the states themselves. For instant, a; is a product function of four 
other states, and the flux rates are functions of flux components multiplied by u>. The model 
of induction machine is intrinsically nonlinear. It should also be noted that the nonlinear 
hysteresis and the friction terms are also not included. In general nonlinearity makes the 
analytical investigation and stability studies difficult and imperfect. Fortunately, the model 
is linear in terms of the inputs and can then be generalised by (3.1), which is of a proper 
format for input-state linearisation techniques.
6.3.2 Coupling
The nonlinearity term in the model arises because of the coupling between the states. For 
instance, w is a function of flux and current components and they are also cross coupled 
with u>. The coupling complicates the model, and the control (inputs) are not simply and 
explicitly proportional to any states. Any error in constructing the states may produce an 
error in other states and, as a consequence, positively feed back to itself.
Eventually, both nonlinearity and coupling terms are because of the rotor speed. The 
speed is slow moving relative to the other variables. Hence, it might be assumed constant in 
a short time interval [1 , 110], and therefore, reduces the problem; however, this cannot be 
reliably assumed in control design and stability investigations. Consequently, a simulation 
approach yields valuable information such as time constants and the dynamic of the machine. 
The parameters are assumed constant, which is usually the case for all but the rotor time 
constant. If the rotor time constant is monitored (either by an adaptive scheme e.g. [74], 
or by applying a thermocouple or even by solving the thermal equation [1]), the model can 
easily be modified by changing the parameter on-line. The first aim of linearisation is to
2T h e  definition o f linearity (defin ition  3 ) is in ap p en d ix  A . l  on  pag e  151
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provide proper inputs (in terms of stator voltages but not the load torque) to counteract 
both problems of nonlinearity and coupling.
6.4 Free Running of Induction Machine; A  Simulation A p ­
proach
To be able to design a control system effectively requires a broad understanding of the be­
haviour of the machine. To illustrate this, and to aid in developing the simulation phase, the 
start-up behaviour of four machines of table (A.3 on 163) was studied. But, for consistency 
purpose, the outcomes of only one (d in table A.3 on page 163) are reported throughout of 
this thesis. The two-phase equivalent set of equations (6.1) was evaluated after application 
of a step in the a.c. supply, u. The graphs show one input phase (the other, not shown, is
( C ) 0.5 v- -x 1-0(cL )
Time (sec) Time (sec)
Figure 6.1: Actual behaviour o f Induction Machine in the stationary reference frame under 
two phase input voltages; (a )-O ne  phase o f the stator voltage, Usa, (b)-ro tor speed, in RPM, 
(c)-direct components o f the rotor flux, ifjra , (d ) -  stator current, i sa in the stationary reference 
frame.
identical apart from a 90° phase shift), the rotor speed, the direct component of rotor flux 
and a component of the stator current, all in the stationary reference frame.
From them the two different time constants -  the larger, about a second, and the shorter, 
about 0.2 sec., can be distinguished. The larger is due to the mechanical components; the 
shorter is close to the rotor time constant (0.18 sec.). Although both time constants influence 
the behaviour of each of the state variables, from the point of view of rotor speed the system
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can be reduced to first order with a time constant of 1 second, subject to the application. 
A significant point is that the state variables of the system can effectively be categorised 
in two groups, (i ) fast and ( ii)  slow moving. In this regard the rotor flux i.e. iprd could be 
assumed slowly varying, whereas, due to the effect of oj (a fast moving state with respect to 
the rotor flux), the stator flux i.e. ipsa and Tpsb are rapidly varying [28]. The variables can 
also be split into two classes of electrical and mechanical quantities, where the appropriate 
order simplification schemes are proposed in [ibid\.
The second point which should be noted is the effect of the nonlinearity of the model 
(2.23) on the states. This results in the frequency of the states becoming changed. The 
frequency of the input supply (i.e. usa and us\,), is 60 Hz, whereas the frequency of the 
direct component of flux represented in the stator reference frame shows (Figure 6.2) wide 
variation from zero to more than 1 kHz. According to the frequency response (Figure 6.2),
Figure 6.2: The frequency spectrum o f the direct component o f flux 0ra under a free running 
condition (Figure 6.1).
the energy has the highest component (high magnitude in db) at the same frequency as the 
supply i.e. 60 H z  (steady state of the machine) whereas the DC component of the energy 
around 3 H z (corresponding to the steady state) is greater than that at high frequencies 
(start off of the machine).
The flux vector rotates at the supply frequency divided by number of pole pairs and with 
constant magnitude regardless to the reference frame. The choice of reference frame only 
changes the angle of rotation (2.13) with respect to the stationary reference frame in Figure
(6.3). However, if the reference frame rotates along with rotor, then the magnitude of the 
field vector represents only the direct component of the rotor flux, Figure (6.4). Usually, in
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Figure 6.3: The flux components in the reference frame o f stator (so, sb), air gap (M d , M q )  
and rotor (rd ,rq ).
Figure 6.4: The direct component o f the flux in the rotor reference frame during the free 
running stage.
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field oriented control, the direct flux component is required to be kept constant not only at 
steady state but for all the time, to make the decoupling possible; which may not be possible 
during transients. The amount of iprq is not zero, because of the numerical truncation error, 
but it is still negligible (about lxlO-16), and is not shown here.
6.4.1 Load Effect
A machine truly under no load would rotate at synchronous speed i.e. zero slip. If a load 
torque is applied to the machine, it reduces the speed and produces a slip. The time takes 
to reach this is determined by the inertia, J. In the free running stage a load torque of 26% 
(similar to [86]) of maximum produces a slip of 4.51% in Figure (6.5). It is obvious that 
when the load is changed, the system responds with the same time constant as usual; the 
load torque does not affect the modes of the system and its appropriate response.
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Figure 6.5: The effect o f applying load torque (a), in the rotor speed (b).
6.5 State Reconstruction
To control an induction machine either by field oriented or by linearisation techniques (with 
the control inputs of 2.33 or 3.40, respectively) all of the state variables must be available, 
either from the actual outputs or by manipulation of them e.g. differentiation. This cannot 
easily be achieved in practice, because the flux components are not accessible and the speed 
sensor is also expensive. It should be noted that the more sensors there are provided, the 
greater the instrumentation noise in the control procedure. The cost of sensors, especially 
for flux and speed, motivated designers to avoid sensing as much as possible. An alternative 
route is to reconstruct an accurate enough substitute of the state vector from a limited set 
of measurements. It is assumed that the processor (either a computer or DSP drive) can 
evaluate the states from the model without significant delay. This means that the time of
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evaluation of the dynamic is small and the time constants of the drive can also be neglected. 
The dynamics of the DSP are simplified to a constant gain of unity.
In this section two kinds of (Lenberger) full-order observer, open-loop and asymptotic 
(closed-loop), which are based on the model of the machine, will be implemented. The 
asymptotic estimator is proved stable [20, 110], and also controls the time of convergence as 
well as the deviation of the estimated states from the real values (but not independently and 
through adjusting the eigenvalues of the estimator). So, the performance of this observer 
will be demonstrated, below (section 6.5.2). In the system (equations 2.56 and 2.57) the 
state variables are usually not accessible, but its parameters providing matrices A, B and 
C are assumed completely known. Therefore, the problem is constructing the state vector 
x(£) from the available input u(£), using the available outputs, y (t )  and its estimation to 
provide error correction. In the simplest case the observation can be done by duplicating 
the original model as an estimator, which is usually called open-loop estimator. If the initial 
conditions for the model and estimator are identical, and both are driven by the same input, 
then x(£) is equal to x(£) for all time t. Two disadvantages will be encountered and have i 
to be coped with. First, the estimator and the real machine must both get started at the 
same time. Second, and more seriously, the eigenvalues of matrix A  itself determine the 
behaviour of the estimator which is inconvenient for sluggish or even unstable systems.
To maintain stability, and also improve the speed of convergence, an asymptotic observer 
[20, 110] (section 2.3.3 and also shown in Figure 6.6) has been implemented.
6.5.1 Observer Procedure
In order to verify the capability of the closed-loop estimator, states of different motors (with 
specifications in the table A.3 page 163) were estimated. The model used in the estimator is 
effectively the model in (2.23); the input is the two components of the stator voltage, which 
allow control (and error correction) of two independent stator variables. The control degree 
of freedom of the induction machine is restricted by the number of independent inputs, 
which for this case is two. Hence, any other error definitions must have a dimension of 
maximum two (the same degree as the inputs). According to the controllability theorem 
[20, 56], rank of controllability is equal to the rank of matrix U c for system described by 
dynamic (2.43) where:
uc =  [b  a b  a 2b  • ■ • a “ - 1b ]
=  [l„ A  A B  A n- 2B ]B
(6.2)
(6.3)
a 
c
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sa
sb
 ^J Noise
Figure 6.6: C losed-loop  flux observer with prediction error o f the input voltages; the dashed 
line can be removed when a speed sensorless system is o f interest
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This immediately implies that:
R a n k {U c} =  M in im u m {R a n k  ( [ ln A  AB ••• A n~2B ] ) , R an k  (IB )} (6.4)
It confirms that the index of control is not more than the rank of matrix IB, which is 
two for the case here. In other words, two independent inputs control not more than two 
independent states, which are the direct component of the rotor flux and speed.
To illustrate the significance of this estimator, the behaviour of the machine under 
different circumstances has been investigated. Since the model used in the estimator and in 
the simulation of the machine are the same both would yield the same behaviour. To make 
comparative studies possible and meaningful, a wrong initial condition has been imposed 
for one of the states (e.g. direct component flux, i [ ra) in the model of the observer. Since 
the stator currents and voltages can be measured quite accurately and the initial speed 
is stationary, then the wrong selection is more likely to happen for the flux. The effect 
of model uncertainties on the estimator will be investigated below (section 6.8.1), but the 
effects of the load torque and measurement noise are of less immediate interest and so will 
be suggested as further work (section 7.2).
One model (estimator) returns values for the state of the model and the other for the 
input voltages, simultaneously. The differences between the estimated inputs and the real 
ones are detected and will be manipulated further, each component having its own gain. 
These terms are fed back to construct the rate of change of direct and quadrature compo­
nents of the estimated flux and, hence, correct the flux values. Accordingly, the following 
estimation procedure at time slice t are implemented:
1. The stator currents (direct and quadrature components) and the rotor speed to, are 
measured.
2. In the presence of no correction term, the input voltages according to (2.61) are es­
timated. To avoid the differentiation of the stator current an alternative approach, 
which is effectively manipulating the equations of the machine, has been suggested 
[110].
3. The difference between the estimated inputs and the actual ones are multiplied by 
the observer gains and added into the rate of changes of the flux components (2.62), 
appropriately.
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4. Instead of the flux from the output of the “real” system, the estimated flux components 
are accessible.
The estimator also yields values for the other states i.e. u , i sa and i si In the real machine 
error can be defined in terms of the measurable states e.g. the stator currents or voltages, 
and their estimations. But in the simulation studies values of the actual flux components 
are available, therefore the error is defined by:
e =  4>r — 4>r (6.5)
The comparative studies can be made from the two independent aspects; the absolute error 
value e, and the time of convergence tss. It is conceivable to define a criterion J  =  f  (e(£), t ) 
to show the significance of improvement in two aspects at the same time. Fundamentally, 
the criterion chosen depends on the design requirements. Thus, if the error at transient time 
(the time not in the neighbourhood of steady state i.e. oo) is important, then J  =  f  (e(£), 
and, similarly, J  — f  (e(£), t) if the steady state error is of interest3. The convergence time is 
an important factor, because most of the estimators are successful at eventually converging 
to the true value but they degrade the transient response. In the case below, the transient 
behaviour of the error is of interest as well as that of the steady state. Therefore, it is 
preferred to illustrate both the error and the time improvement separately. Hence, the 
criterion selected is defined by the rm s  value of the error, according to:
tf __ __
-  A a {t))2 +  {Ab{t) ~  i>rb{t))2 (6-6)
t=0
to make the comparative studies meaningful. For ease of investigating, the performance is 
also tabulated in (6.1), which shows both the absolute value of the error and the time of 
convergence for each case of implementation.
In these cases the conditions of simulation, such as kind of machine, observer gains, initial 
conditions, step-size, relative tolerance are kept unchanged, except on a few occasions as 
stated. As a final remark, the maximum error of using the full-order open-loop estimator 
is chosen as the base, and the other results are scaled accordingly. In the case of flux all 
estimators started from an error of 0.01 and all converged in a stable manner. Hence the 
maximum error appears to be the same in all cases, so the comparison should be made by 
looking at the successive peaks.
3For further definitions an d descriptions, use optim a l control te x t  b o o k s e .g . [3].
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6.5.2 Im plem entation  o f  the A sym p totic  O bserver
By using the above procedure and the machine the closed-loop (asymptotic) observer has 
been implemented. The capability of the observer under the influence of the various param­
eters such as the estimator gains, initial conditions and noise has been investigated. In this 
implementation, firstly, an induction machine (specified in the table A.3-d on page 163), is 
run with a sinusoidal supply4. Then an open-loop observer estimates the states, and finally 
the asymptotic observer will be used to illustrate the effect of the observer in terms of the 
speed of convergence. It should also be mentioned that the stability condition has already 
been investigated analytically in (2.3.3).
• The dynamic open-loop response of an induction machine to a two phase voltage 
supply (2.23), has already been shown in Figure (6.1 on page 89). On this graph only one of 
the inputs has been shown; the other one has the same specifications apart from 90° phase 
shift. Since the input is applied with constant frequency (i.e. 60 Hz) and peak (220 Volts), 
the input is shown in a small time interval (0.20 sec.) and the other states have been shown 
over a long enough time to become settled. It can be seen from the speed graph that the 
dominant time constant is about a second, whilst the electrical time constant from the flux 
and current dynamic is found to be about 0.2 second. The actual rotor time constant for 
this case is 0.18 second. Consequently, the open-loop estimator converges with the same 
dominant time constant (i.e . 1 second). Also, because of no load excitation and negligible 
amount of friction, the rotor speed turns with 99.99% of its synchronous speed i.e. slip factor 
equal 0.01%. To verify the advantages of the asymptotic estimator over that of the open- 
loop, the initial condition of ipra was chosen different from the real one i.e. ^ra(0) =  0.01 or 
1 .8% of the maximum direct component of the flux.
• An open-loop estimator with identical conditions to the system is actually duplicating 
the real model twice, so the observer estimates the states with zero error. Consequently the 
results are not significant and they have not been shown here.
6 .5.2.1 O pen-loop  Observer in the Free Running Stage
In the presence of any shortcomings in implementing the observer, the efficiency of the 
open-loop observer will be degraded. If the discrepancy is due to the initial conditions, 
the estimated states converge to the true values in a time determined by the eigenvalues of 
the system. Even so, the estimated states are not reliable during the transient. The error
‘‘ A n  in dependent in vestigation  o f  th e  stea d y  sta te  behaviour have been presented  in section  6 .4
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dynamics of an open-loop full-order estimator in the presence of different initial condition 
are compared with the true behaviour in Figure (6.7). It confirms that an open-loop esti-
c a r
ss
car
Time (sec) Time (sec)
Figure 6.7: The estimation error o f the observed states and variables due to the wrong initial 
guess o f the rotor flux using open-loop full-order estimator, relative to the actual variables of:
(a)-d irect component voltage, Usa, (b )-ro to r speed in RPM, (c)-direct components o f the rotor 
flux i p r d ,  (d )— stator current i s a  on their appropriate reference frame.
mator is sensitive to deviations from the true model, to uncertainties in the model and to 
errors in the system environment (e.g. initial conditions). Apart from the system transient 
behaviour, which affects the dynamic of the estimator, the open-loop estimator has its own 
transient behaviour. Its dynamics will be affected by numerical considerations and can be 
reduced, for example, by using the adaptive step size integration method rather than the 
fixed one, but cannot be completely avoided. In other words, this observer appears stable 
to variations in the initial conditions. Unfortunately, the possible range of variation in the 
initial condition has not been investigated; this could be done as future work. The maximum 
instantaneous voltage error is 0.4, i.e. 0.18% of the rated input, which shows a reduction 
in the error ratio as compared to the flux. The time constant of the envelope curve is the 
same as the system, which has already been expected (2.3.3), and the error criterion (6.6) 
is found as J  =  0.4009.
6 .5.2.2 C losed-loop  Observer in the Free Running Stage
Measuring some states e.g. the stator current or the speed, will improve the efficiency of the 
open-loop estimator. Measuring only the stator current components and the input voltages
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can lead one to flux and speed sensorless control, which is of particular interest. In this case, 
the order of the observer will be reduced, because some of the states are available from the 
output (the measurements here) (e.g. either the stator currents or voltages). Consequently 
the error is reduced. The error will be reduced significantly if the differences between 
estimated states and those measured are fed back and establish a correction term through 
the observer gains of K a and Kb- The estimation results after measuring the stator currents 
and using the closed-loop observer with equal gains i.e. K a — Kb =  ^ 7  =  0*5122 are shown 
in Figure (6.8). The results are similar to Figure (6.7), but have less overall estimated flux
Time (sec)
Figure 6.8: The observation error of: (a)-d irect component voltage, (b )-ro to r speed in R,
(c)-direct components o f the rotor flux 'if)r(i;  scaled with respect to the corresponding maxin 
at Figure (6 .7 ) in the appropriate reference frame, using the asymptotic observer o f the sf. 
and flux.
error, J  =  0.3239, which shows 23.77% improvement over the open-loop estimator as well 
as maintaining the general advantages of asymptotic observer. It should also be noted from 
Figure (6.9), in the transient time (below 1.3 second) that the asymptotic estimated speed 
in Figure (6.8) is more accurate than that of the open-loop estimator in Figure (6.7). This 
is not true after 1.3 second, but the error is still negligible (0.3 RPM over 3000 RPM in 
steady state). A disadvantage is that this observer cannot estimate speed as well as the 
rotor flux component. This is due to the lack of enough inputs, for two are needed to allow 
two components of flux to converge. Although the rotor speed estimation is not as good as 
that of in Figure (6.7), the estimated flux components are more accurate and the speed of 
convergence, has been improved from t — 1.2 second when the maximum error has occurred
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T i m e  ( S e c )
Figure 6.9: The error o f the observed rotor speed, estimated by both full and reduced asymp­
totic speed estimators.
to t =  1.0 second. It means 20% improvement in the convergence time over the full-order 
open-loop estimator. To control the convergence of the estimated speed independently of 
the flux estimation, providing another input might be useful.
• If the rotor speed, w, and the stator current components, i sa and i sb, are measured, 
thus the estimator becomes a reduced order observer . Since there is no need to estimate 
three extra states, and their estimation errors thus do not exist, this estimator converges 
faster than the full-order estimator illustrated in Figure (6.7). It also estimates flux more 
accurately, the error J, =  0.32346, showing 24% improvement over the open-loop full- 
order observer. The asymptotic reduced order observer also offers speed estimation with 
satisfactory improvement over the full-order estimator. Surprisingly the performance will 
not be significantly worse than that with only flux being estimated. The behaviour are 
given in Figure (6.10). The asymptotic reduced-order observer also offers improvement over 
the open-loop reduced order observer, but both are good enough to allow the costs of the 
speed sensor to be avoided. The comparison is summarised in Table (6.1). It emphasises the 
significance of the closed-loop estimator, which saves the cost of the speed sensor with losing 
the criteria about 0.14%. Although the improvement of criteria is trivial, the estimated flux 
dynamic has totally changed and the convergence is at least twice as fast as previously.
• The performance of the asymptotic observer will be improved significantly in the 
presence of the speed sensor (or position encoder [23]) and the stator current measurement. 
The schematic diagrams of this estimator with correction term have been shown in Figure
(2.2) and Figure (6.6); with equal observer gains K a =  K b =  the results are shown in 
Figure (6.11). Although this observer is designed to construct the flux components, it can
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Time (sec) Time (sec)
Figure 6.10: The estimation error o f the actual and that o f observed for variables of: (a ) -  
direct component voltage, (b )-ro to r speed in RPM , (c)-direct components o f the rotor fluxif)rd,
(d )~  stator current i sa stated in their appropriate reference frames; the observer gains equal to 
zero and wrong initial guess o fijjrd.
be modified for observing the speed by removing the dashed line in Figure (6.6), at the cost 
of more error and slower rate of convergence. The flux error, J, is the lowest, at 0.2620, 
which is more than 50% reduction on the error. Moreover, there is a also a reduction in the 
time constant (from 1.8 second5 in Figure (6.7) to 0.7 in Figure (6.11) i.e. 61.1% faster).
For quick comparison some of important dynamic characteristics of the observer such 
as the RMS error (i.e. criteria) and the time, are mentioned in table (6.1); here there was 
an imposed error of the initial condition of the direct component flux, and there were equal 
observer gains in both routes of direct and quadrature estimation.
6.6 Nonlinear Control
Nonlinear control by means of mapping the actual model into that of decoupled subsystems
using differential geometry (i.e . input-output decoupling) has been simulated. The goal of
this decoupling procedure is to construct suitable inputs to cancel out the nonlinearities
in the model. It is assumed that all of the states are measurable and also that physical
drive restrictions must be met. The control (inputs) are functions of the error (and of its
first and second derivatives term) between the commands and actual states. The controller
5N o te  th a t the different grap h s h ave different scales.
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Time (sec) Time (sec)
Figure 6.11: The estimation error o f the asymptotic estimator (equal gains, but not zero) 
between actual and that o f observed variables due to the wrong initial guess o f flux: (a)-d irect 
component voltage, (b)-rotor speed in RPM, (c)-direct components o f the rotor flux i p r d ,  (d ) -  
stator current i s a  in their natural reference frame.
Table 6.1: The error of estimation in different situations, scaled with respect to the maximum 
error.
Situation Error, J Relative Time in Flux graph Gains Figure
open-loop, full-order 0.4009 1 Maximum at 1.2 sec 0.0 (6.7)
Asymptotic flux and speed 0.3239 0.81 Maximum at 1.0 sec L r  2 M (6.8)
Flux estimated, open-loop 0.3235 0.81 Settling at 1.00 sec 0.0 (6.10)
Flux estimated, closed-loop 0.2620 0.65 Settling at 0.7 sec L r  
2  M
(6.11 )
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uses the error to guarantee convergence and also to ensure quick response for the linearised 
model. The parameters of the controller are gains which can also be obtained by suitably 
locating the roots of the characteristic polynomial. Modifications over earlier nonlinear 
control procedures [63] have been made to achieve sensorless nonlinear control. This has 
been done through estimating the flux and speed from the noise free sampled, stator current. 
Although a closed-loop observer reconstructs the flux components [110], an asymptotic 
speed estimator even not as a part of nonlinear control has not been reported yet. This 
state constructor uses a model of the machine with correction terms in a closed-loop. The 
correction term gains must still meet the stability criterion to yield a satisfactory rate of 
convergence. The final improvement in the proposed sensorless control is to consider the 
noisy measurements (with the statistics discussed in chapter 5 Figure 5.3), which will be 
suggested as future work in section (7.2).
6 .6 .1  Sim ulation
The proposed sensorless nonlinear control has been simulated for the motors whose data 
are listed in the appendix (A.3-d). The simulation test involves the following operating 
sequences:
1. The unloaded motor is required to reach the rated speed and flux according to the 
commands (Figure 6.13) with true values for initial conditions (section 6.6.5).
2. Next the behaviour of the machine under the nonlinear control with a step change in 
the load will then be investigated (section 6.6.9).
3. At the third stage the behaviour of the flux and thereafter the speed sensorless system 
in the presence of wrong initial conditions is investigated (section 6.7).
4. The effect of using incorrect initial conditions on the AC supply will be investigated 
(section 6.7.4). The present sensorless control will be found to be quite robust to such 
errors and to have other related advantages.
5. To assess the robustness of the proposed controller, sensitivity analysis due to the 
uncertainties in determining the rotor resistance and therefore time constant will be 
inspected (section 6.8).
6. Finally, comparative studies of field oriented and nonlinear control will show the ef­
fectiveness of the controller and will be addressed in the section (6.9).
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6.6.2 Implementation Problems
The solver described in section (5.1.1 on page 76) was used with adaptive step size, together 
with monitoring the stiffness, to simulate the response of the model and also the estimator to 
the specific inputs. A possible difficulty in implementing this procedure is the time interval. 
Since the sampling rate is a function of the error predicted by the solver, then it will not be 
uniformly distributed over the time span. It means, in a practical implementation, that a 
uniform sampling interval cannot provide satisfactory accuracy for control purposes. This 
problem will be treated if data from the real machine is sampled according the command 
at the end of each step of the procedure (Figure 6.12). Another problem occurs when 
the trajectories (including their derivatives) are not explicitly described by mathematical 
functions; therefore, a lookup-table scheme is required. Theoretically, it is possible to predict 
and save the trajectories in the non-uniformly distributed timing of the simulation. But, the 
load (and also noise) is not predictable in real time, so the references must be built on-line 
(for mathematical functions) or interpolated. Since the procedure is a hierarchy process, it 
consumes more time than it is required by in an actual machine. Therefore speeding up the 
procedure and synchronisation especially in I/O tasks is crucial. Furthermore, any initial 
error or at intermediate level will be propagated and affects the results in the following 
stage. Consequently, more precision in simulation and more word length (in practice) is 
necessary.
6.6.3 Procedure
Simply, the hierarchy procedure showed in Figure (6.12) is the simulation study of sensorless 
nonlinear control of induction machines. On this procedure, 3-phase voltages supply are 
computed and applied to the model of the machine. The value of voltages and currents in
direct and quadrature stator axis are kept as measured quantities. To mimic sensorless
behaviour, variables of rotor flux and rotor speed are estimated through a closed-loop 
observer. The discrepancies between the flux components and speed from those commanded, 
confirms error of “e^” for e^rd and “eu ” which are:
Hrd  =  A  -  A ief (6-7)
ew =  u (t )  -  wref ( t )  (6.8)
These errors establish the linearising inputs for the controller, which will then be designed 
using the pole placement technique. Actually, these (errors) express the deviation of the
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Figure 6.12: The procedure o f Sensorless Nonlinear Controller o f Induction Machine.
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real response of the closed-loop control from that of the linearised system. This leads to 
the effective linearised inputs in the direct and quadrature axes and thereafter to the real 
3-phase voltages. The values of the variables have been kept for purpose of the look-up 
table in the real time control.
The specifications of each part of the procedure in Figure (6.12) are briefly as follow:
1. Initialisation: This block represents the initial supply adjustment and numerical tool 
requirements. The supply will be provided from the equivalent discrepancy to the 
desired trajectory. The initial values of the supply are not important, therefore they 
have been typically chosen from a 3-phase AC supply. The singularity situation [74] 
will also be rounded by assigning a minute value for iprd e.g. lxlO-4 . In addition, a 
minimum and maximum allowable step size were defined according to the sampling 
rate of the data acquisition card and sampling theorem, together with the time of 
simulation. A tolerable error is also defined at this stage in range of (lx l0“ 5, lxlO-9 ).
2. Find out the 3-phase sinusoidal supply, and apply the equivalent 2-phase to the motor 
described by model (2.23).
3. Measure the stator voltages, currents and possibly speed, and convert them into their 
direct and quadrature components.
4. Estimate unmeasured state(s) i.e. flux and possibly speed, by having closed-loop ob­
server.
5. Determine the state deviation (actual and/or estimated) from the commands (the 
error of speed and flux references ew and e^rd, respectively).
6. Apply a (PID) controller to the error and its derivatives e.g. (3.47); construct va and 
vb in (3.46) and (3.51), respectively.
7. Provide the direct and quadrature components of the linearising inputs in the station­
ary reference frame by implementing (3.40) and return to the stage (2) above, if the 
required time of the simulation is not met.
6.6.4 C om m ands
The aim of the nonlinear control scheme (here) is that the speed and flux states should 
follow (track) the appropriate commands given. The reason for varying the states is to
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provide the possibility of simultaneously varying the torque via speed and satisfying other 
criteria to maximise the efficiency or torque (sections 6.9.1 and 6.9.2) via flux (section 
2.2.4). In this regard, the only restriction which must be met is that the commands must 
be twice differentiable. However, this is not really a restriction, because physical inputs 
of the induction machine and their derivatives are always smooth i.e. differentiable at any 
time, especially, at the beginning. Usually, to avoid overlapping between flux and speed 
transients, the speed control is delayed relative to the flux control loop e.g. [74], especially 
in field oriented control. In contrast, in nonlinear control, decoupling is more perfect than in 
vector oriented. As a consequence, and in order to highlight the significance of the presented 
control scheme, the commands are chosen to be dynamic (similar to that of Marino et al 
[ibid] but neglecting the suggested delay). The commands, shown in Figure (6.13), consist 
of step changes smoothed by sigmoid functions to meet differentiability condition. They
Figure 6.13: Time varying commands of: (a)-speed, (b)-flux, ifrd, for nonlinear tracking 
control problem with respect to time in sec [100% is 44 rad/sec for speed and 0.14 Weber for 
flux and the corresponding value for 70% o f flux is 0.1 Weber].
are shown scaled with respect to their maximum values which are 44 rad/sec and 0.14 
Weber for speed and rotor flux, respectively. However, higher command values require more 
input current and voltage which may be restricted in a specific drive. Moreover, the speed 
command can be requested from standstill, but demanding zero flux causes singularity in 
control (in both vector and nonlinear control); therefore, it is requested starting from non 
zero. It is also the significance of the proposed control and closed-loop observer which is 
effective at lower speed.
6.6.5 Responses
The responses of the nonlinear control to the commands are shown in Figure (6.14) and 
appear satisfactory. As already stated, independent control of flux and speed is possible 
without significant interaction. Both responses follow their commands reasonably fast. The
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speed graph is as requested, but the flux has a short initial time delay. As soon as the flux 
reaches the command, its response also behaves satisfactory. The steady state error of speed 
and flux are negligible (5xl0“ 3 and 5.5xl0-3 , respectively), so their responses are not shown 
up to the steady state, but only to 2.5 seconds. In addition, the error of tracking control to
-S
'”3
0 . 0  0 . 5  1 . 0  1 . 5  2 . 0  2 . 5
( a )  s e e
0 . 0  0 . 5  1 . 0  1 . 5  2 . 0  2 . 5
(fc>) s e c
Figure 6.14: Tim e responses o f induction machine to the commands in Figure (6.13), (a) — 
speed, (b)-flux, iprd.
the commands are individually shown in Figure (6.15) and confirms the negligibility of the 
error. They are scaled with respect to their corresponding demand maxima. Since the actual 
flux starts from zero and cannot follow without a delay the initial flux error is 100%, but it 
reduces rapidly in a reasonable time even during the transient. The maximum speed error is 
less than 0.2% of its nominal speed and can be neglected. It should be noted that the peak 
in the flux error (the maximum error after the initial rise in flux) occurs when the demanded 
flux is decreasing most rapidly, which is also when the maximum speed error occurs. The
( a )  (fcO
Time (sec) Time (sec)
Figure 6.15: Tim e error o f tracking control to the commands in Figure (6.13) (a)-speed, 
(b)-flux.
worst case is the flux behaviour due to the time delay of the magnetising circuit. To compare 
them, both the command and flux response are scaled and shown in Figure (6.16). As it 
can be seen from the graph (6.16) there is a time delay error as well as the steady state, 
but the response follows the command dynamically. The error can effectively be reduced 
by choosing higher gains. This requires more input power which may still be limited by the
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Figure 6.16: The scaled flux response and the reference using the nonlinear control scheme.
drive. A compromise can be made in practical development.
6.6.6 Stator Inputs
The physical input to the stator is a 3-phase AC supply provided by a voltage source 
inverter, of which two phases are shown in Figure (6.17). It should be noted that phase C
Time (sec)
Figure 6.17: Two phases control input o f the 3-phase voltage supply (a)-Phase A, (b)-Phase  
B.
is supplied numerically, such that the three phase AC maintains zero sequence, and so it is 
not shown here. Note also that because this is the start-up of the machine both voltage and 
frequency are much less than rated. However, at other speeds the control ensures that'the 
voltage remains within the capabilities of the inverter and the ratings of the machine. The 
stator currents are also monitored (Figure 6.18) and found enough low excitation currents
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are needed. The initial transient currents are found to be within the capabilities of the
Figure 6.18: Two phases o f the 3-phase currents o f the machine under control; (a)-Phase A 
and (b)-Phase B.
drive. The greatest difficulty occurs when both commands are in transient. Then, and for 
a short while (a second), the drive must supply 12.7 Amps for this specific machine, which 
may be too much. Such difficulties could be avoided by changing the gain of the controller 
for a short (initial) time.
6.6.7 Eigenvalues
It has already been verified (section 5.1.2) that the stiffness is acceptable in the system 
studied. But, the four eigenvalues of the system matrix A (t) (equation 5.1), have not been 
shown. As a part of frequency response, the loci of the modes have separately been plotted in 
Figure (6.19-a and b); these emphasise the stability of the overall system (from the negative 
signs of the modes), even when the speed increases. In this case, pair (a) approaches infinity,
Figure 6.19: Eigenvalues o f the system under nonlinear control (a ) - ls t  pair, (b )-2nd  pair.
whereas the 2nd pair i.e. (b) tends to the origin. In fact all of the modes are stable (due 
to negative real parts) and remain stable, but pair (a) is dominant. This means that it is 
possible to reduce the model to a second order including the pair (a), although the other 
pair is approaching the zero axis.
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6 .6.8  C ontroller
The pole placement technique (section 3.3.2) is used to design the gains (i.e. K v and K d) 
of the controller (equations 3.46, 3.51). In fact, it is the main advantage of the applied 
control scheme which describes the system by a linear model, therefore the closed-loop 
modes of the overall system can at least theoretically be located anywhere in the s-domain. 
The polynomial characteristics of both the subsystems (mechanical, w, and electromagnetic, 
iprd) are expressed by a second order s-function, Hf (s )  =  s2 +  Kgs +  K pn, and its roots can 
be placed arbitrarily with different combinations of proportional (K p) and derivative (K d) 
gains. From the point of view of stability, these modes should be placed very far from 
the origin, whereas from the point of view of the drive restrictions, they should be located 
near it, but always in the left hand half-plane. This is because distant poles require a high 
gain for fast response and, therefore, demand high current (or voltage) for small error. A 
compromise between the speed of convergence (quick response) and practical constraints has 
been made by trial and error with “s1)2 =  —10” and “s3)4 =  —15” for the mechanical and 
electromagnetic subsystems, respectively. The corresponding pairs of gain (proportional, 
derivative) are (100,20) and (225,30) respectively.
6.6.9 Load Variation
The aim was to control two independent states, flux and speed having been chosen up to 
now. To control load torque two choices are possible. In the first, torque may explicitly 
be defined as a linearising variable e.g. X \ in (3.18) followed by the differential geometry 
procedure (3.3.1). Therefore it has to be swapped for either of u  or iprd: because it is only 
conceivable to control two states independently. This method is theoretically difficult to 
implement, due to need for successive differentiation of the torque up to the second term. 
In this case the controller (3.46) shapes the load via linearising input e.g. va according to:
va =  - K p T (x i( t )  -  T re f( t )) -  I<dT (x 2(t) -  Tre/(£)) +  Tre f(t) (6.9)
Alternatively, torque is function of flux and speed and, consequently, the objectives of the 
torque control and, possibly also efficiency optimisation can be stated in terms of flux and 
speed commands. The significance of nonlinear control over the vector control is its ability 
to control two independent states dynamically instead of only one.
To investigate the effect of load torque in the control procedure, a load of 20% maximum
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electrical torque6 has been applied at the same time as the demands of flux and speed were 
being applied. The unperturbed responses have been shown already in Figure (6.14). The 
behaviour of variables under the variation of load are shown in (6.20). At the time of
Time (sec) Time (sec)
Figure 6.20: Response of Induction Machine under applying a step change o f load in (a), the 
rotor speed in (b), rotor flux in (c) and electromagnetic torque in (d).
varying the load (at both positive and negative edges) significant changes can be seen. In 
part they are because the load is not differentiable on its edges, so its 1st and 2nd terms 
derivatives are not taken into account in the appropriate equations (e.g. equation 3.22). 
Another reason might be because the load has been applied quickly, so a high current is 
required to force the magnetising circuit to respond. Fortunately, this problem ceases as 
soon as the load derivatives become zero. The controller copes with the variation with time 
constant of usually less than 0.5 second (Figure 6.20-b, c). The significance of the controller 
can be seen for the both graphs of flux and speed which the amount of variation is small 
(1.26% for speed) and 14.9% for the flux relative to their appropriate steady state.
This statement can easily be made clearer from the electromagnetic torque graph (6.20- 
d) which settles down within the dominant time constant. From the point of view of the 
controller a constant torque does not affect the efficiency of the control, but only the steady 
state speed. It is also easily possible to take into account a constant rate variation for load. 
To put it more simply, it is eventually a problem of modelling instead of the control. The 
required supply voltages and currents are within their appropriate range of normal running. 
Of course, it is implicitly assumed drive can supply the maximum voltages and currents
eT h e  nom in al torqu e o f  the specific m o to r has n o t b een  rep o rted .
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required in Figures (6.17, 6.18). In practice providing the reasonably high voltages and
Time (sec) Time (sec)
Figure 6.21: The required voltage and current to control under the load variation (a )-S ta tor  
voltage phase A and (b)~ stator current phase A.
currents are the price which the controller forces the overall system (including the drive, 
machine load, etc) to pay.
6.6.10 C om m ents
One of the advantages of simulation is that real problems can be encountered before the 
real control system takes place, and so may be avoided in practice.
1. Not uniformly acquiring data from the real system is needed.
2. The limit of required current and voltages have been found.
3. Word length could be the same as in the computer, then it would not be a serious 
problem.
4. Power supplies are not ideal.
5. Since the procedure in Figure (6.12) is a serial process, modelling takes more time 
than it is responded by actual machine.
Of course, it is necessary to build into the simulation practical restrictions in order that the 
behaviour of the real system may be predicted.
6.7 Sensorless Nonlinear Control
Since some of the states (flux and speed) are not directly available from the output, the 
validity of the input-output linearisation technique [103] will immediately be questioned. 
In this part of the present work, the effectiveness of this procedure -  under the condition
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of reconstructing the states- will be verified. The feasibility of sensorless nonlinear control 
will be investigated under:
1. Firstly, estimating the flux (section 6.7.2) and then improving the observer to return 
the value for speed (section 6.7.3).
2. The ability of the closed-loop estimator to cope with the effect of wrong initial flux 
will be verified.
3. Finally, robustness of the proposed control due to the variation in R r will be investi­
gated (section 6.8).
As a complementary work, the effect of noise and filtering on the control technique should 
be verified in future, to assess the efficiency.
In order to achieve sensorless control, some of the states have to be reconstructed. 
The closed-loop observer, investigated in section (6.5), estimates the state whilst the state 
feedback control takes place. The performance of this observer was shown [1] in practice 
satisfactory for the flux close to the demand. It should be emphasised that the observer has 
been applied so far in the absence of the present control loop (section 6.5.2); any complicated 
uncertainties due to the observer makes the control technique more complicated and at risk 
of divergence, so the significance of this chapter becomes clear. Since measuring the flux 
is more difficult than measuring the rotor speed, the first attempt has been focused on 
observing the flux. Successful results motivated the author to go on to develop the observer 
as a speed estimator also.
6.7.1 A d eq u acy  o f  the C losed—L oop  O bserver
The significance of the observer under different loop gains has been demonstrated in section 
(6.5). In addition, the nonlinear control technique (section 6.6) has also been successfully 
implemented. This control necessitates the availability of all states from output, as was 
assumed in the earlier discussion (section 6.6). The important question here is, how efficient 
is the control when the states are observed? To answer it a (speed or flux) sensorless 
nonlinear control will be established and verified. As a final remark and for comparative 
studies, the operating situations in section (6.6) such as the machine, commands, observer 
gains (K a =  Kb — w j ) aie kept unchanged.
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6.7.2 Flux Sensorless Control
Mainly, the idea is implementing the schematic diagram (3.1 on page 33), but the box 
of describing the actual dynamics of machine i.e. x' =  f(x ,u ), will be swapped with the 
system and observer in Figure (6.6) as is shown in Figure (6.12) on page 105. Although 
the inputs in Figure (6.6) are two-phase AC, in direct and quadrature axes, in practice a
3-phase equivalent (Figure 6.17) will be supplied to meet the demands in Figure (6.13). The 
estimated states are compared with the real states, which are being simulated in parallel. 
Under these situations the outcomes (not identical) but are so similar to the real ones that 
the errors cannot be distinguished. So it is preferred to zoom the errors individually (Figure 
6.22). As from both graphs (6.22 -a, b) can be seen the instantaneous errors are small, even
Figure 6.22: The error due to observing the states in the presence o f state feedback control: 
error o f estimated (a)-speed, (b)-flux.
in initial transient. The modulus of the speed estimation error over 5 seconds (i.e . in more 
than 48000 samples) in average is equivalent to 3.24e-4 error on each sample, yet none of 
the speed sensors can achieve this accuracy. Matters are even better for the flux state, with 
an average error of 8.5e-6 for each sample!
As another benefit, this observer compensates for wrong initial guesses of the states, as 
was shown in Figure (6.11) for the observer alone. Here, the effect of initial flux bias on the 
convergence of the closed-loop control will be investigated. In this situation the degree of 
complexity of the procedure is getting high, because there is simultaneously an inner loop 
for the observer and outer loops for speed and flux control. The observer requires enough 
time to settle (converge), which cannot really be afforded in parallel with nonlinear control. 
Accordingly, the error affects immediately the following stages. Then the significance of 
accurate gains become clear to guarantee the convergence of the complicated overall system. 
The commands in Figure (6.13) demand a steady state rotor flux equal to 0.1 i.e. 70%  of 
its maximum. Moreover, the actual initial value of flux was zero (to correspond to the
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real situation at start-up). A simulation was run with the initial value of observed flux 
equal to 0.1 i.e. equal to its steady state value as similarly was done in section (6.5). The 
resulting errors of estimated speed and flux shown in Figure (6.23). The average error on
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Figure 6.23: The error o f estimated speed and flux due to discrepancy in the quantity o f the 
initial flux in the presence o f state feedback control: error o f estimated (a)-speed, (b)-flux.
each sample (note, the error is not uniformly distributed) of flux and speed are 0.0011 and 
4.2e-4, respectively. As can be seen from the graph, the error of flux is larger than the 
speed error. Since there is a shift phase on 3-phase AC voltages and current in two different 
circumstances, so it is not easily possible to compare the excess instantaneous voltage or 
current due to this discrepancy. But the maximum has not been greatly affected and still 
remains within the capabilities of the drive.
6.7.3 Speed Sensorless Control
It is of interest to estimate the rotor speed as well as the flux. Up to now, in flux sensor­
less control, the speed was assumed measurable and was substituted directly from the the 
actual model, not from the estimator. Basically, direct measurement of speed improves the 
stability, for errors in the observed speed system reduce the efficiency of the overall system. 
Nevertheless, since the flux sensorless has provided satisfactory results, then the procedure 
was developed to estimate the speed with the same conditions as in the previous implemen­
tation (with the graphs on 6.23). The following graph (Figure 6.24) shows the difference 
between the the observed speed and the actual when the nonlinear control is implemented. 
As can be seen the error is small and maximum, 6.6e-03, is even less than in the case for 
the wrong initial guess in Figure (6.23). As can be seen the error is small and shows aver­
age 2.7e-04 RPM error in each sample. Actually, the error in speed estimation affects the 
estimation of the flux and causes the flux error which was expressed by equation (2.66). It 
means the quality (both of the rate of convergence and the stability) of the speed observer
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Figure 6.24: The error o f observing the rotor speed with respect to the actual one.
are implicitly being controlled through the closed-loop observer gains K a and K b.
6.7.4 Interesting Side B enefit
Since the initial guess at the flux (0.1) was closer to the initial command (0.14), the initial 
transient current was found to be much less than if the actual initial flux had been used. 
The observer presents to the controller virtual states, rather than real ones, at least initially 
and before the observer has acquired enough data to function properly. The price is the 
time of convergence and thereafter AC machine needs more power to settle down. Indeed, 
a remarkable conclusion is that the initial value of the observed states could be an aid (a 
degree of freedom) to smoothen the initial demands of current and voltage. To put it more 
simply, by selecting a good initial guess, it is possible to compensate for a shortage of drive 
in supplying the power, especially in transient. In the example here the initial transient 
peaks of voltage and current have been reduced from 260.8814 V  and 10.2799 Amps to 
14.3686 V  and 0.9254 Amps, respectively. The initial current and voltage of one phase in 
both cases are shown in Figure (6.25). As they can be seen, not only are the-initial values 
of voltage and current corresponding to the “wrong” guess small (negligible), but they also 
increase smoothly.
6.8 Sensitivity Analysis
Fundamentally, uncertainties will arise in the modelling from inadequacies in the structure 
and/or incorrect values of the parameters. If the structure of the model is not accurate 
enough, then both the control algorithm and the observer are in error. Here we shall 
investigate the effect of variations in the parameters in the specific model (2.23) on the 
observer and also in the closed-loop control.
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Time (sec) Time (sec)
Figure 6.25: The effect o f wrong initial guess o f flux on initial transient stator voltages and 
currents: (a)-Voltage and (b)-Current for “right" guess and (c)-Voltage and (d)-current for 
“wrong" guess, in the presence o f the discrepancy.
6 .8 .1 Effect of the Model Uncertainties in the Observer
To study the sensitivity [38] to rotor resistance its value was increased by 10% of nominal 
in the observer model, and its effects on the estimated speed and flux, using the previously 
defined observer (Figure 6.6), computed. This estimator has been found sensitive to this er­
ror, as shown in Figure (6.26). Although not more than 1.5 sec was simulated, the difference
Time (sec) Time (sec)
Figure 6.26: The effect o f the 10% variation o f rotor resistance in the closed-loop observer 
in term o f the percentage error between actual and that observed: (a)-ro to r speed lj (b)-d irect 
components o f the rotor flux ij)rd.
is much greater than that due to the lack of initial flux (Figure 6.23). It can be concluded 
that this estimator is rather insensitive to assigning a wrong initial value to the observed 
states, but is sensitive to the variation of parameters. It has been similarly reported [78]
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that this error also causes poor performance, especially at low speed and high load.
6 .8.2 T he E ffect in the C lo s e d -lo o p  C on tro l
Similarly, the effect of up to 50% variation in the rotor resistance has been investigated when 
the whole sensorless nonlinear control system is implemented. Since this is an investigation 
study, only the behaviour of the estimated flux was monitored. It is obvious that similar 
test could be made for the estimated speed, and that the error becomes more significant if 
both of the flux component and speed are estimated.
6 .8.2.1 Reduced-Order Observer
Basically, the mechanism of the correction is estimating the voltage according to equation 
(2.63), which for ease of referring will be repeated here in (6.10), and comparing to the 
actual supply voltage.
a _  R i  + E ^ + ( lus -  Ksls +  Lr dt +  I ^  I dt (6 .10)
Since the current supply, i.e. isa and isb, is measurable the observer was modified by using a 
closed-loop reduced-order which assumed availability of the currents and their derivatives. 
In fact the fourth and fifth equations in the model (2.23) reconstruct the differentiation and 
in practice using these equations is a substitution of the rate of changes (i.e. differentiation) 
of the currents. The resultant effects on the estimated flux have been plotted in Figure 
(6.27). From the graph, and in contrast with outcome of the previous section (6.8.1), and
Figure 6.27: The effect o f up to 50% variation in the rotor resistance on the demanded flux.
although there is a large transient peak, they reduce quickly and settle down with only a 
small steady error. Some of the statistical characteristics of the error are tabulated in table
(6.2). There the first column describes the percentage of variation in the rotor resistance, 
the second column stands for the total squared error during the simulation time, the next
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column shows the maximum error relative to the maximum flux and finally the last column 
expresses the steady state error relative to the steady state value of the flux. As can be seen
Table 6.2: The statistics o f the flux error ('i[rd) due to the variation o f the rotor resistance.
Variation in % Maximum Error, % S. S. Error, %
10 71.84 8.16
20 104.94 16.68
30 131.08 25.86
50 176.71 47.55
from both the graph (Figure 6.27) and the table (6.2), the error is directly proportional to the 
variation of the rotor resistance but converges quickly. However the error in the steady state 
is still small and confirms that the proposed control is robust against parameter variation, 
though at the price of a complicated structure to reduce the sensitivity.
6 .8 .2.2 Full-Order Observer
If it is not permissible to modify the observer (perhaps because it is not practicable to 
obtain accurate values for the differentials of the measured currents), then it is necessary to 
use a full-order observer which estimates the flux and also the currents, and the correction 
mechanism (6.10) cannot provide accuracy on the observed flux. The result of applying 
this observer (classic) in conjunction with the reduced-order estimator (improved) (section 
6.8.2.1) are compared in Figure (6.28) when the rotor resistance has increased 20%. It
Figure 6.28: The effect o f 20% variation in the Rotor resistance on the flux, iprd, under two 
circumstances o f (%)- Full-order observer and ( i i ) -  Reduced-order estimator, with respect to 
the true value.
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can be concluded that when the observer is combined with the nonlinear control the error 
performance is improved. Compare Figure (6.26), for the observer alone, with Figure (6.28). 
Moreover, in Figure (6.28) it can also be seen that the reduced observer performs better than
Time (sec)
Figure 6.29: The effect o f 20% variation in the Rotor resistance on the direct component o f 
the stator voltage, uSQ under two circumstances o f ( i)~  Simple voltage estimator (equation 6.10) 
in (a), and ( i i ) -  Improved voltage observer in (b) relative to the true value in (c).
the full-order. Of course, there is a price to be paid, in the additional complication of the 
nonlinear control and the increased number of sensors if a reduced -observer is employed.
If the instantaneous error must be reduced further, on-line tuning of the rotor resistance 
may have to be considered. Other workers [74] have reported an adaptive approach, but not 
for sensorless control. The question of model uncertainties still produces many problems in 
the context of sensorless control.
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6.9 Comparative Studies of Vector Control and Linearisation 
Technique
Field-oriented control usually adjusts either torque or speed according to a predetermined 
command. Since both vector control and the linearisation technique of this thesis use some 
of the states in the feedback loop to decouple the flux and speed, they can be categorised 
in a general class of state-feedback (nonlinear) control. Nonlinear control, here, is a specific 
technique which can adjust two states (flux and speed or torque) independently and simul­
taneously. Consequently the other technique, vector control, could be assumed as its subset 
and, of course, with a simpler structure. In vector control the decoupling is made possible 
at steady state only when the flux is kept constant. This assumption will be violated during 
a flux transient, and the control is thus imperfect, whereas in the alternative, the flux can 
be controlled dynamically. It is well known that the flux reference used in field oriented 
control is an extra degree of freedom [12, 60, 85], so it can be used to optimise the system 
performance. In this regard two objectives can be considered; ( i) Maximum torque and ( ii)  
Maximum efficiency.
6.9.1 Maximum Torque
Providing maximum torque necessitates that the flux vary widely according to an optimal 
flux reference [12] together with a rapidly changing speed trajectory. A straightforward 
analytical approach to specifying an optimal trajectory, taking into account the physical 
drive restrictions (e.g. the voltage and current) is to express torque (T), in terms of volt­
age or current e.g. T  =  k (ipraisb ~  Ab'isa) (equation 2.19). Therefore analytical optimi­
sation procedure yields an optimum and dynamic flux reference. It should be noted that 
standard field-weakening7 (equation A.32 on appendix A.5 page 158) does not necessarily 
maintain optimal (maximum) torque over the entire speed range [114]. Even during the 
field-weakening, the procedure takes time to build up the flux [12] and the flux is still speed 
dependent.
rTlie flux reference is usually made inversely proportional to the rotor speed for the speed above the 
nominal value as described in equation A.32.
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6.9.2 E fficiency
In order to improve the efficiency of induction motors -  i. e. minimise energy consumption, 
-  the flux must be changed and made dependent on torque (or speed). Unfortunately the 
decoupling in field-oriented is imperfect, and any changes in flux cause disturbances in the 
torque. This problem can be overcome either by using the linearisation technique [58] or 
by making the response time of the torque (speed) control loop much faster than the time 
constant governing the flux variations [60]. The latter requires more stator current (the 
quadrature component i.e. isq) and more gain in the control loop whereas the former comes 
directly from the linearisation technique. Again the drive and the saturation characteristics 
(hysteresis effect) determine an upper bound for the actual stator current in the second 
scheme. Similar comments has also been made by Ho et al [45] when they have approximated 
the relationship between the direct component of the stator current (isd)i and rotor flux (Ad) 
as a first order low-pass function.
6.9.3 Jacobian  L inearisation
Torque linearisation and control can also be achieved by linearising the dynamic around the 
steady state operating point [46]. Even in this case the control will be degraded during the 
flux transient (either during the initial transient or when a change of set point is required).
6.9.4 C om p lex ity  o f  the Im plem entation
6 .9.4.1 Constructing the Linearising Inputs
The linearisation in the nonlinear technique is made possible by firstly mapping into the 
new proper states (i.e. definitions of x 2 and X4 in 3.18 and 3.19, respectively) and secondly 
constructing the linearising inputs (i.e. va and vb in 3.42 and 3.44, respectively) from the 
nonlinear dynamics (equations 3.27-3.31). Only the latter is (partially) employed in vector 
control to decouple the dynamics (equations 2.28) by providing the linearising inputs of 
Vd and v q (equation 2.33). This confirms the complexity of the linearisation technique 
compared to field orientation. Fortunately the analytical aspect of properly defining the 
new states needs to be dealt with only once (which has been done here) and further work 
is a straightforward implementation in a specific drive, as shown in section (6.6.3). The 
other analytical work, defining va and vb, is not very different in terms of complication. 
However, from point of view of numerical error it seems that the nonlinear technique is
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more susceptible than vector control.
6.9.4.2 The Controller Design
Since the linearisation and decoupling in the nonlinear control are perfect, then classical 
linear control theory can be used to analysis and design any kind of controller e.g. PID, pole 
placement (equations 3.49 and 3.50), and their effects on the system (the machine under 
control). In contrast, in vector control (e.g. equations 2.35 and 2.36) such investigations are 
only possible by assuming the flux constant. As soon as the flux varies the performance of 
the controller would be expected to be degraded.
6 .9.4.3 Transient Effect
The field oriented technique cannot effectively control the machine in transient; therefore 
an optimum trajectory is thought to be hard to achieve and as a result ill-effects such as 
hysteresis, are to be expected.
6 .9.4.4 High Gains
Since in vector control any variation in one state (flux or speed) affects the other instanta­
neously, then a high gain controller is needed to reduce the resulting errors. Otherwise, the 
error makes the system diverge. The high gain controller is sensitive to unwanted changes 
(e.g. noise), so giving a risk of instability in the system.
6.9.5 Conclusion
As reported in the literature [12, 45, 60, 109, 114], many attempts have been made to change 
the flux dynamically using the field-oriented technique but, due to loss of the decoupling, 
the outcomes were not completely successful. If only a specific torque (speed) behaviour 
is demanded vector control can meet the requirement, but only after the flux transient 
has settled. This process is easier to understand than manipulating the equation in the 
linearisation procedure. In linearisation technique it is not explicitly necessary to transfer 
the variables into the rotor reference frame, although that is implicitly assumed (equation 
3.17). Since the nonlinear technique decouples the dynamics of the machine into two distinct 
linearised subsystems design of the controllers is straightforward i. e. classical control theory. 
It has already been shown (section 6.6) that the nonlinear technique successfully controls 
the flux dynamically and also according to an optimal flux trajectory [12], whereas vector
6.10. Summary 125
control is only partly successful [9, 114]. However, since the model is inherently nonlinear 
then constructing the linearising inputs (i.e. ua and z/j, in 3.46 and 3.51) is complicated. As a 
final remark, it should be noted that, because of the lag of the induction machine due to the 
time constant of the magnetising circuits and the limited voltage of the exciting source, the 
flux cannot quickly be changed and it is in practice upper bounded for both field-weakening 
and input-output linearisation control.
6.10 Summary
6 .1 0 .1  State E stim ator
To assess the significance of the observer, an implementation of the observers -introduced 
analytically in chapter (2.3.1), was presented. To reconstruct the states of the machine, and 
specifically the rotor flux components, the asymptotic (closed-loop) observer (Figure 6.6) 
was used in the presence of feedback of the measured states under the same conditions and 
structure as the model.
The most important qualities of the asymptotic observer are: stability and the time 
of convergence. The former is strongly depends on the physical parameters such as initial 
conditions and gains, whereas the latter was adjusted through the feedback gains. From the 
point of view of performance, the asymptotic observer reduced the error and the time of 
convergence significantly relative to the open-loop observer and also with the advantage of 
maintaining the stability regardless of the stability of the model. Furthermore, by using the 
reduced-order asymptotic observer, the speed was also efficiently estimated, which enhances 
the possibilities for speed sensorless control. However to reduce the estimation error the 
observer gain must be chosen high enough, but there is then a risk of excessive overshoot or 
even instability in the observer (page 26 in section 2.3.3). As a final conclusion, a compromise 
between stability and the error has also to be found by considering practical restrictions, 
and with trial and error, especially in the commission stage.
6 .10 .2  N onlinear C on tro l
The nonlinear control scheme (described in section 3.3) was simulated here using the soft­
ware developed (section 5.1) with assuming all of the states are available. The main finding 
here was to illustrate the significance of the nonlinear control in linearisation and decoupling 
the speed and flux subsystems. It was investigated and thereafter achieved by applying two
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time varying commands of speed and flux (Figure 6.13) as arbitrary demands for the con­
troller. Except for the initial instant, the speed and flux error (Figure 6.15) were negligible. 
Furthermore from the graphs in the time domain (Figure 6.17 and 6.18) it was found that 
the actual 3~phase supply can be provided by the drive without violating normal practical 
restrictions. The technique with the controller in section (3.3.2) and the values of gains in 
section (6.6.8) was able to counteract the limited variation of the load torque (Figure 6.20) 
such that the actual voltages (Figure 6.21) can be supplied by the drive, considering the 
restrictions.
As a final point, it should be noted that it is not realistic to expect the availability of 
the all states, so the technique was improved to estimate the flux and speed in a sensorless 
manner (section 6.7). This is considered briefly, below.
6.10.3 Sensorless N onlinear C on tro l
The performance of the proposed sensorless control scheme was shown (section 6.7) in the 
presence of nonlinear state feedback using the closed-loop estimator (section 2.3.3). The 
model of the observer was essentially the same as the model of machine but estimated the 
required input voltages in the d and q -axis. It was found that, although the sensorless tech­
nique produces more uncertainties, it reduces the error (Figure 6.22) (due to reducing the 
measurement noise). Furthermore this technique kept all of the advantages of the nonlinear 
control whilst improving the stability and the convergence. Unfortunately the implementa­
tion under simulation of the sensorless control was time consuming, mainly because of the 
need to generate simulated data. In practice data will be collected from the real machine, 
so the control procedure will run faster.
An interesting side benefit of the observer was found (section 6.7.4) when a wrong initial 
condition, but one close to the demand, was imposed to the observer. This reduces the 
required (initial) transient voltages and currents which improves the effective restriction of 
various drives in the proposed control.
6.10.4 Sensitivity Analysis
.The sensitivity of the proposed sensorless control against the model uncertainties (unmod­
elled variations) specifically, in the rotor resistance, was investigated in two manifolds of
( i ) -  on the observer itself and (n )- in the closed-loop control. The observer was found sen­
sitive to the parameter error (section 6.8.1) whereas the closed-loop control compensated
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the shortcoming of the observer by stabilising the overall system (Figure 6.27). It was also 
found that the reduced observer (section 6.8.2.1) has had low sensitivity (Figure 6.28) with 
respect to the full-order estimator (section 6.8.2.2).
Chapter 6. Realization, Results and Discussion
Chapter 7
Conclusion and Future Work
7.1 Conclusion
The work reported here has been directed to improving control of induction machines. Two 
approaches have been investigated, namely sensorless control and nonlinear control, together 
with the combination of the two. Sensorless implies that magnetic flux and/or shaft speed 
are not directly sensed, so observers or estimators have to be employed; in nonlinear control 
the inherently nonlinear representation of the machine is transformed to sub-models where 
linear control theory can be directly applied. The study has been mainly theoretical, verified 
by simulations; in part this is because the test rig for experimental studies was the work 
of another student and was not available in time for other than preliminary measurements. 
Inevitably, therefore, one of the areas proposed for future work is a programme of implemen­
tation and experimental verification of the systems developed. Nevertheless, it is believed 
that a significant contribution has been made to this form of control. Moreover, efforts have 
been made to anticipate practical problems -specifically of commercial drives and quantisa­
tion of signals, therefore some methods are proposed to treat the possible problems, which 
occur in practical development.
What has been achieved is considered under the headings of (£) Modelling of machines,
( i i)  Simulation of the behaviour of the machines and control systems ( in )  Nonlinear Con­
trol, where ways other than vector (or field-oriented) control are used to cope with the 
nonlinearity inherent in the equations of the machines and (iv ) extending nonlinear control 
algorithms to include sensorless systems.
129
130 Chapter 7. Conclusion and Future Work
7.1.1 M od ellin g
Modelling is an essential aspect of any modern, digitally implemented, control system. It is 
at the heart of the control scheme itself. It is the basis on which estimators and observers of 
flux and speed are constructed, in order to avoid the need for sensors. For any machine to be 
studied an appropriate form of model must be constructed and the appropriate coefficients 
(parameters) must be obtained. This has most effectively been done on a separately-excited 
dc machine, but has to be done with ac machines as well. In some cases values for the 
parameters can be provided directly from electrical and/or mechanical measurements, but 
this implies a model which represents closely the physical structure of the machine. Such 
measurements have been made (section 4.4.1) to obtain reference data. A more general 
method, used extensively in this work, is to match the measured performance with that 
predicted using the model (section 4.4.2). In this more general case the model can be a 
purely mathematical function, though in simple cases it may be expected that this function 
would be derived from the physical model. This aspect of the work is being taken further by 
a colleague. In the present work a number of different matching (optimisation) techniques 
have been studied, specifically those based on Genetic Algorithms (section 4.2), and those 
based on Ordinary Least Squares fitting.
7.1.1.1 Genetic Techniques
Genetic algorithms were studied at an early stage of the work, and then successfully im­
plemented [82] to identify the parameters of a 6th order linear system [51]. While doing 
this a number of improvements were made (section 4.2 and also published [79]), with the 
objective of achieving faster convergence. GAs lend themselves well to identifying reduced 
order models. Obviously there is little scope for reducing the order of a model which follows 
closely the physical structure of the system -  indeed, as attempts are made to improve the 
accuracy of the model the reverse tends to be the case [80, 82]. It means that a complex 
(highly detailed) model does not necessarily describe the behaviour of the actual system 
more accurately than a reduced model whose parameters are identified by optimisation pro­
cedures e.g. GA. It is partly because the numerical error of the identified parameters in 
the complex model will be accumulated and establishes bigger overall error. It should be 
noted that different sets of parameter values can result in the same degree of accuracy (as 
measured by the “cost” function 4.15), so the the simplified model is not unique, even for 
an identical discrete to continuous mapping.
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7.1.1.2 Characterisation o f  D C machine
In the case of the DC machine the parameters to be used in the model of the machine 
have been identified experimentally (section 4.4) using 4 different model matching schemes, 
namely (i) Least Squares Error (section 4.1), (ii) Genetic techniques [43], (in) Classical 
Circuit model and electrical measurements (section 4.4.1) and (iv) Combined Circuit equiv­
alent based and Genetic methods (Hybrid on page 66). The hybrid in this regard means 
that the electrical circuit elements were estimated by direct measurements, but the moment 
of inertia, J, was obtained using genetic procedures. In terms of speed in obtaining the 
parameter set the OLS method was fastest, the GA some way behind, and the techniques 
requiring electrical and mechanical measurements much further behind. In terms of accu­
racy, as measured by the “cost” function, there appears to be little to choose, but again 
OLS is best, GA next, Hybrid next (table 4.2) and Classical circuit last [42]. In drawing 
conclusions it has to be borne in mind that the cost function is greatly influenced by mea­
surement inaccuracies and noise, which limits its usefulness as a measure of quality. It is 
also the case that the model is to be used to predict the behaviour of the machine, so it 
is not surprising that methods based on matching to the observed behaviour appear most 
accurate.
Of the methods used the OLS is based on identification of the poles and zeroes in a 
general transfer function. The GA can work with a generalised transfer function, with 
differential equations based on a circuit model, or with any other functional form desired. 
The circuit based models have the advantage of being related to the physical structure of the 
machine, albeit in a simplified way. If the results of section (4.4.1) can be taken as typical 
what appears clearly from them is that the classical measurements are of only limited 
use as predictors of behaviour. On the other hand, the OLS method, fast and accurate 
though it is, is based on a model which is not easily implemented in a control algorithm, 
and further, problem specific, manipulation of the equations and the results is needed to 
extract a useful set of parameters. In fact the identification technique matches the best 
zeros and poles such that the estimated output with the same input has the smallest error 
as possible. In most cases it is not possible to extract the physical parameters from zeros 
and poles. Furthermore by identifying a transfer function such as V - I  relationship, it is 
not possible to extend the model to conclude for example V - u  dynamic whereas identifying 
the model through characterising its parameters leads to the true zero-pole description for 
any combinations of the variables. The hybrid method was an attempt to improve the
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accuracy of the classical methods, where the moment of inertia, J, is particularly difficult 
to obtain. The current situation is that the use of GAs in the identification process is at 
present computationally too time consuming for on-line application, though this is a longer 
term aim and could be a goal for future work. This work is currently being taken further 
by a colleague, in connection with both DC and AC machines [42]. However, an alternative 
approach might be to improve the OLS method by some form of recursive technique.
7.1.1.3 Input Invariant mapping
As part of the work on model order reduction the Input Invariant method (section 4.1.3) 
was developed as a transformation from the z-space to the s-plane. It has been successfully 
applied [82], in conjunction with genetic techniques for the identification (optimisation) 
process, to map from the digital domain to its continuous equivalent (the model in 4.28). 
Although as a restriction the Laplace transform G u(s) of the sampled input u (t) must be 
known, it can be extended to include practical input (e.g. Figure 4.4-a) instead of ideal 
inputs e.g. step function. The procedure to evaluate G u(s) as a dynamic model of u (t ) is 
similar to the one which has already been described in section (4.1.3). An ideal impulse 
can be assumed as an input to the unknown G u(s), whence G u(s) =  where A(s) =  1 
and U (s ) are the Laplace transforms of S(t) and u (t) , respectively. Then the procedure in 
section (4.1.3) extracts the model G u(s) as U (s ).
7.1.1.4 Noise Statistics
In order to provide a realistic simulation, more insight can be gained, at least in the initial 
stages of these studies, by introducing noise in a controlled way. From the statistics (section
5.2.1 specifically Figure 5.3) it is realised that noise has components at every frequency 
(at least up to 1 kHz). In practice the machine will always behave as a low-pass filter, so 
the high frequency components of signal (either supply or noise) can effectively be filtered. 
However in order to make reliable measurements filtering at the corresponding frequencies is 
required (section 5.2.1) to attenuate the noise power at low frequency. Otherwise the error 
of modelling will be huge and as a result only small values of “cost” will result (e.g. table 
4.2). It has been found that the filter should be of as low an order as possible, in order to 
avoid more nonlinear phase-distortion of the signal which delays the signal being processed.
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7.1.2 Sim ulator
Since the proposed closed-loop control has mostly been verified through simulation some 
effort has been devoted to finding satisfactory software for the simulation. Although there 
are many commercial packages available, it has actually been found better to write new 
routines. This has the advantage that we are completely familiar with the software and 
its characteristics, and also that the very considerable overheads needed to put our specific 
problem into the universal format demanded by commercial packages can be avoided.
It should be noted that at final practical development, a special-purpose code must be 
written based on the language of a specific drive (e.g. Eurotherm 630 drive). Then the code, 
whether that reported here or a publicly available programme, will have to be rewritten to 
suit the DSP chosen. So, the current written code would be interpreted as an intermediate 
level of the commercial software.
7.1.2.1 Solver
The heart of the simulation programme is a routine to solve the set of differential equations 
of the system. These equations are usually expressed in state space. For a model (2.23) 
there are many suitable algorithms known, but in the case of interest the equations will 
be made more complex and become highly nonlinear when a nonlinear state is fed back 
to control the system. This may be seen from the model (2.23) when the states are fed 
back through the input evaluation of (3.40) and linearised inputs in (3.46) and (3.51). In 
such cases the Runge-Kutta Fehlberg (RKF) algorithm has been found to be suitable. This 
solver generates a prediction of the error of evaluation, which can then be used to optimise 
automatically the step size. The resulting code has been verified by comparison with other 
code, written in SIMULINK under the MATLAB environment. The new code was found to 
run faster and to offer easier access to the variables inside the code.
7.1.2.2 Stiffness and Numerical problem s
The advantage of using commercial packages is that there should be a high degree of ro­
bustness to numerical problems already included. Here it has proved necessary to examine 
potential problems and to provide an appropriate degree of robustness.
For the systems studied the presence of electrical and mechanical parts of the system 
leads to the eigenvalues (an example of the ratio has been plotted in Figure 5.1 and also 
individually in 6.19) being widely separated -  in other words, the problem may exhibit
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stiffness. This has been investigated in both the public codes and that written here; it was 
concluded that the special-purpose code is sufficiently robust against both the stiffness and 
also the numerical problems. The key to this success is adaptive tuning of the step size and 
relative evaluation tolerance of less than le-6, as described in sections 5.1.2 and 5.1.3.
7.1.3 N onlinear C on tro l
Nonlinearities in the equations describing the dynamics of induction machines arise in 3 
ways. In the first place, there are hysteresis and saturation, especially in the magnetic 
circuits. Normally these are ignored or, at best, modelled in a piecewise linear way. In 
the work reported here linearity of the magnetic, electrical and mechanical components has 
been assumed. It should be noted that the controller restricts the current components such 
that this assumption is not violated. Secondly, torque arises as the result of current and flux 
interacting, so the resulting expression is only linear if one of the components is not a variable 
-  classical vector control, for example, keeps the direct component of flux constant, so that 
the torque then is directly proportional to one variable, a current component. Finally, the 
equations involve one of the state variables, speed, in products with other state variables.
Some of the initial studies were simulations intended to clarify the effect of these last 
two types of nonlinearity on the behaviour of the machine. A more sophisticated approach 
involves transforming the equations by means of differential geometry, as is done in Chapter
(3). The result is to decouple the model into two subsystems. The significance of the 
decoupling is that it allows the design of a system with efficient independent tracking control 
of the speed and the rotor flux (section 3.3.2 on page 44). The resulting dynamic performance 
is hardly achievable under vector control, even in field weakening.
The investigation of the time responses in Figures (6.17, 6.18) verifies that a typical 
commercial drive e.g. Eurotherm 630 (table A.l in appendix page 161), can supply the 
required linearising and control inputs, even under a step change of load (Figure 6.20). 
Furthermore, the root locus (Figure 6.19 page 110), with its large negative eigenvalues, 
shows that rapid transient response and simplification of the model will result.
A preliminary study has shown it to be possible to simplify the model in the frequency 
domain. Specifically, a typical motor (with the specification in table A.3-d) was excited 
with a steady state step of 3-phase voltage under no load condition. From the graphs of 
the states i.e. the rotor speed, wr, the direct components of the rotor flux, ipra and stator 
current, i sa, the effects of motor time constant have been demonstrated (Figure 6.1 on page
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89). Since the model is only nonlinear in terms of the coupling between the states, and the 
other nonlinearities have been neglected, then the frequency response can be defined and 
investigated. However, the nonlinearity has changed the frequency response of the machine 
(shown in Figure 6.2 page 90), and most of the energy component of the signal is around 
the supply frequency. The plot (Figure 6.2) verifies that it is possible to linearise the model 
around the supply frequency (i.e . synchronous speed) and low frequencies (e.g. 3 and 7 Hz) 
by means of Jacobian piecewise linearisation. Similar approaches can be taken further in 
future to provide cheap controllers when limited performance is adequate.
7 .1 .4  Sensorless N onlinear C on tro l
To achieve sensorless control an observer, or estimator, has to be incorporated into the 
system. The novel contribution of this work is to combine the analytically described observer 
of section (2.3) with the nonlinear theory implemented in the previous chapter (section 6.6). 
A further contribution is to modify the observer itself to estimate the speed for purpose of 
sensorless control (section 6.7.3).
To implement the observer, it has firstly to be developed to construct the speed signal 
together with the flux (section 6.5) in a free running situation. Due to adjusting the rate of 
convergence arbitrarily (the error dynamic in 2.68) and small observation error even in the 
presence of the imposed deviation (the wrong initial estimate of the flux) in Figure (6.11), 
the closed-loop estimator has been concluded to be applicable and beneficial in sensorless 
control.
The closed-loop flux sensorless nonlinear control has been implemented successfully in 
simulation (average error of less than 0.001% for each sample, illustrated in section 6.7.2). 
The speed never differed by more than 0.007 RPM from the reference scheme (with flux feed­
back). However, if the system is developed further to be also speed sensorless the difference 
is found to be higher (maximum 0.008 RPM), though still small (Figure 6.13-a). To put 
this in perspective, the quantisation error in speed measurement using a 1000 line encoder 
is 0.044 RPM. Furthermore, measuring more states means that more instrumentation noise 
is unavoidable.
The closed-loop estimator has been found to compensate efficiently for shortcomings 
in assigning the wrong initial conditions to some states. This was tested by imposing the 
wrong start-up value for the rotor flux i.e. ipra- The speed of convergence is inversely 
proportional to magnitude of the transient oscillation (Figure 6.11), so a tradeoff was made
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by selecting the gain of the estimator K a — Kb — It has also been found that the 
estimator alone is not very robust against uncertainties in the structure of the model and/or 
variation of the parameter (section 6.8.1) [78]. In contrast, the closed-loop control has been 
found to compensate for the uncertainty of the rotor resistance for a reasonable range of 
variation and also maintains the stability (section 6.8.2). The proposed control scheme can 
be improved by on-line tuning the model (either the structure or its parameters) of the 
observer; typically temperature sensing would allow compensation of the main sources of 
the variation. Alternatively, an adaptive approach [74] could be employed.
In the practical implementation a further point is of interest. The control requires high 
starting current and voltage, about 10 Amps and 220 Volts, in the first few milliseconds 
(Figure 6.25-a and -b), which may be beyond the capability of the drive. An important 
side benefit found from studying robustness of the observer against the initial value, is that, 
by imposing an initial value close to that demanded, less power will be required to reach 
the desired states (Figure 6.25-c and -d). Put more simply, if the drive cannot supply 
the required power fast enough, altering the initial values assumed for the states might be 
helpful.
7.2 Future Work
1. Hardware Implementation using drive and PC
• PC as processor, Drive as power source for machine
• Link between PC and Drive
• Drive as processor, PC as digital storage scope
2. The effect of the load torque and model uncertainties in the closed-loop estimator
3. Direct Nonlinear Torque Control
4. Reduction of the Order of Induction Machine:
The model is composed of two classes of slow and fast time-varying variables. Model 
order reduction is actually an approximation method which ignores the fast varying 
variables, keeping the slow ones as dominant. A method of model approximation based 
on the frequency response is shown in section (6.4). Simply this method is a piecewise 
Jacobian linearisation of the model (2.23) around few operating points. In the control 
loop an appropriate model should be used in appropriate time. To put it more simply,
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a linearised model around the synchronous speed (Figure 6.1) is suitable for steady 
state behaviour. A linearised model at high frequencies represents the machine in 
the initial transient because of the rapid changes of the variables during start-up. 
These models can be used in a control loop incorporated in a cheap controller for low 
precision applications, such as lifting.
5. Model matching via an on-line identification technique.
It has been shown (section 4.4.1) that the Ordinary Least Squares technique identifies 
the model well. A method which combines Least Square (LS) and Kalman filtering 
was reported [72] successful. The first part i.e. LS, identifies the parameter (the rotor 
resistance) whereas the Kalman filter reconstructs the state variables. Although this 
method was described free of noise, it is a modification of the extended least squares 
and so can effectively identify the variables in the presence of noise and, of course, 
also on-line.
6. Reduced Order Observer in the presence of Noisy data.
7. Finding the best value and the range for the initial condition of the flux in the flux 
estimator such that the observer is still convergent and well-behaved.
8. Analysis and control of piece-wise linearised model:
The model can piece wisely become linearised around the steady state u> =  wsynchronous, 
initial transient uj =  0 and some intermediate cases which are most likely to be turned 
around.
9. A bypass of closed-loop control: The machine can be controlled open-loop with the 
equivalent closed-loop model and control inputs (from look up table)
10. Effect of the initial value of the observed states in the initial transient power
11. The effect of noise and filtering on the control technique should be verified to assess 
the efficiency of the proposed control scheme.
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Appendix A
Machine Control
A .l  Nonlinear Systems
Definition 3 : A  system is said to be l i n e a r  i f  it satisfies the superposition law.
Generally, in the presence of unknown coefficients, the nonlinear dynamic system (3.1) 
becomes [75]:
x =  f  (x) +  
y =  h(x)
0o (x) +  J 2 9i9 i{ * )
i—1 i=l
Vi =  1,2,3,- •• ,p (A.l)
Here, x (the state vector) E 7Zn, u (the control) E 77, y E 77, © =  [#i, • • •, 0m}T E S2 C TZm is 
the unknown parameter vector usually constant, h is a mapping of C°°(7Zn, 77) and f,g o ,g i 
and qi are smooth functions on lZn . When every parameter in model (A.l) is known, 
Q(x) =  0 and the model leads to (3.1) , otherwise, the unknown vector 0  can be determined 
via an on-line tuningtuning e.g. [74].
A .1.1 Necessary and Sufficient Conditions of Linearisability
By using a linear transformation of:
Z = T X
if and only if:
1.
2 .
3 .
adl r, adl r =  0,
quad1!  v 
g\ r, ad3f i
=  0,
=  0,
Q <  i , j  < n — 1,
0 < i < ? n  1  <  A; <  n  —  2,
0 <  k <  n  — 2 0 < i < m,
(A.2)
4- 9i =  cr(.) T J j = i P i j { ~ l ) n  j adf j r , p{j E T l,0  <  i <  m,
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5. the vector fields adlf r, 0 < i <  m  are complete
6. the vector b(0 ) =  Po +  Y/iL iP i® i is Hurwitz with constant degree n  — p and the sign 
of p0p +  Ya L i PipOi is known and constant for every 9.
A .1.2 Input-Output Feedback:General Case
The theory of this technique which is suitable to linearise the dynamic of induction machine 
was mentioned in section (3.2.1). More generally, if the relative degree 7 / n ,  the control 
law:
1u —
linearises (3.1) into:
L gL ] ~ l h
y(7> =  v
h +  n) (A.3)
(A.4)
The theory was also developed for the multi-variables form of (3.1) by Sastry [97] and 
Descusse[29]. In this case, the state feedback control law:
u — —A (x) 1 =
L f h i
L ] php
+  A (x )_ 1J/ (A.5)
where,
A(x)
decouples and linearises the model into:
LgP( L ? - \ )
(A.6)
1
'a
s
’ 
* ...
...
...
...
...
...
...
1
V \
1--
--
--
--
--
--
-
l .  U P  .
(A.7)
as static-state feedback linearising control law [97]. It should be noted that the need for 
the companion form in definition (4) is not a restrictive assumption, because any other 
linear controllable system representation can be converted to a companion form by a linear 
equivalent transformation [20].
A. 1.3 Input-State Feedback
Definition 4 ; The system in (3 .1 ) is said to be in p u t-s ta te  lin e a r is a b le  i f  there exists 
a nonlinear control law [97]
u =  a(x) +  P(x)v (A.8)
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such that the new state variable z \ — </>(x) and the new input v provide a linear time 
invariant relation:
2*1 =  A 21 +  bv (A. 9)
of the companion form  [56].
The new state 21 is called the linearising state, and the input (A.8) is the linearising control 
law.
A .1.4 The Procedure
The linearisation procedure consists of two steps; finding a proper linearising state 21 (to
map the state vector x to z), and finding the linearising input u in (A.8). The corresponding
necessary and sufficient conditions can be found in the literature particularly in [103] and 
also in section (A.1.1). Then, the procedure is as follows:
1. Find the first state “21” (the new state; the output function leading to input-output 
linearisation of relative degree n) from the following differential equations:
V 2iadfg =  0 i =  0, 1 , • • • ,n — 2
V2iadf_1g /  0 (A.10)
2. Compute the state transformation z(x) 
transformation (A.8) [97], with:
a(x) =
m  =
where adfg  is the Lie bracket of f  and g according to:
adf g =  [f,g] =  V gf -  Vfg (A.13)
ad \g  =  [f,a 4 - 1g] (A.14)
where ad stands for adjoint and V is the gradient symbol.
Theorem  1 : I f  a system is input-output linearisable with relative degree 7 = n (where n is 
the number of the states in model (3 .1 )), it  must be input-state linearisable. In  other words, 
i f  a system is input-state linearisable, with the first new state “z i ” representing the output, 
the system is totally input-output linearisable with relative degree n  [103].
A .2 Full Linearisation of the Model of Induction Machine
Although the induction machine is not totally (static) feedback linearisable [74], this will 
not cause difficulty in controlling the machine. If it is of interest to control the rotor angle, 
the speed (or torque) and the flux, another input is needed or its dynamic must also be 
linearised. Since multi-input systems can become static feedback linearisable by adding an
r  t
21 Lf2i ••• V ] ~ l z i \ and the input
L?2!
1
(A .ll) 
(A.12)
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integrator to one of the inputs (dynamic feedback linearisable) [22, 24] it is also possible to 
control the angle, independently. The idea was first presented by Charlet et al (reported in 
[22, 24]), then followed by Chiasson [21, 22, 23, 24] and Bodson et al [8, 10, 11] who showed 
the dynamic feedback linearisability of an induction machine. It is shown [i6z'c(]that the 
definition of the rotor angle as a state as well as the speed degrades the linearisability whilst 
in recent works (e.g. [8, 11]), alternative controllers are designed for the singular situation 
(A d  — 0), with the cost of more computation. It was also found that a complicate controller 
might eliminate the nonlinearity in induction machine but increases the complexity of the 
implementation and also the order.
A .2.1 Addition of Integrator into the d-axis
Firstly, consider the addition of an integrator on d-axis of (2.42) with definition of the states 
according to:
X I =  OJ
X 2 =  VVd
% 3 =  P
X 4 = Ird
dx 4
dt
"2 ~  Ird (A.15)
where iprci and i rd are the direct components of the rotor flux and current represented in 
the rotor flux reference frame, respectively. This definition results the following dynamic 
for the reduced order model (2.42) as:
x i
£2 
£3
£ 4
Tipx2u2 -  — 
—ax 2 + aM x4
a x- V2npx 1 + aM — 
X2
=  ux (A.16)
which can be written as:
f(x) + gi!A + g2l/2 (A.17)
with:
f(x)
— Tl 
j
’ 0 [ 1 X 2
—a x  2 +  a M x  4 0 0
, gi = » g2 =
0 a M*2
0 1 0
(A.18)
The definition of a new set of variables “Z1-Z 4” maps the dynamic (A.16) into two pairs 
( z i ,z 2) for (x 2,x 4), and (^3,2:4) for (£1 ,2:3). This leads to:
zi = hi(x) =  x2
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22
23
24
L f / i i ( x )  =  —ax  2  +  a M x  4  
p x \x Z
M x )  = 2 : 1  “  W
2/i
=  L f / l 2 ( x )  =  —  ^ 2 ^ ’ 3 ( ^ 2  “  M x f l ) H
J
f-LTlp 2
a M  2
(A.19)
These are still nonlinear and coupled. In order to decouple the dynamic the same procedure 
as in section (3.2.1) (and also in [8, 24]) can be used to build decoupling control inputs of 
v i and v2. As in the procedure of section (3.2.1) the control inputs of v\ and v2 will be 
updated by using the linearising control inputs u \ and u2 (A.20):
(A.20)
V\ a M 0
-1
wi — L 2h i
v2 —2fJ,X2X$ L g2L fh 2 u2 -  L 2h2
where:
L g2L fh 2 — —2pot ( —x 2 +  M x / )  —
£?hi =
L lh 2 =
l^ n p x l
a M
—a 2 (—x 2 +  M x 4)
—2aM  fixsx2 +  6apx2xsX4 — 4^npx ix 2X4 
+_L (-^apxlxs + 4ixnpxixf] + T^ J 2
These inputs i.e. va and decouple the dynamic (A. 19) into:
z i =  %2
*2 =  Ui
*3 =  24
Z4 =  u2 (A.21)
The only restriction encountered is that the rate of field weakening must be slow enough 
such that =  0. Indeed, the starting singularity i.e. 0) — 0, was not encountered 
[23, 22, 24]. This is the advantage of this scheme over the field oriented and input-output 
decoupling in section (3.2.1) which its restriction was reported by Krzeminski et al [63] 
and Marino et al [74]. In spite of the linear decoupled dynamic in (A.21), the speed i.e. 
ccl =  u), is not linearly dependent on the new variables “ 2 ”  but, 2 3  =  u  — In other
words, the speed and/or the position (9 ,0  =  w) can be controlled indirectly by “u2” via 
“ 2 4 ” , thus making the technique complicate and sensitive to the parameter error and state 
estimation. As a consequence of loosing the linearity the resulting system is not totally 
feedback linearisable and thus field weakening is needed.
A .2.2 Addition of an Integrator into the (/—axis
The addition of integrator in d-axis, looses the linearity in some part of the model especially 
in the mechanical part i.e. speed. It increases the sensitivity to the parameter error while 
increasing the structural complexity of the controller. Instead, adding the integrator in 
q-axis improves the performance [8, 23, 24]. Unlike the previous section, the quadrature
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component of the rotor current and its derivative are defined as states, according to:
X \ — CO
X 2 = I p r d .
xz =  P
X 4 II <S>. ►O
V\ — * r q
d X 4
V\
dt
(A.22)
the dynamic (2.42) becomes:
x i
X2
xz
X 4
p x  2 X 4
TT
J
—a x 2 +  a M v \
X 4
nvx  i -f a M  — 
X2
V2 (A.23)
With similar procedure;
f(x) =
PX2X4 — 0 0
—a x2 aM 0
> gi = ? S2
npx  +  aM  I4- 0 0
0 0 1
(A.24)
in the nonlinear representation (A.17), the coordination changes into:
hi(x)  -  x iz i
Z2
z3
Z 4
—  L f h i ( x )  =  p x 2 X 4 —
-  h2(x) =  xz
Tl
j
L fh 2(x ) =  n px i 4- a M —
X2
(A.25)
By applying proper state feedback [24], the same linear decoupled subsystems as (A.21) will 
be obtained. Unlike the addition of integrator in d-axis, the dependency of the position and 
“a/” with the new modified states uz \” are linear. Therefore, adding the integrator in the 
g-axis results in a totally feedback linearisable fifth order model in (2.23) [8, 23].
A drawback to this technique is the singularity in the rotor magnetising flux iprd =  0 
(i.e. at starting point), which is common failure in the control strategy of induction machine 
[8, 23, 63, 69, 74]. However, the advantages of this scheme over the field oriented and the 
input-output linearisation for the d-axis (section A.2.1), are:
• Less computation
• Totally feedback linearisability
• Direct access to, and control of, the speed using input “ui”
• Position control can be achieved by appending “zq =  6” in (A.25) as another state.
(
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A .2.3 Dynamic Feedback Linearisation of Full-Order Models
Since the procedure for the full-order is similar to that of in (A.2.1) for current source 
inverter, so it will be described below only briefly.
• d-axis:
1. State the Dynamic of the machine in the rotor reference frame i.e. (2.28)
2. Reinterpret the model according to the following state definitions in conjunction
with adding the integrator in the d--axis as:
Xi — u , x 5 = P
X2 y
AII , X6 = Vrd
(A.26)
X3 h-d dx 6 5 dt =  Ui
X4 — i rq , U2 £II
3. Map the provided model (from the table A.26) to the new state vector i.e. z — 
hi(x), such that either z\s are individual states (e.g. z \ and z% in A.19) or they 
are derivatives of Z {-\ (e.g. z2 and Z4 in A.19).
4. Compute the actual inputs rq and U2 in terms of the linearising inputs of the 
model in the d-q  axis i.e. v \ and such that Z2 — u \ and z4 — v,2-
The specifications of the resultant model are similar to those of the reduced model, 
but for a linearised and decoupled model of order 6 with 2 subsystems of order 3.
q -axis: Apart from the variables transformation from usual states into x vector which 
are following:
(A.27)
The procedure is the same as for the d-axis in previous section (A.2.3). The cur­
rent procedure results in a linearised and decoupled model of order 6 with the same 
results and restriction as in section (A.2.2). However, adding the integrator in the 
q-axis makes the position control feasible while keeping the linearisability [22, 24]. It 
should be taken into account that state variable set z in input-state linearisation can 
be obtained by solving the differential equation in (A. 10), whereas in input-output 
technique it is not unique. Since the input-state linearisation is a special case of input- 
output method, so z states can be chosen from the appropriate criteria i.e. (equation 
A.10).
Xi =  OJ , 2^5 =  P
X2 — Iprd i Xq — Vr d
X3 =  ^rd dxn » dt =  u2
X4 ~  h%q , Ul — Vr d
A .3 Conclusion
Applying an integrator to the g-axis input makes the induction machine fully linearisable. 
Whereas, in the d-axis [8] it is not as efficient. In the g-axis it provides position and speed
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tracking control [ibid]. Although, both voltage and current source fed inverters are used to 
control the machine, the former is suitable for large number of pole pairs machine [23] where 
as the latter provides a lower order model.
A .4 Sliding Mode Control
Inaccuracy in the model may originate from uncertainties due to simplifying the system 
representation (section 4.6). From a control point of view, inaccuracies can be categorised 
in two major kinds:
1. Structured (parametric) uncertainties
2. Unstructured (unmodelled) uncertainties
The former corresponds to inaccuracy of the terms included in the model (e.g. rotor resis­
tance), whilst the latter corresponds to inaccuracy of the system order. Uncertainties in the 
model strongly affect the controllability of the nonlinear system. This can be dealt with 
two main approaches; (i) adaptive and ( i i)  robust control. The typical structure of a robust 
controller is composed of a nominal part, similar to a feedback linearising or inverse control 
law, and an additional terms for dealing with the model uncertainties. In adaptive scheme, 
the model is updated during operation based on the measured values and performance.
Consider the system:
x {n) =  f (x ) +  b (x )u (A.28)
where the scalar x  is the output of interest, u is the control input and the state vector x is: 
x =  Jtt x  ••• The function f(x ) in (A.28) is not an exactly known nonlinear
function, but it is upper bounded by a known continuous function of x. Similarly the control 
gain b(x) in not exactly known, but the sign is known and furthermore it is bounded by 
known continuous function of x. The control problem is to enable the state x  to track a 
specific time varying state Xd =  |Xd Xd • • • in the presence of model imprecision
on f(x) and b(x). The most similar robust controller to the presented nonlinear scheme 
is sliding mode control which, has been applied in robot manipulator, underwater vehicles
[103] control of induction machines [65, 66, 96] and for nonlinear observers [59]. A design 
procedure of sliding mode control in electrical machines can be found in [107]. It is based on 
modelling of an ni/l-order differential equation by using l si-order systems. Due to simplicity 
in the modelling, the control scheme is extremely complicated [103]. Conceptually, the 
sliding mode control compromises between modelling and performance by accepting less 
information about both task and the system.
A .5 Field Weakening
The need for optimum torque, specially in the presence of the physical voltage and current 
constraints requires a dynamic flux trajectory. It has been shown [69] that, by using
, isq 
W e  =  n«w - f  —
isdTr 
1
Sp "  o u eTr
s =  (A.29)
isd^e
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with R s =  0 together with physical restriction of:
usd2 +  u s q2 =  (A.30)
the torque is determined by [69]:
T  =  (A.31)
nph owjLg (s / sp + Sp/s)
The standard approach to field weakening [22, 24, 69, 74], is to define the flux command by:
i ( \ i > |w| ^  Ubase . . .V’rdre/(w) =  ;  (A.32)
d^O[’ l* > 1^1 ^
where ip do — Mido- Immediately the question arises how it is possible to tune the “w ^g”
efficiently. An optimum setting approach optimises the torque equation “(T =  -2npnM^ d^ ? )” ,
with the physical constraints about the voltages and currents as follows:
Usa +  Usb < Vmax
isa +  isb ^ imax (A.33)
where Vmax and I max are fixed voltage and current, provided from the lower of the hysteresis 
characteristics and the inverter thresholds. A procedure which optimises “ipTdref ” in (A.32) 
for the steady state is reported by Bodson et al [12]. Accordingly, for bounded current and 
voltages (A.33) optimum torque will be obtained by assuming equal current components 
i.e.:
bsq
as
T(S)
i sd (A.34)
S kV 2
R 2 (l — crTs5(npu) +  57)) +  (d +  Ts(npu +  757))
(A.35)
where 8 — (f^-) • When both restrictions are met, the optimum torque value can be found by 
solving the equations of (A.34, A.35), simultaneously. For instance, at low speed, where the 
motor is usually under risk of meeting the current limit, “u>baSe” can be found by assigning 
I  — Imax and optimising the torque problem with respect to the voltage. Thus the voltage 
to provide u>base 1S being obtained as:
V 2 — 0 5 12 R2v max '-, 'u-lmaxJ-i's -  oTs<Ji (npu + (A.36)
A .6 Parameters of Machines
A .6.1 Stator Inductance Identification
The stator resistance R s, can be identified by injecting a DC voltage into the stator circuit 
and dividing of voltage and measured current. To eliminate the nonlinear effects of the 
inverter, such as dead time and current sensor scaling, an average of R s over experiments
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are recommended to achieve accuracy. The stator transient inductance can be predicted by 
the current slope curve due to a step input (from the time constant of the step response). 
Seok et al [98] modified this scheme by applying a pulse voltage with a few micro second 
width as input into the stator winding. Under this condition the rate of the flux change and 
the value of current are approximately zero, then:
u», =  Rsisg +  L ^ v L ^  (A.37)
A. =  (A.38)
A .6.2 Rotor Resistance Identification
By using either Figure (4.9) or (4.10) it is possible to identify the rotor resistance. By
keeping the isq at zero, Figure (4.9) is simplified to Figure (A.l). It is shown that [98] the
Figure A.l: d—axis equivalent circuit o f induction machine.
stator current components are equal to:
isd =  Isd +  Ih  s in(uht) (A.39)
isq — 0 (A.40)
where, I S(i is a DC bias from the motor name plate. The other variables in (A.39) are chosen
to satisfy satisfy inequality of:
+  <  0.05 (A.41)
therefor,
R r =  U>hL ' .  (A.42)tan(a/j)
with the phase difference between the measured voltage and the injected current, yields 
a reasonably accurate value for the rotor resistance (less than 20% error).
A .6.3 Rotor Time Constant Identification
The main idea for estimating the rotor time constant, is to find the time constant of a 
specific response e.g. step or sinusoidal. Because of skin effect due to the fast switching, the 
step response and other similar inputs are not suitable. A possible approach is determining 
the decay time constant with the following procedure [98]:
1. Keep isq = 0 and supply a constant current for isd to maintain a steady state behaviour.
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2. Instead of short circuit in d-axis, inject a low voltage sinusoidal signal into the d model 
(4.9)
3. Discard the fast time constant to reduce the skin effect, the slow part of time constant 
can be identified
As a result, rotor time constant is identified within a range of 20% error with respect to the 
actual value.
A .6 .4  The Specifications of the Test-R ig Equipments
Table A.l: The specification o f AC and D C  machines according to the nameplate and the 
drives, in the steady state.
Name AC Machine DC Machine DC Inverter AC Inverter
Type 3 phase AC Sep. Excited DC 590 630
Power: kw 34 3 15 3
Voltage 240 V rms 220 armature 440 1200 P-P
Currents: Amps 3.8 15.9 35 5
Speed: RPM 1428 1500
Frequency 50 Hz DC
2 PP 220 V excitation
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Table A.2: Characterisation o f the DC machine by off-line tests based on the equivalent 
circuit.
Description Element Test 1 Test 2 Test 3 Test 4 Test5
Armature voltage Fq :F 38.2 50.8 59.4 69.2 77.7
Field voltage V f  : V 75 75 75 75 75
Armature resistance R a  : 1.3 1.3 1.3 1.3 1.3
Armature Inductance L a  : m H 48.2 51
Back emf gain K b 0.79 0.79 0.79 0.79 0.79
Motor constant gain K m 1.2672 1.2893 1.2938 1.2980 1.2934
Torque coefficient K t 0.7616 0.7552 0.7277 0.7556 0.7599
Coulomb friction 0.0133 0.0133 0.0133 0.0133 0.0133
Viscosity friction b 0.0061 0.0049 0.0042 0.0039 0.0036
Momentum of inertia J 0.0098 0.0099 0.0097 0.0103 0.0107
Mech. time constant Tm ’ Sec 1.5927 2.0218 2.3280 2.6580 2.9428
Elec. time constant Te : ms 37.88 29.83
Steady State u  :  R P M 461.8460 624.8917 734.2484 857.1430 960
Ia : Amp 0.3889 0.4247 0.4406 0.4603 0.4797
Pin : Watts 14.8448 21.5538 25.2384 33.1474 37.2819
Torque T o u t 0.2962 0.3207 0.3206 0.3478 0.3645
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Table A.3: The specification o f AC machines were being controlled by (a) Marino et al [74], 
(b) Stephan et al [104], (c) Novotny et al [86], (d) Verghese et al [110].
Elements Marino’s (a) Stephan’s (b) Novotny’s (c) Verghese’s (d)
R s : 0 0.18 9.7 0.531 0.3
R r : D 0.15 8.6 0.408 0.3
L s : m H 69.9 670 84.7 53.3
L r : m H 69.9 670 87.7 54.6
M  : m H 68 640 87.7 55.3
Ti : N  — m 0 0.37 0 0
Tin 70 N/A N/A N/A
Tem ax 248 N/A 72.4 63
J .0586 0.011 0.1 0.1
Frictions Negligible Negligible Negligible Negligible
pp 1 1 2 1
f s - H z 35 50 60 60
Table A.4: Resultant Characterisation o f D C  machine from Circuit equivalent and Genetic 
Algorithms [43].
Description Element Circuit equivalent Genetic Technique
Armature resistance R a 1.3 1.72
Armature Inductance L a 49.6 34.6
Back emf gain K b 0.79 0.91
Motor constant gain Km 1.2884 0.9824
Torque coefficient K t 0.7520 0.91
Viscosity friction F 0.0045 0.0048
Momentum of inertia J 0.0101 0.0292
Mech. time constant Tm : Sec 2.3087
Elec. time constant T e : ms 33.8550
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Appendix B
Basic Concepts
B .l  Canonical Forms
Linear systems are usually represented by:
X  =  A X  + BU (B.l)
Y  =  C X  + DU (B.2)
where D is usually zero for the physical systems. It can be shown that the transformation:
X  =  P X  (B.3)
keeps the eigenvalues of the system, but can changes the system representation into a Jordan 
block. The type of the representation is strongly dependent to the number of the repeated 
eigenvalues and their dynamics. For instance, a system may have the following Jordan block 
representation [20] (pp. 250):
a?ii Ai 1 0 0 0 0
*12 0 Ai 1 0 0 0
*13 = 0 0 Ai 0 0 x  + 1
*2 0 0 0 A2 0 1
*3 0 0 0 0 A3 1
Ar _ en ei2 ei3 e2 e3 X
U (B.4)
(B.5)
where Ai is the eigenvalue of zth Jordan block, eij is the y th base space vector of constructing 
block of i. In (3.33), first block has Jordan index 3, i.e. the order of the block. The system 
will usually be illustrated in a block of Jordan in a Jacobian matrix [20] (p.p. 266), such as:
1
0 I p Op Op
>
a0
1
Op Op I p Op Op
X = j x  +
Op Op Op • Ip Op
~~a  77i Ip a w - i l p a m —2 Ip Qq Ip T- p J
U (B.6)
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Y  = R - m  R m — 1 R m — 2 R i X (B.7)
for a simplest form.
B.2 Kalman Filter
The Kalman filtering is a general filtering technique and can be applied to solve such prob­
lems as optimal estimation, prediction, noise filtering and stochastic optimal control, time-
varying optimal solutions to these problems are known as Kalm an filters. For estimation
purpose a discrete model in the presence of noise can be represented by [89, 105]:
x (k  +  1) — F ( k ) x ( k )  4- G ( k ) u ( k )  +  w ( k )  (B.8)
y ( k )  — H x ( k )  +  v{k)  (B.9)
identify the variables (parameters and/or states) of the AC machines. An appropriate four 
order discrete model of induction machine is used by Atkinson [4] with:
F ( x )  -
1  R s lr   rp1 L r L s — M 2  s
M 2
L t L s — M 2  T s ^ r
M R r
M 2
L r L s  — M 2 s  r
M R X r p  
L r L s — M 2 s
M rp R 1 sLUr
T,UJr 1 — R s  L r
L r L s — M 2 s
Tc -
L r L s  —  M 2 s
M  L r  r p  
L r L s — M 2 s  r
M  L r  r p  T u 2 J- .<L r L s  —  M 2 OJr
G(x)
L r L s — M 2 3  
0
_  M  r p
L r L s — M 2  5  
0
  M  q n  . ,
Rr s r
M  R s  n~> 
L r L s — M 2 s
0
 L z  r r T
L r L s — M 2 s
M  / T>
' L r L s - M 2 ± s  .
1  L s  R r  r r _________ M  r n
1 L r L s — M 2 s  L r L s - M 2 l s U J r
M
MRr rp
LrLs- M iJ-s 
LrLs—M 2 Ts^r 1    LsRr  nr1 L r L 3 — M 2 5  _
where T s is the sampling interval, x(A:) =  [iSd{k) i Sq{k) i rd(k) i sq(k) ]T  is the discrete state 
vector with the control sequence of u (k) — [us^ (A:) usg(/c)]. From practical consideration, 
the only state in (B.8) that can be measured is the stator current i.e. i sd and i sq. Then the 
observed state (discrete output) vector is: [isd(k) isq(k)]T with an appropriate format such
as:
H =
1 0  0 0 
0 1 0  0
w (k)  and z/(/c) are modelled [4] Gaussian white noise vectors to include the process (un­
certainties in the plant and disturbance) and measurement noise, respectively, with zero 
mean values and covariance matrix of Q and R, respectively. By representing the induction 
machine with the discrete model (B.8) a Kalm an filte r  [89] estimates the states with the 
following procedure (another type of Kalman filters is also used in [4] and [84]):
N(As) =  F (k  -  l)P(ft -  1)F(A; -  1); +  Q(fc -  1) (B.10)
N(fc)H (k) ’[R(&) +  H(/c)N(&)H(*:)']-1  (B .ll) 
[I -  K*(*)H(fc)] N(fc) (B.12)
F(fc -  l)x(fc -  1) +  G(fc -  l)u(fc -  1) (B.13)
Z (k) +  K e(k) [y(fc) -  H(fc)Z(fc)] (B.14)
K e(k)  =  
P(fc) =  
Z( k )  =  
x(/c  +  1) =
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for k — 1,2, ■ • ■ and S(0) and covariance matrix x i.e. P (0) given.
In the Kalman filter (B.10-B.14) K e is a Kalman gain and index k denotes the discrete time 
sequence. In (B.14), x(/c +  1) is corrected by a feedback term containing new measurement 
data of K e(k) [y ( k)  — H(/c)Z(/c)]. The error signal [y(k) — H(/c)Z(/c)] is also called the 
innovation [84]. In practice, the noise levels are not known. Therefore, the noise covariance 
matrices, R (k) and Q (k),  should be regarded as tuning parameters rather than the actual 
level of noise. Commonly, they are chosen to be diagonal and constant. By trial-and-error 
the elements of R and Q can be adjusted until the filter performs satisfactory. Atkinson 
[4] applied a Kalman filter to estimate rotor flux signals from the estimated rotor currents 
and that of extended to identify the rotor resistance as well. Unfortunately, the solution 
of R iccati difference equations (B .ll and B.12) consume more computation time than a 
modification of Kalman filter. Saving the time by reducing the order of the motor also loses 
accuracy and precision. In a similar application, Harnefors [35] found it useful to replaced 
K e with
K e(k) =  F(fc)P(fc)H(fc)'(H(fc)P(fc)H(*)' +  R )_1 (B.15)
-instead of direct solving of the Riccati equation in (B .ll). This procedure has also been 
speeded up by estimating the speed from a digital position encoder [ibid] and also via a 
direct Parametrisation of K e. If none of the flux nor speed (nor position) is measurable, 
an adaptive sensorless scheme were also suggested instead of the Kalman filter. It seems 
Kalman filter is useful to estimate the noise statistical characteristics rather than the state 
or the other parameters.
Table B.l: 2-Transform  Table for t >  0 [89].
No. x(t ) X ( s ) A (2 -1)
1 m l 1 1
2 u{t) ls 11 - z - 1
Q e~at 1 1s + a 1—z ~ l e ~ aT
4 t 1 T z - 1 (I-* -1)*
5 t 2 _2_s 3
t22- 1(i+*“ 1)
a-*-*)3
6 1 -  e~at a (l—e ~ a T ) z ~ ls ( s + a ) ( l - r U d - e - ^ - 1)
7 e~at — e~bt 6—a ( e ~ a T —e ~ b T ) z ~ l( s + a ) ( s + 6 ) ( 1 —e ~ aT e ~ bTz ~ 1)
8 te~ai 1 T e - ^ z - 1
( s + a ) 2 (1 - e - o T z - 1)2
9 ( 1  — at) e~at s 1 - ( 1 + a T ) e ~ aT z - 1
( s + a ) 2 (\—e ~ aT z ~ l Y
1 0 sin (wt) OJ z ~ 1sin(u>T)(s 2+ w 2) l —2 z ~ 1cos(ioT)-{-z~2
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