Purpose: To investigate the feasibility of an accurate measurement of water, lipid, and protein composition of breast tissue using a photon-counting spectral computed tomography (CT) with spectral distortion corrections. Methods: Thirty-eight postmortem breasts were imaged with a cadmium-zinc-telluride-based photon-counting spectral CT system at 100 kV. The energy-resolving capability of the photon-counting detector was used to separate photons into low and high energy bins with a splitting energy of 42 keV. The estimated mean glandular dose for each breast ranged from 1.8 to 2.2 mGy. Two spectral distortion correction techniques were implemented, respectively, on the raw images to correct the nonlinear detector response due to pulse pileup and charge-sharing artifacts. Dual energy decomposition was then used to characterize each breast in terms of water, lipid, and protein content. In the meantime, the breasts were chemically decomposed into their respective water, lipid, and protein components to provide a gold standard for comparison with dual energy decomposition results. Results: The accuracy of the tissue compositional measurement with spectral CT was determined by comparing to the reference standard from chemical analysis. The averaged root-mean-square error in percentage composition was reduced from 15.5% to 2.8% after spectral distortion corrections.
INTRODUCTION
Currently, mammography is the standard imaging modality for breast cancer screening. 1 However, the sensitivity and specificity of this technique are limited due to the overlap of breast parenchyma, especially for dense breasts. [2] [3] [4] To address these limitations, dedicated breast computed tomography (CT) systems, which scan in the coronal plane around the breast in its pendant geometry, have been recently investigated. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] This technique has been reported to have improved sensitivity due to its ability to provide 3D information. In addition, breast CT offers the opportunity to characterize suspicious lesions according to its composition with spectral imaging. 15, 16 A recent report suggests that, in addition to irregular mass shape, speculated mass margin, and patient age, an increase in mammographic attenuation of a mass also increases its likelihood of malignancy. 17 However, high mass density by itself is not sufficiently accurate to avert the need for a biopsy. If lesions could be characterized quantitatively according to their chemical compositions, predictive capability might be improved. Thus, there is increased interest in developing lesion characterization techniques that can accurately quantify the chemical components in suspicious lesions. Both malignant and benign lesions are expected to have higher water content than normal breast tissue since the increased cell water content not only promotes cell division and oncogene expression, but also accelerates cells' respiration rate, which enhances their ability to compete for nutrients with normal cells. 18 Previous reports using diffuse optical spectroscopy have suggested that malignant tumors have reduced lipid (∼20%) and increased water (>50%) contents compared to normal breast tissue. [19] [20] [21] [22] In addition, other reports suggest a positive correlation between increased tissue water content and carcinogenesis. 23 Although the water content in benign lesions may vary significantly depending on the type of lesions, 24 the quantitative information of lesion composition can be used to improve the positive predictive value for cancer detection. A recent clinical study has suggested that knowledge of the breast lesion composition may improve the distinction between different benign and malignant lesion types in dual energy mammography. 25 However, the three-compartment characterization of a lesion can be challenging with the current x-ray imaging technology. Unlike calcification or iodinated contrast agent, the x-ray attenuation properties of water, lipid, and protein have small differences in the diagnostic energy range. 26 Decomposition noise induced by image misregistration or spectral overlapping may easily reduce the signal-to-noise ratio (SNR) to the level where no reliable measurement can be obtained. The recent development of photon-counting x-ray detectors capable of counting individual photons and sorting them by energy offers unique advantages in tissue characterization. 15, [27] [28] [29] A proper selection of the energy threshold can minimize the spectral overlap and allow simultaneous acquisition of the dual energy images within a single scan, which eliminates the risks of misregistration.
State of the art photon-counting detectors based on semiconductors such as silicon, [30] [31] [32] [33] [34] cadmium telluride (CdTe) 27, [35] [36] [37] [38] and cadmium-zinc-telluride (CZT) 29,39-41 offer a maximum count rate over 10 7 (counts/s)/mm 2 . [42] [43] [44] However, the detector response may become nonlinear under such high count rates due to various artifacts such as pulse pileup, characteristic escape, and charge-sharing. [45] [46] [47] [48] Spectral CT imaging depends critically on a reliable measure of the energy-dependent attenuation coefficients for different materials. The presence of nonlinear detector response leads to substantial distortions in the recorded spectral information, which can severely limit the detector's energy discriminating capability. A recent report has suggested that at high count rates, the benefit of using photon-counting detectors is diminished due to spectrum distortion. 49 Thus, it is critical to develop a technique that will account for the distortions in the output spectrum so reliable measurements can be made at the desired flux.
Spectral distortion in photon-counting detectors can be attributed to several artifacts which are associated with both charge generation and transport in semiconductor crystals and pulse height analysis in readout electronics. The development of the hardware-based correction techniques may remain challenging in the near future. Furthermore, due to the complex nature of the problem, it will also be difficult to provide a correction algorithm based on analytical simulations. In previous studies, an image-based semiempirical spectral distortion correction method has been proposed. 50 In a phantom study, the method can effectively reduce decomposition errors caused by spectral distortion. Furthermore, rather than detector-specific simulation packages, the method requires a relatively simple calibration process and knowledge about the incident spectrum. 50 The purpose of this study was to further validate the image-based spectral distortion correction method with a postmortem study. Here, we investigated the feasibility of tissue decomposition of postmortem breasts, in terms of water, lipid, and protein content, with a spectral CT system based on a CZT photoncounting detector. The recorded dual energy images were processed with two spectral distortion correction methods. The dual energy decomposition measurement of the tissue compositions was compared to the reference standard obtained from definitive tissue chemical analysis. The accuracy of dual energy decomposition was compared between the raw and the distortion-corrected data sets.
MATERIALS AND METHODS

2.A. Photon-counting spectral CT system
A bench-top spectral CT system used in this study is shown in Fig. 1 . The system consisted of a tungsten target x-ray tube (Dynamax 78E) coupled with a Phillips Optimus M200
x-ray generator and filtered with 2 mm Al and 0.15 mm Cu, fore and aft collimators made of 3 mm thick lead sheets with 0.3 and 0.8 mm slit widths, respectively. A high precision motor (Kollmorgen Goldline DDR D062M, Danaher Motion, Wood Dale, IL) served as the rotational sample platform. A CZT-based photon-counting detector (eV2500, eV Microelectronics Inc., Saxonburg, PA) consisting of a linear row of four CZT crystals with 12.8 mm in length, 3 mm in width, and 3 mm in thickness. Each crystal consisted of 16 pixels, yielding a total of 64 pixels with an effective pixel pitch of 0.8 mm.
The entrance beam to the detector was shaped by a brass collimator and collimated the height of each pixel to 0.8 mm. A field programmable gate array (FPGA) chip was used to count the trigger pulses generated by five comparators from each pixel over a user defined collection period, selectable from 1 to 50 ms. Each frame was sent to a workstation over a USB interface for data processing, storage, and visualization. The acquired photons were sorted into five user-definable energy bins and the energy resolution was calibrated up to 140 keV by the manufacturer of the detector (Endicott Interconnect Detection and Imaging Systems). The linear count rate range derived from a thickness-dependent study was 1.2 × 10 6 (counts/s)/mm 2 . The detector itself did not have any pulse pileup and charge-sharing correction mechanisms.
A bias voltage of 1000 V was placed across the CZT crystal and the detector was operated in Ohmic mode. An electron hole pair was created as a photon interacted with the CZT crystal and transferred energy above 4.64 eV to the crystal. The generated electrons were collected at the back electrode and then formed a pulse whose height was proportional to the energy of the absorbed photon by the ASIC. If the pulse height was higher than the given threshold value, a count was registered. The lower boundaries of the energy bins were defined by five user-definable thresholds, therefore, the count within an energy bin could be easily obtained by subtracting the count from its two adjacent thresholds. The count difference between the two thresholds provided the number of recorded counts as a function of energy.
The source-to-detector distance (SID) and the source-toobject distance (SOD) were 1.33 and 0.93 m, respectively, leading to a magnification of 1.4. To address the detector size limitation, a translation stage controlled by two-step motors was used to move the sample stage in both vertical and horizontal directions. The overall field of view (FOV) in the fan beam plane could thus be expanded up to 12 cm at the isocenter by stitching four scans together.
2.B. Calibration phantom and postmortem breast samples
A cylindrical calibration phantom with a diameter of 3.2 cm was constructed from polymethylene plastic (Delrin, Mac Master Carr, Inc., Elmhurst, IL), which has been shown previously to be a good candidate for representing the x-ray attenuation properties of protein. 16, 51 Two holes, with a diameter of 0.95 cm, were drilled in the phantom and were subsequently filled with water and vegetable oil. Thus, the three-compartment phantom consisted of surrogate materials for water, lipid, and protein, in terms of their x-ray attenuation properties, respectively. The justification and the potential errors induced by the calibration material selection have been previously reported. 16, 26 Twenty pairs (left and right) of postmortem breasts were acquired from the Willed Body Program in the School of Medicine at University of California, Irvine. The breasts, including skin, were surgically removed from the cadaver to the pectoralis major muscle and kept frozen inside labeled plastic bags. The mass of the breasts varied from 136 to 2330 g. The breast density, as estimated from cone-beam CT scans, was approximately in the range of 5%-70%. The breasts were removed from the freezer and kept at approximately 4
• C for a day before the experiment. To prevent any water loss during the experiment, the breasts were wrapped with a thin, very low attenuating, plastic film (GLAD cling wrap, The Glad Production Co., Oakland, CA), and shaped into cylinders with a diameter of approximately 10 cm using white polystyrene foam which is almost transparent to x-ray. Before each CT scan, samples were kept at room temperature for at least 30 min to allow for tissue relaxation.
2.C. Dual energy image acquisition and processing
The CZT detector was used to generate dual energy images during a single scan by separating the low and high energy bins with a splitting energy. According to a previous simulation study, 15 the optimal imaging protocols, in terms of the tube voltage and the splitting energy for water, lipid, and protein decomposition were selected to be 100 kV(peak) and 42 keV in the current postmortem study, respectively. The measured open field x-ray spectrum is shown in Fig. 2 with the selection of the splitting energy. The mean glandular dose (MGD) for a 14 cm breast of 30% glandularity, is approximately 2.0 mGy according to previous Monte Carlo simulations. 52 A flat-field calibration was applied to correct the pixel nonuniformity, using an open source image processing software package. 53 The sample stage rotated at a speed of approximately 0.976 rpm during image acquisition. The detector frame rate was set at 20 frames/s. Therefore, a total of 1229 frames were acquired for 360
• rotation where each frame covered approximately 0.3
• . Helical scans with pitch of two were performed to cover the 3D volume of the breasts. Limited by the detector FOV, each helical scan only covered part of the sample volume. The scanning stage was used to extend the FOV. Four helical scans were performed on each sample; the resulting sinograms were stitched together to cover the whole breast before filtered back-projection (FBP) reconstruction. The voxel values in the reconstructed dual energy CT images were represented by the effective attenuation coefficients for the corresponding energy bins, which were used for dual energy decomposition. 15 Three-material decomposition was achieved with an additional constraint, which assumed that the total volume of F. 2. The experimentally measured tungsten anode spectrum at 100 kV(peak) before attenuated by the breast. The electronic noise floor, the splitting threshold between low and high energy bins, and the cropping energy used to reject pulse pileup were noted as dashed lines at 22, 42, and 90 keV, respectively.
water, lipid, and protein in each voxel equals the known voxel size. The tissue compositions can then be calculated based on the measured linear attenuation
L and µ L P are the linear attenuation coefficients of water, lipid, and protein, respectively. f W , f L , and f P represent the volume fractions of water, lipid, and protein, respectively. U L and U H are the measured attenuations of the images from the low and the high energy bins, respectively.
A linear calibration function [Eq. (2)] was used to solve for f W , f L and f P in a two-step process. A calibration phantom was first imaged to determine the system calibration coefficients (a 0 , a 1 , and a 2 ) by least-squares fitting. 15 Then, the dual energy signals of the postmortem breasts were measured for the entire volumes, including skin, and inputted into the calibration function to determine the image-based volumetric fractions of the three contents (water, lipid, and protein)
2.D. Spectral distortion correction
Current CZT-based photon-counting detectors suffer discernible spectral distortions, due to limited counting capability, pulse pileup, charge-sharing, and other artifacts. 49, [54] [55] [56] The benefits of photon-counting detectors in material identification can be substantially deteriorated with the presence of such spectral distortions, especially for the investigated three-material decomposition where the x-ray attenuation difference of the three components are very small. In current study, we initially investigated the accuracy of dual energy decomposition based on raw images, which utilized all detected photons. Then we investigated the feasibility of dual energy tissue decomposition with two correction methods. In the first method, which will be referred to as the energycropped method, an energy threshold at 90 keV was used to reject all counts above this energy for the 100 kV(peak) beam (see Fig. 2 ). Dual energy decomposition was performed only with photons whose energy was below 90 keV. The rejection of the high energy counts clearly led to dose penalty for clinical imaging. However, it helps to exclude pulse pileup effect due to limited counting capability.
In the second method, which will be referred to as spectral-corrected method, an image-based correction on the raw images in the projection domain was used. Dual energy decomposition was then carried out with spectral-corrected images, which utilized all available photons. In this method, the photon counts in the ith energy bin were measured experimentally (N exp i ) at various calibration thicknesses since this correction is flux dependent. At the same time, the expected counts in ith energy bin at the corresponding calibration thickness were simulated (N sim i ) for an ideal detector without any image and spectral artifacts using a previously reported technique based on a tungsten anode spectral model using interpolating polynomials (TASMIP). 57 Thus, the relationship between N exp i and N sim i was fitted with an empirical fitting function from the recent report 58 
N
Three fitting parameters (x 0 , x 1 , and x 2 ) were introduced to accommodate for the nonlinear relations between the simulated and the measured counts. This correction procedure was repeated in each energy bin with five sets of fitting parameters being obtained separately. This was applied to the raw images in the corresponding energy bin for the spectral distortion correction. This method corrected all distortions induced by pulse pileup, charge-sharing, and other artifacts and were shown to be successful in a phantom study. 
2.E. Chemical analysis
The tissue composition measured from chemical decomposition was used as the gold standard to justify the feasibility of the proposed dual energy decomposition technique and to compare the accuracy of three approaches in image processing. The chemical analysis method was based on a standardized procedure devised by the United States Department of Agriculture to measure the content of water, lipid, lean, and mineral in a sample. 59 Each postmortem breast was weighed before and after placing them in a 95
• oven for at least 48 h to get the mass of pure water. Next, the sample was grounded into slurry and mixed with petroleum ether, and then filtered using a Buchner funnel to extract the mass of protein. Finally, the petroleum ether was evaporated using heat and vacuum distillation to isolate the lipid content and determine the lipid mass. 60 Skin was also included in the chemical analysis, so that the total volume under investigation was consistent with the image-based measurement. The measured masses of water, lipid, and protein content were converted into volumes through the known densities, respectively. The error from chemical analysis was estimated to be approximately 1%.
61,62
RESULTS
The volumetric fractions of water, lipid, and protein content in the postmortem breasts were measured using dual energy decomposition and compared to the gold standard obtained from chemical analysis. The results from the raw and the energy-cropped images are presented in Fig. 3 , where the volumetric fractions of water, lipid, and protein content are plotted as a function of those from chemical analysis. Linear regression analysis was performed for each component, and is shown as the dashed line in the plot. The tissue compositional measurement from chemical analysis agreed well with the report in literature. 16, 63 The volumetric fractions of water and lipid content were measured with a wide range, due to large variations in breast density among all postmortem breasts. Protein content was generally measured to be less than 10%. It should also be noted that the fraction of lipid is inversely F. 3. Correlations of the volumetric fractions of water (a), lipid (b), and protein (c) content derived from dual energy imaging and chemical analysis. Shown in solid squares and hollow circles, respectively, is the dual energy decomposition using the raw images, which suffered from spectral distortions, and the energy-cropped images, which only utilized photons below 90 keV. The correlations were fitted by straight lines for each type of image. Please note that figure (c) is presented in a different scale from (a) and (b) due to the small fraction of protein in breast tissue. correlated to that of water for a given breast since the two contents were found primarily in adipose and glandular tissues, respectively. On the other hand, protein fraction correlated to water positively, as it can only be found in the glandular tissue. The volumetric fractions of the three components obtained from dual energy decomposition have good linear correlations with respect to those from chemical analysis for both raw and energy-cropped images. The Pearson's correlation coefficient r, derived from linear regression, was estimated to be larger than 0.9 in all cases (Table I ). In particular, the linear correlation was slightly improved for water content when the energy-cropped images were used for dual energy decomposition. The slopes of the linear fittings were almost identical for the raw and the energy-cropped images. However, large differences were observed in the intercept values for the two types of images. When performing dual energy decomposition directly on the raw images, a large intercept value was observed for water content, which suggested a systematic error in the quantitative characterization of the breast tissue. In addition, negative fractions were obtained for protein content in some breasts due to the presence of spectral distortion in the raw images. Using energy-cropped images, T I. Summary of the linear regression analysis of tissue decomposition results from dual energy imaging using the raw, energy-cropped, and spectralcorrected images. (a) , lipid (b), and protein (c) content derived from dual energy imaging using raw and spectral-corrected images. The range of the plots was kept the same as in Fig. 3 for visual comparison. Linear fittings for all three contents are shown in dashed lines. Please note that Fig. 3(c) is presented in a different scale from (a) and (b) due to the small fraction of protein in breast tissue.
which removed photons above 90 keV, the measured water content was consistently reduced while the lipid and protein content increased for all breasts due to the reduction of pulse pileup artifacts. It can be seen that most protein fractions were above zero in this case. Dual energy decomposition was also performed on the spectral-corrected images, where all available photons were used in the analysis. The results from the spectral-corrected images, together with the raw images, are shown in Fig. 4 . Linear fits were performed and noted by dashed lines in each plot. Excellent correlations can be found for water and lipid content, while Pearson's r was reduced in the case of protein when comparing the raw and energy-cropped images (Table I) . However, the decrease in protein correlation can be largely explained by the reduction in data range, and can be attributed to the inherent limitations of linear regression analysis. 64 The most significant improvement with the corrected images can be found in the slopes and the intercept values of the linear fittings, which are now almost identical to the identity lines in the plots for all three components (Table I) . The improvement in fitting slope and intercept values led to substantial reduction of the errors in tissue compositional characterization. Using the reference standard from chemical analysis, the root-mean-square (RMS) errors from the dual energy measurements of all breasts are shown in Fig. 5 for water, lipid, and protein content. In the case of water, the RMS error decreased from 19.5% to 4.8% by rejecting some of the high energy photons in the images, and was further reduced to 3.5% when spectral distortion correction technique was used for all available photons. Similar situations can be found in cases of lipid and protein as well, where the errors from the spectral-corrected images were estimated to be 3.3% and 1.9%, respectively.
The accuracy of the dual energy decomposition techniques was also studied for each breast. In this case, the RMS errors in tissue compositional characterizations were derived from the measured fractions of all three components in a given breast and plotted for each of the 38 breasts in Fig. 6 . The averaged RMS errors were calculated and indicated by dashed lines in the plot for the three types of images. The sample index was given based on the weighted mass of each breast in an ascending order. As one may expect from the earlier results, the averaged RMS error in tissue characterization was significantly reduced down to 2.8% by applying the spectral distortion correction technique on the raw images. It is also interesting to note that, in the raw image results, the decomposition errors showed a certain degree of correlation with respect to the sample mass, where large breasts generally led to higher errors. This can be attributed to the fact that large breasts lead to more significant F. 5. Comparison of the RMS errors for water, lipid, and protein quantifications with dual energy imaging using the raw, the energy-cropped, and the spectral-corrected images.
flux variations, hence, the attenuation measurement becomes more unreliable with the nonlinear flux-dependent detector response.
DISCUSSION
The discrimination capability for suspicious lesions is critical for the improvement of the positive predictive values in breast cancer detection. 17 However, it is extremely challenging to quantify the three primary components (water, lipid, and protein) of a lesion due to the small differences in their x-ray attenuation properties. The current study investigated the feasibility of dual energy tissue compositional characterization using a spectral CT system based on an energy-resolved photon-counting CZT detector. Postmortem breasts were imaged in this study so that the definitive tissue composition, in terms of water, lipid, and protein content, can be derived from chemical analysis. The results from chemical analysis offered a reference standard to assess the accuracy of the proposed dual energy decomposition technique. The results of this study suggested that the chemical composition of breast tissue can be characterized accurately at a dose level of 2 mGy with CZT-based spectral CT after spectral correction of the images. The estimated error from dual energy decomposition was less than 3%. Although the current study used the entire breast volume for the measurement, the proposed technique can be readily implemented to characterize the chemical composition of lesions with small volumes. With a reliable technique for tissue characterization, future studies can then be conducted to investigate the compositional differences between malignant and normal tissues.
Despite the exciting advancement in detector technology, current photon-counting detectors still face great challenges for clinical applications. The high photon flux required in clinical x-ray imaging leads to artifacts that will severely undermine the image quality and the accuracy of quantitative analysis. One of the major issues with the investigated CZT detector is the nonlinear intensity response induced by pulse pileup. 49, 50, 56, 58 Under high flux, multiple photons arriving closer in time than the dead time of the readout electronics will be recorded as a single count and mistakenly registered into the high energy bin. Such behavior effectively increases the spectral overlap between the low and high energy images used for dual energy decomposition. Consequently, for a given breast volume, the reconstructed attenuation coefficient decreases in the low energy image, while increasing in the high energy image. Such nonlinear artifacts cannot be corrected using standard system calibration procedures. Thus, it will lead to unreliable material decomposition as shown in Fig. 6 . Another common problem with photon-counting detectors is charge-sharing. However, charge-sharing fraction does not depend on the incident photon flux. Therefore, the errors induced by charge-sharing can be, to a large degree, offset by a system calibration.
Two independent spectral correction methods have been investigated in this study. In the first method, a high energy threshold was used to reject most of the pileup photons. The selection of the cropping energy at 90 keV for the 100 kV(peak) spectrum used in the study was a compromise between image quality and dose penalty. It should also be noted that since the splitting energy was selected at 42 keV, the 90 keV cropping energy basically rejected most of the pileup photons in a high energy image, considering the limited energy resolution of the detector. 65 A preliminary phantom study using bovine tissue has shown that the RMS error in water fraction reduces from 7.2% to 4.9% and 4.0%, when the cropping energy is reduced from 100 to 90 and 80 keV, respectively. Shifting the cropping energy further will not only cause more dose penalty, but also increases the quantum noise, which in turn reduces the accuracy of dual energy decomposition. It should also be noted that this method does not address the possible errors induced by charge-sharing. However, the improvement in accuracy for dual energy decomposition was quite significant. This finding corroborates the earlier discussions that charge-sharing may not contribute significantly to the errors in the dual energy decomposition.
Despite the advantage of simplicity in implementation, there are several limitations with the first correction method. First, approximately 3%-5% of the photons that have penetrated through the breast are not used in dual energy decomposition. In addition, the pileup photons that originated from the low energy bin cannot be corrected, as their energies fell into the same range as the primary photons for the high energy image. Both issues were addressed with the implementation of the spectral distortion correction method, where all available photons were correctly registered into the low and high energy bins, and the spectral overlap was minimized. The small decomposition error and the consistency among all breasts are indicative of the accuracy of the spectral distortion correction technique.
Current study employed narrow beam geometry with good scatter rejection, which not only improved the accuracy of dual energy decomposition, but also reduced the required dose for a reliable measurement. Comparing to a similar study using a flat-panel-based cone-beam CT system, the RMS error in tissue characterization was reduced from approximately 3.6% to 2.8% using one-third of the dose. 16 For future clinical implementations, an ideal system should employ a multislice multislit geometry for the optimal performance in scatter rejection and dose efficiency. For current cone-beam CT systems, a proper design of the decomposition calibration phantom, which may offset some of the errors induced by scatter, will be critical to minimize the errors in quantitative tissue characterization. 16 The improvement from the implementation of scatter correction algorithms should also be investigated.
CONCLUSION
This postmortem study indicated that spectral CT based on an energy-resolved photon-counting detector can be used to accurately characterize the chemical composition of breast tissue in terms of water, lipid, and protein content with a low radiation dose. The dual energy compositional analysis of a lesion can potentially improve the sensitivity and specificity of breast cancer diagnosis.
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