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Multivariate Normal Applications 
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Communicated by D. R. Brillinger 
Consistent, asymptotically efficient and asymptotically normal stepwise 
estimators are given for a subclass of the uniparametric and multiparametric 
exponential families. The estimators are derived by using the Robbins-Monro 
stochastic approximation procedure with certain families of random variables 
arising from the normalized log-likelihood. Considered in detail are three 
multivariate normal examples where the maximum likelihood estimators are 
not tractable. 
1. INTRODUCTION 
A new stepwise estimator for a fairly general subclass of exponential family 
distributions is described and shown under reasonable conditions to estimate 
the relevant parameters in a consistent, asymptotically efficient, and asymptotic- 
ally normal manner. This estimator arises from an application of the Robbins- 
Monro [15] stochastic approximation procedure to certain random variables 
derived from the log-likelihood function. The proposed estimator, 8,+, , based 
on n + 1 observations is formed by adding to the estimator Is, an adjustment 
depending only on the (n + 1)st observation and 8, . This makes the estimator 
quite simple to compute and highly suitable for situations when the observations 
arrive sequentially. Moreover, this estimation procedure is applicable in certain 
cases when the maximum likelihood estimator (MLE) is not tractable. Several 
multivariate normal applications are given. 
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The use of the Robbins-Monro stochastic approximation procedure for 
certain fairly specific estimation problems has been investigated, among others, 
by Chung [Sj, Hodges and Lehmann [7], Wasan [22], and, Wetherill [24]. 
Albert and Gardner [l] employ techniques of stochastic approximation to obtain 
stepwise estimators for parameters in nonlinear regression. 
Iterative estimation when the MLE cannot be readily found has been discussed 
by numerous authors starting with Fisher [6] and more recently by Kale [9, lo], 
Rao [14], and Stuart [20]. The standard iterative procedures tend to be cumber- 
some to apply to data arriving in time and their asymptotic properties difficult 
to study because iteration must begin a new with each additional observation. 
Since the proposed estimator has the property that the iteration and the intro- 
duction of a new observation are done on the same step, updating the estimator 
and studying its asymptotic properties are relatively easy. 
The usefulness of this stepwise estimator is particularly pronounced for certain 
multivariate normal models with known means and known variances. In such 
cases the usual estimation methods are intractable and yet the proposed technique 
provides simple BAN estimators. We consider three examples of such models: 
intraclass, autoregressive, and moving-average. 
2. THE UNIPARAMETRIC STEPWISE ESTIMATOR 
We want to estimate tJ based a random sample Z, , Z, ,..., having common 
densityjo given by 
f&4 = 0) 44 exp [- i U4 TM] l 
k=l 
(2.1) 
where B E Q, an open subset of the real line. Assume 
ET,(Z) = c,e + 4 , k = I,..., q, (2.2) 
where cP, d, , K = l,..., q, are known constants. Note that if q = 1, every 
exponential family where ET,(Z) . is a one-to-one function of B can be reparam- 
eterized so that (2.2) holds. For q > 1, the assumption of (2.2) is somewhat 
restrictive, but permits incomplete sufficient statistics. It is often the case that 
estimation becomes difficult when there are incomplete sufficient statistics, e.g., 
Kagan and Linnik [8]. 
It is supposed that fe(z) satisfies the following regularity assumptions. 
I. f@(z) satisfies the regularity conditions necessary to calculate the 
Cramer-Rao lower bound (e.g., Wasan [23]). 
II. For x E Q, b,‘(s) is continuous for k = l,..., q. 
STEPWISE BAN ESTIMATORS I69 
III. Sup,,, / bi’(~)[Cizl c~~R’(x)]-~ j < co, for i = I,..., Q. 
IV. For some e, > 0, C”,=l E j c,B + d, - Tk(Z)l'+" < 03. 
For k = l,..., 9, let &(x) be any extension to the real line of b,‘(x), such that 
the b,(x) satisfy 
for all X, 
S;P 1 b,(x) [$l~,6k(.~)~ / < Go, for j = l,..., 4. 
Define for n 3 I, 
The stepwise estimator, 8, , of 0 is given recursively for n 3 1 by 
8, = &-, - n-V,@,-,), 




THEOREM 2.1. Suppose fe(z) defined in (2.1) sutisfies (2.2) and I-IV. Let 8, 
be dejned by (2.5) and (2.6) where Sk, k = I,..., p, are chosen to satisfy (2.3) and 
(2.4). Then 8, is a BAN estimator of 0. 
Proof. By construction, the conditional distribution of Y,(d,) given 
0, z wr ,..., 0, = W, is the distribution of Y,(u+J. Moreover, EY,(x) 3 M(x) = 
x - 0, so that the procedure of (2.5) and (2.6) is just the Robbins-Monro 
stochastic approximation process for finding 0. 
The asymptotic properties of 8, are obtained from Sacks [16, Theorem 11. To 
apply this theorem, it is required to verify that 
sup Var Y,(X) < 03, (2.7) 
sup E ) Y&) - l&x)12+ 1’ < CD, for some E, n > 0, (2.8) 
lX-Ol<f 
and to evaluate u2, where 
o2 = lii Var Yn(x). 
To show (2.7) and (2.8) use the well-known inequality 
170 ALLAN R. SAMPSON 
to obtain 
sup E / Y,(x) - Map+” 
s 
the right-hand side being bounded for all x because (2.4), III and IV hold. 
By II, Var Y,(X) is continuous in x E Q, so that u2 = Var YJ0). A direct 
calculation yields 
Therefore, n1i2(dn - 0) 4L N(0, u2), where u2 is given by (2.9). But it is 
straightforward to verify that the Cramer-Rao lower bound for unbiased 
estimators of 0 is also u2. 
Observe that when q = 1 in (2.1), and B,, = 0 in (2.6), the MLE of 0 based 
on n observations is 8, . 
I f  this procedure were being used when data arrives sequentially, a stopping 
rule is highly desirable. Without presupposing a decision theoretic structure, 
we suggest two heuristic stopping rules. One is to stop if for K successive observa- 
tions little change of the estimator is noted, i.e., stop at step m if 
1 YwL-,(fL,-,)I < (m - k) Sk-, ,..-, I Ym(Ll)I < m Sk, , 
where K is a positive integer and 6 > 0. The other rule is to stop when an estimate 
of the variance of 8, is small, i.e., stop at step m if 
where E > 0. 
3. APPLICATIONS 
In this section, we apply the estimator given by (2.6) to certain multivariate 
normal distributions with known means and known variances. For these models 
the MLE’s are not explicit functions of the sufficient statistics and the sufficient 
statistics are not complete. These known mean and variance models can arise in 
practice in several ways. One way is when the data consists of many observations 
individually taken on each scalar entry of a multivariate random variable, so that 
means and variances are in essence known, and then several observations taken 
of the entire vector. Another way is when there are numerous missing observa- 
tions of parts of the data vectors. In this case, the entries of the vectors with 
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missing observations are used to estimate the means and variances; then the 
vectors with no missing entries are treated as having been drawn from a distribu- 
tion with known means and variances. Additionally note that because 8, is BAN, 
we can in constructing likelihood ratio tests (LRT) of simultaneous hypotheses 
about the means and variances, replace the MLE in the numerator of the LRT 
by 8, with no change in asymptotic properties. 
EXAMPLE 3.1. An intracluss model. Let Z(r x 1) - N(0, C), with C = 
(1 - p)I + peet, where et = (l,..., 1) and -(Y - 1)-l < p < 1. There is a 
known orthogonal matrixG (e.g., Olkin [12]) so that GCGt = Diag( 1 + (r - l)p, 
1 - p ,..., 1 - p). The density of U = (U(1) ,..., U(T))~ = GZ is c(p) exp[-(2 + 
2(r - I)p)-lT,(u) - (2 - 2p)-IT,(u)], where T,(u) = ~~(1) and T,(u) = 
z;=, u”(i). Note ET, = 1 + (r - l)p, ET, = (r - l)(l - p), so that (2.2) is 
satisfied. Define 6,(x) = -+(r - l)(l + (r - l)~)-~, if -(r - 1))’ < x < I, 
and -(r - l), otherwise; 62(x) = +(l - x)-~, if -(r - 1)-l < x < 1 and 1, 
otherwise. The conditions of Theorem 2.1 are readily verifiable, so that 4, given 
by (2.5) and (2.6) with the appropriate &(x), ha(x), ci , c2, dl , d, , is a BAN 
estimator of p. 
EXAMPLE 3.2. An autoregressive model. Let Z(Y x 1) - N(0, C), where 
x = {pl’mjl}, --I < p < 1. The pdf of Z = (Z(l),..., Z(Y))~ is c(p) exp[-(2 - 
2p2)-iTi(z) - pa(2 - 2p2)-1Tz(z) - ~(1 - p”)-lT,(z)], where T,(z) = z’z, 
T,(z) = xlli z”(i) and T3(z) = CG: z(i) z(i + 1). Observe that (2.2) is satisfied 
because ET, = r, ET, = r - 2 and ET, = (I - 1)~. The conditions of 
Theorem 2.1 are seen to hold with 6,(x) = &(x) = x(1 - x~)-~, if j x 1 < 1, 
and X, if j x 1 3 1; and with 6a(x) = -( 1 + x2)( I - x2)-a if 1 x 1 < 1, and 
-Cl +x2), if 1x1 > 1. 
EXAMPLE 3.3. A moving average model. Let Z(Y x 1) N N(0, C), where 
z = I + pA and A = {S(/ i - j /, I)}, 6 being the Kronecker delta function. 
There is a known orthogonal matrix r (e.g., Shaman [19]), so that rZF = 
I + p Diag(k, ,..., K,), where Ki = 2 cos(ni/(r + 1)). (Note C is positive definite 
if 1 + pk, > 0, i = l,..., Y.) Let W = I’Z and note that the density of 
w = (W(l),..., ?V(r))t is c(p) exp[-zi=, w2(i)/(2 + 2&l. Note that 
EW2(i) = 1 + kip, i = l,..., r, so that defining, for i = l,..., r, &(x) = 
-cos(ni/(r + l))(l + x&-~, if 1 + xki # 0, and -cos(G/(r + I)), otherwise, 
we have that the conditions of Theorem 2.1 are fulfilled. 
Consider the case r = 2 when the above Examples all reduce to the same 
model JV(0, (i T)). In this case, with the obvious extensions of the hi’(x) for 
1x1 > 1,wehave 
Y,(x) = x - Z,(l) Z,(2) + 2X(1 + Xa)-l[g(Zna(l) + Z,2(2)) - I], 
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where Z, = (Z,(l), Z,(2))t. Hence, the recursive estimator, j5n , of p is given by 
n-1 
=t 1 
~ PA,-1 + - 
-G(l) ZZGV + 
n n &$-J [f (Z,V) + -G2(2)) - 11. 
nl 
In this case, the Cramer-Rao lower bound is (1 - p”)“/( 1 + p’). (Observe that 
the asymptotic variance of the sample covariance, which unbiasedly estimates p, 
is 1 + p2.) For a discussion of other possible estimators of p in these examples, 
see Madansky [I 11, Sampson [17], and Styan [21]. In the relatively simpler case 
when the variances in these examples are unknown, and thus, the sufficient 
statistics are complete, estimation has been considered by Anderson [2], Olkin 
and Pratt [13], Selliah [18], and Styan [21]. 
We note that the models considered in these examples arise mainly in the 
contexts of psychology and time series, and that oftentimes in these contexts 
the data does arrive serially over time. Thus, the proposed estimator with its 
stepwise nature is eminently suitable and useful in these cases. 
4. THE MULTIPARAMETRIC CASE 
The result for the multiparametric case is a straightforward extension of the 
uniparametric case; hence, we only summarize this result and delete proofs. 
LetZ, , Z, ,... be a random sample from 
to(z) = c(e) h(z) exp [ - gl &Ye) TM - a”(e) s(s)] t (4.1) 
where 8 E Q, an open convex subset of lip, p-dimensional Euclidean space. 
Assume 
ETJZ) = 8, k = l,..., q (4.2) 
and 
ES(Z) = p (known). 
Consider the following regularity conditions. 
I*. f&z) satisfies the regularity conditions necessary to calculate the 
Cramer-Rao lower bound. 
11*. For x E Q, B,(x), K = l,..., q, and A(x) have continuous entries 
where Bk(x) = {&&x)/~x~}, A(x) = {&zj(x)/&}, and bkj , aj are, respectively, 
thejth entries of b, and a. 
III*. supxsn tr[(C B~x))-~(C J%(X) J&W + A(x) At(x))1 < ~0, 
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Iv*. For some ZI > 0. 
il gl E / Tk.i(Z) - Bi 12+’ + f E / S,(Z) - pi I’+’ < m3, 
i=l 
where TzLi , Si , pLi are, respectively, the ith entries of Tk( p x I), S(m x 1), 
&k(m x 1). 
Let &(x), k = l,..., q and A(x) be symmetric matrix extensions to Rg of 
Blc(x), k = l,..., q and A(x), satisfying 
det (f B,(x)) f  0, for all x, (4.4) 
I;=1 
s~Ptr[(~~B,(X))-z(~~Bli(x)Blyl(X) +A(x)AYx)]j < a. (4.5) 
The stepwise estimator, 6, , of 8 is given recursively for n > 1 by 
6, = 6,-l - n-Y&-1), (4.6) 
where 6a is any initial constant and 
Y,(X) = [ 2 Blr(~)j-~ [f &(x)(x - T,(L)) + &x)(P - S(W)]. (4.7) 
I;=1 kl 
THEOREM 4.1. Suppose fs defined by (4.1) satisfies (4.2), (4.3), and I*-IV*. 
Let 6, be defined by (4.6) and (4.7), where &(x), k = I,,.., q, and A(X) are 
symmetric matrices satisfying (4.4) and (4.5). Then 4, is a BAN estimator of 8. 
The multiparametric estimator can be applied to certain generalizations of 
Examples 3.1-3.3. For instance, ifZ N N(O, +), the procedure can be employed 
to estimate Z (symmetric) when + = I * I + I: * A, A being given in Example 
3.3 and C * D denoting the Kronecker product of C and D. We also can estimate 
X when + = (I - X) * I + Z * (eef), where et = (I,..., 1). For details of these 
examples, see Sampson [17]. Estimation for the latter example where the diagonal 
blocks are also unknown has been considered by Arnold [3, 41 and Olkin [12]. 
5. COMMENTS 
While our stepwise estimator is BAN, it might be possible to improve the 
small sample properties of the estimator. This might be done by modifying the 
underl+g stochastic approximation procedure or, in individual estimation 
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problems, by judiciously choosing the bk or B,. In applications where the 
parameter space is restricted, using some form of truncated stochastic approxima- 
tion procedure could be of help. Also, a truncated procedure would circumvent 
the difficulty that the estimator could now conceivably fall outside the parameter 
space. 
Since 8, depends on the order in which the observations arise, by conditioning 
& on the order statistics, we could obtain an estimator with smaller variance. 
However, the asymptotic properties of such an estimator would not follow 
directly from the usual theory of U statistics because the kernel in this case is not 
of fixed dimension. Moreover, such an estimator lacks the simplicity of 8, and 
increases the number of calculations n!-fold. 
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