Markov Chain Monte Carlo methods become increasingly popular in applied mathematics as a tool for numerical integration with respect to complex and high-dimensional distributions. However, application of MCMC methods to heavy tailed distributions and distributions with analytically intractable densities turns out to be rather problematic. In this paper, we propose a novel approach towards the use of MCMC algorithms for distributions with analytically known Fourier transforms and, in particular, heavy tailed distributions. The main idea of the proposed approach is to use MCMC methods in Fourier domain to sample from a density proportional to the absolute value of the underlying characteristic function. A subsequent application of the Parseval's formula leads to an efficient algorithm for the computation of integrals with respect to the underlying density. We show that the resulting Markov chain in Fourier domain may be geometrically ergodic even in the case of heavy tailed original distributions. We illustrate our approach by several numerical examples including multivariate elliptically contoured stable distributions.
Introduction
Nowadays Markov Chain Monte Carlo (MCMC) methods have become an important tool in machine learning and statistics, see, for instance, Müller-Gronbach et al. (2012) ; Kendall et al. (2005) ; Gamerman and Lopes (2006) . MCMC techniques are often applied to solve integration and optimisation problems in high dimensional spaces. The idea behind MCMC is to run a Markov chain with invariant distribution equal (approximately) to a desired distribution π and then to use ergodic averages to approximate integrals with respect to π. This approach, although computationally expansive in lower dimensions, is extremely efficient in higher dimensions. In fact, most of MCMC algorithms require knowledge of the underlying density albeit up to a normalising constant. However the density of π might not be available in closed form, as in applications related to stable-like multidimensional distributions, elliptical distributions, and infinite divisible distributions. The latter class includes the marginal distributions of Lévy and related processes which are widely used in finance and econometrics, see e.g. Tankov (2003) , Nolan (2013) , and Belomestny et al. (2015) . In the above situations, it is often the case that the Fourier transform of the target distribution is known in a closed form but the density of this distribution is intractable. The aim of this work is to develop a novel MCMC methodology for computing integral functionals with respect to such distributions. Compared with existing methods, see e.g. Glasserman and Liu (2010) , our method avoids time-consuming numerical Fourier inversion and can be applied effectively to high dimensional problems. The idea of the proposed approach consists in using MCMC to sample from a distribution proportional to the absolute value of the Fourier transform of π and then using the Parseval's formula to compute expectations with respect to π. It turns out that the resulting Markov chain can possess such nice property as geometric ergodicity even in the case of heavy tailed distributions π where the standard MCMC methods often fail to be geometrically ergodic. As a matter of fact, geometric ergodicity plays a crucial role for concentration of ergodic averages around the corresponding expectation.
The structure of the paper is as follows. In Section 1 we define our framework. Section 2 contains description of the proposed methodology. In Section 3 we study geometric ergodicity of the proposed MCMC algorithms. In Section 5 a thorough numerical study of MCMC algorithms in Fourier domain is presented. The paper is concluded by Section 6.
General framework
Let g be a real-valued function on R d and let π be a bounded probability density on R d . Our aim is to compute the expectation of g with respect to π, that is,
Suppose that the density π is unknown analytically, and we are given its Fourier transform
In this case, any numerical integration algorithm in combination with numerical Fourier inversion for F[g](u) can be applied to compute V . However, this approach is extremely time-consuming even in small dimensions.
To avoid numerical Fourier inversion, one can use the well-known Parseval's theorem. Namely, if g ∈ L 1 (R d ) then we can write
If the tails of g do not decay sufficiently fast in order to guarantee that g ∈ L 1 (R d ), one can use various damping functions to overcome this problem. For example, if the function
provided that
For the sake of simplicity we assume in the sequel that
, then it is, up to a constant, a probability density. Thus one can rewrite V as an expectation with respect to the density
where C p is the normalizing constant of the density p(u), that is,
If p(u) has a simple form and there is a direct sampling algorithm for p(u), one can use the Monte Carlo algorithm to compute V using (2). In more sophisticated cases, one may use rejection sampling combined with importance sampling strategies, see Belomestny et al. (2015) . However, as the dimension d increases, it becomes harder and harder to obtain a suitable proposal distribution. For this reason, we need to turn to MCMC algorithms. The development of MCMC algorithms in the Fourier domain is the main purpose of this work.
Remark 1. The formula (2) contains a normalizing constant C p , but this constant can be efficiently computed in many cases. For example, if F[π](u) is positive and real, then the Fourier inversion theorem yields
. If the value of π(0) is not available, one can use numerical Fourier inversion. Furthermore, C p can be computed using MCMC methods, see, for example, Brosse et al. (2018b) and references therein. Note that we can do this computation once and then use the formula (2) for various g without recomputing C p .
MCMC algorithms in the Fourier domain
Let us describe our generic MCMC approach in the Fourier domain. Let X 0 , . . . , X N +n be a Markov chain with the invariant distribution p. The samples X 0 , . . . , X N are discarded in order to avoid starting biased. Here N is chosen large enough, so that the distribution of X N +1 , . . . , X N +n is close to p. We will refer to N as the length of the burn-in period and n as the number of effective samples. According to the representation (2), we consider a weighted average estimator V N,n for V of the form
where ω N,n (k) are (possibly non-equal) weights such that n k=N +1 ω N,n (k) = 1. Now let us briefly describe how to produce X 0 , . . . , X N +n using well-known MCMC algorithms. We will mostly focus on the MetropolisHastings algorithm which is the most popular and simple MCMC method. Many other MCMC algorithms can be interpreted as special cases or extensions of this algorithm. Nevertheless, Metropolis-Hastings-type algorithms are not exhaustive. Any MCMC algorithm can be applied in this setting and can reach better performance than the methods listed below. Consequently, the following list in no way limits the applicability of the generic approach of the paper.
The Metropolis-Hastings algorithm
The Metropolis-Hastings (MH) algorithm (Metropolis et al. (1953) , Hastings (1970) ) proceeds as follows. Let Q(x, ·) be a transition kernel of some Markov chain and let q(x, y) be the density of Q, that is, Q(x, dy) ∝ q(x, y)dy. First we set X 0 = x 0 for some x 0 ∈ R d . Then, given X k , we generate a proposal Y k+1 from Q(X n , ·). The Markov chain moves towards Y k+1 with acceptance probability α(X k , Y k+1 ), where α(x, y) = min 1,
p(x)q(x,y) , otherwise it remains at X k . The pseudo-code is shown in Algorithm 1.
Algorithm 1: The Metropolis-Hastings algorithm in the Fourier domain
The MH algorithm is very simple, but it requires a careful choice of the proposal Q. Many MCMC algorithms arise by considering specific choices of this distribution. Here are several simple instances of the MH algorithm.
Symmetric Metropolis Algorithm (SMA).
Here the proposal density satisfies q(x, y) = q(y, x).
Metropolis-Hastings Random Walk (MHRW).
Here the proposal density satisfies q(x, y) = q(y − x). If additionally q(x, y) = q(y, x), the algorithm is called Symmetric MHRW.
Metropolis-Hastings Independence sampler (MHIS).
Here the proposal density satisfies q(x, y) = q(y), that is, q(x, y) does not depend on the previous state x.
The Metropolis-Hastings algorithm produces a Markov chain which is reversible with respect to p(u), and hence p(u) is a stationary distribution for the chain, see Metropolis et al. (1953) .
The Metropolis-Adjusted Langevin Algorithm
The Metropolis-Adjusted Langevin algorithm (MALA) uses proposals related to the discretised Langevin diffusions. The proposal kernel Q k depends on the step k and has normal distribution of the form
where (γ k ) k≥1 is a nonnegative sequence of time steps and I d is the d × d identity matrix. The pseudo-code of the algorithm is shown in Algorithm 2.
Algorithm 2: The Metropolis-Adjusted Langevin Algorithm in Fourier domain
The Metropolis step in MALA makes the Markov chain reversible with respect to p(u), and hence p(u) is a stationary distribution for the chain, see Metropolis et al. (1953) .
Geometric Ergodicity of MCMC algorithms
We say that a Markov chain is geometrically ergodic if its Markov kernel P converges to a stationary distribution π exponentially fast, that is, there exist ρ ∈ (0, 1) and function M :
where P n (x, ·) is the n-step transition law of the Markov chain, that is, P n (x, A) = P(X n ∈ A|X 0 = x), and · TV stands for the total variation distance. The importance of geometric ergodicity in MCMC applications lies in the fact that it implies CLT and exponential concentration bounds for the corresponding ergodic averages. It also implies the central limit theorem (CLT) to hold for the estimator V n,N defined in (3), see, for example, Ibragimov and Linnik (1971) , Tierney (1994) , Jones (2004) .
Symmetric Metropolis-Hastings Random Walk
We shortly discuss necessary and sufficient conditions for ergodicity in the case Metropolis-Hastings type algorithms, see Meyn and Tweedie (1993) , Tierney (1994) , Roberts and Tweedie (1996) , Mengersen and Tweedie (1996) , Jarner and Hansen (2000) , and Jarner and Tweedie (2003) .
Proposition 1 (Symmetric MHRW). Suppose that the target density π is strictly positive and continuous. Suppose further that the proposal density q is strictly positive in some region around zero (that is, there exist δ > 0 and ε > 0 such that q(x) ≥ ε for |x| ≤ δ) and satisfies R d |x|q(x)dx < ∞. The following holds. -(Necessary condition) If the Markov chain generated by the symmetric MHRW algorithm is geometrically ergodic, then there exists s > 0 such that
} be the region of certain acceptance. If p has continuous first derivatives,
q(x − y) dy > 0, then the Markov chain generated by symmetric MHRW is geometrically ergodic.
Proof. The necessary and sufficient conditions for geometric ergodicity follow from (Jarner and Hansen, 2000, Corollary 3.4 and Theorem 4.1 correspondingly).
Metropolis-Adjusted Langevin Algorithm
Convergence properties of MALA were studied in Roberts and Tweedie (1996) , Dalalyan (2017) , Durmus and Moulines (2017), Brosse et al. (2018a) .
Proposition 2 (MALA). Suppose that π is infinitely differentiable function and ∇ log π(x) grows not faster than a polynomial.
-(Necessary condition) If the Markov chain generated by MALA is geometrically ergodic, then lim |x|→∞ ∇ log π(x) = 0.
-(Sufficient condition) Assume the following.
(a) The function log π(u) has Lipschitz continuous gradient, that is, there exists L > 0 such that
(b) The function log π(u) is strongly convex for large u, that is, there exist K > 0 and m > 0 such that for all u ∈ R d with u > K and all
(c) The function log π(u) has uniformly bounded third derivates, that is, there exists M > 0 such that sup u∈R d |D 3 log π(u)| ≤ M , where D 3 stands for a differential operator of the third order.
Then the Markov chain generated by MALA is geometrically ergodic.
Proof. The necessary condition for geometric ergodicity of MALA follows from (Roberts and Tweedie, 1996, Theorem 4.3) . The same result with the same reasoning is valid for ULA. The sufficient conditions can be found, for example, in (Brosse et al., 2018a , Section 6).
Infinitely divisible distributions
Let I(R d ) denote the class of all infinitely divisible distributions on R d . For π ∈ I(R d ), we use the Lévy-Khintchine representation of the Fourier transform F[π] given by
where Σ is a symmetric positive semidefinite d × d matrix, γ ∈ R d , and ν is a measure on R d (Lévy measure) satisfying ν ({0}) = 0 and
Furthermore, denote by I sim (R d ) the subclass of I(R d ) corresponding to symmetric measures ν with finite second moment, that is, x 2 ν(dx) < ∞. As can be easily seen, any π ∈ I sim (R d ) has Fourier transform of the form:
Without loss of generality we can assume that γ = 0 (otherwise we can always subtract the drift). In this case
It is well known that e s|x| π(x) dx < ∞ if and only if |x|>1 e s|x| ν(dx) dx < ∞, that is, an infinitely divisible distribution π has finite exponential moments if and only if ν has exponentially decaying tails. This implies that the RWMH algorithm can not be geometrically ergodic if the invariant density π is infinitely divisible with the Lévy measure ν having polynomial tails. On the other side, as we show next, the same MCMC algorithms in Fourier domain are geometrically ergodic even if ν and hence π are heavy tailed.
Proposition 3. Suppose that there exist a constant C ν > 0 and a real number α ∈ (1, 2), such that, for sufficiently small ρ > 0, the following estimate holds
and as a result the RWMH algorithm in Fourier domain is geometrically ergodic provided the proposal density satisfies lim inf
Using the elementary inequality sin(u) ≥ (2/π)u, u ∈ (0, π/2), we derive
Hence due to (4) with h = z/|z|,
which finishes the proof.
Example 1 (Stable-like Processes). Consider a d-dimensional infinitely divisible distribution with marginal Lévy measures of a stable-like behaviour:
where l 1 , . . . , l d are some nonnegative bounded nonincreasing functions on [0, ∞), l j (0) > 0 and α ∈ [0, 2]. We combine these marginal Lévy measures into a d-dimensional Lévy measure ν via a Lévy copula C
via the formula
Since the function G is homogeneous with order 1 − d, we get for ρ ∈ (0, 1),
where
As a result the condition (4) holds, provided
Proposition 4. Suppose that σ min (Σ) > 0 and the Lévy measure ν is absolutely continuous with respect to Lebesgue measure on R d with density ζ(x) satisfying |x|≥1 |x| 3 ζ(x) dx < ∞. Then MALA algorithm in Fourier domain is geometrically ergodic. On other hand, if |x|≥1 exp(a|x|)ζ(x) dx = ∞ for some a > 0, then MALA is not geometrically ergodic in the original domain.
Proof. We have for any
and due to the Riemann-Lebesgue lemma we have
Hence condition (b) of Proposition 2 holds. Similarly conditions (a) and (c) can be verified.
Numerical study
In what follows, we consider three numerical examples: cauchy, elliptically contoured and tempered stable distributions. We compare proposed MCMC algorithms in Fourier domain with other existing methods for computing the expectation V = E π [g] in the case when the density π is not known and the Fourier transforms of π and g is known in a closed form.
Cauchy distribution
We consider a multivariate Cauchy distribution with density function given by
where µ ∈ R d is a shift vector and Σ is a d × d positive-definite matrix. Its Fourier transform is given by
The normalizing constant for
As a function g(x) we take sech(t) = 2/(e t + e −t ) applied to each coordinate. This choice stems from the fact that sech is an eigenfunction for the Fourier Transform operator. This leads to the fact that we will compute expectation of similar functions in the both Original and Fourier domain. Namely, we take
where a, K ∈ R are parameters to be chosen later. We chose a = 3, K = 2, µ = 0, and Σ = U DU , where U is a random rotation matrix and D is a diagonal matrix with numbers from 0.2 to 0.2d on the diagonal. The parameters are chosen in order to prevent large values for the normalizing constant C p in large dimensions.
The experiment is organized as follows. First we compute a gold estimate for E π [g]. This is done by generating 4 independent Monte Carlo trajectories of size n = 10 7 and averaging them. Then we generate 50 independent trajectories of size n = 10 5 for both MC and MCMC algorithms. For MCMC algorithms, the first n = 2 · 10 3 steps are discarded as a burn-in. Parameters for MCMC algorithms are chosen adaptively by minimizing the MSE between the gold estimate and 50 means computed for each trajectory. The resulting parameters can be viewed as a best possible parameters, and the performance of the algorithm as a best possible. Once parameters are estimated, we generate 50 new independent trajectories of the same size n = 10 5 and compute means for each of them. The spread of these means for different dimensions are shown on boxplots in Fugure 1. 
Elliptically contoured stable distribution
The elliptically contoured multivariate stable distribution is a special symmetric case of the multivariate stable distribution. We say that X ∈ R d is elliptically contoured α-stable random vector if it has joint characteristic function
for some d × d positive semidefinite symmetric matrix Σ and shift vector µ ∈ R d . We note that for α = 2 we obtain multivariate normal distribution and for α = 1 we obtain multivariate Cauchy distribution.
We consider three methods to compute the expectation V = E π [g]. The first method is direct -there is a method to sample from π based on a symmetry properties, see, e.g., Nolan (2013) and Samorodnitsky and Taqqu (1994) . We will call it ECSD. Hence one can generate an i.i.d. sample X 1 , . . . , X n and use the vanilla Monte Carlo to estimate V . Further, note that p(u) = |F[π](u)| is the density of multivariate exponential power distribution. The second method we consider is to estimate V using again the vanilla Monte Carlo but sample from p(u); for algorithms see, e.g., Gómez et al. (1998 ), Tadikamalla (1980 . We will call it MEPD. Finally, the third method is Unadjusted Langevin Algorithm (MALA but without Metropolis step) applied to p(u). We will call it FULA.
This numerical experiment is organized as follows. We consider elliptically contoured α-stable distribution in dimension d = 5 with µ = 0 or 1, Σ = I or D := diag{1, . . . , 5}, and various α ∈ (1, 2). We take g(x) = exp(− d k=1 |x k |) with the Fourier transform given by
Since d is not very large, we can compute with high precision (up to 10 −8 ) the value of V using numerical integration. Then we compare this value with the values obtained using the described three methods (ECSD, MEPD, and FULA correspondingly). We use n = 10 000 samples to compute the Monte-Carlo estimates for the ECSD and MEPD cases, and n = 20 000 for the FULA algorithm with the burn-in period N = n/5 = 4 000 (FULA is faster, so the time used to generate this amount of samples for all the algorithms is the same). The step sizes and weights in (3) are chosen to be γ k = 1/ √ k, ω N p,n = 1/n. The results are presented in Table 1 .
The results collected in Table 1 show the better performance of EPD and ULA comparing to ECSD. Our approach can lead to a smaller error even if a direct sampling from π is available.
Discussion
We proposed a novel MCMC methodology for the computation of expectation with respect to distributions with analytically known Fourier transforms. The proposed approach is rather general and can be also used in combination with importance sampling as a variance reduction method. As compared to the MC method in spectral domain, our approach requires only generation of simple random variables and therefore is computationally more efficient. Finally let us note that our methodology may also be useful in the case of heavy tailed distributions with analytically known Fourier transforms. 
