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On the total torsion and a generic property of 
closed regular curves in Riemannian manifolds 
~ o j u n  ABE 
CP-~ET % I I I ~ )  
§ 0 -  Introduction. 
The purpose of this paper is to classify closed regular 
curves in Riemannian manifolds of constant curvature by an 
equivalence relation concerning a flow equivalence of some flows 
on tubular neighborhoods of the curves (see 5 1 ) .  Especially 
we see that space curves are classified by total torsions. The 
total torsions of space curves are studied by Scherrer 1121, 
Segre C131, Fenchel 151, Milnor C101, Penna C111, etc. 
Unfortunately total torsions are not always defined for any 
space curves because we need some conditions of the derivatives 
of the curves to define the Frenet frames. But we can 
approximate a regular curve in a Riemannian manifold by a curve 
on which Frenet frames are defined. By using Frenet frames, 
the classification of regular curves are reduced to 
caluculations of ordinary differential equations, 
The paper is organized as follows. In 5 1 we define an 
equivalence relation of closed regular parameterized curves C(M) 
in a Riemannian manifold M. 5 2 is devoted to the 
classification of the equivalence classes of closed regular 
curves F(M) of a Riemannian manifold M of constant curvature 
which admit Frenet frames. In § 3 we prove that for any 
Riemannian manifold M, F(M)is generic in C(M) with C n-1 topology. 
When M has a constant curvature, we show in § 4 that an 
equivalence class of C(M) corresponds to a point of a space 
1 SP"-~(S of symmetric product of a circle sl. Especially if the 
dimension of M is 3, we see in 5 5 that the equivalence classes 
correspond to s1 by using total tosions. As a corollary of the 
result, we can prove that the total torsion of a closed curve on 
a sphere is zero. 
I would like to thank Prof. Asada for his kind advices and 
several valuable discussions. 
1. Preliminaries 
Let M be an n-dimensional Riemannian manifold with 
Riemannian connection V. Let C = Cc(t)) be a closed regular 
curve in M. In this paper we assume that any closed regular 
curve is parameterized by arc length. Let UE be an &-tubular 
neighborhood of C, and A: U - C be the natural projection. 
We define a vector field X on U as follows. For x E U e  with & 
x(x> = ~(t), X(X) is parallel to c'(t) along the geodesic 
joining x and c(t). Let 5& be a flow on UE given by integral 
curves of X. 
Definition 1.1. We say the above flow 5E to be parallel 
flow to the curve C on UE. Let C' be the other smooth regular 
closed curve and let 5; be the parallel flow to C 9  on an 
E-tubular neighborhood U;. We say that C and C' are equivalent 
if these exist an positive number E and a diffeomorphism 
: WE' 5&) -t u 5;) 
which is a flow map ( see Irwin C81, Chapter 2, § 111). 
Put 
U&,o = {x E UE ; A(x) = ~ ( t ~ ) ) ~  
and let qE: 
'E.0 U 8, 0 be a ~oincar6 map for the flow 5& 
(c.f. Irwin L81, Chapter 5, 5 IV). Let q;: %, 8 - U '  b e a  0 9 8 
~oincar6 map for the flow 5' 8' A vector field Y on UE is said to 
be flow preserving if Y is tangent to 5 8' Let r(BE) be the Lie 
algebra of all flow preserving vector fields on U 8 ' 
Proposition 1.2. (1) Closed curves C and C' are 
equivalent if and only if the ~oincari maps p and q; are E 
differentiably conjugate for some positive number 8. 
( 2 )  The Lie algebras r(5 and T(5;) are isomorphic for some 8 
positive number E if and only if there exists a flow preserving 
diffeomorphism 0 :  (UE95&) - (U;98;). 
Proof. (1) follows from Irwin 181, (5.39) and (5.40). 
( 2 )  follows from Amemiya C21. 
Remark 1.3. The starting point of the problem here was 
studying the Pursell-Shanks type theorem for the algebras r(BE). 
By Proposition 2.1, i t  is reduced to the classification of the 
equivalence classes of closed regular curves. 
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§ 2 -  The equivalence classes of F(M). 
In this sectoin we shall determine the equivalence classes 
of closed regular curves in a Riemannian manifold of constant 
curvature which admit Frenet frames. 
Let M be an n-dimensional Riemannian manifold with V the 
Riemannian connection of M. Let C(M) denote the set of 
n-1 regular closed curves C = {c(t)) with C -topology. Let F(M) 
denote the set of smooth regular maps c E C(M) such that 
n-1 
rank (Va c(t), ... 
' va c(t)) = n-1 for any t 9  
- 
at at 
1 
where Va c(t) is the i-th covariant derivative of c with 
- 
respect to t. Let C = {c(t)) be a closed regular curve with 
period a. Assume C E F(M1. If the normal bundle Y(C) in M is 
orientable, we have a usual Frenet frames {el'...' en} of C (c.f. 
Gluck 161 ) .  If Y(C) is non-orientable, we can take twisted 
Frenet frames {e19..e,en) of C such that 
ei(t+a) = ei(t) for =l...,n-1 and 
en(t+a) = - en(t). 
Then we have Frenet-Serret equations: 
Here K~ is the i-th curvature of C (i=l, ..., n-2) and K ~ - ~  is the 
torsion of C. Also we have 
~ ~ ( t + a )  = ~ ~ ( t )  for i = l,.,.,n-2, and 
5,-1 (t+a) = - K (t). n-1 
We shall see that i t  is convenient to use the Frenet frames for 
caluculating the parallel flows. 
Now we assume that Riemannian manifold M has a constant 
curvature R .  Then M is locally isomorphic to an Euclidean space 
R" for K = 0, a sphere sn(r) (r = 1/& for K > 0 or a real 
hyperbolic space ~"(r) (r = f i  for K < 0 (c.f. Wolf C151, 
§ 2.4). Let X be a vector field defined on an E-tubular 
neighborhood U of C as in $1. Let E 
$: R X CO,E) ---+ U E 
be a family of integral curves of X given by 
(2.1) $ ( t , s )  =  ex^^(^) s Y(t) for t E R and 0 ( s < E .  
- 
Here @XP~(~) is the exponential map at c(t) and Y(t) is a unit 
normal vector of C at c<t). Let yi: R - R (i=2 ...., n) be 
smooth functions such that 
(2.2) ~ ( t )  = Ps2 Yi(t)ei(t) for t E R. 
First we consider the cases M = R", sn(r) or ~"(r). Let 
R:+' denote the vector space of (n+l)-tuples x = tx19 - . 
q x n + l )  
with the bilinear form 
Then 
(see Wolf C151, 5 2.4). We can regard M as a submanifold ~f 
R " + ~  or R:+' by the canonical way. In this case the integral 
curve $ is given as follows. 
$(t,s) = c(t) 9 s Y(t) for K = 0. 
$(t,s) = (COS s/r) c(t) + (r sin s/r) Y(t) for K > 0, 
$(t,s) = (cosh s/r) c(t) + (r sinh s/r) Y(t) for K < 0. 
Note that the vector cq(t) is tangent to N at each point $(t,s) 
for 0 ( s < E ,  and we can see c'(t) is a parallel vector field 
- 
along the geodessic ($(t9s); 0 ( s < & I .  Let y: R x CO,&) ---+ 
- 
R be a smooth function such that 
(2.3) = p(t9s) cq(t) at for t E R, 0 5 s < &.  - 
By comparing both sides of ei(t) (i=2, ..., n) components of the 
equation (2.3) we have 
By comparing both sides of e (t) component of the equation (2.3) 1 
we have 
y(t9s) = 1 - ~ ~ ( t ) y ~ ( t )  for M = R" 
(2.5) p(t9s) = cos s/r - rKl(t)y2(t) sin s/r for M = sn(r) 
p(t,s) = cosh s/r - ru1(t)y2(t) sinh s/r for M = ~"tr). 
Since (2.4) is a linear ordinary differential equation with 
periodic coefficients, we have smooth solutions y2(t). ...,Y ,(t) 
( -  < t <  0 3 ) .  Then we can determine p(t,s) from (2.5). 
Therefore we see that the integral curve $ is determined by the 
curvatures K 2 9 e o o 9 K n - 2  and the torsion K ~ - ~  of M. 
Now let M be any Riemannian manifold of constant curvature K. 
Since M is locally isomorphic to R", sn(r) or Fin(r), the 
integral curve $ of the vector field X is determined by the 
differential equation (2.4). Then we have. 
Proposition 2.1. Let M be an n-dimensional Riemannian 
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manifold of constant curvature. Let C = {c(t)) f F(M). 
Then an integral curve $ given by (2.1) and (2.2) is determined 
by the differential equation (2.4). 
Let A(t) be a continuous nxn matrix for - < t <  such 
that A(t+a) = T A(t) T , where a is a positive number and T is 
a constant nxn matrix such that T~ is the idetity matrix E (In 
Abraham and Robbin K11, § 25, A(t) is said to be demiperiodic). 
Consider a linear differential equation 
(2.6) x' = A(t) x. 
Then we have the following Floquet type theory ( c . f .  Hartman 
K71, Chapter I V ,  Theorem 6.1 also Abraham and Robbin Cll, 
Theorem 26.1). 
Theorem 2.2. (1) Any fundamental matrix @(t) of ( 2 . 6 )  has 
a representation of the form 
tR @(t) = T P(t) e , 
where P(t) is a continuous nxn matrix for - < t <  with P(t+a) 
= T P(t) , and R is a constant nxn matrix. Moreover if Y(t) is 
the other fundamental matrix of (2.61, then eaR is replaced by a 
matrix C-leaRC, where C is a constant nxn nonsingular matrix. 
(2) If A(t) is a real nxn matrix and t~(t )  = - A(t) for 
-rn < t <  m, we can take the matrix R such that eaR is an 
orthogonal matrix. Moreover, if T = E ,  we can take the matrix R 
to be an nxn real matrix such that t~ = - R. 
Proof. ( 1 )  Put 
Ol(t> = @(t+a) 
for - < t <  a. 
02(t) = T @(t) 
We see that Ql(t) and 02(t) are fundamental matrices of a linear 
differential equation 
x' = (T A(t) T - ~ )  x* 
Then we have a nonsingular nxn constant matrix D such that 
Ol(t) = Q2(t)D. I t  is known that there exists a nxn matrix R 
aR 
such that D =  e . Put 
~ ( t )  = ~ ( t )  e -tR for - < t <  -. 
Then P(t+a) = T P(t). 
Let Y(t) be the other fundamental matrix for ( 2 . 6 ) .  Let 
Q(t) be a continuous nxn matrix for - - < t <  - and S be a 
constant nxn matrix such that 
Y(t) = Q(t) etS 
and 
Since @(t> and Y(t) are both fundamental matrices of (2.61, we 
have a nonsingular nxn matrix C such that Y(t) = @(t) C. 
Then 
Y(t+a) = Q(t+a) e (t+a)S 
as 
= T Y(t) e . 
On the other hand 
Y(t+a) = @(t+a) C 
= T ~ ( t )  eaR c 
= T ~ ( t )  c eaR C. 
Therefore eaS = C-I  eaR C. 
(2) If A(t) is a real skew-symmetric matrix for - < t <  co, 
from Hartman E71, Chapter IV, Lemma 7.1, (2.6) has a fundamental 
matrix @(t) which is orthogonal. Then 
which is an orthogonal matrix. Moreover, if T = E, then the 
matrix D is a special orthogonal matrix by Liouville formula 
(c.f. Hartman C71, Chapter IV, Theorem 1.2), and we can take a 
real skew-symmetric matrix R with eaR = D. This completes the 
proof of Theorem 2.2. 
Definition 2.3. By Theorem 2.2 the eigen values 
5 o . e *On of the matrix D = eaR are uniquely determined by the 
system (2.6). We say the eigen values 519.ee95n to be the 
characteristic roots of the system (2.6). Let XI, ..., A be 
n 
eigen values of the matrix R. h Then {eAl, ..., e n) = 
i u l 9  'On } as a set. The numbers l19..  ,An9 which are 
determined by (2.6) modulo 2n/i, are said to be characteristic 
exponents of (2.6). Note that these definitions are coincide 
with those of the usual case when (2.6) is a periodic 
coefficients; T = E. 
Now put 
and 
a = l  if v(C) is orientable, 
B = - 1  if v(C) is non-orientable. 
Then K(t+a) = T K(t) T, and the system (2.4) satisfies the 
conditions of the assumption of Theorem 2.2. 
Definition 2.4 We say the characteristic roots (resp. 
characteristic exponents) of the system (2.4) to be the 
characteristic roots (resp. characteristic exponents) of the 
closed regular curve C. 
Put 
e(t) = t(e2(t),...,en(t)) 
and 
Y(t) = t(y2(t),...,yn(t)). 
Let @(t) be a fundamental matrix of (2.4) such that @(O) = E. 
Then y(t) = @(t) y(0). By using Theorem 2.2, we see that 
Yta) = te(~) eaR ~(0). 
Therefore the ~oincar; map of the parallel flow 5 to C is given E 
aR by the matrix e . 
Theorem 2.5. Let M be an n-dimensional Riemannian 
manifold of constant curvature. Let Ci E F(M) for i = 1,2. 
Then C1 and C2 are equivalent if and only if the characteristic 
roots of C1 and C2 are coincide. 
Proof. Let x' = Ki(t) x be a system of the curve Ci 
which corresponds to the system (2.4) associated to the curve C, 
and Ri be a constant nxn matrix which is determined by this 
system as in Theorem 2.2 (i = 1,2). Let ai be the period of 
the closed curve Ci. Suppose that C1 and C2 are equivalent. 
Since the ~oincarg map of the parallel flow to C is given by i 
a R a R the matrix e i i (i= 1,2), from Proposition 1.2, e 1 1 is 
a R 
conjugate to e 2 2. Then the characteristic roots of C1 and 
C2 are coincide. Conversely suppose that the characteristic 
a R a R 
roots of C1 and C2 are coincide. Since e 1 1 and e 2 2 are 
a R orthogonal matrices by Theorem 2.2 (21, we see that e 1 1 and 
a R e 2 2 are conjugate in the orthogonal group O(n-1). By 
Proposition 1.2 CI and C2 are equivalent, and this completes the 
proof of Theorem 2.5. 
5 3. A generic property 
Let M be an n-dimensional Riemannian manifold with 
Riemannian connection V. 
Theorem 3.1. If 1112, F(M) is generic in C(M). 
- 
Proof. I t  is clear that F(M) is open in C(M). Let C = 
{c(t)) E C(M). For any positive number &, we shall construct 
an &-approximation C E F(M) to C. Let a be the period of the 
closed curve C. 
Mow fix a point c(tO). Let U be a coordinate neighborhood 
of M around c(tO) and let (x 1 9 * -  ,xn) be the coordinate system 
associated with U. We can find a small positive number 6 such 
that c(t) E U for to-6 < t <  to+&. Let M(n,n-1) denote the set 
of nx(n-1) real matrics. For a positive number p, put 
M(n,n-1: p) = { A  =(aij) E M(n,n-1); laijl < p for any i,jl. 
Let 
Here 
t a = (a il,...,ain) (i=l, ..., n-1) i 
are real n-dimensional vectors. Let y (Q=O,l, ..., n-1, Qk 
Q k=l, .... n) be the component of Vt c with respect to xl, ..., x . 
n 
Put 
Y = (Y1,.-.,Yn-l)* 
Now consider the following equations: 
k Yo (to) = '0,k (t 0 1 
for k=l, ..., n, Q=2, ..., n-1, m=...n-1. 
Here rFj is the Christoffel symbol of M. There exists a 
positive number p and 6 such that the above equations has a 
unique smooth solution 
We have a map @ (C,t): M(n,n-1; p) -----, M(n,n-1) given by 
for A E M(n,n-1; P), to-6<t<t0+8. Since the solution for an 
ordinary differential equation is differentiable with respect to 
the initial values, m t  (C,t) is a smooth map. For a positive 
0 
number r, we put 
for tER, Q=O,l, ..., n-1, i=l, ..., n ). 
Since @ (C,tO) is an embedding, we can choose small positive 
numbers p,b,r such that 
(1) O t  (C,t): M(n.n-lip) ---4 M(n,n-1) is an embedding for any 
0 
5 E N(C.r) and t0-6 <t< to+& 
for any € N(C,r) and to-8 < t <  to+&. 
Then the intersection 
contains an open neighborhood W of ?(to) = @ In fact 
we can take W to be {y(tO) + A ; A E M(n,n-1; p/2)}. Note 
that the numbers p,6 and r are depend only on a point c(tO). We 
can choose O(ti<a (i=l, ..., m) such that the union of open 
- 
intervals 
contains [O,al with ti+6i<ti+l for l(i(m-1 - - and tm+dm<tl+a. 
Here a i  is a positive number depending on a point c(ti) which 
corresponds above 6 .  Let Wi be an open neighborhood of y(t.) 
1 
in M(n,n-1) which is contained in the intersection 
where p and r i  are positive numbers depending on a point c(t i 0 
as above and 
for t€R, Q=O,l,. . . ,n-1, j=l,. . . ,n ). 
Here Ui is a coordinate neighborhood of M with c(t)€ U i  for 
i 1 i 
t i  -bi<t<ti+ai and x = (X 1 9 . . . , ~  is the coordinate system n 
associated with U i  (l<i<m). 
- - 
Let 8 be a small positive number such that 
8 < ((ti+ ail - (ti+l- 6i+1))/2 for l<i<m-1 - - and 
8 < (ftm+ 6,) - ( a  + t l  - 61))/2. 
Let 0 be a real valued smooth function on [ti-6 ti+ail such i i' 
that 
(1) qi(t) = 1 for t i  -8.+B 5 - t 5 - ti+6i-8, 
( 2 )  ni(t) = 0 for ti-6.<t<ti-6i+B/2, 1 -  - ti+6i-B/2<t<ti+6i, - - 
(3, 0 ( - s,(t) ( - 1. 
Put 
S(n,n-1) = { A  E M(n,n-1); rank A < n-1). 
Let 
Y1: W1 x (tl-6 tl+al) --+ M(n,n-1: 1 5) 
be amap d e f i n e d  by Y1(B.t) = a t  (c.~)-~(B). Note thatY1 is a 
P 
smooth map. Since the codimension of S(n,n-l)C\wI is 2 in W 1 ,  
we can find an arbitrarily closed matrix AIE M(n,n-1) to 
0-matrix 0 such that A1 is not contained in 'Y1((WIC\ S(n,n-1)) X 
(tl-6 1 ' t l + % ) ) .  Consider a smooth curve cl in M defined by 
for tl-al < t < t1+6 1 
cl(t) = c(t) for tl+& (t ( tl-al+ a. 1 -  - 
For any positive numbe 8, we put 
Eo = min {61/rn. . . . . 6,/m9 E/R) 
We can take the matrix A1 sufficiently closed to 0 so that cl E 
1 Nl(c9Eo) If tl-al+B < t < tl+al-B, x (cl(t)) = yo(c9Al)(t) 
and @ (Cl,t)(0) = m t  (C,t)(A1) which is not contained in 
1 1 
S(n,n-1). Thus 
n-1 
rank (Va cl(t) ,..., Va cl(t)) = n-1 
- - 
at at 
for tl-al+B < t < tl+hl-8. 
We shall define regular curves C2, ..., 
'm 
in M inductively. 
Suppose that Ci (l(i5k-1) - - are defined satisfying the following 
conditions: 
n-1 (ii) The rank of (Va ci(t) ,..., va ci(t)) is n-1 for 
- 7 
at at 
For A E M(n,n-1; pi), define a closed curve b(A) in M by 
b(A)(t) = txk~-1(~o(~k-190) (t) + nk(t)(~O(~k-l,Ak) (I) 
- y ( C  ,O)(t))) 0 k-1 -6 <t< tk+hk9 for tk 
b(A)(t) = ~ ~ - ~ ( t )  for tk+ak 5 t ( - tk-ak+a. 
Note that b(0) = c ~ - ~  Then, from the assumption (ii) to Ck-19 
we can take the matrix to be sufficiently closed to 0 so that 
rank (Va b(A)(t), ..., Va "-'b(~)(t)) = n-I 
- - 
at at 
for tk-ak+B/2 its tk-l+6k-l-B. Moreover if k = m, we can 
assume that the rank is n-1 for t 
m-6m +8/2 it< - - tm-1+6 m- 1 -6 and 
tl-61+a+B it< - - tm+arn-8/2. Let 
Yk: Wk x (t -6 t +6 ) - M(n,n-1; pk)  k k ' k k  
be a map defined by Yk(B,t) = 6 ( c ~ - ~ ,  t) -1 (B). As the 
k 
previous argument, we can take a matrix Ak to be sufficiently 
closed to 0 such that 
(1) A is not contained in YIk((Wk T\ S(n.n-1) x (tk-6k))9 k 
(2) b(Ak) E Nk(Ck-l,&O). 
We define a regular curve C in M by k 
ck(t) = b(Ak)(t) for tk-ak < t <  tk+ak, 
Ck(t) = c (t) k- 1 for tk+ak st$ tk-ak+a. 
Then the conditions (i) and (ii) are satisfied for 1LiLk. Then 
- - 
- 
we see that C = Cm is an &-approximation to C with E F(M).  
This completes the proof of Theorem 3.1. 
5 4. The equivalence classes of C(M). 
In this section we assume that M is an n-dimensional 
Riemannian manifold of constant curvature. Let spn-l (sl) 
denote a space of symmetric product of S' which is a quotient 
1 
space (S X - . *  x sl)/ 6n-1 with quotient topology, where 
G is the group of permutations of n-1 letters. 
n-1 Let C E 
C(M). By Theorem 3.1 there exists a sequence 
{Ci E F(M)Ii - 
- 1,2, ... 
which is convergent to C in C(M). Let Oi(t) be a fundamental 
matrix of the system associated to Ci such that Qi(0) = E (i = 
1 , 2 ,  By Theorem 2.2, we can assume that @(ai) is an 
cr.R 
orthogonal matrix which is described as e I i for some nxn 
matrix R i ,  where ai is the period of C i "  Then the 
characteristic roots of C defines a unique point I(Ci) of i 
1 SP"-~(S (i =1,2 .... 1. 
Proposition 4.1. The sequence {S(Ci 1 )  - is 
- 1929.a. 
n-1 1 
convergent to a point %(C) in SP (S 1. Moreover %(C> depends 
only on C. 
Definition 4.2, We say the point %(C) to be the 
characteristic of C. 
Theorem 4.3. Let N be an n-dimensional Riemannian manifold 
o f  constant curvature. Let Ci E C(M) for i = 1J. Then C1 
and C2 are equivalent if and only if 9(C1) = 9(C2). 
Proof o f  Proposition 4.1. Since M has a constant 
curvature, M is locally isomorphic to Rn9 sn(r) or Hn(r) for 
some positive number r. First we shall prove Proposition 4-1 
in the case M = R", sn(r) or Hn(r). Then M is considered as 
a submanifold of (n+l)-dimensional vector space V, where 
V = R  n+l if M = R", sn(r) and 
v = R n+P 1 if M = Hn(r) (see !i 2). 
Let < . > denote the bilinear form of V. Let C = {c(t)) E 
C(M) and 5E be the parallel flow to C on an E-tubular 
neighborhood UE of C. Then we have. 
Lemma 4.4. The flow 'ijE is given by the following ordinary 
differential equation in V: 
dx = (1 - <c"(t) , x - c(t)>) ct(t,. d t 
Proof. Let x = q(s) t s  E R) be an orbit of the flow 5€. Let 
n: UE - C be the natural projection. Then n(q(s)) = c(t) 
for some tER. By Wolf C151, Theorem 2.4.4, we see that 
(4.1) <c'(t), q(s) - c(t)> = 0. 
Then we can regard the parameter s as a smooth function s = s(t1 
of t. There exists a positive number ~ ( s )  such that 
qJP(s) = B(s) c'(t1. 
Put 
Then 
and 
Thus 
Then we have Lemma 4.4. 
Proof of Proposition 4.1 continued. If n=2, C(M) = 
F(M),  we can assume 1123. - Let U E g i  be an &-tubular 
neighborhood of the regular closed curve Ci = {ci(t)) in M and 
A.: Ui Ci be the natural projection (i = 1.2, ... 1. Let 
1 
n-1 be a ~oincari map of Ci. Since the sequence {Ci) is C 
convergent to C, i t  follows from Lemma 4.4 that the sequence 
(qi) of ~oincari maps is c1 convergent to a Poincari map 
-1 -1 9: n c (~(0))~ Note that %(Ci) is determined by 
a.R the eigen values of e 1 i which are coincide those of a linear 
Since the ~oincar; map q is given by a linear 
ordinary differential equation in Lemma 4.4, q is conjugate to 
a linear map (dq)c(Of. Therefore the sequence {4(Ci)) 
n-1 1 
convergent to a point %(C) E SP (S 1 which is defined by the 
eigen values of (dq)c(0) Clearly %(C) is depends only on C. 
Since the above argument is local, the proof is valid for 
any Riemannian manifold M of constant curvature. This 
completes the proof of Proposition 4.1. 
Proof of Theorem 4.3. Let q i  be the ~oincar; map for the 
flow 5, parallel to Ci (i = 1,2). By the same argument as in 
9 i 
the proof of Proposition 4.1, we can take as an orthogonal i 
transformation. Then the conjugate class of q1 and q 2 are 
determined by the characteristics %(C1) and %CC2), and Theorem 
4.3 follows from Proposition 1.2. 
§ 5. Total torsions 
3 In this section we consider in the case M = R . 
Let C = {c(t)) E F(M). In this case the differential 
equation (2.41, has the following fundamental matrix. 
cos 5(t) - sin 5(t> 
(5.1) @(t) = 
sin t(t) cos 5(t> I . 
Here 
E(t) = J; K2(t) dt. 
Let a be the period of C. Then we can take * itta) to be the 
characteristic exponents of C, and the characteristic roots'of C 
is e *it (a1 
3 For any C E C(R 1 ,  we can take a sequence 
3 C. = {c.(t)) E F(R (i = 1,2,-..I 
1 1 
such that I imi+m C. = C. Let ri be the total torsion of Ci. 
1 
Let 
be a map given by ?(c) = 1imi-- e f i ~  i. Then the 
characteristic of C is given by the equivalence class of 
2 1 (?(c) ,?(c)*) in SP (S 1 ,  where ?(c)* is the complex conjugate of 
?(c). 3 3 Let C(R 1 denote the equivalence classes of C(R 1 .  
- 
By Theorem 4.3, s induces a map 
- 3 1 
T: E(R 1 ---4 s . 
Theorem 5.1. is bijective. 
Proof. By Theorem 4.3, we see that is injective. From 
Millman and Parker [91, 5 5.3, any real number is realized as a 
total torsion of a circular helix with the ends joined. Thus 
is surjective. 
We apply Theorem 5.1 to prove the following result which was 
proved by different methods (see Scherrer C121, Millman and 
Parker 191, § 5.3, Penna [Ill). 
Theorem 5.2. Let C = {c(t)} be a closed curve in R~ such 
3 2 that C E F(R and C is contained in S (r) for some r>O. Then 
the total torsion z(C) of C is zero. 
Proof. Let {el, e e31 be a Frenet frame of C. 2 "  If we 
3 
regard {el, e e } as parameterized frames of R , there exist 2' 3 
a smooth functions c19 c c such that 2 '  3 
c(t) = cl(t) el(t) + c2(t) e2(t) + cg(t) eg(t). 
2 Since C is contained in S (r), we see that cl(t) = 0. Using 
Frenet-Serre equations we have 
el(t) = c'(t) 
- - ~ ~ ( t ) ~ ~ ( t )  el(t) + Cc '(t) - ~ ~ ( t ) ~ ~ ( t ) )  e2(t) 
2 
+ (c2(t)ic2(t) + c3'(t)) e3(t). 
Then c = - 1 ~ ~ ) .  Let rift) be a unit normal vector 
at c(t) toward the origin. Then 
<n(t), e2(t)> = <(-P/r) c(t), e2(t)> 
= l/(r ~ ~ ( t ) ) ~  
Therefore <n(t), e2(t)> is positive for any t. 
Let UE be an E-tubular neighborhood of C in lI3 and 
A: U --+ C be the natural projection. Let ?jE be a parallel 
E 
flow to C. Clearly 5E has a family of closed orbits 
$(t,s> = (r + S) c(t) for tER, - E <s< &. 
-1 -1 Let q :  n (~(0)) -+ x (~(0)) be a paincar6 map for ?jE. Since 
q is an orthogonal transformation preserving an orientation and 
$(09s) is a fixed point of q ,  9 is an identity map. I t  follows 
from Proposition 1.2 that C is equivalent to a great circle of 
2 S (r). Then ?(c)  = 1 by Theorem 4.5. Therefore, there exists 
an integer k such that 
Put $(t,s) = c(t) + s Y(t), where Y(t) is a unit normal 
vector as (2.1). From here assume s<O. Then Y(t) = n(t). 
Since the equation (2.4) has a fundamental matrix @(t) given by 
(2.41, by Proposition 2.1, we have 
Then for any tER, 
(5.3) <Y(t), e2(t)> = c2(0) cos t(t) - c3(0) sin E(t). 
Since <n(t), e2(t)> is positive for any t, the right side of 
(5.3) must be positive for any t. Then i t  follows from (5.2) 
that z(C) = Eta) = 0. This completes the proof of Theorem 5.2. 
From Theorem 5.2 we have. 
3 Corollary 5.3. Let Ci E C(R such that Ci is contained 
2 in S r i = 1 ,  Then Cl is equivalent to C2. 
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A SURFACE WHICH CONTAINS MANY CIRCLES 
Nobuko Takeuchi 
Cmm . c ~ a  3) 
A sphere in E~ is characterized as a closed surface which 
contains an infinite number of circles through each point. 
But we do not know a surface other than a sphere or a plane, 
which contains many circles through each point. 
In 1980, R. Blum [ I ]  found that a closed surface of 
2 2 genus one defined by (x +y +z2) 2-2ax2-2by2-2cz2+d2=0, 
with a>b>d>O and c<-d contains six circles through each 
point. 
Moreover, he gave the following conjecture : 
CONJECTURE 1. A closed cDb surface in E~ which contains seven 
circles through each point is a sphere. 
In 1 984, K. Ogiue and R. Takagi [ 2 1 proved that a c m  surf ace 
in E~ is (a part of) a plane or a sphere, if there exist two 
circles contained in it through each point p, which are tangent 
to each other at p. 
Moreover there has been the following conjecture in [21 : 
CONJECTURE 2. A compact simply connected CDO surface in E~ 
-
which contains two circles through each point is a sphere. 
An ellipsoid is a surface which contains one or two circles 
through each point. 
Mapping a hyperbolic paraboloid under an inversion with pole at 
a point which is not contained in the surface, we get a compact 
simply connected surface which is not C m  and contains two or 
infinite circles through each point. 
In this note, we will give some partial answers to these 
conj ectures . 
THEOREM 1 [ 3 ] . 
Let M be a simply connected complete cBO surface in E 3 .  
Suppose that there exist three circles through each point which 
are contained in M. Then M is a sphere ore a plane. 
THEOREM 2 [3]. 
Let M be a complete cDb surface in E3.  For each point p of 
M, suppose that there exist three cirlces through p such that 
any two of them have two points in common or they are tangent to 
each other at p. Then M is a sphere or a plane. 
THEOREM 3 [4]. 
A closed C* surface of genus one in E3 cannot contain seven 
circles through each point. 
Theorem 3 is best possible because of the Blum's surface. 
If Theorem 3 holds for a closed surface of any positive 
genus , then we have a complete answer to congecture 1 by Theorem 1 .  
On the other hand, we know the fact that there always exists 
an umbilic point on a closed surface of genus greater than one. 
Therefore we will also introduce the following interesting theorem 
THEOREM [ 5 ] .  
There exists at most one circles (resp. exist at most three circles) 
through a hyperbolic (resp. an elliptic) umbilic point on a surface 
Therefore we think it is important to know a number of circles on 
the surface through a parabolic umbilic point. Rut it seems to be 
difficult ! 
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A p a r t i t i o n  problem of a n a l y t i c  funct ions  
by Satoshi KOIKE C j J  IF & 'a 
We describe one problem on a finite partition of real analytic 
functions. At present, it is an "obscure" problem. Therefore it 
also becomes a problem to give the precise formulation of it. 
n P a r t i t i o n  Problem. Let f : (IR ,o) ---+ (IR,o) be a "generic" 
W 0 C function. Then, i s  there a f i n i t e  C -partition o f  f {gi}i=l,eeo,m 
such that the informations o f  i -'(0) ( i = 1 m ) determine 
any properties o f  f ( for example, " the type o f  f " or " the 
Aojasiewicz exponent o f  gradient o f  f " ) ? More concretely, find 
and formulate 
(1) the generic condition i n  t h i s  case, 
( 2 )  how t o  partition f i n t o  Igi} , 
-1 (3) the conditions imposed on gi (0) ( i = lY m ) , and 
(4) the conclusion for f , 
-1 by using the regularity conditions on s t ra t i f ica t ions  o f  gi (0) 1 
transversality,  blowing-up, or other properties on i or the 
expansion o f  f . I f  possible, i t  i s  desirable that the conditions 
03 
(1) and (3) are invariant under C transformations. 
To put it briefly, the above problem is to find a partition of 
f so that the informations of the varieties characterize the 
situation of f at 0 Eln . In the complex case, there is a simple 
problem of t h i s  d i r e c t i o n  ( Problem 3 i n  $5 ) .  Here we descr ibe  t h e  
f i r s t  s t e p  of t h e  attempt a t  t h a t  p a r t i t i o n  using blowing-up ( $2 ) ,  
and g ive  t h e  quick proof of [7 ]  a s  t h e  a p p l i c a t i o n  of t h e  r e s u l t  ( 
Example 1 i n  $3 ) .  Then we t ake  i n t e r e s t  i n  t h e  Aojasiewicz exponent 
of gradient  of f  about t h e  conclusion of P a r t i t i o n  Problem. As i s  
well-known, t h e  %ojasiewicz exponent i s  deeply r e l a t e d  t o  t h e  degree 
0 
of C - suf f ic iency of j e t s .  We mention t h e  f a c t  below. 
Def i n i  t i  on. Let (n.1) denote t h e  s e t  of cq funct ion  
0 germs : (IRn,0) 0 . An s-jet z E ~ ~ ( n , l )  i s  c a l l e d  C - 
su f f i c i en t  i n  ELql ("'1) ( q L s ) , i f  f o r  any two funct ions  f , 
S S 
g i n  ELq1 ( n , l )  such t h a t  j f ( 0 )  = j g ( 0 )  = z , t h e r e  e x i s t s  a  
l o c a l  homeomorphism 0 : ( 0  + 0 such t h a t  f  00 = g . 
Theorem 1 ( Kuiper [12] ,  Kuo [13] ,  Bochnak-Eojasiewicz [2]  ) .  
For z & J' ( n , l )  , the following conditions are equivalent. 
0 (1) z i s  C -su f f ic ient  i n  ELs1 ( n , l )  . 
0 ( resp. z i s  C -su f f ic ient  i n  &Ls+ll(nJ) 
( 2 )  There ex i s t  C > 0 ( resp. 6 > 0 ) and a neighborhood U 
o f  0 i n  Eln such that 
( resp. lerad z ( x ) /  L c lxlS-6 ) i n  U .  
81. Transversal i ty  imp1 ies  cO-sufficiency. 
The r e s u l t  on P a r t i t i o n  Problem was f i r s t  obtained by T .  C.  KUO. 
Let z  E ~ ~ ( n , l )  be  w r i t t e n  a s  fol lows : 
z(x) = I3 (x) + + H~(X) , 1 
-1 
where H. (x) represents a homogeneous j-form. We put V. = H (0) 
J J j 
for 1 s  j < s . Here we describe the summary of the Kuo's result 
only. 
Theorem I 1  ( [13] Corollary 2, [lhl] Theorem 2 ) .  T h e  t r a n s v e r -  
s a l i t y  o f  V .  s i n  some  sense i m p l i e s  the c o n d i t i o n  (2) o f  T h e o r e m  I. 
3 
Remark 1. (1) The conditions on "transversality" are not 
W 
invariant under C transformations. Furthermore, their conditions 
are not "generic" ones in the sense of " Thom-Varzenko type's theorem 
( [161, [lgl ) ". 
(2) It seems to us that the above facts ( Remark 1 (1) ) are 
caused by "tightness" coming from a partition into homogeneous forms. 
This is one of the motivations that we propose Partition Problem. 
By the way, the problems on " gradient vector fields of analytic 
functions " are related to ones on I' level surfaces of them " in 
various meanings. Therefore the results on Partition Problem would 
help the previous field as one of tools ( refer to [18] ) .  
0 52.  C - s u f f i c i e n c y  o f  j e t s  v i a  blowing-up. 
n Let w : (IR ,o) ( ~ ~ 0 )  be a polynomial of degree < k + r , 
and w be written as follows : 
k W(X) = Z (x )  + G(X) with Zk 0 and j ~ ( 0 )  = 0 . k 
Sn-l, Rpn-l ~ I1 : is a projection, and put n(a) = a for a G sn-l - 
-1 We define A = ~ ( C Z  (0) n sn-') where -1 k Czk (0) = { P (S R" 1 
azk azk 
=----(P) = 0 1 and B[%] = { o G ~ ( n )  I o ( a )  = e o r  
axn 
n 
o ( - a )  = e ( e = ( 0,  , 0 1 )  ) 1 f o r  % G A S  For 0 
n n a  
-I 
B[Z] , we w r i t e  w = WOO . Here we put 
d a )  a  
w ( x X  - - =  X X X ) = X k H  (X * * * , X ) .  
o ( a )  1 ny n-1 n 3  n n o ( a )  1' n 
It i s  easy t o  s e e  t h a t  H i s  a polynomial w i th  H o ( a )  ( 0 )  = 0 . 
o ( a )  
0 Then we have t h e  fol lowing c h a r a c t e r i z a t i o n  of C - su f f i c i ency  of 
( k + r ) - j e t s  by us ing  t h e  " a f t e r  blowing-up func t ions  " H 
o ( a )  
Theorem ( [ l o ]  Theorem 2.1 ) . For w ~ ~ + ~ ( n , l )  , the 
following conditions are equivalent. 
0 (1) w i s  C - su f f i c i en t  i n  &[k+rl(n31) • 
( 2 )  For any 2 E A , there ex is t  oa E B[%] , C > 0 , and a 
a 
neighborhood W o f  0 i n  [R" such that 
a 
Remark 2. (1) I f  f o r  some oa E B[%] ( * )  ho lds ,  t hen  f o r  
any 0 B[%] ( holds .  I n  o t h e r  words, t h e  proper ty  ( * )  
a. 
does not  depend on t h e  choice  of 0 . 
a 
0 ( 2 )  The s i m i l a r  r e s u l t  ho lds  i n  t h e  case  of  C - su f f i c i ency  of 
( 3 )  This  c r i t e r i a  i s  o f t e n  e a s i e r  t o  check than  Theorem I. We 
s h a l l  g ive  such examples i n  t h e  next  s ec t ion .  
C0r01 lary 1 ( [lo] Corollary 2.3 ) .  I f  for any % A , there 
r 0 
ex i s t s  0 B[%'] such that j HHa(a) i s  C -su f f ic ient  i n  a 
0 
then w E ~ ~ + ~ ( n , l )  i s C -su f f ic ient  i n  
Let w ~ ~ + ~ ( 2 , 1 )  be in the Weierstrass form : 
(**> k w(x,y) = x + Hk+,(x,y) + + H~+~(x,Y) 
where H.(x,y) is a homogeneous j-form ( k + 1 5 j 2 k + I- ) .  'Then 
J 
W(XY,Y) = ? H(X,Y) , 
k r 
where H(X,Y) = X + Y Hk+l(~,l) + + Y Hk+r(~yl) • 
COr011ary 2 ( [lo] Corollary 2.4 ). For the Weierstrass jet 
(**)  w E ~ ~ ' ~ ( 2 ~ 1 )  , the following conditions are equivalent. 
0 (1) w i s  C - su f f i c i en t  i n  & (2,l) . [k+r 1 
( 2 )  There ex i s t  C > 0 and a neighborhood U of  0 i n  bn 
such that 
Corollary 3 ( [lo] Corollary 2.5 ) .  Let w be i n  the Weierstrass 
0 form ( *  . I f  j r ~  i s  C -su f f ic ient  i n  8,r1(2,11 , then w 
0 E $+'(2,1) i s  C -su f f ic ient  i n  
The theorem suggests to us that we can take the initial part of 
f as gl of Partition Problem in the direction of the approach to 
it via blowing-up. Then we can interpret the meaning of the first 
blowing-up by the inequality in Theorem I. This gives rise to the 
fol lowing problem n a t u r a l l y .  
Problem 1 .  can we interpret the meaning o f  the second blowing- 
up by the inequalit ies i n  Theorem ? 
Remark 3. Professors  J. Bochnak and M. Shio ta  have pointed out  
t o  me t h a t  Problem 1 i n  t h e  case  n  2 3 i s  e s s e n t i a l l y  d i f f e r e n t  from 
t h a t  i n  t h e  case  n  = 2 . 
0 Problem 2. can we characterize " C -sufficiency o f  je ts  " b y  the 
successive blowing-ups ? 
53. Applications. 
0 
We c a l c u l a t e  two examples on C - suf f ic iency of j e t s  by us ing  t h e  
Example 1 .  Concerning t h e  problem i n  [17] ,  t h e  author and W.  
Kucharz showed t h e  next f a c t  ( [7 ]  ) : 
For k = 8 ,  9, * * o  3 5 6 , a, w = x - 3 x  y G J ( 2 , l )  is not 
0 0 C - su f f i c i en t  i n  erkl ( 2  ,I) , but the number o f  d i f ferent  C -types o f  
k C -realizations o f  w i s  f i n i t e .  
We r e c a l l  t h e  o u t l i n e  of t h e  proof.  We put 
f o r  a  = ( a o y  aly 8 
a7 ) E R . Then we have 
3 0  3 7 (1) x - 3 x y5 i s  not C -equivalent t o  x  - 3 x y5 + y , 
( 2 )  # I Ha I i s  finite ( by Pukuda's 
theorem ( [41)  ) ,  
0 (3)  (i) i n  t h e  case 
a7 # 0 , Ha ~ ~ ( 2 , l )  i s C - s u f f i c i e n t  
i n  &,71(2 ,1)  , and 
7 0  (ii) i n  t h e  case 
a7 = 0 , H G J ( 2 , l )  i s  C - s u f f i c i e n t  i n  a  
Therefore t h e  above f a c t  fol lows from (1), ( 2 ) ,  and ( 3 ) .  Here 
we g ive  t h e  quick proof of ( 3 )  by us ing  t h e  c o r o l l a r i e s .  
3  ( Proof of (3)  ) Since t h e  i n i t i a l  p a r t  of Ba i s  x , we 
consider  
3  H a  (XY,Y)  = Y G ~ ( x , Y )  , 
3 7 4 6 4 4 
where G ~ ( x , Y )  = x3 - 3 X Y  + a o  X Y + a  1 X Y + + a  7 Y . 
(i) Since t h e  i n i t i a l  p a r t  of G a i s  x3 , f u r t h e r  put  
3  3  7 8 6 7 G ( x Y , Y ) = Y  ( X  - 3 X Y + a o X  Y + a l X  Y + ~ * ~ + a  Y ) .
a  7 
As a, t 0 , we see  t h e  statement ( i )  by us ing  Corollary 3  twice.  
I 
4 0  (ii) It i s  easy t o  see  t h a t  j G,(o) i s  C - su f f i c i en t  i n  
& ( 2 )  . Thus t h e  statement (ii) fol lows from Corollary 3. ( O r  
we see  t h i s  statement e a s i l y  by Corollary 2. ) 
9 3 + x  y .  T . F u k u i a n d E .  Example 2.  Let f ( ~ , ~ )  = y + x y  
Yoshinaga showed t h a t  
0  ( i )  f  E ~ ' ~ ( 2 , l )  i s  c - s u f f i c i e n t  i n  & L u l ( 2 y l )  5 
by using t h e i r  method ( Example 7 .3  i n  [ 5 ]  ) .  Here we see t h a t  
11 0 (ii) f  J ( 2 , l )  i s  C - s u f f i c i e n t  i n  
by our method. 
We note  t h a t  t h e  i n i t i a l  p a r t  of f i s  x4 y3 . F i r s t  put 
1 9 3 0  Then j ( Y  + X4 + -X Y ) = Y i s  C - s u f f i c i e n t  i n  ( 1 )  . Next 
4 8 3 3  3 o Then j ( X  Y + y3 + X Y ) = Y + X Y i s  C - s u f f i c i e n t  i n  
Therefore t h e  s tatement  (ii) follows from Corolla.ry 1. 
$4. O t h e r  a p p r o a c h e s .  
We can t h i n k  s e v e r a l  approaches t o  P a r t i t i o n  Problem. Here we 
W 
summarize two kinds of them. Let f  : (EIn,0) ( W , O )  be a  C 
funct ion .  
(1) We give  "proper'r weights t o  ( xl , m a  , X ) , and 
n  
p a r t i t i o n  f  i n t o  t h e  same weight 's  forms. Then we study some 
p roper t i e s  on them ( [ l l ]  ) .  
( 2 )  Recently E. Yoshinaga has shown some i n t e r e s t i n g  r e s u l t s  
on a  modified a n a l y t i c  t r i v i a l i z a t i o n  of r e a l  a n a l y t i c  f a m i l i e s  
( [20] ) .  I n  a  c e r t a i n  sense,  we may regard  h i s  r e s u l t s  a s  an 
approach t o  P a r t i t i o n  Problem on some condi t ions  r e l a t e d  t o  "non- 
degeneracy" of t h e  Newton boundary of f  . 
$5. Problem on r e g u l a r i t y  c o n d i t i o n s .  
I n  t h i s  s e c t i o n ,  we g ive  a problem on r e g u l a r i t y  condit ions of 
s t r a t i f i c a t i o n s  concerning P a r t i t i o n  Problem. 
Problem 3 ( [9] $2 (2) ) .  L e t  F : (an ,o) + (c,o) be a 
e 
ho lomorph ic  f u n c t i o n  germ. I f  F-~(o) = U Si is a W h i t n e y  (b)- i=O 
-1 
r e g u l a r  s t r a t i f i c a t i o n  where So = F ( 0 )  - CF ( CF : s i n g u l a r  p o i n t s  
set o f  F ), then an - CF i s  (a ) - r e g u l a r  o v e r  i f o r  l < i l e ?  F 
For the definitions of Whitney (b)-regularity and Thom condition 
(aF). See [151, [161, and [81. 
Remark 4. (1) The converse of this problem is not valid. 
Namely, (a )-regularity does not necessarily imply (b)-regularity. F 
Recall the well-known " Brianfon-Sped-er' s example " ( [3] ) : 
as the topological triviality does n o t  imply (b)-regularity. Then it 
is not difficult to see that this variety is (a )-regular over t-axis F 
4 
at O E ( I :  . 
( 2 )  The similar comment as this problem is described in [6]. 
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1 INTRODUCTL ON 
The system which we want to study here is suggested by the 
equations of the form 
x E lRrn, y E xn. Many types of solutions of (1.1) have been studied 0 
by considering (1.1) as limit of 0 
for E + O .  For the type rn=n=l, there are works of J. LaSalle 
[ll], A.A. Andronov and et al. [ I ] ,  and others. For the case m = 2  
and n = 1, there are worlcs of E.C. Zeeman [16], E. ~enoit [2] , and 
others. For general m and n=l, there is the work of N. Levinson 
[12]. For general rn and n, there are the works of L.S. Pontryagin 
[14], F. Takens [15], a book by E.F. Mishchenko and N.Kh. Rozov [13]. 
As a generalization of the equation (l.l)E, we consider a vector 
., 
field /E. Here, Z E ~[O,E~), is a vector field on a manifold M, 
E E , 
which is a generalization of ,the equation: k = ~f(x,y), 9 = g(x,y). 
- 
The limit of ZE/& for E + O  exists only on the set Z of points 
- 
where Z =0, (in the case of (1.1) C is the set of points where 0 0 ' 
- 
g(x,y)=O). But, by a perturbations of Z, C becomes a discrete set. 
To avoid this, we assume that the vector field z is tangent to the 0 
leaves of a codimension m foliation F on M. f can be considered 
as a generalization of the product structure lRmxXZn. This vector 
field 2 tangent to F is a generalization of the equation 9 = g(xYy) 0 
in (1.1) . 
E 
- 
A constraint system will be defined as the pair {{zEI ,F} as 
above (Definition 5.1). After the definition of the solution for a 
constraint system (Definition 5.4) we will define an admissible so- 
lution, which is a solution having useful properties (Definition 5 . 5 ) .  
These definitions are motivated by F. Takens' definitions of con- 
strained equations and solutuons [15]. As a generalization of 
the fibre bundles in his situation, we consider foliations. He con- 
sidered a function M+IR which played similar role as our vector 
field Z tangent to F. 0 
Before the description of our singular perturbation theorem in 
section 5, we must introduce the results of the previous paper [lo] 
in section 4. For this purpose, we set the sections 2 and 3 as 
preliminaries. In section 4 we show generic properties GO, G1, and 
- 
G2 for the vector field ZO. GO assures that the set of equilibrium 
- 
points 1 of ZO is a manifold. 61 is a regularity condition of 
- 
the derivative of Z on 1. G2 assures that C has a stratification 0 
S ,  which is stratified by the number of zero-eigenvalues and the number 
- 
of pure imaginary eigenvalues of the derivative of zo 1 Lp at p~ C. 
Here L is a plaque of F containing p. GO, G1, and G2 are generic 
P 
properties (Theorem 4.2). The property G3 assures that the mani- 
fold 1 is in general position in the foliation F with respect to the 
Thom-Boardman singularity which is explained in section 3. Theorem 4.3 
implies that the set of ZO having property G3 is dense in the space 
of vector fields on M which are tangent to F .  The ~ a d d l ~ - ~ ~ d ~  
bifurcation and the Hop£ bifurcation are wellknown as typicalcodimension 
one bifurcations of equilibria. Theorem 4.7 in section 4 shows where 
- 
these bifurcations of ZO 1 L~ appear, for p t C in the language of the 
stratification S and Thom-Boardman's stratification. Theorem 4.8 
- 
determines the qualitative structure of ZO near the point p where a 
saddle-node bifurcation occurs: In the case that C has codimension 
one (i.e. n=l), it is trivial to see that the jumping path (trace of 
Definition 5.8) leaving a fold point exists uniquely. Theorem 4.8 shows 
the uniqueness and other properties of the jumping path for the general 
n 2  1. 
Theorem A and Theorem B in section 5 concerns with the structure of 
the orbits of (l.l10 or the slow orbits of (l.l)E ( E ~ O )  on a neigh- 
borhood of the fold points (aEs)f. of E. 
Theorem C is the singular perturbation theorem for admissible 
solutions. This is a generalization, in some sense, of N. Levinson 
[12], L.S. Pontryagin [ 1 4 ] ,  and N. Fenichel [5]; see Remark 5.10. 
There is an exampleofaconstraint system in the theory of LC- 
network perturbation of electrical circuits (G. Ikegami [ 8 ] , [ 9 ] ) .  
In this theory, there is a foliation f (not necessarily a trivial 
p r o d u c t  s t r u c t u r e  lRmxlRn) and a one paramete r  f a m i l y  of v e c t o r  
- 
s p a c e s ,  {ZE} such t h a t  ZO i s  t a n g e n t  t o  F .  
2. PRELIMINARIES 
L e t  M be  a  smooth (COO) mani fo ld  w i t h  dimension m + n ,  and 
F b e  a smooth f o l i a t i o n  on M w i t h  codimension m.  F i s  a  d i s j o i n t  
decomposi t ion of M i n t o  n d imens iona l  i n j e c t i v e l y  immersed 
connected smooth submani fo lds  ( l e a v e s )  such  t h a t  M i s  covered by 
cm c h a r t s  
- 1 -1 
and (a l  x a 2 )  ({x) x D") i s  i n c l u d e d  i n  t h e  l e a f  th rough  (a l  x  a 2 )  
n  ( x , y ) ,  x  t Dm, y  E D n ,  where Dm and D a r e  t h e  open d i s k s  i n  R~ 
and lRn, r e s p .  We d e n o t e  
and c a l l  i t  t h e  p laque  c o n t a i n i n g  t h e  p o i n t  ( x , y ) .  
L e t  T :TF -t M b e  t h e  subbundle  of t h e  t a n g e n t  bundle  TM -t M 
such  t h a t  t h e  f i b r e  T - ' ( ~ )  i s  an  n-dimensional v e c t o r  space  which i s  
t a n g e n t  t o  t h e  l e a f  of F th rough  pt M. L e t  Y : M + TF be  a cr 
r 
s e c t i o n  of t h e  v e c t o r  bundle  T Y i s  a l s o  a C - s e c t i o n  of t h e  
t a n g e n t  bundle  TM -+ M. We c a l l  such a  s e c t i o n  a  cL v e c t o r  f i e l d  on 
M t a n g e n t  t o  t h e  f o l i a t i o n  F .  Denote by Y ~ ( F )  t h e  s p a c e  of a l l  
r r C v e c t o r  f i e l d  t a n g e n t  t o  F w i t h  t h e  Whitney C topology.  
We w r i t e  C f o r  t h e  s u b s e t  of e q u i l i b r i u m  p o i n t s  of a  v e c t o r  Y 
f i e l d  Y t y r  (F) . A p o i n t  p E Ey i s  c a l l e d  a  r e g u l a r  p o i n t ,  i f  t h e  
d e r i v a t i v e  dY a t  p  h a s  t h e  maximal rank  n .  p t C y  i s  c a l l e d  a  
normal ly  r e g u l a r  p o i n t  i f  ~ ( Y / L ~ ) ( ~ )  i s  nondegenera te ,  where L  i s  
P  
t h e  p laque  of F a t  p .  We deno te  by Cr t h e  s e t  of normal ly  r e g u l a r  
p o i n t s  of Cy.  A p o i n t  p t C p  i s  c a l l e d  a  normal ly  h y p e r b o l i c  p o i n t  
( r e s p .  normal ly  s t a b l e  p o i n t ) ,  i f  p  i s  a  h y p e r b o l i c  e q u i l i b r i u m  
p o i n t  ( r e s p .  s t a b l e  e q u i l i b r i u m  p o i n t )  of Y / L p  We w r i t e  Lh ( r e s p .  
C ) t h e  s e t  of normal ly  h y p e r b o l i c  ( r e s p .  s t a b l e )  p o i n t s .  We have 
S 
- 
L e t  axh  be t h e  set of a l l  f r o n t i e r s  of Ch; a C  = C  -Ih. h h  
A s t r a t i f i c a t i o n  S of a t o p o l o g i c a l  space  N i s  a  p a r t i t i o n  of 
N i n t o  s u b s e t s ,  which w i l l  be  c a l l e d  t h e  s t r a t a  of S, such  t h a t  t h e  
f o l l o w i n g  c o n d i t i o n s  a r e  s a t i s f i e d :  
( a )  Each s t r a t u m  S  i s  l o c a l l y  c l o s e d ,  i . e .  each  p o i n t  S E S  
h a s  a  neighborhood U such  t h a t  U flS i s  c l o s e d  i n  U .  
(b)  S i s  l o c a l l y  f i n i t e ,  i . e .  each  p o i n t  h a s  a  neighborhood 
meet ing on ly  f i n i t e l y  many s t r a t a .  
- - 
(c)  I f  Sl and S a r e  s t r a t a  and Sl n S 2  + @ ,  t h e n  S2 C S  2  1 ' 
The r e l a t i o n  S2 < S1 d e f i n e d  by S2 c S  S2 S1, i s  an o r d e r  on 
S .  It i s  t r a n s i t i v e  and one cannot  have b o t h  S  2  < S  1 and S1< S  2  ' 
- 1 L e t  N be a  C mani fo ld .  ~ e t '  N ci, and l e t  S b e  a s t r a t i f i c a -  
t i o n  of N .  We w i l l  s a y  t h a t  S i s  a  Whitney s t r a t i f i c a t i o n  i f  each 
I 
s t r a t u m  i s  a  C submanifold ,  and i f  S1, S  a r e  two s t r a t a  w i t h  2  s2 < 
S1, t h e n  f o r  a l l  ~ E S  t h e  t r i p l e  (S1, S2 ,  X) s a t i s f i e s  t h e  2  
f o l l o w i n g  Whitney 's  r e g u l a r i t y  c o n d i t i o n .  
Condi t ion :  For any sequences  {xi)  of p o i n t s  i n  S2 and iYi} 
of p o i n t s  i n  S1, such t h a t  x + x ,  yi + x ,  xi yi ,  segment X.Y. i 1 1  
1 
converges  ( i n  p r o j e c t i v e  s p a c e ) ,  and t h e  t a n g e n t  space  T S converges  
x, 
I 
( i n  Grassmanian of (dim S ) -plane i n  1~~ , n = dim N) , we have 2 c T_, 1 
1 
where R = l i m  x .  y  and Tm = l i m  T S . 
1 i X , 
I i L e t  S d e n o t e  t h e  s u b s t r a t i f i c a t i o n  of a  s t r a t i f i c a t i o n  S such  
i 
t h a t  S c o n s i s t s  of a l l  s t r a t a  of dimension - < i of S .  We c a l l  si 
- 
t h e  i - s k e l e t o n .  
3 .  THOM-BOARDMAN SINGULARITIES MODULO FOLIATION 
Suppose L ,  N a r e  smooth m a n i f o l d  and f ,  g: L- tN are C k 
maps w i t h  f ( p )  = g ( p ) = q .  f  h a s  f i r s t  o r d e r  c o n t a c t  w i t h  g  a t  p  
i f  ( d f ) p  = (dg)p  a s  mapping T L +T N of t a n g e n t  s p a c e s .  f  h a s  k t h  
P q  
o r d e r  c o n t a c t  w i t h  g  a t  p  i f  ( d f )  : TL +TN h a s  ( k - 1 ) s t  o r d e r  
c o n t a c t  w i t h  (dg) a t  e v e r y  p o i n t  i n  T L. 
P  
L e t  M be  a smooth mani fo ld  of dimension m + n ,  and l e t  F be  
a smooth f o l i a t i o n  on M w i t h  codimension m .  L e t  L b e  a  smooth 
manif o l d  w i t h o u t  boundary.  
D e f i n i t i o n  3 .1 .  
k  L e t  f , g : L + M  be  C m a p s w i t h  f ( p ) =  
g ( p )  = q .  f  is  s a i d  t o  have k t h  o r d e r  c o n t a c t  modulo F w i t h  g  a t  
p  i f ,  f o r  some (and hence f o r  any)  c h a r t  (U, al x a2 ) of F w i t h  
q  E U g iven  by (2 .1)  , u 0 f  : L + D~ h a s  k t h  o r d e r  c o n t a c t  w i t h  al O g 1 
k 
a t  p. T h i s  is  w r i t t e n  as f  - g mod F a t  p .  L e t  3 ( L , M ; F ) p , q ,  lc 
k  - 21,  denote  t h e  s e t  of e q u i v a l e n c e  c l a s s e s  under  mod F a t  p" of 
0 
mappings f : L + M  where f ( p ) = q .  L e t  J ( L , M ;  F) = ( ( P , ~ ) ) .  
P Y ~  
k L e t  J (L,M; F) =U J k ( ~ ,  M; F) ( d i s j o i n t  union)  . We c a l l  ( p ,  q)eLxM P,q 
J k ( ~ ,  M; F) a  j e t  s p a c e  modulo F .  An e lement  i n  J ~ ( L ,  M; F) i s  
c a l l e d  a  k - j e t  modulo F of mapping from L t o  M .  
k  For  a  C mapping f  : L  -+ M ,  a j e t  e x t e n s i o n  
i s  d e f i n e d  by s t i p u l a t i n g  t h a t  j k f ( x )  i s  t h e  k - j e t  mod F of f  
Our j e t  spaces  modulo f o l i a t i o n s  f o l l o w  t h e  J . M .  Boardman's 
t h e o r y  [ 3 ] .  
"I r 
We c a l l  C t h e  Thorn-Boardman submanifold  of J ( L , M ; F )  a s s o c i -  
a t e d  w i t h  Thorn-Boardman symbol I. 
These d e f i n i t i o n s  and p r o p o s i t i o n s  i n  t h i s  s e c t i o n  are d e s c r i b e d  
4.  GENERIC PROPERTIES OF VECTOR FIELDS TANGENT TO F. 
I n  t h i s  s e c t i o n  we i n t r o d u c e  some theorems ob ta ined  by Ikegami 
1103. 
D e f i n i t i o n  4.1.  L e t  dim M =  m +  n and codim F =  m . The f o l l o w i n g  
a r e  t h e  p r o p e r t i e s  of t h e  v e c t o r  f i e l d  Y t yr (M, F) . 
GO:  The s e t  
- Ey of a l l  e q u i l i b r i u m  p o i n t s  of Y i s ,  i f  nonempty, 
an m d imens iona l  cL mani fo ld .  
G I :  Every p o i n t  of 
-
Cy i s  r e g u l a r .  
 
G2: Y h a s  t h e  p r o p e r t y  G O  and t h e r e  i s  a Whitney s t r a t i f i c a t i o n  
-
S on C hav ing  t h e  f o l l o w i n g  p r o p e r t i e s :  Y 
( i )  I f  t h e  d i f f e r e n t i a l  d (Y ILp) (p)  a t  p h a s  Q e i g e n v a l u e s  , 
of z e r o  and 2 ( k  - 2 )  non-zero p u r e  imaginary e i g e n v a l u e s  
Sm-k t h e n  p i s  c o n t a i n e d  i n  t h e  (m - k j  s k e l e t o n  
(ii) The un ion  of a l l  (m - 1 )  d imens iona l  s t r a t a  U sm-l i s  a 
dense  s u b s e t  of a x h .  
m-1 (E) U S is d i v i d e d  i n t o  two p a r t s ,  (axh)* and (aEh)img, of 
un ions  of s t r a t a  such t h a t  
P t (azh)O => O i s  an  e i g e n v a l u e  of d (Y / L ~ )  (P) , 
p e ( aEh) img t h e  e i g e n v a l u e s  of d (Y I Lp) (p) i n c l u d e  a p a i r  of 
non-zero p u r e  imaginary numbers. 
G 3 :  Y h a s  t h e  p r o p e r t y  G O ,  and f o r  k = 1 ,  2,  t h e  k - j e t  
-
 
k k 
e x t e n s i o n  j 1: C -t J ( I y  , M; F) of t h e  i n c l u s i o n  map I : Cy -' M i s  
"I -I t r a n s v e r s e  t o  C f o r  a l l  Thorn-Boardman submanifold  C of l e n g t h  k 
symbol I. 
L e t  y r  d e n o t e  t h e  s e t  of Y E y r ( ~ ,  F )  s a t i s f y i n g  t h e  p r o p e r t y  k  
Gk, k = 0 ,  1, 2 ,  3 .  
r 
Theorem 4 . 2  . [ l o ] .  For  k = 0, 1, 2,  t h e  s e t  y i s  open dense  i n  
-- k  
Y ~ ( M ;  F ) ,  i f  k+ l  L - r < ". 
Theorem 4.3 . [10] .  Y; i s  dense  i n  Y ~ ( M ;  F) f o r  3  5 r < m. 
-I k 
L e t  I : Iy -+ M b e  t h e  i n c l u s i o n  map. L e t  1 C J  (Zy,M;F) be  
t h e  Thorn-Boardman mani fo ld  f o r  Thorn-Boardman symbol I. Denote ?I (Y) 
L e t  T : T F  -+ M be  t h e  v e c t o r  bundle  of v e c t o r s  t a n g e n t  t o  F. 
L e t  ( a ;  ct x U) be  a v e c t o r  bundle  c h a r t  of T L e t  J'(T) b e  1 2 '  
-i 
t h e  1 - j e t  space  of germs of p a r t i a l  s e c t i o n s  of T .  Def ine  CT t o  be  
1 
t h e  s e t  of 1 - j e t s  ~ E J  (T) such t h a t ,  i f  Y r e p r e s e n t s  a a t  p E M ,  
" i 1 -1 -i t h e n  Y ( p ) = O  and r a n k  ~ ( Y I L  ) ( p ) = n - i .  Denote IT(Y) I ( j  Y) ( I T ) .  
P  
The f o l l o w i n g  h o l d s  ( [ l o ,  Theorem 4.11) .  
P r o p o s i t i o n  4.4.  L e t  Y E Y ~ ( M ;  F) , r 2 2.  Then we have t h e  
- 
f o l l o w i n g .  
" i ( i )  LT(Y) = f i ( Y ) ,  i f  Y s a t i s f i e s  G O  and G I .  
(ii) I f  Y s a t i s f i e s  63 ,  t h e n  each p o i n t  p  e f 1 7  '(Y) = f1 (y) 
Cr-l 
I =  ( 1 , 0 ) ,  i s  a  f o l d  p o i n t ;  i . e .  t h e r e  e x i s t  c o o r d i n a t e s  of c l a s s  9 
xl,...,x c e n t e r e d  a t  p  i n  C and y  
Y - - ' 'Y,, zl' " - , z  c e n t e r e d  a t  p m n  
i n  M, such t h a t  ( a )  
z19- . -7z  a r e  t h e  c o o r d i n a t e s  of t h e  p laque  L  of  n  P  
F ,  ( b )  t h e  i n c l u s i o n  map Cy -+ M i s  g iven  by 
T h i s  p r o p o s i t i o n  is  a  b a s e  f o r  t h e  p r o o f s  of t h e  theorems below 
i n  t h i s  s e c t i o n  and n e x t  s e c t i o n .  
Next,  we s t u d y  t h e  b i f u r c a t i o n s  of Y a t  Ch. Suppose t h a t  
dim M =  m+n, codim f =  m,  and Y i s  of c l a s s  cr, r 1 3 .  - L e t  p  be  a 
p o i n t  i n  a I h  Assume t h a t  t h e r e  i s  a neighborhood N of p  i n  a L h  
m 
such  t h a t  N i s  an  (m - 1 )  d imens iona l  manif o l d .  L e t  cil x a2 : U -+ D x , 
Dn b e  a c h a r t  of f such t h a t  (a1 x a 2 )  (P) = (0,O) , ( s e e  ( 2  - 1 ) )  . L e t  
m 
I be  a segment i n  D p a r a m e t r i z e d  by y  such t h a t  p = O  i n d i c a t e s  
t h e  o r i g i n  of Dm. 
-1 
Assumption: L  f (a l  x w2) (I x D ~ )  i s  t r a n s v e r s e  t o  b o t h  1 and Y 
N i n  M. 
D e f i n i t i o n  4.5.  Under t h e  above assumption we s a y  t h a t  Y h a s  a  
saddle-node b i f u r c a t i o n  a t  p E  a C h ,  i f  t h e r e  i s  an segment I as above 
s a t i s f y i n g  t h e  fo l lowing :  The smooth curve  L nC i s  t a n g e n t  t o  Y Lo 
s 
a t  p ,  Cy nL =Ip i f  1~ < 0 ,  and C n L  c o n s i s t s  of two p o i n t s ,  
L' y 1-I p,, 
U .  U 
and P,, ~ f  1-1 > O .  Furthermore,  Y i s  h y p e r b o l i c  a t  
s U 
and P1-I. The 
dimensions  of t h e  s t a b l e  m a n i f o l d s  a t  pv and P,, a r e  k  and k - 1 ,  
r e s p e c t i v e l y ,  1 - 5 k l m .  - See F i g u r e  1. 
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D e f i n i t i o n  4 . 6 .  Under t h e  above assumption we s a y  t h a t  Y h a s  a  
Hopf b i f u r c a t i o n  a t  ~ € 2 1 ~ '  i f  t h e  f o l l o w i n g  ho ld  f o r  e v e r y  segment 
m I C D  as above: There  i s  a un ique  3-dimensional c e n t e r  mani fo ld  C 
( s e e  Guckenheimer-Holmes [ 6 ,  p.1271) c o n t a i n i n g  L n C y = ( U L  ) nCy and 
P 11 
a system of c o o r d i n a t e s  (x ,  y ,  p)  on C ,  w i t h  ( x ,  y ,  p)  E Lp, f o r  which 
t h e  Tay lor  expansion of degree  3 of Y on C i s  g i v e n  by 
2 2 2 2 j, = (dp + a ( x  + y  ) ) x  - (W + cp + b ( x  + y  ) ) y  
2 2 2 2  9 = (W + cp + b ( x  + y  ) x  + (dp + a ( x  + y  ) ) y ,  
which i s  expressed  i n  p o l a r  c o o r d i n a t e s  a s  
See F igure  2.  Consequent ly ,  i f  a  0, t h e r e  i s  a  surface of p e r i o d i c  
s o l u t i o n s  i n  C which h a s  q u a d r a t i c  tangency w i t h  t h e  e igenspace  of 
X(O), X(0) a g r e e i n g  t o  second o r d e r  w i t h  t h e  p a r a b o l o i d  p  = - ( a / d )  (x  2  
2 + y ) . I f  a < 0 ,  t h e s e  s o l u t i o n s  a r e  s t a b l e  l i m i t  c y c l e s ,  whi le  i f  
a  > O ,  t h e r e  a r e  r e p e l l i n g .  (See [6,Theorem 3.4.21.)  
k  -k L e t  S be t h e  k - s k e l e t o n  of S .  L e t  S b e  t h e  k - ske le ton  of t h e  
-i 1 -1 -i 
s t r a t i f i c a t i o n  determined by C (Y) = (j 1) ( C  ) , i = 0 ,  1, . . . , m.  i.7e 
-m-k-tl have S k = i m - k ( Y )  U C  ( Y )  U ... UFrn(y).  Under G I ,  we have sk,zk 
and sm-l = azh , by P r o p o s i t i o n  4 . 2 ( i )  and t h e  d e f i n i t i o n  of S .  
Moreover, a  (m-1)  d imens iona l  s t r a t u m  of S i s  i n c l u d e d  i n  a  ( m - 1 )  
dimensional  s t r a t u m  of S. For t h e  sets d e f i n e d  i n  G2, we observe  
~ m - 1  (ach>,  and (aLh)  i m g  n Sm-I = 4. 
Denote by (aCh)f t h e  s e t  of f o l d  p o i n t s  i n  ach; 
Theorem 4 . 7  . [ lo] .  L e t  Y E yr (F)  , r > 3 .  Suppose t h a t  Y s a t i s f i e s  
G I ,  G2, and G3. Then, t h e r e  i s  a n  open dense  s u b s e t  ( a E h ) f U  
of t h e  boundary a C h  of t h e  normal ly  h y p e r b o l i c  domain Ch c Cy such 
t h a t  Y h a s  saddle-node b i f u r c a t i o n  at  each p o i n t  of (aCh)£ and h a s  a  
Hopf b i f u r c a t i o n  a t  each  p o i n t  of (aEh)img. 
Next,  we s t u d y  t h e  q u a l i t a t i v e  s t r u c t u r e  of Y a t  f o l d  p o i n t s  i n  
t h e  boundary of t h e  normal ly  s t a b l e  domain Is. 
r L e t  X be  a  C v e c t o r  f i e l d  on an open s e t  U i n  , l e t  O t  
b e  t h e  f low of X ,  and l e t  p t U  be  a n  e q u i l i b r i u m  p o i n t  of X. 
Suppose t h a t  t h e  e i g e n v a l u e s  h O ,  ..., A of dX(p) s a t i s f y  t h a t  
n-1 
C A = O  and t h a t  t h e  r e a l  p a r t s  0 Rhl, . . . , Rh < 0.  L e t  E and E' n-1 
be  t h e  g e n e r a l i z e d  e i g e n s p a c e s  of ho and A ..., h  1 ' r e s p e c t i v e l y .  n-1 ' 
By t h e  c e n t e r  manifold  theorem (~uckenheimer-Holmes [ 6 ,  Theorem 3-2-11) ,  
t h e r e  a r e  an  i n v a r i a n t  cr mani fo ld  w S ( ~ )  ( c a l l e d  t h e  s t a b l e  
s r 
manifold)  t angen t  t o  E a t  p  and a  C mani fo ld  w ' ( ~ )  ( c a l l e d  t h e  
C C ( l o c a l  c e n t e r  mani fo ld )  t a n g e n t  t o  E a t  p .  W i s  l o c a l l y  i n v a r i a n t  
C s i n  t h e  s e n s e  t h a t ,  i f  q t W and O t  ( q )  E U ,  t h e n  $t (q)  t wC. W i s  
C 
unique,  b u t  W need n o t  b e  s o .  
L e t  $ be t h e  f l o w  a s s o c i a t e d  t o  a  v e c t o r  f i e l d  on a m a n i f o l d .  
t 
The s u b s e t s  
S 
v (P) = {q : V J ~ ( ~ )  'p  a s  t + m}, and 
a r e  c a l l e d  t h e  s t a b l e  s e t  and t h e  u n s t a b l e  s e t  of p ,  r e s p e c t i v e l y .  
The boundary a C  =C - C of t h e  normal ly  s t a b l e  domain i s  i n c l u d e d  i n  
S s S 
t h e  boundary a C  of  t h e  normal ly  h y p e r b o l i c  domain. Suppose Y s a t i s f i e s  h  
G 1 ,  G2, and G3. Then, by Theorem 4 . 7 ,  t h e r e  i s  an  open dense  s u b s e t  
( a 1  ) U(aEh)img of a x h  such  t h a t  Y h a s  a  saddle-node b i f u r c a t i o n  a t  h  f  
(aLh)£ and h a s  aHopf b i f u r c a t i o n  a t  (31  ) . Def ine  t h e  sets as h  img 
f o l l o w s ,  
Theorem 4.8.[101. Suppose Y E ~ ( M ; F ) ,  r 1 3 .  L e t  ( a y f  U ( a x  1.  
-- - s 1mg 
b e  t h e  open dense  s u b s e t  of a C d e f i n e d  as above.  L e t  p E ( a  Is) 
S 
Then, t h e s e  a r e  a n  open neighborhood U of p  i n  M and a cr 
embedding from t h e  p l a q u e ,  h  : L  + lR1 x  TRn-I such t h a t  t h e  f o l l o w i n g  
P  P  
i s  s a t i s f i e d .  
P  
-'(E'X { o ] ) ,  (i) wS(p) nLp=h- l ({O~xlRn," - l )  and ~ ~ ( ~ ) n L ~ c h ~  
C 
where wS(p) and W (p)  a r e  t h e  s t a b l e  and c e n t e r  mani fo ld  of Y I  L 
P ' 
r e s p e c t i v e l y .  
(ii) vS(p)  "L c h - ' ( [ ~ , m )  -1 )  and v ~ ( ~ )  n L p c h p  ((-m,O]X 
P  P  
C (01)  cw ( p )  S , where V (p) and v ~ ( ~ )  a r e  t h e  s t a b l e  and u n s t a b l e  s e t s  
of p ,  r e s p e c t i v e l y .  
Cr-l (irli) The cr embedding h  depends c o n t i n u o u s l y  on 
P  
p  E (aCs) f .  S o  t h a t ,  bo th  of t h e  s e t s  
Cr-l 
and vU(p)  a r e  i n j e c t i v e l y  immersed submanifolds  of PI. 
5 .  MAIN DEFINITIONS AND MAIN THEOREES 
L e t  M be a  smooth manif  o l d .  L e t  {.?El, 0  5 E < E ~ ,  be  a f a m i l y  
- 
- - - 
of v e c t o r  f i e l d s  on M. Denot ing Z (p)  = Z (p  , E )  , {ZE)  i s  c a l l e d  a  C' 
E 
f a m i l y  i f  Z i s  a  cL v e c t o r  f i e l d  on Mx [O,c0).  I n  t h i s  s e c t i o n ,  we 
assume r >  3 .  
D e f i n i t i o n  5.1. A c o n s t r a i n t  sys tem of c l a s s  cr on M i s  a 
p a i r  F }  of Cr f a m i l y  of v e c t o r  f i e l d s  on M ,  { O ( E <  
- 
., 
E and a  smooth f o l i a t i o n  F on M such  t h a t  Z (E = 0 )  i s  t a n g e n t  0  0  
t o  ( t h e  l e a v e s  o f )  F. W e  may c a l l  t h e  l i m i t  of  E f o r  E ' 0  a 
c o n s t r a i n e d  e q u a t i o n  w i t h n o t q u i t e t h e  same meaning a s  T a k e n s i n  [14] .  T h i s  
- 
l i m i t  e x i s t s  o n l y  a t  most on t h e  s u b s e t  of e q u i l i b r i u m  p o i n t s  of . Zo 
- 
We s e t  t h e  f o l l o w i n g  axiom f o r  {{zE}, F l .  
- 
Axiom 5 .2 .  Y = Z  s a t i s f i e s  G I ,  G2, and G3. 0  
Remark 5.3.  By Theorem 4 . 2  and Theorem 4 .3 ,  t h e  s e t  of f a m i l i e s  
r 
s a t i s f y i n g  Axiom 5 . 2  i s  dense  i n  t h e  s p a c e  zr  of C f a m i l y  of v e c t o r  
- - 
f i e l d s  {ZE} such  t h a t  ZO i s  t a n g e n t  t o  F. Here ,  z r  i s  d e f i n e d  
r 
u s u a l l y  a s  a  subspace of t h e  space  X ~ ( M  X [ O , E ~ ) )  of C v e c t o r  f i e l d s  
on Mx [ O , E ~ ) .  
L e t  C b e  t h e  normal ly  r e g u l a r  domain of t h e  mani fo ld  Cy of 
r 
- 
e q u i l i b r i u m  p o i n t s  of Y = Z o .  H e r e a f t e r ,  we u s e  t h e  s imple  n o t a t i o n  
C f o r  Cy.  L e t  
be  t h e  bundle  map o b t a i n e d  by t h e  p r o j e c t i o n  
f o r  each P E C , ,  where L i s  t h e  p l a q u e  of F c o n t a i n i n g  p .  For a 
P 
c r o s s - s e c t i o n  X of t h e  bundle  TC M+C we d e f i n e  a  v e c t o r  f i e l d  
r ' 
r 
cr-l 
I f  X is  of c&ss  cr ,  t h e  v e c t o r  f i e l d  XI i s  of c l a s s  s i n c e  
c i s  of c l a s s  cr. 
I n  t h e  f o l l o w i n g  d e f i n i t i o n ,  a  c u r v e  y  : ( a , b ) + C r  c a n b e  d i s c o n t i n u o u s .  
D e f i n i t i o n  5 . 4 .  A c u r v e  y  : ( a , b )  -+ C i s  a  s o l u t i o n  of t h e  
- - 
c o n s t r a i n e d  e q u a t i o n  l i m  Z € / E  a s s o c i a t e d  w i t h  { {z€}, F 1 i f  
E'O 
( i )  l i m  y ( t )  = y ( t O )  and t h e r e  i s  l i m  y ( t )  ly-(tO) i n  C 
t v t O  t r t O  
( n o t  n e c e s s a r i l y  i n  Cr) ; 
(ii) whenever y - ( t o )  S y ( t 0 ) ,  t h e r e  i s  an  o r b i t  C ( i n c l u d e d  i n  
- 
a  l e a f  of F) of ZO such t h a t  t h e  a l i m i t  s e t  a(C) and t h e  w 
l i m i t  set w(C) of C s a t i s f y  
u(C) = y - ( t 0 )  and w(C) = y ( t 0 )  ; 
(iii) i f  y - ( t O )  = y ( t O )  w i t h  y ( t o )  E Ir, t h e n  XCy(tO)  i s  t h e  
d e r i v a t i v e  of y a t  to; i f  y - ( t o )  # y ( t O )  w i t h  y ( t O )  E C r y  t h e n  
XCy(tO) i s  t h e  r i g h t  d e r i v a t i v e  o f  y  a t  t 0  ' 
A curve  y :  [ a , b )  -+ C i s  a  s o l u t i o n  i f ,  ( i )  f o r  any a < a l  < b ,  
y l  ( a 1  ,b )  i s  a s o l u t i o n ;  (ii) XCy(a) i s  t h e  r i g h t  d e r i v a t i v e  of y  
A curve  y  : ( a , b l  -+ C i s  a  s o l u t i o n  i f ,  ( i )  f o r  any a  < b y  < b ,  
Y /  ( a , b l )  i s  a s o l u t i o n ;  (ii) t h e r e  i s  l i m  y ( t )  =-y-(b) i n  1; (iii) 
- t r b  
t h e r e  i s  an  o r b i t  C of Z such t h a t  a(C)  =y- (b)  and w ( C )  = y ( b ) .  0 
Y : [ a , b l  -+ 1 i s  a s o l u t i o n  i f  y l  [ a , c )  and y l  ( c , b ]  a r e  
s o l u t i o n  f o r  a l l  a  < c  < b .  
For  a p o i n t  p € C r ,  t h e r e  i s  a  s o l u t i o n  y  : ( a , b )  -t C such t h a t  
r 
p  = y ( c ) ,  a  < c  < b .  But t h e r e  may be  many such  s o l u t i o n s .  See F i g u r e  
4 and 5.  
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Next,  we c o n s i d e r  s o l u t i o n s  h a v i n g  many u s e f u l  p r o p e r t i e s ,  
owing t o  which t h e  s i n g u l a r  p e r t u r b a t i o n  theorem (Theorem C) i s  
o b t a i n e d .  
.., 
L e t  Z = Y + E X + O ( E ) .  L e t  C b e  t h e  s e t  of e q u i l i b r i u m  p o i n t s  
E 
D e f i n i t i o n  5 .5 .  L e t  J be  an  i n t e r v a l .  A s o l u t i o n  Y : J  + Cr  
of l i m  Z € / E  i s  c a l l e d  a d m i s s i b l e  i f  
E+O 
( i )  t h e  image y ( J )  i s  i n c l u d e d  i n  t h e  normal ly  s t a b l e  domain 
C s  of Y ,  
(ii) whenever y  i s  n o t  c o n t i n u o u s  a t  t E J t h e n  p = y - ( t )  i s  
con ta ined  i n  t h e  f o l d  p o i n t  s e t  (aCs)f i n  a x s ,  and f u r t h e r m o r e  
i s  s a t i s f i e d .  
Remark 5 . 6 .  ( i )  The c l o s u r e  of C p l a y s  t h e  s i m i l a r  r o l e  a s  
S 
'v, min i n  Takens' s i t u a t i o n  [15,  p.1481. For a  s o l u t i o n  p a s s i n g  th rough  
a  p o i n t  i n  C -1 t h e  s i n g u l a r  p e r t u r b a t i o n  theorem s i m i l a r  t o  Theorem C h  s '  
below cannot  h o l d .  
( i i )  I f  we c o n s i d e r  t h e  u s u a l  f i g u r e  (eq.  [2, p.167, F i g u r e  8 ( a ) l )  
i n  t h e  c a s e  of dim M =  3  and dim C = 2 ,  t h e  set (aCs)f i s  a  b ranch  o f  
t h e  f o l d  s e t  w i t h o u t  c o n t a i n i n g  t h e  cusp p o i n t .  
(iii) The set ( a L s ) f u  (31 ). i s  open dense  i n  a C s .  S i n c e  t h e  
s lmg 
- 
v e c t o r  f i e l d  Y = Z  h a s  a  Hopf b i f u r c a t i o n  a t  each p o i n t  of (aC ) 0 s img 
by Theorem 4 . 7 ,  we cannot  e x p e c t  a s i n g u l a r  p e r t u r b a t i o n  theorem f o r  
any s o l u t i o n  y p a s s i n g  through (aCs)img. 
A p o i n t  p  ~ ( 3 1 ~ ) ~  i s  c a l l e d  a pseudo s i n g u l a r  p o i n t ,  i f  
X(p) E T  C + T  L i s  s a t i s f i e d .  T h i s  d e f i n i t i o n  i s  a  g e n e r a l i z a t i o n  o f  
P  P  P  
t h e  d e f i n i t i o n  by E. Benoi t  [2, p.1671. We s a y  t h a t  p  ~ ( 3 1 ~ ) ~  
s a t i s f y i n g  (5.3) i s  a  pseudo r e g u l a r  p o i n t .  Using Theorem B shown below, 
we can s e e  t h a t ,  by a  p e r t u r b a t i o n  of X ,  s o  t h a t  by a  p e r t u r b a t i o n  o f  
- 
Z E ,  we have t h a t  t h e  s e t  of a l l  pseudo r e g u l a r  p o i n t s  i s  open dense  i n  
- 
Herea£ ter, l e t  {{z,}, Fl b e  a c o n s t r a i n t  sys tem of c l a s s  cr.  For 
a  non-zero v e c t o r  V E T  M, d e n o t e  by L(v)  t h e  1-dimensional  subspace 
P  
of T M g e n e r a t e d  by v .  The u n s r a b l e  s e t  v ~ ( ~ )  of p  t (aCs)f i s  a n  
P  
i n j e c t i v e l y  immersed submanifold  of [ o , w )  i n  M ,  and i t  e x i s t s  unique- 
l y  f o r  p ,  by Theorem 4 .8 .  
- 
In  o r d e r  t o  a n a l y z e  XI = T X f o r  X i n  
C zE = Y + E X + O ( E ) ,  
we s e t  t h e  f o l l o w i n g  Theorem A and Theorem B.  
Theorem A .  
-- For  p  E ( a I s ) f ,  t h e  one d imens iona l  space  
!L E T E f? T L c o i n c i d e s  w i t h  t h e  t a n g e n t  s p a c e  T ~ V ~  (p)  of t h e  P P P P 
unique u n s t a b l e  set o f  p .  Moreover,  R depends on p~ (8Ts)f 
P  
Cr-l 
c o n t i n u o u s l y  t h e  Grassmanian.  
Immediately f rom Theorem 4.8 (z) we o b t a i n  t h a t  t h e  mapping 
Cr-2 Cr-l p b R  i s  of c l a s s  . But ,  by Theorem A ( i ) ,  i t  i s  o f  c l a s s  
P 
L e t  p ~ ( 2 1 ~ ) ~  and U b e  a  neighborhood of p i n  C such  t h a t ,  
p u t t i n g  
I+, I-, and C a r e  connec ted  and t h a t  0  
is  s a t i s f i e d .  Consequent ly ,  f o r  q E X -  t h e  u n s t a b l e  dimension of 
~ ( Y I L ~ )  (p) i s  one and t h e  s t a b l e  dimension is  n-1. 
L e t  X be  a  v e c t o r  f i e l d  on a  domain D i n  a  manifold  and 
a : D - t  B be  a  p o s i t i v e  v a l u e d  f u n c t i o n  o f  c l a s s  Cr .  We s a y  t h a t  0-X 
r i s  a  C t ime  s c a l e d  v e c t o r  f i e l d  o f  X.  
- 
Theorem B. L e t  ZE = Y + E X +  o  ( E )  i s  of c l a s s  C r .  L e t  p  E (BEs)£ 
Cr-2 
and U = C  U C IJ C i s  a neighborhood a s  above.  Then, t h e r e  i s  a  + o -  
- Cr-l 
v e c t o r  f i e l d  2 on U such  t h a t  X IZ i s  a  C t ime  s c a l e d  one of C - 
- Cr-l 
xC 1 E - and XI I L+ i s  a  t ime  s c a l e d  one of ( - x ~ ) / E +  and t h e  
f o l l o w i n g  h o l d s .  
U ( i )  I f  p  E C0 i s  a  pseudo r e g u l a r  p o i n t ,  L ( E ~  ( p ) )  = TpV ( p )  i s  
s a t i s f i e d .  Moreover, f o r  some (and hence f o r  any) F i n s l e r  11 - 11 on TM 
and q  E U - E we have I/xE ( q )  11 + i f  q -+ p. 0  ' 
( i i )  I f  p t E 0  i s  a  pseudo s i n g u l a r  p o i n t ,  t h e r e  i s  a  open dense  
s u b s e t  X of t h e  space  x'(M) c o n s i s t i n g  of cr v e c t o r f i e l d s  such  t h a t  f o r  
0  
each X € X O  t h e  f o l l o w i n g  h o l d s .  
( a )  The set W c o n s i s t i n g  of a l l  pseudo s i n g u l a r  p o i n t s  o f  XI 
C 
Cr-2 
i n  Co i s  an (m-2) d imens iona l  manif o l d .  
(b)  There  i s  a  c ~ - ~  f o l i a t i o n  W on U such  t h a t ,  f o r  each l e a f  
W of W ,  dim W =  2, W i s  t r a n s v e r s e  w i t h  b o t h  Co and Wc,  and t h a t  W 
- - 
i s  X - i n v a r i a n t  ( i . e .  XE(q) E T  W f o r  q EW). C 9 
Remark 5 .7 .  For each l e a f  W of W i n  Theorem B ,  ( i i ) ,  ( b ) ,  
- 
t h e  v e c t o r  f i e l d  XI I (W n E-) h a s  one o f  t h e  f o u r  s t r u c t u r e s  which a r e  
g iven  i n  t h e  f i g u r e  by E. B e n o i t  [2 ,  p.168, F i g u r e  93 o r  by F. Takens 
[15,  p.181, f i g . 4 1 ,  a f t e r  more p e r t u r b a t i o n  of X i f  n e c e s s a r y .  
D e f i n i t i o n  5 - 8 .  L e t  y  : J -+ be a  s o l u t i o n  of l i m  i E / € .  For  
s E'O 
- 
a d i s c o n t i n u o u s  p o i n t  t i  1 ,  2  3, . l e t  C .  be  t h e  o r b i t  of 
1 0  
w i t h  t h e  l i m i t  s e t s  u (C. )  = y - ( t  .) and w(Ci) = y ( t i )  The a r c  
1 1 
i s  c a l l e d  t h e  t r a c e  of y .  
L e t  d  be a Riemannian m e t r i c  on M. 
Theorem C .  ( S i n g u l a r  p e r t u r b a t i o n  theorem).  L e t  y  : [Oyb]  -+ Is 
be an  a d m i s s i b l e  s o l u t i o n  of a  c o n s t r a i n e d  e q u a t i o n  l i m  ZE/E such 
E'O 
t h a t  y h a s  a t  most f i n i t e l y  many d i s c o n t i n u o u s  p o i n t s .  L e t  : IRxM 
- 
+ M be t h e  f low a s s o c i a t e d  w i t h  t h e  v e c t o r  f i e l d  ZE , ZE/€ ,  & 0. 
Then, f o r  any 6 > O  and p > O ,  t h e r e  e x i s t  E > O  and a  neigh-  
borhood U of p  = y ( 0 )  i n  M s u c h  t h a t ,  f o r  any E w i t h  0  < E <: 
and any ~ E U  t h e  f o l l o w i n g  h o l d .  
(i) l j ~ ~ ( J , q )  i s  i n c l u d e d  i n  t h e  &-neighborhood of t h e  t r a c e  
r ( y ) ;  i . e .  f o r  any t E J 
(ii) I f  t E J s a t i s f i e s  1 t - t . 1 2 p f o r  e v e r y  d i s c o n t i n u o u s  1 
p o i n t s  t l , t 2 , t g ,  ... t J  of Y ,  t h e n  we have 
C o r o l l a r y  5 .9 .  Admiss ible  s o l u t i o n  y : [ O , b ]  + C s  w i t h  y (0)  = p  
is  un ique ,  i . e .  i f  y 1  : [O,b] -t Cs i s  a n o t h e r  a d m i s s i b l e  s o l u t i o n  
w i t h  y l ( 0 )  = p ,  t h e n  y ( t )  = y l ( t )  f o r  any 0  < t s b .  
- 
Remark 5.10.  ( i )  N.  F e n i c h e l  [5, Theorem 9-11  p roves  a s i m i l a r  
p e r t u r b a t i o n  theorem f o r  a  neighborhood of a  compact s u b s e t  of normal ly  
h y p e r b o l i c  domain Ch. W e  u s e  t h i s  t h e o r e m f o r  t h e  proof  of Theorem C .  
( i i )  L.S.  P o n t r y a g i n  [14] shows some e q u a t i o n s  abou t  asyrnptotoic 
- 
approx imat ions  of t h e  segments i n  t h e  t r a j e c t o r i e s  of Z E ( ~ + O )  a t  
v a r i o u s  s t a g e  of t h e  a d m i s s i b l e  s o l u t i o n s .  But ,  i n  o u r  proof  o f  Theorem C ,  
we do n o t  u s e  p o n t r y a g i n l s  r e s u l t s ;  we g i v e  a n o t h e r  proof  u s i n g  t h e  
c e n t e r  manifold  theorem. 
(iii) E.F. Mishchenko and N.Kh. Rozov show a  s i m i l a r  theorem a s  our 
Theorem C wi thour  proof [13 ,  p.174 Theorem 11 w r i t i n g  t h a t  t h e  proof of 
t h e  theorem i s  n o t  s imple .  I n  t h i s  book [ 1 3 I ,  t h e  P o n t r y a g i n l s  r e s u l t s  
[14] a r e  a l s o  w r i t t e n .  
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Bitangency theorem for surfaces in W 4 
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0 .  Introductuin 
The purpose of this paper is a continuation of the work by 
Banchoff in CBI, that is, to obtain the bitangency theorem for 
single 2-surfaces in Euclidean 4-space. 
The original work on the bitangency theorem owes 
to Fabricius-Bjerre CFI. His discovery was the follosing. 
A bitangency of a smooth closed plane curve is, by 
definition, a line which tangents to the curve at two 
distinct points. Appearently there are two types of 
bitangencies, namely same side bitangency and opposite side 
bitangency (see Fig 0 . 1 ) .  We denote by I and I 1  the 
numbers of respective types of bitangencies, and denote 
by C and F the numbers of crossings and of inflection 
points of the curve, respectively. Fabricius-Bjerre's 
theorem states that 
Later on, in CHI, Halpern proved the bitangency theorem 
for pairs of curves, where a bitangency is a line which 
tangents both curves simultaneously. In this case the inflection 
term disappeared. 
Higher dimensional analogues were considered by Banchoff 
and by Hon-Fei Lai (see CBI), and Hon-Fei Lai proved a general 
bitangency theorem for pairs of immersions of manifolds into 
Euclidean spaces. 
In the case of plane curves, we can deduce the bitangency 
theorem for single curves from that for pairs. But in higher 
dimensional cases, this approach was not completed because 
of the difficulty to analyze the inflection term. 
Hon-Fei Lai's idea is to use a cross-section of a certain 
vector bundle, and to reduce the problem to counting the 
numbers of zeroes of this cross-section. For a pair of 
immersions, this cross-section has only transversal zeroes 
generically, but for a single immersion, i t  has 
inconvenient degenerate zeroes, inevitably. The aim of 
this work is to count the algebraic number of zeroes around 
these degenerate zeroes, in the case that surfaces in 
4-space are concerned. In this course, we need 
to develop surface theorem in 4-space. 
1. Transition from "pair" to "single". 
First we recall the definition of bitangency for immersions. 
Let f:M --, R" and g:N--+ R" be smooth immersions. 
DEFINITION 1.1. A pair of points (x,y) E M X N is called 
a bitangency of (f ,g), if the line in Wn through f ( x )  
and g(y) tangents both f and g at these points 
simultaneously. For a single immersion, its bitangencies are 
defined in the same way. 
When we consider bitangency theorem for pairs of immersions, 
we are interested only in the case that the sum of 
dimensions of the manifolds is equal to n, and when 
we consider bitangency theorem for a single immersion, 
we are interested in the case that the dimension of the 
manifold is equal to n/2. Otherwise, we will have 
either uncountably many of bitangencies or no bitangencies 
for generic immersions. 
For an immersion f:M ---+ Wn of a closed smooth manifold M 
of dimension m into the Euclidean n-space with the standard 
inner product, we denote by fL the normal (n-m)-plane bundle. 
At each point x E M, we denote by A the orthogonal projection 
x 
I I 
of R" to the fiber f at x of f . Let g:N + /Rn be 
another immersion of a closed smooth manifold N of dimension 
(n-m). The section a defined below will play an important 
I I 
role in the following. We identify f and g with the 
I I 
pull backs of f and g by the canonical projections 
M X N --, M and M X N -+ N, respectively. The Whitney sum 
I 
fL @ g is an Rn-bundle over the n-manifold M x N. 
We define for each (x,y) E M X N 
From the definition, we see the 
FACT 1.2. We have a(x,y> = 0 if and only if either 
1) f(x) = g(y), or 
2 )  (x,y) is a bitangency of the pair (f,g). 
Using the transversality theorem, i t  is easy to see that 
the zeroes of the section a are transversal for pairs 
of iamersions in general position. 
We suppose in the following that our manifolds are all 
a 
oriented. Then the normal bundles f , ... and their Whitney 
sums are all oriented, where we fixed the usual orientation 
of R". For an oriented vector bundle E with fiber 
over an oriented closed manifold X of dimension q, we 
write x ( 5 )  the Euler characteristic of E 9  i.e. 
a section which has only transversal zeroes, 
with the zero section) if p = q. 
I I I I 
We remark that ~ ( f  d g ) = x(f )-x(g 1 .  For a geometric 
interpretation for this, see CBI. 
Let B(f,g) and C ( f , g )  denote the number of bitangencies 
and that of intersection points of the pair of immersions (f,g) 
counted with the corresponding signs of the zeroes of a. 
The following is now clear; 
P R O P O S I T I O N  1.3. For a geniric pair of immersions (f,g), we have 
I I 
B(f,g> + C(f,g) = x ( f  ) . ~ ( g  1 .  
So far we considered the section a for pairs (f,g) of 
immersions of manifolds of complementary dimensions in kn. 
I I 
We define, in the same way, the section a:M x M --+ f @ f 
for a single immersion f:M --+ R", and assume that 
n = 2-dim M. We see the 
FACT 1.4. We have a(x,y) = 0 if and onLy if either 
0 )  x = y, 
1) x f y and f(x> = g(y>, or 
2 )  (x,y) is a bitangency of (f,g). 
Except the case ( O ) ,  we have transversal zeroes of u for 
generic immersion f. So what we have to do is to caLcuLate 
the aLgebraic intersection number of the section a with the 
zero section in a smaLL neighborhood of the diagonaL set AM 
in M x M .  
2. Local properties of surfaces in 4 
Let M be a closed smooth oriented 2-manifold, and s~(T*M) 
the second symmetric tensor product of the cotangent bundle 
over M, i.e. the vector bundle of quadratic forms on T(M). 
Let an immersion f:M - IR4 be fixed, and denote by fL the 
I 
normal bundle. We define the bundle homomorphism h:f -+ s~(T*M) 
I 
as follows; To each normal vector v E f , we associate the 
4 linear function on by the inner product with v. 
The composition of f with this linear function is a function 
on W which has a critical point at the base point x of v. 
finally we define h(v) equal to the Hessian of this function 
Let x E M be fixed, and denote the set of 
elements of s2(~*b¶) with determinant = 0 .  This set f2 
is a quadratic cone. 
4 PROPOSITION 2.1. As generic proLperties of immersion f:M + , 
the foLLowings hoLd; 
d- (1)The image h(f in s~(T*M) is of dimension equaL 
to 1 or 2. The points on which the images are of dimension equaL 
equaL to 1 are discrete on M. 
On these points, the image does not Lie on the cone f2. 
I (2)The set of aLL points x on which the images h(f ,) 
are of dimension 2 and tangent to the cone f2 
is 1-dimensionaL set. This set is LocaLLy 
cLosed but not closed in M. The boundary consists of 
I 
the points on which h(f X) is of dimension 1 and Lie 
outside of the cone M .  At these points, the cLosure 
of this 1-dimensional set Looks Like a crossing of 
two curves. 
PROOF. We can deduce these properties using the 
transversality theorem. 
DEFINITION 2.2. We say those points on which the images 
h(fLx) are of dimension 1 and lie outside the cone 8 to be 
I 
an HD-point. We call the point x eLLiptic, i f  dim h(f = 2 
I I 
and h(f n M consists of 2 lines, or if dim h(f = 1 and 
I 
and h(f is contained inside . We call the point x 




sign according to the sign of zeroes of the section a, and 
count C(f) without sign. 
THEOREM 3.1. For a generic immersion f :M --t R~ of a cLosed 
orinted surface M, ue have 
I I 
PROOF. Consider the restriction f 0 f IAM of the bundle 
fL 0 fL to the diagonal set AM c M x M, and denote by 
I I 
4,l the subbundle of f o f IA, consisting of elements 
(v.fv) E (fL 0 fLiA 1 I I 
( ~ 9 ~ 1 '  
Then we have f 0 f IAM - 
I 
f l  fml9 and f 1  = f - l  f .  This splitting f l  0 fml 
over A can be extended over a small tubular neighborhood 
o f  A,. We deform the section a to a section 0 
E in a 
neighborhood of A M ,  in order to have only transversal zeroes 
and count algebrically the number of zeroes of 
oE; 
0 
E = a +  top^, (E > 0 ; a small constant) 
where ' is a perturbed mean curvature vector, and 1 :  
I I 
fL 4 c f 0 f is the canonical identification. 
We introduce a local coordinate (xpyps,t) of M X M on 
a neighborhood of (p,p) = (0,0,0,0) E AM, such that {s = t = 01 
coinsides with AM in the neighborhood, and consider the Taylor 
expansion of a with respect to the variables (s,t); 
u = o  (2) + , (31, ... 9 
where a (i) is a polynomial which is homogeneous of degree i 
in the variables (s,t). Then we have 
o'2't~,~,s,t) E E - ~ ,  a'3't~9~,s,t~ E el. 
Therefore o with sufficiently small E > 0 takes zeroes E 
in small neighborhoods of points (p,p) for which either 
Case 1) R*fl(p) = a(p) (P E Mp), Or 
Case 2) ~ ( p )  = 0. 
From Remark 2.3 and the definition of 
*P 
and a, i t  follows that 
the indices of zeroes of a at these points are *1 in Case 1 E 
and *2 in Case 2. Thus the contribution of these zeroes of ag 
to the Euler characteristic is equal to w(a,~) + F(f). 
Finally we remark, to complete the proof, that the indices 
of zeroes of a at self intersection points of f are all equal 
to +l. 
q.e.d. 
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ON THE STRATEICATIBN OF GOOD HYPERSURFACES 
Mutsuo OKA J @$ kE ) 
Department of Mathematics, Tokyo Institute of Technology 
I. Statement sf sesuPEs Let f ( 2 )  be a germ of an analytic function defined in a 
neighborhood of the origin and let f (z) = avaV be th Taylor expansion. We con- 
v 
sider the germ of the hypersurface V = f -l(0). The purpose of this paper is to con- 
struct a canonical Witney b-regular stratification S of V which depends only on the 
Newton boundaries ( a T ( f )  ). Under the non-degeneracy condition of the Newton 
boundary, the singular locus of V is the union of several coordinate subspaces @*I. 
However the b-regularity for (v* ,@*I) does not hold in general and we have to know 
the locus where the regularity fails. For this purpose, we introduce the concept of the 
I-primary boundary components which plays an important role for the stratification 
of V. Its rough description is as follows. Let P = ' ( p l ,  . . . ,pn)  be a positive rational 
dual vector and let I ( P )  = (1 I i I la ; pi = 0 ). The face function f p  (z) is defined 
by the partial sum z' aVzV for v such that v E A(P). Here A(P) is the face of TV) 
where P takes its minimal value d ( P  ;f ). We use the notations of [5].  Assume that 
f (7) = z L  (zI (P )) where z , ( ~ )  is the projection of z into the affine coordinate space 
c'"). In this case, we say that f p  is essentially of q(p)-variables and we denote 
g (q(p )) by f (z,(, )). We consider the variety V" (P ) and a~ * (P ) as follows. 
v*(P) = { z EC*" ; fp(z) = 0) and ~ v * ( P )  = ( EC*I (~)  ; fpe(~,(~)) = 0  . 1f 
f p  is not essensially of ~~(~)-var iables ,  ~ v * ( F )  is c*'(') by definition. We call 
av* (P) a I-primary boundary component with respect to P if v * ( P )  is not empty. 
Let V,, be the closure of V* in Cn and let v*' = V n c*' and let 
v;: = V, n c". Then we will show that v;: is a union of I-primary boundary 
components (Lemma (3.3)). We say that the hypersurface V = f ~ ~ ( 0 )  is good if for 
each subset I of 1 . n with 14 1 > 2, there is at most one f p  among 
{fp ; I (P ) = I } such that f gives a proper I-primary boundary component. Here P 
may not unique. We assume that V is a good hypersurface hereafter. If V bas a 
proper primary boundary component, we denote this component by 3~;;;'. If V does 
not have proper primary boundary component, = 6 by definition. Let P be a 
positive dual vector and let I = I(P).  We say that V satisfies the primitive non- 
degeneracy condition or simply the PND-condition if the following conditions are 
satisfied for any P such that V* (P ) + Ib. Let pmin = minimum { p j  ; j 4 I ) . 
(PNDI) Assume that f p  is essentially of zI-variables and let f = f p  + f .  Write 
fp(z) = zK f j ( q )  where K = (kl, . . . , k,). 
(a) (i) d(P;f)  = 0 or (ii) d (P; f )  > 0 and d(P;f)  Z d(P;f)  +pmk or 
(iii) the variety { Z E  c*, ; fp(z)=O,zj  a Z I ( ~ ) - k j f p ( ~ ) = ~ f o r j  d I  ) is 
empty- 
(b) aV' (P) is a non-degenerate hypersurface in c*' in an &-ball B: for some E. 
(PND2) Assume that f p  is not essentially of zI-variables. For each fixed 
q E Jv* (P) n B ; ,  the fiber qyl(zI) is a non-degenerate hypersurface in C" x {zI ) 
where IC is the complement of I in { 1, ..., n). 
Main Theorem. We assume that V is a good hypersurface which satisfies the 
PND-condition. Let S (I) = { v * ~  - a~;:, 3~;:) and let S = y S (I). Then S is a 
I 
regular stratification of V . 
For the stratification of the hypersurfaces which is not good and the stratification 
of the complete intersection varieties, see [6] .  
2. Stratifications 
Let V be an analytic variety in an open set D of C n .  We recall the necessary 
notions of the stratification which is induced by Whitney and Thom. For further 
details, see [ lo ,  7,3]. Let S be a family of subsets of V such that V is covered dis- 
jointly by elements of S .  S is called a Whitney stratification if the following condi- 
tions are satisfied. 
(i) ( D -strictness ) Each element M of S (which is called a stmtum) is a connected 
smooth analytic variety such that fi and &f - M are closed analytic varieties in D . 
Here is the closure of M in D . 
(ii) ( Frontier property ) Let M and N be strata of S and assume that M # M and 
M n N 4 .   then^ c@-M. 
We recall the Whitney b-condition for a Whitney stratification S . Let (N M )  be 
a pair of strata of S with N ZI M and let p be a point of M. Let pi and qi be 
sequences on M and M respectively. We assume that 
(2.1) Pi + P 9 qi + P 7 TpiN + and [pi - q i ]  + h. 
Here the arrows imply the convergence in the respective spaces and [v] is the complex 
line generated by v. Thus a E G (r ,n ) (r  = d i f l )  and ?L E G (1,n ) = P"-' where 
G(r,n) is the Grassmannian manifold of P-planes in Cn. We say that ( N f l )  satisfies 
Whifney b-condition at p if h E a for any such sequences. When each pair ( N M )  
with M c satisfies the Whitney b-condition at any point p of M ,  we call S a b- 
regular Whitney stratification. The following proposition is a direct consequence of 
the Curve Selection Lemma ($3 of [4] or [ I ] )  and Theorem 17.5 of [lo]. 
Propositioun (2.2). Let pi and qi be as in (2.1). Then there are analytic curves 
p(t) and q(t) defined on the interval (-E, E )  (E > 0 )  such that 
( i ) p ( O ) = q ( O ) = p  andp(t) E Mfor t f  O a n d q ( t )  E M .  
(ii) T' (, jV -+ a and [ p  (t )-q ( t  )] -+ h. 
It is known that the b-condition for analytic varieties follows from the ratio con- 
dition (R) by [2,9]. There is also a weaker regularity condition which is called Whit- 
ney a-condition but this condition results from b-condition ([3]). 
3. Non-degenerate hygersnsface and primary boundary components 
Let f (z) = a ,  zv be an analytic function of n variables which is defined in a 
v 
neighborhood of the origin. The Newton polyhedron F+(f) is the convex hull of the 
union of { v + ) for v such that a, # 0. The Newton boundary lT(f) is the union 
of the compact faces of the Newton polyhedron. As we are mainly interested in non- 
isolated singralarities, we also use the notation aT+(f) which is the union of the boun- 
daries of F+(f) which are not necessarily compact. The inclusion T(f) c aF+(f) is 
obvious by the definition. 
Let X* be a fixed unimodular simplicia1 subdivision which is compatible with the 
dual Newton diagrams {~$lf )) and let A : X -+ Cn be the associated modification 
map. See [8] and [5] for the definition. Let Vpr be the closure of V* and let v be 
the proper transform of Vp, by R. Let a : -+ Vpr be the restriction of A to v. For 
finite vertices Q1, . . . , @, of z*, we define a subvariety E(Q 1, . . . , Q,)  of by 
where E (P ) is the divisor of which corresponds to P . Note that E (Q . . . , Q,)* 
is non-empty only if Q . . . , Qs are vertices of an (n-1)-simplex of z*. The collec- 
tion of E (Q l, . . . , Qs)* gives a regular stratification of v. Let o = (P . . . , P,). 
Then we have 

where h is characterized by 
S 
Note that A(P)  = n d ( P i ) .  Thus h (y,) does not contain the variables 
i =l 
yOl ,  . . . , y,. Let z = .fZ(y,). Then we have q = (grllB i.e., 
n 
(3.6) z j =  n Yz  ( j = m + l .  . . . ,  n ) .  
i -a+l  
In particular, {zj  } (m+l I j I n )  depend only on y,(,+l>, ..., y,. Let E* be the 
subvariety of @z defined by h(y,)  = 0. E* is nothing but the product of 
c*" x E ( P I ,  . . . ,P,)*. Let V* ( P )  be the subvariety of the base space c * ~  which is 
defined by 
It is clear that A : E* + V *  ( P )  is an isomorphism by (3.5).  Let 
q, : V* (P ) + W e  (P ) and p : E * -+ E (P . . . . P,)* be the canonical projections. 
We have the commutative diagram: 
Let @ be the composition q o  W :E* + W S ( P ) .  By the commutativity of the 
diagram, @ = K 0 p . By the assumption PND1 and PND2, $ is a submersion. As 
Q = K O  p ,  this implies that K : E (P . . . ,P,)* + av* ( P )  is a submersion. This 
completes the proofs of Sublemma (3.4) and Lemma (3.3). 
Remark (3.9). Assume that f (zI)  is not identically zero. Then v*' is defined 
by f (q) = 0. In this case, fp ( z )  = f (z,) and for any P with I (P ) = I. Thus v*' 
itself is the unique I-primary boundary component. In this case, V is non-singular on 
v*'. 
4. Key Lemma 
We first consider the following situation. Let p (t ) = (p l(t ), . . . , p, (t )) be an 
analytic curve defined in the interval (-11) with the Taylor expansion 
pi (t ) = ai t bi + (higher terms ). We assume that 
( i > f  (P(f)) 
(ii) aj + 0 for each j = 1, . . . , n. and bi = 0 if and only if i E I. 
Let B ='(bl, . . . ,b,), a = (al,.  . . ,a,) .  Let b - =  minimum { b j  ; j & I  ) and 
Jmh=  { j ; b, = bmi, ). Let q( t )  be an analytic curve in v'(B) with q(0) =p(O). 
We assume that 
(iii) T~ (, ,v' + z and [p (t )-q (t )] -+ h. 
Then we assert 
Key Lemma (4.1). h is contained in z. 
Proof. It is well-known that the tangent space T,V* is characterized by 
df (z)l= { v E TzCn ; df (z)(v) = 0 ). Let us consider the limit of df ( p  (t)). For a 
real analytic function k(t), we define an integer ord(k(t)) by the order of k ( & )  at 
t = 0. Similarly we define the order of a vector-valued analytic function by the 
minimum of the order of the coordinate functions. Thus ord(df (p (t))) is the 
af minimum of ord (-(p ( t  ))) for i = 1, . . . , n . Let rn = ord (df (p ( t  ))) and let azi 
4 n 
y = df (p (&))Itm By the PM)l-(b)-condition, rn < d (B ;f ). Let ?= C yi dzi. 
i =l 
Then we have an obvious equality z = 7.  Considering the leading term of (i), we 
obtain f B  (a) = 0. 
Case (a). Assume that f B  (z) is not essentially of zI-variables. Then 
v*'(B) = dl*' by the definition. Then by the PMD2-condition, there exists an index j 
3fB (.j d I) such that -(a) # 0 if z l a i  l2  is small enough. Thus we have azj icI 
rn I d (B ;f ) - b- Assume that m = d (B ;f ) - b- Then we must have 
a f  B a f  B (4.2) -(a) = 0 fir j d J -  V I cand yj = -(a) for j E Jd,. azj azj 
I f m <  d ( B ; f )  - bmh, we have that 
(4.3) y, = 0 for j E Jmin U I .  
Note that yi = 0 for i E I in both cases. This implies that 7 1 @I = 0. 
Now we consider the line @ ( t  )-q ( t  )]. Let k = ord @ ( t  )-q ( t  )). As q (t ) E c*' , 
it is easy to see that 1 5 k 6 bmi, Let = @(t)-q (t))/tkltS. By the definition of h, 
we have that 1x1 = ?L. If k < b-, 2 is a vector in c'. In this case, it is clear that 
+ y(T) = 0. Assume that k = bd Then 1, = 9 if j E Jmr and hj = 0 if 
j d J -  U 4. We consider the equality 
- 
a f B  
t (B ;f ) - ' + (higher terms ). azj 
Thus we obtain the equality 
+4 If m c d ( B ; f )  - b-, y(h) = 0 is immediate from (4.3). Assume that 
-4 
rn = d (B ; f  ) - bmk By (4.2) and (4.4), we can see easily that y(h) = 0. Here 2 is 
n a identified with the tangent vector 1. - at p (0). 
j =I I a? 
Case (b). Assume that f B  ( z )  is essentially of zI -variables. Let f  (z)  = zL f  Be ( z )  
where & is a monomial in the variables ( z j  ; j d I }. Then V"(B ) = { f j ( z I )  = 0 } 
and ord (fn (p ( t  ))) = ord 0, (t )L ) = d  (B ; f  ). We have two equalities: 
Let P = ord (fj (p ( t  ))) and F = ord (i (p ( t  ))). First we assume that PND1-(a )-(ii ) 
holds. AS f  ( p ( t ) ) = f B @ ( t ) ) + f @ ( t ) ) = O ,  wehave 
(4.6) P +  d ( ~ ; f )  = 6 1  d ( ~ ; f )  
where f B  (z) is the secondary face function of f with respect to the weight B .  The 
equality holds if and only if f B  (a)  # 0. We consider the equality which follows 
immediately from (4.5). 
By the assumption, p j ( t )  = q j ( t )  modulo ( t k )  for any j .  This implies that 
( t ) )  - -(q ( t ) )  2 k .  Thus the order of the last sum is at least azi " I 
d (B ;f ) + k .  On the other hand, we have 
J f  B 
o r d ( X @  ( t ) )  - -(p ( t ) ) )  2 d  (B ; f )  t d ( B  ; f  ) + b- ( i e I )  azi azi 
by PND1-(a)-(ii) where f = f  - f B .  AS k I b-, the order of the second sum in 
(4.7) is also at least d ( B ; f )  + k .  The order of the first sum in (4.7) is (at least) 
m +k-1. AS m  < d  (B ;f ) by the PND 1-(b)-condition and k I b-, the coefficient of 
p + k - l  ++ -++ of (4.7) is equal to y(h). Thus we conclude that y(k) = 0. Assume (a)-(i) : 
d (B ;f ) = 0. We consider the following equality instead of (4.7). 
a f  af  B Here we have used the equality -(q ( t  )) = (q( t ) ) ) .  By the Pm1- (b ) -  azi 
condition, rn = 0. Thus by a similar argument, we have 3x1 = 0. Note that 
m = d (13 ; f )  if the PND1-(a)-condition is satisfied. 
Assume that 1 - ( a - ( i i i )  holds. We may assume that 
d(B  ; f )  < d ( B ; f )  + b* We consider (4.7) again. The order of the last sum is at 
least d (B;P) + k .  We can write f j ( p  ( t ) )  = kte  -F (higher terms) by (4.6) where 
O = d ( B ; f ) - d ( B ; f ) .  Note that 0 5 P .  As f @ ( t ) ) = O ,  we have that 
f B  (a)  + haK = 0. Thus we have 
*(p azj ( t ) )  = qjf 'B  j k b j  + (higher t e r n  ) for j d l 
3 f B  8.fB 
where q, = -(a) + likjaK/aj = (a.-(a) - k j f B  (a)) / a,. As f B  (a) = 0, there azj azj 
exists an index j, d 1 such that qjo + 0 b y  the PND1-(a)-(iii) condition. Thus the 
order of the first term of (4.7) is at most d ( B ; f )  - bjo + k - 1. The order of the 
second term is at least d ( B ; f ) .  As k < b-l, we have the inequality : 
d (B ; f  ) - b, + k - 1 < d (B ; f  ). By the assumption that d (B ; f  ) < d (B ; f ) + b -, we 
have also the inequality : d (B ; f  ) - bjo + k - 1 < d (B ;f ) + k .  Therefore we con- 
++ 
clude as before that y(h) = 0. This completes the proof of Lemma (4.1). 
5. Proof of Main Theorem. 
In this section, we will prove Main Theorem in $1. Let Y and Z be a pair of 
strata of S such that Y n Z # 6. We assume that Y E S ( J )  and Z E S(K). Then 
we must have J 2 K .  If J = K ,  the b-regularity is obvious as V is good. Thus we 
may assume that J # K. If Y is an open dense stratum in c * ~ ,  the b-regularity for 
(YZ) is again obvious. Thus we assume that Y # cJ. Let p ( t )  and q( t )  be real 
analytic curves defined on (-1,l) such that (i) p (0) = q(0) E Z. (ii) p ( t )  E Y for t > 
0. (iii) q(t) E Z for t 2 0. Assume that the tangent space Tp(,)Y converges to z and 
the line [ p  (t )-q (t )] converges to h. Y is a non-degenerate hypersurface defined by 
f $ (zJ) = 0 for some P with I (P ) = J. Assume that pi (t ) = a, t bj + (higher terns ) 
for j E J .  For brevity's sake, we assume that J = { 1 . . . m } Let 
3 = ' (b l , .  . . , b m )  and a = ( a l , .  . . , am) .  Asp (0 )=q(O)=aI  E E ,  K =I(P) .  By 
looking at the leading terms of the equality h (p (t)) = 0, we can see that aK belongs 
to the K-primary component Y*# (B ). Let R = P + rQ for a sufficiently small r > 0. 
Then it is an easy linear algebra to see the following. 
(0 f i ) ~  = f ~ .  
(ii) The secondary face function fR off  with respect to R is equal to the secondary 
face function of fp with respect to B. 
Thus the PND-condition for f implies the PND-condition for fp .  ITOW we use 
Lemma (4.1) to obtain the regularity for the pair (Y ,Z). This completes the proof of 
Main Theorem. 
2 5 Example (5.8) Let f (z) = (zlz2) (z, -t- zZ) + (z3z4l2(z? + 22.). Then the 
singular locus of V is the union of the two dimensional coordinate planes @' for 
I1 I = 2. Let I = { 1,2}. Then by an easy calculation, we have a prope; primary boun- 
dary components defined by C : z: + 225 = 0. C consists of five lines, say 
C 1, . . . , C5. Thus S (I) = {c*' - C,  C1, . . . , C5}. The same is true for I = (3,4}. 
Thus the stratification of V consists of the following strata: v*, c*' 
5 
(0) where D = y Di = ( 2 2  + zi = 0). 
i =l 
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A CRITERION FOR g(X)2-EQUIVALENCE OF HOLOMORPHIC 
FUNCTIONS WITH ISOLATED CRITICAL POINTS ON X 
- Right-left equivalence of functions on varieties - 
by SACHIKO MATSUOKA ( 2% 3-) ek* @!-
1. Introduction 
Let X,O c Cn,O be the germ of a reduced analytic 
subvariety of Cn at 0. In this paper we say that two germs 
of holomorphic functions on cn at 0 are right equivalent 
(resp. right-left equivalent) if one can be obtained from the 
other by a change of coordinate on cn at 0 (resp. the same 
and a change of coordinate on at 0) (See Def. 1 below.). 
This idea has been pursured elsewhere (For example, see [ 1 1  and 
the articles listed in it.). The purpose of this paper is to 
give algebraic criteria for the above equivalences, which are 
generalizations of the results in [ G I .  
Let On.0 denote the ring of germs at 0 of holomorphic 
functions C",O + C. Let 4(X)0 be the ideal in O n P o  
consisting of function germs vanishing on X. We set 9 ( X )  = 
it { q  : Cn,O r) I p is biholomorphic and p 9(X)0 = Y(X)O} and 5? = 
{ $  : C,O 3 I $ is biholomorphic}. 
DEFINITION 1. Two function germs f, g : Cn,O + C,O are 
%(X)E-equivalent (resp. kR(X)-equivalent) if there exist q in 
g(X) and $ in g with $ogoq = f (resp. there exists q in 
9(X) with gOq = f). 
Let U be a sufficiently small neighbourhood of 0 in cn, 
On,u the sheaf of holomorphic function germs on U .  $(X)U the 
ideal sheaf of X over U, and Der the sheaf of holomorphic 
n, U 
vector field germs on U. We define the 0 -module sheaf OX,U 
n,U 
= U { a  E Dernpx I 6.9(XIx c 4(X)x1. Each element of 
@x,u is called a logarithmic vector field for X ([I], [ ! i l l .  
Logarithmic vector fields for hypersurfaces have been pursued in 
DEFINITION 2. For x E U and f E 0 we say x is a 
n, x 
critical point of f on X if 6.f(x) = 0 for any 6 E OX,x. 
We say 0 is an isolated critical point of f on X if the germ 
of {critical points of f on X} at 0 is (0). 
It is known (see [ I ] )  that f has an "kR(X)-versal" 
unfolding if and only if the germ of {critical points of f on 
X} at 0 is (0) or empty, and if this latter condition holds, 
then f is finitely "%(X)-determined". 
For f E 0 we set JX(f) = OXV0.f and QX(f) = 
n,O 
'n.0 / JX(f) . Then we can give QX(f) a C{t1-algebra structure 
by defining a(t)-[u] = [(aof)~] for any a(t) € @It) and any 
'n,09 where [u] is the image of u in Qx(f). 
Our results are as follows. 
THEOREM 1. Let f, g : cn,O -P C,O be germs at 0 of 
holomorphic functions with an isolated critical point on X at 
0 .  Then (I) f g are R(X)9i?-equivalent if and only if (1) 
- I\ 
there exist C-algebra isomorphisms o, a, u g& -r : c{t} 3 
such that (9) a(a(t)-[u]) = z(a(t))-o([u]) for any a(t) E @{t} 
and any [u] E QX(f) and the diagram ( * * )  below commutes. 
where the horizontal. arrows denote the natural projections. 
THEOREM 2. Let f, g : cn,O -+ @,O be germs at 0 of 
holomorphic functions with an isolated critical point on X 
0 .  Then f and g are $?(X)-equivalent if and only if there 
- 
exist @-algebra isomorphisms a, a & 6 such that 
a(a(t) -[u]) = a(t) -a([u]) for any a(t) E C{t} and any [ul E 
QX(f) and the diagram ( + * )  in Theorem 1 commutes. 
REMARK. If we set X = $ in Theorems 1 and 2, then we 
have the results in [GI. 
We will obtain a proof of Theorem 2 if we follow our proof 
of Theorem 1 below replacing z by the identity and a(t) by 
t. Hence we give only a proof of Theorem 1. 
The author would like to thank Prof. S. Izumiya for posing 
this problem and giving useful suggestions. 
2. Proof of Theorem 1, (I) implies (1) 
Suppose that g = $ofoq for some q~ E $?(X) and some $ 
8 
E 2 .  Then it is easy to show that q JX(f) = JX(g). IIence p" 
induces a C-algebra isomorphism a : QX(f) + Q X ( g ) .  Let s : 
C{tl 9 be the C-algebra isomorphism ($ -  I ) % .  Then the law ( * )  
holds as 16, 921. Since q'Y(X) = Y(X) O, q* also induces 
- 
C-algebra isomprphisms 6 : / Y(X)O 5 and o : 
'n,~ / ~ ~ ( f )  + Y(x)~ 4 Q n,O / JX(g) + 9(Xl0. Then the diagram 
(a*) obviously commutes. 
3. Proof of Theorem 1, (1) implies (I) (the first half) 
Reduction to the special case. Here we show that it is 
enough to prove (I) under the hypothesis (3) - (6) below hold. 
2 Let L I  = dimC JX(f) n nn + m2 / JX(f) n Y(XI0 n tnn + 1, ( =  
n 
2 
n 
) and L 2  = dimc JX(g) n mn + m / JX(g) n 9(XlO n mn + mn 
dimc mn 2 / Y(X)O n mn + mn . We choose z l ,  . . . ,  z E JX(f) n inn L 1 
which are linearly independent mod JX(f) n Y(X)O n mn + mf and 
z L,+l,...,~ E 1nn such that zl,...,z are linearly 
L2 L 2 
2 independent mod .F(X)O n mn + mn . Since 
(1 i i i L 1 )  of JX(g) n mn which projects onto 6<z .>  1 under 
the projection OnPo --, 0 / ~(x.),. Here <u> denotes the 
n,O 
image of u E On,0 in 
'n.0 / Y(X)O. o r  L1+l s i d L 2  let 
w be an element of in which projects onto 6<z.> under the i I 
projection --t 0 / .F(X)O and onto o[zi] under the 
n.0 
projection 2 2 
'n,~ 
+ QX(g). Let L S  = dim J (f) n 111, + mn / mn c x 
2 2 ( =  dim J (g) n mn + an / mn ) . Then we can choose z L2+1, . . . . @ x 
z E JX(f) n Y(XIO n mn (resp. w ~ ~ + 1 ~  - - -W L ~ + L ~ - L ~  E L2+ L3-L1 
W (resp. wl,. . . .wL1, L2+l,. . . . w ~ ~ + ~ ~ - ~ ~  ) are linearly 
2 independent mod on. We choose Z ~ ~ + ~ , - ~ ~ + ~ , . . . , Z ~  E $(XI0 n tnn 
such that z 2 
~ ~ + 1 ~ . . . ~ ~ n  are linearly independent mod nin. 
Since G(Y(X)~ n mn / Y(X), n mn n JX(f)) = 
f (X)o n 1nn / Y(X)O n n JX(g), we can choose an element w i 
(L2+L3-Ll+l < i d n) of Y(X)O n mn which projects onto u[zi] 
under the projection On,O + QX(g). 
We define a biholomorphic map-germ h : cn,O 5 by zioh = 
W i ' Then we obtain the following commutative diagram. 
Bence we have hr.F(x) = . F ( X )  0, namely, h E W (X) , and hSJX(f) = 
JX(g). Since h * ~ ~ ( f )  = J (f oh), we have X 
Now, by the coherence of BXPU (see [ I ,  Prop. 1.4 (i)] and 
also [ 5 ,  (1.5) i)]), there exists a system of vector fields . 
..,ak on U which generates @x.u as an On, u -module sheaf. 
We may assume that 0 . . (  0 is a basis of QX(0) ( =  
{6(0) 1 6 E and ai(0) = 0 for any i (m+l L i i k). 
For x f U we set r = <61,...,b > S - @x, x and OX,x - m 0 
n, x 
<6,+1,...,6 k > 0 . We choose vector fields 6,+1,...,6, on U 
n, x 
such that {a1, . . .  ,6,, &Ai1,...,6') generates Der as an 
n n , U  
On, u -module sheaf. We may assume that there exist 0.. (m+l < 1.j 
j i n) E 11, such that Si = Z qij&j for any i (m+l i i < 
j =m+l 
k )  . Then we have mn0;, - , where we set 0 
- @X,O OX, 0 = ( 6  
@x,o I S(0) = 0). 
Here, by the law ( * ) ,  there exists a E such that 
namely, fOh - aOg = E aiai.g (ai E OnPo). Moreover. we will 
i=l 
show that 
0 0 
where we set Jx(g) = QXPO.g. We have only to show that ai(0) 
= 0 for any i (1 < i Im). If not, say a.(0) f 0 for some 
J 
* n j (1 5 j i m). We set W = {(x.E) E T C I 6i.g(x) = 0 for 
any 1 5  i ( f  j) 4 m  and Gj.g(x) - f(dl(x)) = 0 for any m+l 
1 
* 
i i i n} n N Xo, where T*@" is the cotangent bundle of E". 
Xo is the logarithmic stratum ([%1,[51) which contains 0, and 
N * X ~  is the conormal bundle of Xo in cn. Here, remark that 
the logarithmic stratification {Xu I u E I} of U for X has 
the following properties (see [ I ,  Lemma 1.5 and Prop. 1-71 and 
also [ 5 ,  (3.2) and ( 3 . 6 1 1 ) :  
(i) If x E U lies in a stratum X then the tangent 
a ' 
space Txxa to Xa at x coincides with @x,x(x) ( =  {&(x) 1 6 
6 
(ii) Each logarithmic stratum Xu is an analytic 
submanifold of U. 
* n We define Dg : cn,O ---4 T F , TO*cn by Dg(x) = (x, (61.g(x),.. 
..,&,.g(x), 6&+1.g(x),...,&~.g(x))). Since it is assumed that 
0 is an isolated critical point of g on X ,  by ( i )  above, 
{Dg(O)} = D~(c") n N'X, = W o {&..g = 0). Here, by (ii) above, 
3 
N * X ~  is an n-dimensional (nonsingular ) analytic subvariety of 
T**c~. Hence, we see that W is a curve. Let W' be an 
irreducible component of W and B : C,O 4 W',Dg(O) be the 
normalization map germ. For an appropriate W', we have 
* (Bj.g)oB # 0. Set B' = n*B : E,O Xo, where rr : N Xo ---+ Xo 
is the canonical projection. Then we have 
Let O(u) denote the order of u when u 6 0 1,o = @{t). By 
(iii) we have 
where B; means the &.-component of B'. Hence O(aog00') > 
J 
O((Sj.g)oB'). Since foh08' = a0g.B' + (aj04')((&..g)04') and 
J 
a.(O) # 0, we obtain O(f0h.O') = 0((6j.g)08'). We write O ( J )  
J 
for the order of a generator of every ideal J c O1,O. Since 
O((f0h)oO') > O((li.(f0h))oR') for at least one i (as [ 6 ,  
p.294]), by (iii), we obtain 
But this contradicts (1). Thus we have (2'). 
S 0 By a similar method, we can show that QX,O.(foh) c JX(g) 
S 0 
and QX,O.g c JX(foh). Hence we obtain 
Note that in the case where X = @ ,  (1') is an immediate 
consequence of (1). 
Since h E R ( X ) ,  by replacing f with foh in (1') and 
( 2 ' ) ,  we may assume that 
and 
By ( 3 )  and ( 4 ) ,  we have 
where we set b = a-l. 
Equations (3) - (5) imply that 
4. Proof of Theorem 1, ( 3 )  implies (I) (the latter half) 
We first remark that in the case where X = 6, (6) says 
This implies that 
where Jk denotes the C-vector space of k-jets at 0 of 
elements of On,0. Set 9 = 4(6). Let 9?gk denote the Lie 
group of k-jets at 0 of elements of 9? x 55. Then 9gk acts 
k 
on J . For h E On,O, let hk E Jk denote the k-jet of h at 
0. By the complex analogue of [ 3 ,  Prop. 7.41, we have 
Yau [ 6 ]  has shown that gk E 9gkfk from (7) and (8) by appl-ying 
the arguments of [ d l .  Since f and g are finitely determined 
with respect to 92, it follows that f and g are 
955-equivalent. But we cannot apply these arguments to our 
9(X)55-equivalence with X # 6 In fact we do not know whether 
the set of k-jets at 0 of elements of 9(X) is a Lie group or 
not. Therefore we will show that f and g are 
L??(X)g-equivalent without considering any jets. 
In this section we use the following notations. For h E 
f+ 0 9 
m n ,  we set TX$(h) = h ml + JX(h) and TXX(h) = h ml.On,O + 
0 
JX(h). Let F : Cn x C, 0 x C 4 C x @, 0 x C be a holomorphic 
map germ of the form F(x,t) = (f(x,t),t). Then, by Fa we mean 
the germ of F at (0.a). We set fX$(~a) = ~ ~ * ( r n ~ B ~ )  + 
<JO?> and T X ~ ( ~  a = F (m2).0n+l,(0,a) + a 
'n+l,(o.a) 
<JOT> . Abusing the notations, we write On+l for 
'n+l,(o,a) 
'n+l. (0,a) later on. 
In what follows, we define F (resp. G )  : Cn x C, 0 x @ --4 
K x C, 0 x C by F(x,t) = (f(x),t) (resp. G(x,t) = 
( f  (x) + t(g(x) - g(x)), t)) and H : cn x C, 0 x C 4 
CZ x C, 0 x C by H(x,t) = (f(x),g(x).t). 
From (6) we have 
and 
(10) TX$(Fa) is an OR-module via H~ 
as [ 2 ,  8 5 ,  Lemma 11. Since f has an isolated critical point on 
0 1 X at 0, JX(f) contains 1rln for some 1 .  Hence TXX(f) ( =  
TXX ( g) ) contains for some 1 .  Hence there exists an 
mn 
integer L ( r  1) such that 
(11) mA+l c TX~(~a) for any a E B, 
where B is an appropriate set (3 0,l) of the form @ \ 
{finitely many points}. By (3) and (9) we see that T ~ $ ( G ~ )  c 
TXd(Fa). And moreover, by (lo), we have 
%$(Ga) + Gaa(m2)TXd(Fa) c TX$(Fa). Consider 
This is an 03-module via H~ as [ 2 ,  5 5 ,  Lemma 21. By (11) we 
have 
0 (12) mA+l<~X(f)> c TXd(Ga) + Ga*(aZ)?;I$(Fa) for any 
'n+l 
Hence (iv) is finitely generated for any a E B. We consider 
the hypothesis that 
If a ( E  B) satisfies the hypothesis (13), then by Nakayama's 
lemma (ii) is zero, namely, 
We set i(x.t) = gt(x) = f(x) + t(g(x) - f(x)). Then, by (ll), 
On+, 
0 - is a finitely generated 0 -module via Ga for any 
<J (g ) >  2 
%+I 
TXd(Fa) 
a E B. Hence is also finitely generated. 
TXd ( ca ) 
T,~(F~) 
Consequently, by Nakayama's lemma, (14) implies that is 
T,$ (ca) 
zero, namely. TXd(Ga) = TXd(~a). 
We now show that checking the hypothesis (13) is a finite 
T,;$(F~) 
algebraic problem. Set V = 
+ H~'(~,)T,~(F~) 
@n+l 
(For L ,  recall 1 2 . ) .  Note that V is a finite dimensional 
C-vector space and 
CT,X(F~) for any ~ E B  as Since we may assume that 
mn+l 
(ll), we have 
H"*(~~)T~$(F~) for any a E 8. 
- - 
We choose a system of vector fields which generates 
the Bn,O-module OX, 0 0 . Consider the map induced by 
- GI. - . . ,ak, 1 -G a + Gao, which maps the finite dimensional @-vector 
k' 
space On+l m l O ~  @ -  21. ok' into V.  By (16), this map is well 
n+l mlm2 
defined for any a E B, and @-linear for fixed a. By (15), the 
map is surjective if and only if the hypothesis (13) is 
satisfied. 
By using (3) and ( 5 ) ,  we can show that the map is 
surjective if a = 0 or 1. Thus we obtain 
(17) T ~ ~ ( G ~ )  = TXd(Fa) for any a E B .  
- 
For ga (the germ of g at (0, a) ) , we have a -a - al;" - " - f  
E T X m a ) .  IIence, by (17), for any a E B we have 8 -a atg 
T ~ ~ ( G ~ ) ,  namely, there exist ya E 1n1O2, and Zia E 
0 a -a 
<OX, 0' such that ;~tg = (oaoGa + Zia. ga. For brevity, 
n+l, (0.a) 
we take 0 as a. Let : cn x @ x @, 0 + cn x @ ,  0 be the 
integral of -6 O + - a and B : C x C x C ,  0 - C x C .  0 the 
at 
0 a n integral of y + - at. Set at(x) = Ol(x,O,t) E @ and Bt(y) = 
Il(y,O,t) E F.  It is easy to check that at E I(X) and Bt E g. 
- - - 
And we have 4t10gt0at - go. Hence every gt is 
- 
!?(X)g-equivalent to go. Since B is connected, and contains 0 
and 1, we see that f and g are iR(X)Y-equivalent. This 
completes the proof that (I) implies (I). 
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90. Introduction 
Following Thorn's work [ 9 ] ,  Dara [ 4 ]  studied singularities of 
implicit first order ordinary differential equations. He first 
classified generic singularities of differential equations roughly 
into three types (See Theorem 1.2). Be also tried to find local 
normal forms of generic differential equations. As Bruce [31 
pointed out, it may be hard to carry out the complete listing of the 
normal forms. 
In this paper, however, we pursue the classification of a 
certain class of differential equations, which is related to the 
2 
classification of generic mapping diagram of type R t R~ --r R . 
studied by Dufour [ 5 ] .  
By a first order ordinary differential equation (or, briefly, 
a differential equation) on a cW manifold M of dimension 2, we mean 
a C* surface R in the manifold PT*M of contact elements of M. 
On PT*M, there is the natural contact structure. It is locally 
defined by a = dy - pdx = 0, where (x,y,p) is an "adapted 
coordinate" around a contact element z. (For the precise 
definition, see 5 1 . )  
Our concern is the local classification of differential 
equations under the group of point transformations of M. Locally a 
differential equation R is represented by F(x,y,p) = 0, for some 
regular function-germ F on PT*M, or by an immersion-germ 
Let n: PT*M 4 M be the natural projection. Following Lie, 
two immersion-germs f: (lt2,0) 4 (PT*M,Z) and 
f' : ( R ~ , o )  T M  z ) are called equivalent if there exist 
diffeomorphism-germs $: ( ~ ~ ~ 0 )  + (IX2,0) and 
: (M,n(z)) + (M,x(zT)) such that 4.f = f'o$, where 
6: (PTHM,z) + (PT*M,~') is the lift of q .  
If nof and nof' are both immersions, then f and f' are 
equivalent. Therefore our problem is the classification of generic 
f up to the above equivalence in the case y = nof is not an 
immersion at 0. 
Now assume that R admits a first integral of a l ~  which 
is independent near a contact element z E R, that is, dc A (rxl~) = 0 
* A 
and dc f 0 near z. If we set p = f p - i(z), then 
* 
u :  ( R ~ , o )  (R,O) is a submersion and dp A f a = 0. This 
situation leads us to the following definition: 
Definition 0.1. Let ( y , ~ )  be a pair of differentiable map-germ 
2 2 y: (R2.0) + (R ,0) and a submersion-germ p: (R ,O) + (R.0). 
Then the diagram 
or briefly ( y , ~ ) ,  is called an integral diagram if there exists an 
* 2 Q immersion-germ f: (R',o) + (PT R , z )  such that dp n f a = 0, and 
that y = nof. 
In this case, we say that the integral diagram (y,p) is induced 
by f. Furthermore we introduce an equivalence relation among 
integral diagrams as follows: 
Definition 0.2. Let (y,p) and (y',p') be integral diagrams. 
Then ( y , ~ )  is called equivalent (resp. strictly equivalent) to 
(y',y') if the diagram 
commutes for some diffeomorphism-germs K $ and q (and K = id 1 .  R 
With these definitions, our starting point is the following fact 
(Proposition 2.1): 
Let differential equations f and f' induce integral diagrams 
(y,y) and (y1,y') respectively. Then, under a rather weak condition 
on y = nOf and y' = nOf', f is equivalent to f' if and only if 
(y,y) is equivalent to (yl,y'). 
In view of this fact and Theorem 1.2, we classify integral 
diagrams of the Whitney type, that is, integral diagrams ( y , y )  such 
that the origin is a fold or cusp point of y (Definition 2.2). 
Our main result can be stated as follows: 
Theorem A. Any integral diagram of the Whitney type is 
equivalent to one of the following integral diagrams (y,y): 
2 4 (3) y = (u3 + uv, v), u = - (1/2)u v - (3/4)u + goy, 
where g is a cW function-germ on ( ~ ~ ~ 0 )  with g(0) = gx(0) = 0, and 
g (0) = k1, 
Y 
( 4 )  y = (u, v3 + uv), y = v + goy, 
where g is a cm function-germ on ( R ' , o )  with g(0) = 0. 
Remark 0.3. In the list of Theorem A, each integral diagram 
(y,y) is induced by f with the following k = pOf: 
(I) k = u, 
The normal forms (I), (2) are obtained by Dara [ 4 ] .  The types 
(2), (4) are of the Clairaut type (Definition 1.2), and their normal 
forms are essentially obtained by Dufour [5]. 
It is interesting to note that the Dufour's results on generic 
diagrams relate to Clairaut type equations in our case, which are 
non-generic as differential equations, whereas integral diagrams of 
type (3), which are non-generic mapping diagrams, correspond to 
generic differential equations (cf. Remark 3.2). 
By Dufour [51 ,  for the type ( 4 ) ,  the uniqueness of the "moduli" 
g is discussed. Especially, in the real analytic category, g is 
uniquely determined. 
In the real analytic category, we have the following uniqueness 
result for the type (3): 
Theorem B. Let (y,p) and (y,pl) be integral diagrams given by 
y = (u3 + uv, V) : (lt2,0) * ( ~ ~ ~ 0 ) .  
2 4 
= - (1/2)u v - (3/4)u + goy, 
where g and g' are analytic function-germs satisfying g(0) = 
gx(0) = g'(0) = gVx(0) = 0. 
If the integral diagram (y ,u) is strictly CO equivalent to 
(y,u'), then we have g(x,y) = g1(x,y) or g(x,y) = g'(-x,~) 
By Theorems A and B, we complete the classification of germs 
(R,z) of differential equations, which admit independent first 
integrals near z, such that z is a fold or cusp point of 
~ I R  : R + M. Especially, Theorem A (3) gives the normal form for 
"singularit6s & tangent transverse avec fronce" in Dara [4] 
(singularities of type (b) in Theorem 1.2), which was not obtained in 
his paper. 
Moreover, by the aid of the normal forms in Theorem A, one can 
describe precisely the behavior of integral curves of R in M (cf. 
Remarks 3.3 and 3.10). 
In the first section, we give basic definitions and fix our 
terminology following Dara [ 4 ] .  
We reduce the equivalence problem for a certain class of 
differential equations to that for integral diagrams in 5 2 .  Also, 
in this section, the first step of the proof of Theorem A is carried 
out. 
In 53, we complete the proof of Theorem A, using the Malgrange's 
preparation theorem for differentiable algebras. Also we discuss 
the relation of Theorem A with results due to Dara [4] and Bruce [3]. 
In the last section, we prove Theorem B. 
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