Abstract. In this paper we establish sharp L 2 and H p boundedness results for strongly singular operators and oscillating operators on Heisenberg groups.
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Introduction
The setting of this paper is the Heisenberg group H n a , a ∈ R * , realized as R 2n+1 equipped with the group law, (x, t) · (y, s) = (x + y, s + t − 2ax T Jy), J = 0 I n −I n 0 .
This group is equipped with the following anisotropic dilations, λ · (x, t) = (λx, λ 2 t), λ > 0.
For K ∈ D ′ (H n a ) we denote by T K the convolution operator defined by K, i.e,
We say that the operator T K is bounded on L p (H n ) if there exist a C > 0 such that
. A natural quasi-norm on the Heisenberg group is given by ρ(x, t) = (|x| 4 + t 2 ) 1/4 , (x, t) ∈ H n a . This quasi-norm satisfies ρ(λ·(x, t)) = λρ(x, t). For this quasi-norm, we define the strongly singular kernels, K α,β (x, t) = ρ(x, t) −(2n+2+α) e iρ(x,t) −β χ(ρ(x, t)), α > 0, β > 0, where χ is a smooth bump function in a small neighborhood of the origin. This operator was introduced by Lyall [13] who showed that T K α,β is bounded when α ≤ nβ. This result was obtained by using the Fourier transform on the Heisenberg group in combination with involved estimates on oscillatory integrals. Subsequently, Laghi-Lyall [10] obtained sharp results in the special case a 2 < C β (where C β is given by (2.1)) by using a version for the Heisenberg group of the L 2 -boundedness theorem for non-degenerate oscillatory integral operators of Hörmander [9] .
In this paper, we shall consider the cases a 2 ≥ C β and obtain sharp conditions using the theory for oscillatory integral operators with degenerate phases. Strongly singular convolution operators were originally considered on R n . Such operators correspond to suitable oscillating multipliers. They were first studied, by Fourier transform techniques, in the Euclidean setting with ρ(x) = |x| by Hirschman [8] , Wainger [21] , Fefferman [3] , and Fefferman-Stein [4] . In addition the convolution operator with kernel of the form 1 |x| n−α e i|x| β , α, β > 0, has been investigated in the last decades. Such kernels have no singularity near the origin, but they assume relatively small decaying property at infinity. The case β = 1 corresponds to the kernel of BochnerRiesz means. For β = 1, the (L p , L q ) estimates and Hardy space estimates has been completely studied by Miyachi [14] , Pan-Sampson [16] and Sjólin [17, 18, 19] . The difference between the two cases comes from the fact that the phase kernel |x − y| β is degenerate only if β = 1. In this paper,
we also consider the analogous problem on the Heisenberg groups for the following kernels, L α,β (x, t) = ρ(x, t) −(2n+2−α) e iρ(x,t)
We denote by T L α,β the group convolution operators with the kernel L α,β .
In the first part of this paper, we shall find the optimal ranges of α and β where the convolution operators associated with K α,β and L α,β are bounded on L 2 (H n a ). Before stating our results, we recall the previous results of Laghi-Lyall [10] and Lyall [13] . Set (2.1) C β = β + 2 2 (2β + 5 + (2β + 5) 2 − 9).
Then we have
Theorem (Laghi-Lyall [10] , Lyall [13] ).
(1) We shall prove the sharp L 2 boundedness results for T K α,β when a 2 ≥ C β .
Theorem 2.1. For the operators T L α,β , we shall obtain the sharp L 2 boundedness results except the case β = 1 and the case β = 2.
Theorem 2.2.
(1) If 0 < β < 1, then T L α,β is bounded on L 2 if and only if one of the following condition holds.
(i) a 2 < C β and α ≤ (n + For the cases β = 1 or β = 2, folds with degree > 3 appear in the reduced local oscillatory integral operators for some values of a. The sharp estimates for degerate oscillatory integral estimates has been achieved for degree less or equal to 3 (see Greenleaf-Seeger [6] and Pan-Sogge [15] ). We hope to address the remaining problem in the future. 
Theorem 2.4.
The second part of this paper is devoted to prove the boundedness on Hardy spaces
of the operators T K α,β and T L α,β . On Euclidean space the boundedness on Hardy spaces was proved up to the endpoint cases by Sjólin [17, 19] . In this case, the operator can be thought as a multiplier operator T f = (m f ) ∨ and we have the relation
and we see that derivatives of the symbol ξj |ξ| m(ξ) of the multiplier R j m(D) are pointwisely bounded by the derivatives of the symbol m(ξ). These things make it possible to calculate the H p norm accurately to obtain the sharp boundedness result including for the endpoint cases (see Miyachi [14] ).
The above outline seems difficult to adapt to the Heisenberg group. Instead we shall make use of the molecular decomposition of Hardy spaces. Then we obtain the following result.
Theorem 2.5. Let p ∈ (0, 1) and let α and β be real numbers such that (
These conditions are optimal except for the endpoint case (
This paper is organized as follows. In Section 2, we reduce the L 2 boundeness problem on the Heisenberg group to a local oscillatory integral estimates on Euclidean space. In Section 3, we recall some essential results for the oscillatory integral operators with degenerate phase functions and study geometry of the canonical relation and projection maps associated with the phase functions of the reduced operators. Then, we will complete the proof of Theorem 2.1 and Theorem 2.2.
In section 4, we recall some background on hardy spaces on the Heisenberg group and its basic properties. In section 5, we prove Theorem 2.5. In Section 6, we show that the conditions of Theorem 2.5 are sharp except the endpoint cases.
Notation
We will use the notation instead of ≤ C when the constant C depends only on the fixed parameters such as a, α, β and n. In addition, we will use the notation A ∼ B when both inequalities A B and A B hold.
Dyadic decomposition and Localization
In this section we reduce our problems to some oscillatory integral estimates problem on Euclidean space R 2n+1 . This reduction is well-known for operators on Euclidean space (see Stein [20] ). The issue of this reduction on the Heisenberg group is to control the localized operators T
l )) have no uniform bound for their derivatives. Nevertheless we get the uniformity after a value-preserving change of coordinates (see (3.8) ).
We decompose the kernels K α,β and L α,β as
For notational convenience, we omit the index α and β from now on. 
holds for all j and j
Proof. The proof follows from the integration parts technique in the typical way, so we omit the details. See Lyall [13, Lemma 2.4] where the proof for T j is given.
By Cotlar-Stein Lemma, we only need to show that there is a constant C > 0 such that
We consider the dilated kernels
We defineT j andS j to be the convolution operators with kernels given byK
, and we have
Now, we further modify our operators to some operators defined locally using the fact that the kernels ofT j andS j are supported in {(x, t) : ρ(x, t) ≤ 2}. To do this we find a set of point
We note that
Then, using the coordinate change (y, s) → ((y, s) · g k ) and substituting (x, t) → ((x, t) · g k ) in (3.6), we get
with a compactly supported smooth function ψ. Finally we set
where µ is a smooth function supported on the set {(x, t) ∈ R 2n+1 :
We shall deduce Theorem 2.1 and Theorem 2.2 from the following propositions.
Proposition 3.2.
(
Proposition 3.3.
We get the first main result of this paper assuming these propositions:
Proof of Theorem 2.1 and Theorem 2.2. From the reductions (3.5), (3.7) and (3.9), in order to prove Theorem 2.1 it is enough to prove that T j L 2 →L 2 2 jQ for the operators T j given in (3.10).
From (3.4) and (3.11) we have T j = 2 jQ L Aj with a suitable function µ, and so
Therefore, the estimates of Proposition 3.2 yield Theorem 2.1. In the same way, Proposition 3.3 establishes Theorem 2.2.
Proof of Theorem 2.3 and Theorem 2.4.
By the duality argument, it is enough to prove for p < 2.
In addition, we shall prove only the case (1) of Theorem 2.3, the other cases will follow from the same argument. Suppose p < 2 and
On the other hand, Young's inequality gives
Interpolating above two estimates we get
Thus, we may sum the geometric series if α − 2(n +
. This completes the proof.
In the next section, we shall briefly review on the theory related to the operators L Aj and L Bj . We will make use of geometric properties of the phase function ρ(x, t) β to prove Proposition 3.2
and Proposition 3.3.
L 2 estimates
We begin with the L 2 → L 2 theory for oscillatory integral operators. The operators we are concern with are of the form
Suppose that the phase function φ satisfies det ∂ 2 φ ∂xi∂yj = 0 on the support of a, we say that φ is non-degenerate. We say that φ is degenerate if there is some point (x 0 , y 0 ) where det
equals to zero. For non-degenerate phases,
we have the fundamental theorem of Hörmander.
Theorem 4.1 (Hörmander [9]). Suppose that the phase function φ is non-degenerate. Then we have
This theorem gives sharp decaying rate of the norm T φ λ L 2 →L 2 in terms of λ. However, the phase functions of our operators L Aj and L Bj can become degenerate according to the values of a and β (see Lemma 4.4 and Lemma 4.5). For a degenerate phase function φ, the optimal number κ φ for which the inequality T λ L 2 →L 2 λ −κ φ holds would be less than n 2 . The number κ φ 's are related to the type of fold of the phase φ (see Definition 4.2). For phases whose types of folds are ≤ 3, the sharp numbers κ φ were obtained by Greenleaf-Seeger [6] and Pan-Sogge [15] . We shall use the results. The sharp results for folding types ≤ 3 in [6] are the best known results and there are no optimal results for folding types > 3 except some special cases established by Cuccagna [2] .
It is well-known that the decaying property is strongly related to the geometry of the canonical relation,
Definition 4.2. Let M 1 and M 2 be smooth manifolds of dimension n, and let f : M 1 → M 2 be a smooth map of corank ≤ 1. Let S = {P ∈ M 1 : rank(Df ) < n at P } be the singular set of f . Then we say that f has a k−type fold at a point P 0 ∈ S if (1) rank(Df )| P0 = n − 1, (2) det(Df ) vanishes of k order in the null direction at P 0 .
Here, the null direction is the unique direction vector v such that (D v f )| P0 = 0. Now we consider the two projection maps [15] 
If the projection maps π L and π R have 2-type folds singularities, then
In order to use Proposition 4.3, we shall study the projection maps (4.2) associated to the phase function of the operators L Aj and L Bj . Recall that ρ(x, t) = (|x| 4 + t 2 ) 1/4 and the phase function
To write the group law explicitly, we write x = (x 1 , x 2 ) and y = (y 1 , y 2 ) with x j , y j ∈ R n . Set
For notational purpose set t = x 2n+1 and s = y 2n+1 . To determine whether the phase function Φ is non-degenerate, we need to calculate the determinant of the matrix,
The determinant is calculated in Laghi-Lyall [10] . However we give a somewhat simpler computation by considering the matrix L associated naturally with the matrix H (see below), which will also be useful in Lemma 4.6 and the proof of Proposition 3.2 and Proposition 3.3. For simplicity, we write (x, t) = (x, t) · (y, s) −1 . By the Chain Rule, for 1 ≤ i, j ≤ n, we have
Using the Chain Rule once more, we get
Then we have 6) where the second equality holds because Aa(x)
Thus, to study the matrix H, it is enough to analyze the matrix L. Moreover we have det(A a (x)) = det(A a (y)) = 1 and it implies that det(H(x, t, y, s)) = det(L(x, t, y, s)). Therefore it is enough to calculate the determinant of L.
To find (4.7) we calculate the Hessian matrix of Φ. For 1 ≤ i, j ≤ 2n,
and
T . Then the above computations show that
where we set
Then, from (4.7) and (4.11) we get
where
Proof. We write (x, t) = (x, t) · (y, s) −1 again. In view of (4.6), (4.7) and (4.13), it is enough to show that
Considering the form of the function F given, we only need to compute det(E + R). From (4.12) we have
For notational convenience, we shall use lower-case letters f 1 , . . . , f m to denote the rows of a given m × m matrix F . Notice that DD T is of rank 1 and we have the following equality
for any m × m matrices P and Q with rank Q = 1. Recall that B = |x| 2 I + atJ and
Thus, from (4.14), (4.15) and (4.16), we get
Using (4.14) once again, we obtain
. .
. . .
From (4.17) we have
.
Therefore,
Finally,
Adding all these terms together, we get
where p(r) = c p r m1 , q(r) = r m2 for some m 1 , m 2 , c p ∈ R and
The proof is complete. Now, we should determine when the determinant of H(x, t, y, s) can be zero for some values (x, t, y, s) with ρ (x, t) · (y, s) −1 ∼ 1. Furthermore, to determine the type of folds in the degenerate cases, it is crucial to know the shape of the factorization. • Case 1:
• Case 2:
• Case 3:
This holds if and only if
, where
Observe that
We can combine the above two conditions as g(y, s) > 0 for a 2 < C Proof. For simplicity, set (z, w) := (x, t) · (y, s) −1 . In view of (4.12) and (4.13), except the nonzero common facts, we only need to check that the determinant of
is nonzero for (z, w) = (0, 0). This determinant can be calculated in the same way as the determinant of L by using (4.15) and (4.17 If w = 0, then z becomes zero in (4.22). Because (z, w) = (0, 0), w should be nonzero. Thus det(M (z, w)) = 0. The Lemma is proved.
We are now ready to prove our first main theorems by studying the canonical relation (4.1) associated to the phase Φ,
and the associated projection maps π L :
Proof of Proposition 3.2 Proposition 3.3. Let
In view of Proposition 4.3, it is enough to show that on the hypersurface S, We will only prove (1). The second case can be proved in the same way, the only difference is the form of factorizations in Lemma 4.5 which determine the order of types. We need to show that on the hypersurface S, both π L and π R have 1-type folds singularities. Rcall from Lemma 4.4 that S is a subset of R 2n+1 consisting of (x, t, y, s) ∈ R 2(2n+1) such that
From the form of F and the fact that ((x, t) · (y, s) −1 ) = 0, we have
From Theorem 4.5, we have
for some two different constants c 1 , c 2 > 0. Note that Lemma 4.6 implies the condition (1) of Definition 4.2 is satisfied. Therefore, it is enough to show the second condition, i.e., at each point P 0 ∈ S the determinant of Df vanishes with order 1 in each null direction of dπ L and dπ R at P 0 . Fix a point P 0 = (x, t, y, s) ∈ R 2n+1 × R 2n+1 and assume that P 0 is contained in
We may identify
Thus, v L is of the form v L = (0, 0, z, w) with w ∈ R 2n and s ∈ R such that
To check that det H(x, t, y, s) vanishes of order 1 in the direction v L , it is enough to show that v L is not orthogonal to the gradient vector v g of det H(x, t, y, s) at P 0 . By a direct calculation we see that the gradient vector v g is equal to
Suppose with a view to contradiction that v L and v g are orthogonal. It means that
From (4.6), we have
A simple calculation shows that
On the other hand, from the orthogonal assumption (4.24) we get
Thus,
Recall that
. Substituting x − y for x and t − s + 2ax
for t, where the equality holds since the point P 0 is on the surface S 1 . Then, from (2n + 1)-th equality in (4.23) with (4.25), we have
Rearranging it, we obtain
Thus (x − y) · z = 0, and hence
Now from det L 1 = 0 in Lemma 4.6 we have z = 0 and so w = 0 from (4.24). This is a contradiction since v L should be a nonzero direction vector. Therefore v L and v R can not be orthogonal. Now we shall prove the same conclusion for dπ R without repeating the calculations. Note that the above argument for dπ L is exactly to show that there is no nontrivial solution (z, w) of the system of equation S(a, x, y):
On the other hand, to show the folding type condition for the projection π R , it is enough to show that there is no nontrivial solution v R = (z 0 , w 0 , 0, 0) which satisfies the system of equations :
Because A −a (−x) = A a (x) and A −a (−y) = A a (y), the above system can be written as follows.
We now see that (z 0 , w 0 ) satisfies the system S(−a, −y, −x). Since the above argument for proving nonexistence of nontrivial solution of S(a, x, y) does not depend on specific values of a, x and y, the same conclusion holds for the system S(−a, −y, −x). This completes the proof.
Remark 4.7. On R n , the oscillating kernel is of the form |x| ∂x∂y |x − y| = 0 for any (x, y) with x = y and this case correspond to Bochner-Riesz means operators, which still remains as a conjecture. On hand, the phase ρ((x, t) · (y, s) −1 ) β has fold of the highest order type when β = 1 or β = 2,
which also remains open in this paper. In order to establish the sharp L 2 estimate for these cases, we would need to improve the current theory of oscillatory integral estimates for degenerate phases to higher orders (see [2, 6, 7] ).
Remark 4.8. We note that from Lemma 4.6 and Case 3 of Lemma 4.5,
holds for all cases. It will be sufficient to use this weaker bound for the Hardy spaces estimates in Section 5.
Hardy spaces on the Heisenberg groups
In this section we recall some properties of Hardy spaces on the Heisenberg group. We refer Coifman-Weiss [1] and Folland-Stein [5] for the details. From now on, we shall write ρ(x) (resp., x · y) just as |x| (resp., xy) for notational convenience. It is known that |x · y| ≤ |x| + |y| holds for all x, y ∈ H n a (see [12, p. 688] ). The left-invariant vector fields on H n a is spanned by T = ∂ ∂t and
For a ∈N, we define P a to be the set of all homogeneous polynomials of degree a.
Suppose that x ∈ H n a , a ∈N, and f is a function whose distributional derivatives Y I f are continuous in a neighborhood of x for d(I) ≤ a. The homogeneous right T aylor polynomial of f at x of degree a is the unique P f,x ∈ P a such that
We will use some properties for H p functions including the atomic decomposition and the molecular characterization. For 0 < p ≤ 1 ≤ q ≤ ∞, p = q, s ∈ Z and s ≥ [(2n + 2)(1/p − 1)], we say that the triple (p, q, s) is admissible.
(ii) H n a(x)P (x)dx = 0 for all P ∈ P s .
Later, we will choose q = 2 to use the L 2 boundedness (4.27) obtained in Section 3.
Proposition 5.3 (Atomic decomposition in H p ; see [1] ). Let (p, q, s) be an admissible triple. Then any f in H p can be represented as a linear combination of (p, q, s)-atoms,
where the f i are (p, q, s)-atoms and the sum converges in
For an admissible triple (p, q, s), we choose an arbitrary real number ǫ > max{s/(2n+2), 1/p−1}. Then we call (p, q, s, ǫ) an admissible quadruple. Now we introduce the molecules.
Definition 5.4. Let (p, q, s, ǫ) be an admissible quadruple. We set
, where the constant C 2 is independent of the molecule.
Thanks to this Theorem, in order to verify that T is bounded on H p it is enough to show that, for all p-atoms f , the function T f is a p-molecule and N (T f ) ≤ C for some constant C independent of f .
H p estimates
We start with a lemma which will be useful in the proofs of the sequel.
Lemma 6.1.
A straighforward calculation gives the bound for K. Suppose that d < 0, c + d > 0 and B > 1. Then
In any case we see that K 1 + (log B)B 
Proof. From the decompostion of kernel (3.1), we have
We shall bound the norm K j α,β * f H p for each j ∈ N by some constant multiple of f H p . Notice that K j (x, t) = ρ(x, t) −(2n+2+α) e iρ(x,t) −β χ(2 j ρ(x, t)). From the atomic decomposition for H p space, it is enough to establish the estimate for any atom f supported on B(0, R) with some
In view of part (2) (5.2). We will choose δ sufficiently small later. Recall that
. From the L 2 estimate (4.27) we get
We have
. Then it is enough to show that S 1 1 and S 2 1. We use (4.27) and (6.1) to bound I 1 as follows.
where the last inequality comes from (6.1). From (6.2) and (6.4) we have
where the equality comes from the calculation (
1. Now we consider I 2 and S 2 . We have I 2 = 0 for R > 1 since the support of K j * f is contained in the subset {x : |x| ≤ 1 + R} which is a subset of {x : |x| < 2R} for R > 1. Thus we may only consider the case R ≤ 1. In the following integral expression
We have |xy −1 | ≤ 2 −j and |y| ≤ R. These imply |x| ≤ |xy −1 | + |y| ≤ 2 −j + R. It means that I 2 = 0 for 2 −j < R. Thus we only need to consider j ∈ N such that 2 −j ≥ R, for which we have |x| ≤ 2 −j+1 for x ∈ Supp(K j * f ). Then we get
From Proposition 5.1, for any I ∈ N 0 , there is a polynomial P x j of degree ≤ I such that
(6.7)
From (6.1) we get the identity for 0 ≤ I ≤ s,
Note that f (y) has support in |y| ≤ R, then from (6.1) and (6.7) we get
Now we can estimate (6.6) as
Here we may choose I = 0 or I = s, which gives
Now we have
From p ≤ 1 and α < 0 we have (2n + 2)(1 − 1 p − δ) + α < 0. Thus, if min(1, (R2 j(β+1) ) s+1 ) = 1 the exponent of 2 j is smaller than zero provided a is small enough. Recall that R ≤ 1. Then, using (2) in Lemma 6.1 we get j≥1
Thus, for δ small enough, we have µ δ , κ δ > 0 and since R ≤ 1,
We then conclude that S 2 1. The proof is complete.
We now consider T L α,β . Observe that the oscillating term e iρ(x,t) β exhibits different behavior whether 0 < β < 1 or β > 1. As ρ goes to infinity, the oscillation becomes faint if for the case 0 < β < 1. In contrary, the oscillation grows to infinity for β > 1. Hence we deal with the two cases seperately. Theorem 6.3. Assume 0 < β < 1 and p ≤ 1 and (
Proof. From (3.2) we have
We now estimate each norm L j α,β * f H p by f H p . From the atomic decomposition for H p space, we may choose f as an atom supported on B(0, R) with some R > 0, which satisfies 
We have (6.16) where
. Then it is enough to show that S 1 1 and S 2 1. First we estimate I 1 with L 2 estimates (4.27) as follows
Thus we can bound
and we have S 1 j≥1 2 j(α−nβ)p 1. For I 2 we consider the two cases R > 1 and R ≤ 1.
we have |xy −1 | ≤ 2 j and |y| ≤ R, which imply |x| ≤ |xy −1 | + |y| ≤ 2 j + R. Therefore, in (6.16),
we have that I 2 = 0 for 2 j < R. Thus we only need to consider j with 2 j ≥ R. Then we have |x| ≤ 2 j+1 for x in the support of L j * f , and so Because p ≤ 1, we easily see that µ δ ≤ 0. Moreover, κ 0 = 1 1 − β {β(2n + 2)( 1 p − 1) + α} < 0.
From this, we get κ δ < 0 for δ small enough. Therefore we have S 2 R µ δ + log(R + 1)R κ δ
1.
Case (ii): Suppose R ≤ 1. We see that min(1, (R2 j(β−1)(s+1) )) = R2 j(β−1)(s+1) and (6.25) becomes We then conclude that S 2 1. The proof is complete.
We now establish the same result for the case β > 1. 
