Abstract-We consider a general family of problems of which the output space admits vector-valued structure, covering a broad family of important domains, e.g. multi-label learning and multi-class classification. By using local Rademacher complexity and unlabeled data, we derived novel data-dependent excess risk bounds for vector-valued functions in both linear space and kernel space. The proposed bounds are much sharper than existing bounds and can be applied into specific vector-valued tasks in terms of different hypotheses sets and loss functions. Theoretical analysis motivates us to devise a unified learning framework for vector-valued functions based which is solved by proximal gradient descent on the primal, achieving a much better tradeoff between accuracy and efficiency. Empirical results on several benchmark datasets show that the proposed algorithm outperforms compared methods significantly, which coincides with our theoretical analysis.
INTRODUCTION
I N the supervised learning, learning vector-valued functions is to learn a predict model from training data with vector-valued labels instead of scalar-valued labels, including a wide range of important tasks, such as multitask learning [1] , [2] , [3] , multi-label learning [4] , [5] , multiclass classification [6] , [7] , ranking [8] , [9] and so on. The first unified learning framework for vector-valued functions in reproducing kernel Hilbert space (RKHS) was proposed in [10] . Then, the unified framework was further developed in [11] , [12] and extended to semi-supervised learning by manifold regularization [13] , [14] , [15] . While current research about vector-valued functions mainly focus on the algorithmic front, we study vector-valued functions from both theoretical perspective and algorithmic perspective. In this paper, we integrate our previous works in multiclassification [7] , [16] and generalize the idea into vectorvalued settings. We make the paper a significant improvement based on those two conference papers, with clearer and more general theoretical results, additional technical details,and a unified learning framework.
Related Works
The statistical learning theory for vector-valued functions is to estimate the generalization ability of algorithms, which is the key to understand the factors that affect their performance and suggest ways to improve them [17] . Although the statistical learning theory of special cases of vectorvalued functions (e.g. multi-class classification and multilabel learning) by now have been well developed [7] , [18] , [19] , there are still numerous statistical challenges in learning vector-valued functions under a unified theoretical perspective. 1) Multi-class Classification. VC-dimension [20] and Natarajan dimension [21] as typical data-independent measures provide conservative multi-class bounds, while data-dependent complexity tools always give tighter bound. As the most common and successful data-dependent tool, Rademacher complexity was firstly used to analysis generalization performance of multi-class tasks in [22] and further studied in [23] , [24] . The convergence rate of Rademacher complexity based error bounds are usually O(K/ √ n), where K and n are the number of classes and the size of labeled samples, respectively. [25] devised a delicate error bound which exhibits logarithmic dependence on the class size O((log K)/ √ n) by bridging Gaussian complexity and Rademacher complexity. In stead of estimate complexity on the global function space, the local Rademacher complexity was proposed to estimate complexity on a more favorable subset [26] and usually obtain better statistical guarantees. Our previous work [7] proposed the state-ofthe-art error bound of kernel-based multi-class classification by using the local Rademacher complexity, with the convergence rate O((log 2 K)/n). Based the fact that the estimate of Rademacher complexity is output-independent, researchers began to consider how to make use of unlabeled examples. Combining the notion of Rademacher complexity and making use of unlabeled data, Maximov et al. proposed a semi-supervised multi-class bound [18] , of which the convergence rate is O K/n + K K/u , where u is the number of unlabeled examples. Further, based on the local Rademacher complexity, we extended our previous work [7] for multi-class bound in supervised setting into semi-supervised setting in [16] and obtain a tight semi-supervised bound. The rate of this semi-supervised multi-class classification bound is O K/ √ n + u + 1/n . 2) Multi-label Learning. Data-independent error bounds are developed in [27] , [28] by using VC-dimension. More recently, data-dependent complexity measure Rademacher complexity was introduced into multi-label learning [29] , leading to tighter error bounds than data-independent ones. Based on theoretical guarantee, it also devised a generic empirical minimization error (ERM) algorithm by using the trace norm as regularization. [19] consider local Rademacher complexity instead of global estimate and obtain shaper bounds with faster convergence rate. Further, a new algorithm is designed by using tail sum of eigenvalues of the predictor instead of the trace norm as regularization. Both theoretical analysis and proposed algorithms for [19] , [29] are in linear space, while this paper explores statistical properties and designs a unified algorithm in both linear space and kernel space. 3) Vector-valued Learning. Despite its importance, theoretical learning for vector-valued functions has been only marginally studied in learning theory community. Theoretical results in recent works [30] , [31] can be extended to learn statistical performance of vectorvalued functions, by using a vector-contraction inequality to estimate global Rademacher complexity of the estimators.
Our Contributions
In this paper, we derive novel data-dependent generalization error bounds via local Rademacher complexity and unlabeled data for vector-valued learning. A unified learning framework is further designed and solved by stochastic optimization on the nonconvex primal problem. Extensive experimental results verify the effectiveness of the proposed algorithm and coincide with statistical analysis.
Theoretical Contributions. In this paper, we provide theoretical guarantees for vector-valued functions both for linear hypotheses set and kernel hypotheses set. Instead of global Rademacher complexity, we consider local Rademacher complexity to improve the convergence rate of error bounds. Unlabeled examples are used to reduce the estimate of local Rademacher complexity due to the idea that Rademacher complexity is data-dependent but labelindependent. Finally, unified generalization error bounds are established, for which we obtain -for the first timeunified data-dependent error bounds for semi-supervised vector-valued learning in both linear and nonlinear space. To our best knowledge, those bounds are tightest generalization error bounds and can be specialized into specific tasks in terms of different hypotheses sets, loss functions and training samples (e.g. multi-class classification, multilabel learning and supervised learning when u = 0). Algorithmic Contributions. Motivated by theoretical analysis, we devise a unified learning framework to learn vector-valued functions. The framework combines the structural risk minimization (SRM) framework with another two terms to bound local Rademacher complexity and make use of unlabeled examples, corresponding to our theoretical analysis. The tail sum of eigenvalues of predictor is used to bound local Rademacher complexity, which exploits the correlations between different labels. Laplacian regularization for vector-valued functions is introduced to make use of unlabeled examples, which can be used to copy with a lack of labeled data. By using proximal gradient descent, the algorithm effectively solves the nonconvex optimization problem on the primal. We also consider random features to appropriate kernel functions, such that the algorithm achieves a good tradeoff between efficiency and accuracy. Experimental results show that our algorithm significantly outperforms existing linear methods for both multi-class classification and multi-label learning.
PROBLEM SETTING AND PRELIMINARIES
Consider vector-valued problems on input space X = R d and output space Y, which admits the vector-valued output Y ⊆ R K (such as multiviable labels, ranking, time sequences and strings). We consider a set of labeled training examples
i.i.d. sampled according to the marginal distribution ρ X of ρ over X . Typically, only a few labeled examples and a large number of labeled examples are available, that is n u.
The Vector-valued Learning Framework
The goal is to learn a vector-valued estimator h : X → R K , which outputs a vector with K labels. We define an unified hypotheses space for both kernel-based and linear methods
where W ∈ R D×K is the weighted matrix, φ(x) :
is a feature mapping (linear or non-linear) and W p is a matrix norm to regularize the hypotheses sets. Then, we present specific definitions of estimators for the linear space and the reproducing kernel Hilbert space (RKHS).
Kernelized space
Let κ : X × X → R be a Mercer kernel with the associated feature map φ and reproducing kernel Hilbert space H κ , where κ(x, x ) = φ(x), φ(x ) and φ : R d → H κ . Such that D = H κ is in RKHS by applying an implicit feature mapping φ(·) induced by the Mercer kernel κ.
Unfortunately, kernel methods suffer from high storage and computational burdens, of which complexities are at least quadratic w.r.t the number of training points. Random features (RF) were proposed [32] and well-developed [33] , [34] , [35] to approximate kernel functions by κ(x, x ) ≈ φ(x), φ(x ) where φ(·) is an explicit feature mapping
By approximating kernel functions in linear forms, random features obtain excellent statistical properties similar to kernel methods but also high computational efficiency similar to linear estimators.
Linear space
The most commonly used linear estiamtors are directly in the input space, that is φ(x) = x and D = d.
Another kind of linear learners are random sketches, which are to obtain computational gains by reducing the feature dimension φ :
Random sketches are usually in the form φ(x) = Sx, where S ∈ R D×d is a random sketch matrix (such as Gaussian matrix, randomized orthonormal system, circulant, and other type sketches).
The expected loss and the empirical loss
We denote the loss function : Y × Y → R + to measure the dissimilarity between two elements from vector-valued outputs. In this context, statistical learning corresponds to minimizing the expected loss
where is the loss function and h ∈ H p . The corresponding empirical loss is
Assumptions
Consider a loss function and hypotheses h that satisfy the following conditions, met by widely used regularized algorithms with convex loss functions.
Assumption 1.
Assume that there is an estimator h * ∈ H r satisfying E(h * ) = inf h∈Hr E(h), corresponding the most accurate estimator in the hypotheses space.
Similarly, we let h be the estimator with the minimal empirical loss, which satisfies E( h) = inf h∈Hr E(h). 
where i = {1, · · · , n} corresponding to any instance of labeled sample S l and x, x ∈ X .
The above assumptions are standard in vector-valued learning and can be extended into structured prediction [30] . Various loss functions satisfy the Lipschitz continuous condition, such as L = 1 for the hinge loss. By the Lipschitz condition and contraction lemma for Rademacher complexity of vector-valued function proven in [30] , [31] , we further establish the connection of local Rademacher complexity on the loss space and the hypotheses space.
Notations
The space of loss function associated with H p is denoted by
Definition 1 (Rademacher complexity on loss space). Assume L is a space of loss functions as definition in Equation (1) . Then the empirical Rademacher complexity of L on S l is:
where i s are independent Rademacher random variables uniformly distributed over {±1}. Its deterministic counterpart is
Definition 2 (Local Rademacher complexity on loss space).
A smaller class L r ⊆ L is choosen by a distance ball between h and the minimal expected loss h * with a fixed radius. The corresponding localized hypotheses space is
which still contains the most accurate solution h * . Above definitions show the Rademacher complexity on the loss space is output-dependent, such that its empirical counterpart can only be estimated on the labeled sample S l . In the following, we introduce an output-independent notion of Rademacher complexity on the hypotheses space, of which the empirical complexity then can be estimated on both the labeled sample S l and the unlabeled sample S u . Definition 3 (Local Rademacher complexity on hypotheses space). Assume the localized hypotheses space H r is defined as in (2) . The empirical local Rademacher complexity of H r on both labeled and unlabeled samples S l ∪ S u defined as:
where h j (x i ) is the j-th value in the vector-valued function h(x i ) with K outputs and ik s are (n+u)×K independent Rademacher variables. Its deterministic counterpart is R(H r ) = E R(H r ).
THEORETICAL ANALYSIS
In this section, we study the generalization performance for vector-valued functions. Our analysis is general and applies to a broad family of vector-valued functions of which the loss function is continuous and bounded. Firstly, a general excess risk bound is proposed by using the notion of local Rademacher complexity and unlabeled examples, which can be applied to various vector-valued tasks in terms of different loss functions. Then, for kernelized hypotheses, the estimate of local Rademacher complexity are explored based on the kernel κ and an explicit excess risk bound is derived. Finally, for linear hypotheses, we bound the local Rademacher complexity based on the weighted matrix W and then provide an explicit excess risk bound.
General Excess Risk Bound with Local Complexity
Lemma 1 (Lemma 5 of [30] ). Let the loss function be LLipschitz for R K w.r.t 2-norm, satisfying Assumption 3. That is
Then, the following contraction inequality exists
The contraction lemma has been proven by using LLipschitz continuous condition and Khintchine inequation [36] . Lemma 5 in [30] has given a detailed proof. But also, Theorem 3 in [31] provided a more general inequation, where Rademacher variables can be replaced by arbitrary iid random variables as long as they are symmetric and subgaussian and √ 2 is replaced by suitable constant. The contraction lemma in Lemma 1 is the key tool to analysis vectorvalued output functions, which bridges the gap between Rademacher complexity on the loss space and Rademacher complexity on the hypotheses space. Such that we make use of unlabeled data because the richness measure of the hypotheses space is output-independent. Output-independent Rademacher estimate leads to tighter generalization error bounds and has a wide range of applications, such as semisupervised multi-class classification, multi-label learning with missing labels and multi-task learning. Remark 1. Similar contraction inequalities were proposed in [30] , [31] , in this paper we extend it to semi-supervised learning. The contraction provides a desirable result for situations, when hypotheses space consists vector-valued functions and loss functions are Lipschitz continuous over those vector-valued outputs.
Theorem 1 (Local Rademacher complexity based excess risk bound). Consider the localized hypotheses space H r for any h ∈ H r and the loss function ∈ L r satisfying assumpitons 1, 2, 3. Let ψ(r) be a sub-root function and r * be the fixed point of ψ. Fix δ ∈ (0, 1) and assume that ψ(r) satisfies, for any r ≥ r * ,
then with probability at least 1 − δ
where h is the estimator with the minimal empirical loss and h * with the minimal expected loss.
The above theorem provides a general excess risk bound for semi-supervised vector-valued functions based on local Rademacher complexity. The classic local Rademacher complexity based bounds [26] estimate the complexity on loss space R(L r ). Note that R(L r ) is label-dependent that can only be estimated on labeled sample S l , of which convergence rate is O(1/ √ n). While we estimate Rademacher complexity on hypotheses space R(H r ) which is labelindependent and thus can be estimate on both labeled sample S l and unlabeled sample S u , of which convergence rate is O(1/ √ n + u), much smaller than R(L r ). Therefore, by using contraction inequality in Lemma 1, we introduce R(H r ) instead of R(L r ) to derive the excess bound.
Remark 2.
The convergence rate of this bound depends on both R(H r ) and O(1/n) term, such that the rate cannot be faster than O(1/n). The unlabeled sample plays a key role to make the convergence rate close to O(1/n) in the generalization analysis. When there is no labeled data, by setting u = 0, it coincides with local Rademacher complexity bounds in supervised settings [7] .
Excess Risk Bound for Kernel hypotheses
In this part, we study the generalization performance of vector-valued functions with kernel hypotheses. We firstly present an estimate of local Rademacher complexity on all data in Theorem 2, mainly depending on the tail sum of eigenvalues of the Mercer kernel κ. Then, we derive an explicit local Rademacher complexity excess risk bound (Corollary 1) for vector-valued functions with a faster convergence rate, by applying Theorem 2 to Theorem 1.
Let κ : X × X → R be a Mercer kernel with the associated feature map κ(x, x ) = φ(x), φ(x ) with an implicit feature mapping φ :
We consider the case p = 2, 1, that is using 2,1 -norm to regularize W , where W 2,1 = K k=1 W ·k 2 and W ·k represents the y-th column of W .
Theorem 2 (Estimate local Rademacher complexity for kernelized classes
T ϕ j (x ) be eigenvalues decomposition of the Mercer kernel κ, where (λ j ) ∞ j=1 denote eigenvalues of κ in nonincreasing order and ϕ j are orthonormal bases. Then, for any r > 0, there holds
where H r is the localized hypotheses space defined in (2).
Theorem 2 demonstrates that local Rademacher complexity is determined by the tail sum of eigenvalues, where eigenvalues are truncated by the "cut-off point" θ.
Remark 3.
For kernelized hypotheses, the estimate of local Rademacher complexity is determined by the tail sum of eigenvalues of the Mercer kernel κ. Similarly, the corresponding empirical estimate is usually bounded by the tail sum of eigenvalues of the normalized kernel matrix T = 1 n+u [κ(x i , x j )] i,j=1,··· ,n+u . See more details in Lemma 6.6 of [37] .
Corollary 1 (Excess risk bound for kernelized vector-valued functions). Assume that sup x∈X κ(x, x) ≤ 1. Consider the localized hypotheses space H r for any h ∈ H r and the loss function ∈ L r satisfying assumpitons 1, 2, 3. There exists a constant c L,b depending on only L and b such that with the probability at least 1 − δ
where the fixed point holds
In the worst case (if we take θ = 0), the complexity degrades into the global Rademacher complexity, depending on the trace of the kernel κ. Then, the convergence rate of excess risk bound E( h) − E(h * ) in the worst case is
But when eigenvalues of the kernel κ decay exponentially quickly j>θ λ j = O(exp(−θ)), as in the case of Gaussian kernels [26] , [38] , then there exists by setting θ = log(n + u)
Because in the most of tasks, there holds K u and n u, but also the the logarithmic terms are very small, thus r * mainly depends on O(1/(n + u)), which is much smaller than O(1/n). In this benign case, the excess risk bound provides a linear dependence on the labeled sample size
yielding a much stronger statistical guarantee. Similar analysis procedure is also used in classic local Rademacher complexity literatures [19] , [39] , [40] , [41] .
Remark 4.
For approximate kernel methods (e.g. random features), the approximate errors were well-studied in many works [32] , [33] , [35] , [42] . By using random features, the optimal learning properties for non-parametric regression are proven in [43] , [44] . The generalization performance for linear SVM with random features was explored in [45] . According to those theoretical guarantees, random features provide similar generalization properties with kernel classes. By using random features, our results can further be applied to appropriate kernel methods.
Excess Risk Bound for Linear hypotheses
In this part, we study the the local Rademacher complexity bound for linear hypotheses h(x) = W T x, by using the singular values decomposition (SVD) of the weighted matrix W . The result (Theorem 3) shows that local Rademacher complexity can be bounded by the tail sum of the singular values of W . Combining Theorem 1 and Theorem 3, we obtain a tighter generalization error bound (Corollary 2) which is label-size K independent. Random projections are the approximation to the primal linear hypotheses. Theorem 3. Let W = U ΣV be SVD decomposition of W ,U and V are unitary matrices with size of d × d and K × K respectively, and Σ is a D × K matrix with singular values {λ j } on the diagonal in descending order. Assume W ≤ 1 and x ≤ 1, such that the expected local Rademacher complexity R(H r ) for linear hypotheses on all examples is upper bounded by
The above theorem estimates local Rademacher complexity for linear vector-valued classes, bridging the analysis of linear vector-valued functions and local Rademacher complexity. Interestingly, the complexity is bounded by the tail sum of singular values of the weighted matrix W .
Remark 5.
For kernelized hypotheses, local Rademacher complexity can be bounded by the tail sum of eigenvalues of the kernel [7] , [26] , [40] . Similarly, for linear hypotheses, Theorem 3 shows that local Rademacher complexity can be bounded by the singular values of weighted matrix W . Further, the estimate for linear hypotheses is independent on the number of labels K, such that it is slightly tighter than the kernelized estimate in the worst case.
Corollary 2 (Local Rademacher complexity bound for linear vector-valued functions). Assume W ≤ 1 and x ≤ 1. Consider the localized hypotheses space H r for any h ∈ H r and the loss function ∈ L r satisfying assumpitons 1, 2, 3. With the probability at least 1 − δ, there holds
where (λ j ) ∞ j=1 is the singular values of W andc L,b is a constant only depending on L and b.
In the worst case (θ = 0), the fixed pointr * becomes relevant to the global Rademacher complexity which is usually at O(1/ √ n + u). Such that the convergence rate is
While in the special case the singular values decay fast as
n+u ). Thus, we obtain a better result only depending on the label sample
Similar theoretical results for linear vector-valued functions were proposed for multi-label learning in [19] and multiclass classification in our previous work [16] .
Remark 6. The tail sum of eigenvalues of predictor is used to bound local Rademacher complexity, which exploits the correlations between different labels. As discussion in [40] , the choice of thresholding θ is very important. If θ is too small, the local Rademacher complexity is close to the global Rademacher complexity. If θ is too big, the local Rademacher complexity is acutually near a constant. The most desirable θ is to make two terms in Theorem 2 and Theorem 3 equal, that is θr 4L 2 = j>θ λ j for kernel hypotheses and θr 4L 2 = j>θλ 2 j for linear hypotheses.
SPECIAL CASES AND COMPARISONS
In this section, we first introduce some data-dependent error bounds for general vector-valued functions and compare with ours, which can be specialized into any vector-valued output tasks. Then, we present two examples: multi-class classification and multi-label learning, but also we compare the statistical properties of previous works and ours.
General Vector-valued Functions
In this paper, the contraction inequality in Lemma 1 is a key step in our analysis to convert the Rademacher complexity on loss function classes into hypotheses space. Interestingly, the contraction lemmas for vector-valued functions were proposed independently in Lemma 5 of [30] and Corollary 4 of [31] based on Khintchine inequation. Table 1 shows comparisons of data-dependent error bounds. For kernelized vector-valued functions, the convergence rate of error bounds in [30] and [31] are O log K/n and O K/n respectively, while we improve the kernelized bound by using local Rademacher complexity and unlabeled sample that is O log K n+u + 1 n . For linear vector-valued functions, the learning error rates of [30] and [31] are both O K n , while our analysis for the linear vector-valued functions in Corollary 2 provides a much sharper learning rate even in the worst case, that is O
n . Note that, our theoretical results are the excess risk bounds while results in [30] and [31] generalization error bounds. We obtain much better learning guarantees because we explore the local Rademacher complexity instead of the global one to make the hypotheses space smaller but also we make use of unlabeled examples to reduce the outputindependent Rademacher complexity on hypotheses space.
Bounds
Worst Case Special Case GRC for VV [30] Kernel: 
Special Case: Multi-class Classification
As shown in Table 2 , the generalization ability of multi-class classification based data-dependent tools are well-studied. Compared with other bounds, our bounds are the most shaper one both in kernel space and linear space, and more general in terms of vector-valued output.
Generalization bounds based on Rademacher complexity for multi-class classification are well-studied [22] , [23] , [47] , [48] and the convergence rate of those error bounds usually are at best O K/ √ n . Using Gaussian complexity (GC) and Slepian's Lemma, the linear dependence on classes size K become logarithmic dependence in [25] 
Although Rademacher complexity is widely used in generalization analysis, it does not take into consideration the fact that, typically, the hypotheses selected by a learning algorithm always belongs to a small favorable subset of all hypotheses [26] , [40] , The local Rademacher complexity is defined on a small subset of hypotheses class, which have been used to obtain better bounds in binary classification and regression. In our previous work [7] , we introduce local Rademacher complexity into multi-class classification and obtain a linear dependence on the number of labeled examples for the first time O log 2 K/n . Core ideas of analysis for kernelized vector-valued functions and our previous work [7] are quite different: (1) The previous work reaches local Rademacher complexity bound in steps: GC → GRC → LRC, based on some key tools including Slepian's Lemma, connection lemma (Lemma 2.2 of [49] ) and Lipschitz continuous assumption on the first-order derivative of the loss function.
(2) Analysis for kernelized vector-valued functions in this paper directly provides local Rademacher complexity bound and estimate local Rademacher complexity on both labeled and unlabeled samples, based on contraction inequality (Lemma 1) to make use of unlabeled examples and Massart's lemma to obtain logarithmic dependence on K.
Bounds
Worst Case Special Case 
Special Case: Multi-Label Learning
The global Rademacher complexity is proposed to measure the generalization ability of multi-label learning in [29] and obtain a generalization error bound, converging up to O(1/ √ n). Further, [19] improved the generalization analysis by using the local Rademacher complexity, of which the convergence rate is O(1/n) when the singular values decay exponentially fast. Both of [29] and [19] are in linear form, while our theoretical result for linear hypotheses leads a shaper bound by making using of unlabeled examples. But also, we provide sound theoretical guarantees for kernel hypotheses. Table 3 
TABLE 3
Data-dependent generalization error bounds for multi-lable learning (ML), by using the global Rademacher complexity (GRC) and the local Rademacher complexity (LRC). Here n u, K u, † represents making use of unlabeled data and ‡ represents the excess risk bounds.
ALGORITHMS
In this section, we firstly introduce the minimization objective, which aims to minimize the combination of the empirical loss, the empirical estimate of local Rademacher complexity and the Laplacian regularization to make use of unlabeled data. Next, a unified vector-valued functions learning framework is proposed via conditional singular values thresholding. Then, we study the mini-batch gradient descent on a part of the objective and specialize it into multi-class classification and multi-label learning. Further, we consider an adaptive learning rate in the last part.
Optimization Problem
To use unlabeled examples and local Rademacher complexity, we modify the structural risk minimization (SRM) learning framework with two additional terms: the local Rademacher complexity term and the Laplacian regularization term [16] , [50] .
Consider a similarity matrix S on entire n + u examples and the weight S ij represents the similarity between x i and x j , defined by binary weights or kernel weights S ij = exp(− x i − x j 2 /σ 2 ). We define the cost function (Laplacian regularization) as
where X ∈ R D×(n+u) corresponds all examples after feature mapping φ, graph Laplacian L = D−S and D is a diagonal matrix with
We use the tail sum of eigenvalues of the kernel matrix or the tail sum of singular values to bound the local Rademacher complexity, that is
for kernel hypotheses j>θ λ j (W ), for linear hypotheses (8) where λ j (K) represents the j-th largest eigenvalue of the kernel matrix K and λ j (W ) represents the j-th largest singular value of the weighted matrix W . Then, combining (8) , (7) with ERM learning framework, we define the minimization objective as arg min
where τ A , τ I and τ S are regularization parameters. If we set θ = 0 for T (h), it becomes the trace of a matrix, of which the minimization can be solved by the singular value thresholding algorithm (SVT) [51] efficiently. But it is the tail sum of the eigenvalues (or the singular values) rather than the trace to determine the local Rademacher complexity. The the optimization problem (9) to minimize the tail sum of eigenvalues or singular values (8) is nonconvex and nondifferentiable under many circumstances.
Based on the idea of proximal gradient descent, singular value thresholding (SVT) approaches were widely used to solve nondifferentiable minimization of trace norm (the sum of singular values) [51] . Motivated by SVT, generalized singular value thresholding (GSVT) algorithms were designed to minimize a nonconvex function defined on the singular values [19] , [52] , with two-step updates on first-order gradients. Inspired by those generalized SVT methods, our previous work [16] proposed a stochastic sub-gradient singular value thresholding learning framework based on the proximal gradient for linear multi-class classification, named PS3VT. In this paper, we extend the PS3VT algorithm for vector-valued functions in both linear hypotheses and kernelized hypotheses.
Remark 7.
For kernel hypotheses, the tail sum of eigenvalues of the kernel is commonly used to estimate the local Rademacher complexity. While the tail sum of eigenvalues of one single kernel is a certain value, it is no influence on model training if we put this term in the objective. But the tail sum of eigenvalues of multiple kernel learning (MKL) is uncertain thus it can be used to learn a better combination of kernels [7] , [40] . For MKL, the kernel matrix K in (8) can be the linear combination of a set of kernel matrices. Our previous work [7] used the mirror gradient descent algorithm to learning multi-class MKL, however, the solving process is complicated and low efficiency. Therefore, we consider efficient random features to approximate single kernel methods, rather than the complicated MKL.
General Learning Framework
Only considering the linear hypotheses, we have T (h) = j>θ λ j (W ). In each iteration, to obtain a tight surrogate of 
Compute adaptive learning rate
Update the gradient only use g(W )
Compute SVD decomposition on W t+1
Update W t+1 using Proposition 1
end for
Eq. (9), we keep τ S j>θ λ j (W ) while relaxing g(W ) only, that leads a proximal regularization of g(W ) at W t
where η t actually is the learning rate at t-th iteration to update gradients, ∇g(W t ) is the derivative of g(W ) at W t and terms that do not depends on W are ignored.
Proposition 1 (Theorem 6 of [19] ). Let Q ∈ R D×K with rank r and its SVD decomposition is Q = U ΣV T , where U ∈ R d×r and V ∈ R K×r have orthogonal columns, Σ is diagonal. Then,
is given by
Applied to Proposition 1, the proximal mapping (12) equals to (13) with τ = η t τ S , then
As shown in Algorithm 1, the gradient acutually update twice. The first update is only on g(W ) that is (10), same to traditional gradient descent approaches. The second update (11) modifies tail singular values by thresholding, corresponding to (14).
Mini-batch Gradient Update
The updates combine gradient descent and SVT. Consider the mini-batch gradient descent, we have
where gradient updates on randomly sampled m examples for each iteration. Gradient descent on a stochastic example (SGD) or all dataset (GD) are the special cases when m = 1 and m = n, respectively. The term
depends on specific tasks in terms of different loss functions.
Example: Multi-class Classification
Consider the multi-class problem with K classes. The output space can be written in the one-hot form Y = {0, 1} K , which only consists a single 1 while the other K − 1 elements are 0. For example, for an instance x i with a label k ∈ {1, · · · , K}, the corresponding one-hot output is
where only k-th element is one. Then, the margin of multiclass classification for the instance
The h misclassifes the instance if m h (x i , y i ) ≤ 0 thus we directly the use 0-1 loss h (x i , y i ) = 1 m h (xi, y i )≤0 . But the 0-1 loss is not continuous thus hard to handle. We then consider any continuous loss function which can upper bound the 0-1 loss. Specifically, in this paper we use the hinge loss
The hinge loss is nondifferentiable when m h (x i , y i ) = 0, we consider the sub-gradient for this case. Then for multiclass classification, the sub-gradient of the loss function is
where (x i , y i ) is any instance from the labeled sample D l .
Example: Multi-label Learning
Consider the multi-label learning with the output space Y = {0, 1}
K for multi-label classification and Y = R K for multi-label regression. For both multi-label classification and regression, we define the loss function as
Then for multi-label learning, we have
Adaptive Learning Rate
The basic gradient descent algorithm needs to set a fixed learning rate η, but it is hard to choose a suitable learning rate to just converge. Setting the learning rate too high can cause the algorithm diverges while setting it too small can cause very slow convergence. Many extensions of the basic SGD has been proposed, including Momentum [53] , Adagrad [54] , Adadelta [55] , Adam [56] and a lot of variants [57] , [58] , of which the key idea is to descrease the learning rate along with the increasing of iteration times. We consider the Adadelta [55] , which has shown excellent performance of learning rate in various tasks. Adadelta accumulates gradient over window as the denominator and requires no manual tuning of a learning rate. That is
where G t+1 is used to accumulate gradient, U t+1 is to accumulate updates, ξ is the forget factor and a constant ε is added to better condition the denominator. In each iteration, for gradient updates in (10) and (11), we replace the constant learning rate η with the descreasing factor η t .
Improved by Random Features
Kernelized methods are one of the most successful learning frameworks in past decades, which also show excellent generalization ability on vector-valued functions learning. But computational efficiency of kernel methods are quite low especially when sample size is large, We use random Fourier features to approximate Gaussian kernel κ(x, x ) = exp
2 . According to [32] , [33] , [59] , we difine an explicit feature mapping φ :
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EXPERIMENTS
In this section, we evaluate the empirical behavior of our proposed algorithm LSVV on two common vector-valued applications: multi-class classification and multi-label learning. For linear hypotheses, we run LSVV on inputs space. For kernelized hypotheses, we use random Fourier features to approximate Gaussian kernels introduced in section 5.5. We set up four experiments to evaluate the generalization performance of the proposed algorithm LSVV : (1) average test error of multi-class classification, (2) average test error of multi-label learning, (3) influence of the thresholding θ, (4) influence of the labeled rate. Datasets. As listed in Table 4 , we consider a variety of benchmark datasets, of which the numbers of instances range from hundreds to hundreds of thousands. Those datasets are from three kinds of vector-valued output applications: 20 datasets from multi-class classification tasks (MC), 4 datasets from multi-label classification tasks (MLC) and 2 datasets from multi-label regression (MLR). We split primal datasets randomly to 70% of instances as training data and 30% as testing data. Such that all datasets are standard and common, where they satisfy n ≤ u and K ≤ u.
Compared Methods. In terms of different settings of optimization objectives, we introduce compared methods in both primal input space φ(x) = x and approximate kernelize space φ(x) by random Fourier features (18) . All compared methods are listed in Table 5. 1) SRM-VV: solves the vector-valued output problems in primal linear space just by using structural risk minimization (SRM), consisting of empirical risk and complexity penalty term. A wide range of works explored the linear multi-class classification [47] , [60] and the linear multi-label learning [61] . 
Parameters
Algorithms
SRM-VV [22] , [61] 
LRC-VV [7] , [19] , [29] 
SS-VV [63] , [64] 
2) LRC-VV: the method proposed in [7] for multi-class classification and [19] for multi-label learning, of which optimization objective has an additional local Rademacher complexity term on SRM. When the special case exists θ = min(K, D), all singular values are considered and then result in the trace norm T (h) = W * , which are used to bound the global Rademacher complexity. Statistical performance by making use of the global Rademacher complexity for multi-label learning is studied in [29] and for multiclass classification is studied in [25] , [30] , [46] . 3) SS-VV: corresponds to the manifold regularization for semi-supervised vector-valued functions, which was introduced into multi-class classification in [62] , [63] and multi-label learning in [64] . 4) LSVV: the proposed algorithm. The algorithm is a refined version of our previous work PS3VT in [16] , which solves multi-class classification in linear space. Compared to the previous PS3VT, the LSVV algorithm obtains higher efficiency because of binary weights for adjacent matrix when constructing graph Laplacian and achieves much better accuracy due to random features.
Before Experiments. We construct the similarity matrix S by 10-NN graph with binary weights, which are more efficient than heat kernel weights used in the previous work [16] . The graph Laplacian is given by L = D − S, where D is the diagonal matrix with D ii = n+u j=1 S ij . The practical prediction ability is highly dependent on different parameters on τ A , τ I , τ S and the Gaussian kernel parameter σ for random features. For fair comparisons, we tune parameters to achieve optimal empirical performance for all algorithms on all dataset, by using 5-folds cross-validation and grid search over parameters candidate sets. The candidate sets consist complexity parameter τ A ∈ {10
−15 , 10 −14 , · · · , 10 −6 }, unlabeled samples parameter τ I ∈ {0, 10 −15 , 10 −14 , · · · , 10 −6 }, local Rademacher complexity parameter τ S ∈ {0, 10 −10 , 10 −9 , · · · , 10 −1 }, and tail parameter θ ∈ {0, 0.1, · · · , 0.9} × min(K, D). Fur random Fourier features approaches, the Gaussian kernel parameter σ is selected from candidate set [2
Evaluations for Multi-class Classification
As shown in Table 6 , we specific our alogrithm with input features φ(x) = x and φ(x) as random Fourier features in (18) and compare them with other vector-valued learning alogirhtms. Compared to our previous work [7] , [16] , we do experiments on more large datasets and reduce the labeled rate on all datasets. The proposed learning framework LSVV Table 5 for multi-label learning. The first four datasets are from multi-label classification tasks, of which errors (%) are measured by averaged Hamming loss. The last two datasets are multi-label regression, of which errors (×10 −2 ) are measured by RMSE. For each dataset, we bold the optimal test error and underline results in other methods which show no significant difference from the optimal one. and compared methods are run on 22 standard multi-class datasets, of which the number of instances range from hundreds to hundreds of thousands. To simulate real-world partly labeled datasets, we uniformly sample 10% random training examples as labeled data and the other 90% training points as unlabeled ones. We use the classification error rate to measure generalization performance Error = 1 n i=1 1 y i =y i where y i = arg max
Datasets
Labeled and unlabeled samples are given by stratified random sampling from train data that 10% as labeled samples and the rest as unlabeled ones, while it is 30% in [16] . To obtain stable results, we run methods on each dataset 30 times with randomly partition such that 70% data for training and 30% data for testing. Further, those multiple test errors allow the estimation of the statistical significance of difference among methods. The statistical significance in Table 6 refers to 95% level of significance under t-test.
The results in Table 6 show: (1) Our method outperforms the others almost on all datasets both in linear space and appropriate kernel space. (2) The classical margin-based multi-class classification (Linear-VV) in [22] was defeated by other methods on all datasets in both linear space and approximate kernelized space. (3) Only combining the local Rademacher complexity or unlabeled samples can still obtain better empirical performance than the primal Linear-VV. (4) Kernelized approaches usually provide better results than linear approaches on, except dna and protein datasets. Moreover, a few of random features (only 100 features) bring significant improvement of accuracies on some datasets, such as iris, pendigits, shuttle, Sensorless and so on.
Evaluations for Multi-label Learning
In this part, we consider 4 multi-label classification datasets and 2 multi-label regression datasets. Datasets of multi-label classification are composed by a series of binary classification. All Labels in multi-label regression datasets have been scaled to [0, 1] . Compared methods are run in two different feature settings : input feature space φ(x) = x and approximate kernelized space φ(x) with 100 random features. For multi-lable tasks, we consider the case of 50% labels are missing in training data to validate the efficiency of Laplacian regularization. Given a test set (
, we use the following criterias to evaluate the generalization performance of compared approaches:
• For multi-label classification, we consider the averaged Hamming loss
where y i = 1 h(xi)>0.5 and ⊕ is the XOR operator.
• For multi-label regression, we consider averaged root-mean-square error (RMSE)
Results in Tabel 7 show that (1) The proposed LSVV with 100 random features always provide the best empirical results among all eight approaches. (2) Both Laplacian regularization (SS-VV) and the tail sum of singular values of W (LRC-VV) outperform the structural risk minimization method (Linear-VV) on most of datasets.
Influence of the thresholding θ
We vary the thresholding value θ of the tail sum of eigenvalues, to exam the effect of appropriate thresholding θ. Without any constraints on singular values if θ = 1, the proposed algorithm degrades into semi-supervised learning approach SS-VV. When θ = 0 there is a special case of LSVV, the tail sum of singular values becomes the trace norm, corresponding to bound the empirical global Rademacher complexity (GRC-SS-VV). Under same datasets and settings as in Section 6.2, we compared the proposed algorithm LSVV with two special cases SS-VV and GRC-SS-VV.
The results are reported in Figure 1 . The performance of LSVV is limited when θ is small and starts from the same error rate of SS-VV. While the proposed algorithm obtains comparable performance when θ is large and will converge on the performance of GRC-SS-VV. Compared to GRC-SS-VV, there is always optimal thresholding θ for LSVV, which offers further improvements by the more approximate rank of the weight matrix. As discussion in Remark 6, the appropriate thresholding θ is a key to obtain lower error bound.
The empirical results coincide with this theoretical result.
Influence of Labeled Rate
In this part, we study improvements brought by manifold regularization, which makes use of unlabeled points. We compared all four methods based on varied label rates in both input space and approximate kernel space. As shown in the right of Figure 2 , test errors of all methods decrease as the growth of the number of labeled samples. LSVV outperforms the others and get similar results with LRC-VV when all training data are labeled. Linear-VV is worse than the others and gets similar results with SS-VV when all training data are labeled. SS-VV gives better test errors than LRC-VV when the rate of labeled data is small, but the performance of LRC-VV has an advantage over which of SS-VV when the rate of labeled data is larger than 60%.
CONCLUSION
Based on our previous works for multi-class classification [7] , [16] , we introduce local Rademacher complexity for vector-valued learning and use unlabeled examples. Firstly, by using the notion of local Rademacher complexity and unlabeled data, we study generalization properties of vectorvalued functions and present much tighter generalization error bounds for linear hypotheses and kernel hypotheses, respectively. Motivated by statistical analysis, we devise a unified learning framework based on generic empirical risk minimization (ERM), by adding manifold regularization term to use unlabeled data and the tail sum of singular values term to bound local Rademacher complexity. Extensive empirical results on a wide of benchmark datasets show that our learning framework offers great improvements for vector-valued tasks, which confirm our theoretical results.
APPENDIX A PROOFS

A.1 Proof of Theorem 1
Proposition 2 (First part of Theorem 3.3 in [26] ). Let Z be any set, (z 1 , · · · , z m ) ∈ Z m . For a class of bounded functions F : Z → R with ranges in [a, a ]. Assume there are some functional T : F → R + and some constant B such that for any f ∈ F,
Assume there is a sub-root function ψ and the fixed point r * of ψ, for any r ≥ r * satisfying
For any K > 1 and every δ ∈ (0, 1) with probability at least 1 − δ,
where c 1 =
704K
B , c 2 = 11(a − a) + 26KB, P f = Ef (z) is the expectation and
Based on Proposition 2, we prove Theorem 1 as follows.
Proof of Theorem 1. According to Proposition 2, we set f = h − h * for h, h * ∈ H, thus P f = E( h − h * ).
First step: (20) → (4).
Since h is the minimizer of the empirical loss, we have P f ≤ E( h − h * ) ≤ 0. Thus we can omit the P f term in (20) .
Beacause the loss function is bounded in (4) is obtained.
Second step: (19) → (3). We set T (f ) = P f 2 , thus R ({f ∈ F : T (f ) ≤ r}) becomes R E( h − h * ) 2 ≤ r , which concides with the definition of local Rademacher complexity R(H r ) in Definition 2. Such that (19) becomes that we need to provide a sub-root function ψ 1 satisfying ψ 1 (r) ≥ bR(L r ).
Due to the contraction property in Lemma 1, there is bR(L r ) ≤ √ 2bLR(H r ).
We consider a sub-root function ψ(r) that
Combining (23) and (24), we then find that the sub-root function ψ satisfies the condition (22) and we get the condition in (3).
A.2 Proof of Theorem 2
Proof. Because of the symmetry of the i and h 2 ≤ h 1
We introduce a new hypotheses space H 2,1 , satisfying R(H r ) ≤ 2R(H 2,1 )
For any θ ∈ N,
To simply the presentation, we let
Using the Cauchy-Schwarz inequation and Jensen's inequation, the above inequation yeilds Π jy ]
Then, by Lemma 9 of [30] (Massart's Lemma), the equation (26) and sup x∈X κ(x, x) ≤ 1, the following holds:
Π jy ] =E max
Similar results are also proven by Theorem 2 in [30] .
Combing (28) and (29) 
Applying those results, we complte the proof.
A.3 Proof of Theorem 3
Proof. Because of the symmetry of Rademacher variables and E[φ(x) T φ(x)] ≤ 1, we have
For the sake of presentation, we denote the input matrix X = {x i } n+u i=1 ∈ R d×n+u as the combination of labeled sample S l and unlabeled sample S u and a random Rademacher matrix E = { ik } i=n+u,k=K i,k=1
with random variables ik = {±1} with same probability. Then, local Rademacher complexity R(H r ) can be written as
where W , Φ ∈ R D×K and W , X = Tr W T X represents the trace norm. We define the matrix X as follows:
More interesting details of the trace norm can be found in [65] . Borrowing the proof sketches of Thereom 5 in [19] , we consider the SVD decomposition of W = U ΣV Appling (33), (34) , (35) and (36) 
Combining (31) and (37), the proof is completed.
