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Abstract
Smooth pseudodifferential operators on Rn can be characterized by their
mapping properties between Lp−Sobolev spaces due to Beals and Ueberberg.
In applications such a characterization would also be useful in the non-smooth
case, for example to show the regularity of solutions of a partial differential
equation. Therefore, we will show that every linear operator P , which satisfies
some specific continuity assumptions, is a non-smooth pseudodifferential oper-
ator of the symbol-class CτSm1,0(R
n × Rn). The main new difficulties are the
limited mapping properties of pseudodifferential operators with non-smooth
symbols.
1 Introduction
In the smooth case some characterizations of pseudodifferential operators are already
proved e.g. for the Hörmander class Smρ,δ(R
n × Rn). Here a smooth function p is an
element of the symbol-class Smρ,δ(R
n×Rn) with m ∈ R and 0 ≤ δ ≤ ρ ≤ 1 if and only
if
|p|
(m)
k := max
|α|,|β|≤k
sup
x,ξ∈Rn
|∂αξ ∂
β
xp(x, ξ)|〈ξ〉
−(m−ρ|α|+δ|β|) <∞
holds for all k ∈ N0. The associated pseudodifferential operator is defined by
OP (p)(x) := p(x,Dx)u(x) :=
∫
Rn
eix·ξp(x, ξ)uˆ(ξ)đξ for all u ∈ S(Rn), x ∈ Rn.
Here S(Rn) denotes the Schwartz space, the space of all rapidly decreasing smooth
functions and uˆ is the Fourier transformation of u. We also denote uˆ via F [u]. The
set of all pseudodifferential operators with symbols in the symbol-class Smρ,δ(R
n×Rn)
is denoted via OPSmρ,δ(R
n × Rn).
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In 1977 Beals [4] proved a characterization of smooth pseudodifferential oper-
ators, for example of the Hörmander class Smρ,δ(R
n × Rn) with 0 ≤ δ ≤ ρ ≤ 1
and δ < 1. Later Ueberberg [22] generalized this characterization for Lp−Sobolev
spaces for pseudodifferential operators of the Hörmander class Smρ,δ(R
n × Rn) with
0 ≤ δ ≤ ρ ≤ 1 and δ < 1. In the literature there are some other characterizations in
the smooth case, e.g. [9], [13] or [19]. But the most important one for this section is
that one of Ueberberg, cf. [22]. It is based on the method for characterizing algebras
of pseudodifferential operators developed by Beals [4], [5], Coifman, Meyer [6] and
Cordes [7], [8]. Since non-smooth pseudodifferential operators are used in the regu-
larity theory for partial differential equations, such a characterization is also useful in
the non-smooth case. We use the main ideas of the characterization of Ueberberg in
the smooth case, cf. [22], in order to derive a characterization for non-smooth pseudo-
differential operators of the symbol-class p ∈ Cτ∗S
m
ρ,0(R
n × Rn;M) with ρ ∈ {0, 1}.
Here the Hölder-Zygmund space Cτ∗ (R
n), τ > 0, is defined by
Cτ∗ (R
n) :=
{
f ∈ S ′(Rn) : ‖f‖Cτ∗ := sup
j∈N0
2js‖F−1[ϕj fˆ ]‖L∞ <∞
}
,
where F−1[u] is the inverse Fourier Transformation of u ∈ S ′(Rn), the dual space
of S(Rn). Moreover a function p : Rn × Rn → C is an element of the symbol-class
Cτ∗S
m
ρ,0(R
n×Rn;M) with m ∈ R, τ > 0, 0 ≤ ρ ≤ 1 and M ∈ N0 ∪ {∞} if and only if
i) ∂βxp(x, .) ∈ C
M(Rn) for all x ∈ Rn,
ii) ∂βx∂
α
ξ p ∈ C
0(Rnx × R
n
ξ ),
iv) ‖∂αξ p(., ξ)‖Cτ∗ (Rn) ≤ Cα〈ξ〉
m˜−ρ|α| for all ξ ∈ Rn
holds for all α, β ∈ Nn0 with |α| ≤M and |β| ≤ m. The associated pseudodifferential
operator p(x,Dx), also denoted by OP (p), to such a symbol p is defined in the same
way as in the smooth case. The set of all pseudodifferential operators with symbols
in the symbol-class Cτ∗S
m
ρ,0(R
n × Rn;M) is denoted via OPCτ∗S
m
ρ,0(R
n × Rn;M).
Motivated by the characterization of Ueberberg [22] and Beals [4] in the smooth
case, we define the following set of operators:
Definition 1.1. Let m ∈ R, M ∈ N0 ∪ {∞} and 0 ≤ ρ ≤ 1. Additionally let
m˜ ∈ N0∪{∞} and 1 < q <∞. Then we define A
m,M
ρ,0 (m˜, q) as the set of all linear and
bounded operators P : Hmq (R
n) → Lq(Rn), such that for all l ∈ N, α1, . . . , αl ∈ Nn0
and β1, . . . , βl ∈ Nn0 with |α1|+ |β1| = . . . = |αl|+ |βl| = 1, |α| ≤M and |β| ≤ m˜ the
iterated commutator of P
ad(−ix)α1 ad(Dx)
β1 . . . ad(−ix)αl ad(Dx)
βlP : Hm−ρ|α|q (R
n) → Lq(Rn)
is continuous. Here α := α1 + . . .+ αl and β := β1 + . . .+ βl.
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For the definition of the iterated commutators, see Definition 2.3 below. In the
case M =∞ we write Amρ,0(m˜, q) instead of A
m,∞
ρ,0 (m˜, q).
Choosing M = m˜ = ∞ the proof of the characterization in the smooth case,
cf. [22, Chapter 3] provides that each T ∈ Am,∞ρ,0 (∞, q) is a smooth pseudodifferential
operator of the class Smρ,0(R
n×Rn). But we even get more: Smooth pseudodifferential
operators of the symbol-class Smρ,0(R
n×Rn) are elements of Amρ,0(∞, q) due to Remark
2.5 and Theorem 3.6. Thus we have Amρ,0(∞, q) = OPS
m
ρ,0(R
n × Rn). In the case
m˜ 6= ∞ we obtain a similar result: Non-smooth pseudodifferential operators of the
class Cτ∗S
m
ρ,0(R
n × Rn) with ρ ∈ {0, 1} are elements of such sets:
Example 1.2. Let τ > 0, τ /∈ N, m ∈ R and ρ ∈ {0, 1}. Considering a non-smooth
symbol p ∈ Cτ∗S
m
ρ,0(R
n × Rn) we get for m˜ := max{k ∈ N0 : τ − k > n/2} and
1 < q <∞:
i) p(x,Dx) ∈ A
m+n/2
0,0 (⌊τ⌋, 2) if ρ = 0,
ii) p(x,Dx) ∈ Am0,0(m˜, 2) if ρ = 0,
iii) p(x,Dx) ∈ Am1,0(⌊τ⌋, q) if ρ = 1.
As in the smooth case the characterization of non-smooth pseudodifferential op-
erators of the symbol-class Cτ∗S
m
1,0(R
n × Rn;M) is reduced to the characterization
of those ones of the symbol-class Cτ∗S
m
0,0(R
n × Rn;M). To this end the following
property of the set Am,Mρ,0 (m˜, q) is needed:
Lemma 1.3. Let m ∈ R, M ∈ N0 ∪ {∞} and 0 ≤ ρ1 < ρ2 ≤ 1. Furthermore, let
m˜ ∈ N0 and 1 < q <∞. Then
Am,Mρ2,0 (m˜, q) ⊆ A
m,M
ρ1,0
(m˜, q).
Proof: On account of the continuous embedding Hm−ρ1|α|q (Rn) →֒ H
m−ρ2|α|
q (Rn) the
claim holds.
The main goal of this paper is to show that each element of Am,M1,0 (m˜, q) is a non-
smooth pseudodifferential operator with coefficients in a Hölder space. This is the
topic of Subsection 4.5. We will see thatM has to be sufficiently large. In analogy to
the proof of J.Ueberberg in the smooth case one reduces this statement to the follow-
ing: Each element of the set Am,M0,0 (m˜, q) is a non-smooth pseudodifferential operator
with coefficients in a Hölder space. Making use of order reducing pseudodifferential
operators we obtain the characterization of non-smooth pseudodifferential operators
of arbitrary order m from that. Details for deriving this result are explained in
Subsection 4.4.
The first three subsections of Section 4 serve to develop some auxiliary tools
needed for the proof of the case m = 0. In Subsection 4.1 we start by showing that
a bounded sequence in Cm˜,sS00,0(R
n × Rn;M) has a subsequence which converges in
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the symbol-class Cm˜,sS00,0(R
n ×Rn;M − 1). Subsection 4.2 is devoted to the symbol
reduction of non-smooth double symbols to non-smooth single symbols. Details for
the third tool are proved in Subsection 4.3. There a family (Tε)ε∈(0,1] fulfilling the
following three properties is constructed: Tε : S ′(Rn) → S(Rn) is continuous for all
ε ∈ (0, 1] and converges pointwise if ε → 0. Moreover, all iterated commutators of
Tε are uniformly bounded with respect to ε as maps from Lq(Rn) to Lq(Rn).
In Section 5 we illustrate the usefulness of such a characterization: We show that
the composition PQ of two non-smooth pseudodifferential operators P and Q is a
non-smooth pseudodifferential operator again if Q is smooth enough. This is done
by means of the characterization of non-smooth pseudodifferential operators.
Section 3 is devoted to some properties of pseudodifferential operators with single
symbols, cf. Subsection 3.1, and with double symbols, cf. Subsection 3.2.
All notations and basics needed in this paper are introduced in Section 2.
This paper is based on a part of the PhD-thesis of the second author, cf. [17] advised
by the first author.
Acknowledgement: We would like to thank Prof. Dr. Elmar Schrohe for his helpful
suggestions to improve this paper.
2 Preliminaries
During the whole paper, we consider n ∈ N except when stated otherwise. In partic-
ular n 6= 0. Considering x ∈ R we define
x+ := max{0; x} and ⌊x⌋ := max{k ∈ Z : k ≤ x}.
Moreover
〈x〉 := (1 + |x|2)1/2 for all x ∈ Rn and đξ := (2π)−ndξ.
Additionally we scale partial derivatives with respect to a variable x ∈ Rn with the
factor −i and denote it by
Dαx := (−i)
|α|∂αx := (−i)
|α|∂α1x1 . . . ∂
αn
xn .
Here α = (α1, . . . , αn) ∈ Nn0 is a multi-index. For arbitrary j ∈ {1, . . . , n} we define
the j-th canonical unit vector ej ∈ Nn0 as (ej)k = 1 if j = k and (ej)k = 0 else.
In view of two Banach spaces X, Y the set L (X, Y ) consists of all linear and
bounded operators A : X → Y . We also write L (X) instead of L (X,X).
We finally note that the dual space of a topological vector space V is denoted by
V ′. If V is even a Banach space the duality product V is denoted by 〈., .〉V ;V ′.
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2.1 Functions on Rn and Function Spaces
In this subsection we are going to introduce some function spaces which play a central
role during this paper. To begin with, the Hölder space of the order m ∈ N0 with
Hölder continuity s ∈ (0, 1] is denoted by Cm,s(Rn) and also by Cm+s(Rn) if s 6= 1.
Note, that Cs(Rn) = Cs∗(R
n) if s /∈ N0. For arbitrary s ∈ R and 1 < p < ∞ the
Bessel Potential Space Hsp(R
n) is defined by
Hsp(R
n) := {f ∈ S ′(Rn) : 〈Dx〉
sf ∈ Lp(Rn) <∞}
where 〈Dx〉s := OP (〈ξ〉s).
Let us mention a characterization of functions in a Bessel potential space needed
later on:
Lemma 2.1. Let 1 < p < ∞, s < 0 and m := −⌊s⌋. Then for each f ∈ Hsp(R
n)
there are functions gα ∈ H
s−⌊s⌋
p (Rn), where α ∈ Nn0 with |α| ≤ m, such that
• f =
∑
|α|≤m
∂αx gα,
•
∑
|α|≤m
‖gα‖Hs−⌊s⌋p ≤ C‖f‖H
s
p
,
where C is independent of f and gα.
Proof: We define the operator T : H−sq (R
n) →
(
H
⌊s⌋−s
q (Rn)
)N
with 1/p + 1/q = 1
and N := ♯{α ∈ Nn0 : |α| ≤ m} in the following way:
T (ϕ) = (∂αxϕ)|α|≤m.
The norm ‖.‖Xq of Xq :=
(
H
⌊s⌋−s
q (Rn)
)N
is defined by
‖f‖Xq :=
N∑
i=1
‖fi‖H⌊s⌋−sq for all f ∈
(
H⌊s⌋−sq (R
n)
)N
.
By means of an application of the bounded inverse theorem we can show the existence
of the inverse of T : H−sq (R
n) → T (H−sq (R
n)) =: Y and that T−1 ∈ L (Y,H−sq (R
n)).
For more details see [17, Proposition 2.49]. In view of T−1 ∈ L (Y,H−sq (R
n)) we get
|f˜(g)| = |f ◦ T−1(g)| = |〈f, T−1g〉Hsp ;H−sq | ≤ ‖f‖H
s
p
‖T−1g‖H−sq ≤ C‖f‖Hsp‖g‖Xq
for all f ∈ Hsp(R
n) and g ∈ Y . An application of the Theorem of Hahn Banach
provides the existence of a linear functional F ∈ (Xq)
′ =
(
H
s−⌊s⌋
p (Rn)
)N
such that
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i) F |Y = f˜ ,
ii) |F (g)| ≤ C‖f‖Hsp‖g‖Xq for all g ∈ Xq.
For arbitrary ϕ ∈ S(Rn) ⊆ H−sq (R
n) we can apply property i) on account of Tϕ ∈ Y
and get:
〈
∑
|α|≤m
(−1)|α|∂αxF
α, ϕ〉Hsp ;H−sq = 〈F, (∂
α
xϕ)|α|≤m〉(Xq)′;Xq = 〈F, Tϕ〉(Xq)′;Xq
= 〈f˜ , Tϕ〉(Xq)′;Xq = f ◦ T
−1(Tϕ) = 〈f, ϕ〉Hsp ;H−sq .
Due to the density of S(Rn) in H−sq (R
n) we obtain∑
|α|≤m
(−1)|α|∂αxF
α = f in Hsp(R
n).
Additionally we get the claim due to ii):∑
|α|≤m
‖(−1)|α|F α‖
H
s−⌊s⌋
p
= ‖F‖(Xq)′ = sup
‖g‖Xq≤1
|〈F, g〉(Xq)′;Xq | ≤ C‖f‖Hsp .
In this paper the translation function τy(g) : Rn → C, y ∈ Rn of g ∈ L1(Rn), is
defined for all x ∈ Rn as τy(g)(x) := g(x− y).
2.2 Kernel Theorem
An important ingredient of the characterization is the next kernel theorem:
Theorem 2.2. Every continuous linear operator T : S ′(Rn) → S(Rn) has a Schwartz
kernel t(x, y) ∈ S(Rn × Rn). Thus for every u ∈ S(Rn) we have
Tu(x) =
∫
Rn
t(x, y)u(y)dy for all x ∈ Rn.
Proof: This claim is a consequence of [21, Theorem 51.6] and [3, Theorem 1.48] if
one uses that S(Rn) and S ′(Rn) are nuclear and conuclear, see e.g. [21, p. 530]. For
more details we refer to [17, Theorem 2.62].
We can apply the previous kernel theorem for the iterated commutators of linear
and bounded operators P : S ′(Rn) → S(Rn). These operators are defined in the
following way:
Definition 2.3. Let X, Y ∈ {S(Rn),S ′(Rn)} and T : X → Y be linear. We define
the linear operators ad(−ixj)T : X → Y and ad(Dxj)T : X → Y for all j ∈
{1, . . . , n} and u ∈ X by
ad(−ixj)Tu := −ixjTu+ T (ixju) and ad(Dxj )Tu := Dxj (Tu)− T
(
Dxju
)
.
For arbitrary multi-indices α, β ∈ Nn0 we denote the iterated commutator of T as
ad(−ix)α ad(Dx)
βT := [ad(−ix1)]
α1 . . . [ad(−ixn)]
αn [ad(Dx1)]
β1 . . . [ad(Dxn)]
βnT.
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On account of the previous definition all iterated commutators of P : S ′(Rn) →
S(Rn) map S ′(Rn) to S(Rn). Consequently an application of Theorem 2.2 provides:
Corollary 2.4. Let α, β ∈ Nn0 and P : S
′(Rn) → S(Rn) be a linear operator. Then
the operator ad(−ix)α ad(Dx)
βP : S ′(Rn) → S(Rn) has a Schwartz kernel fα,β ∈
S(Rn × Rn), i.e., for all u ∈ S(Rn)
ad(−ix)α ad(Dx)
βPu(x) =
∫
Rn
fα,β(x, y)u(y)dy for all x ∈ Rn. (1)
Iterated commutators of pseudodifferential operators are pseudodifferential oper-
ators again due to the properties of the Fourier transformation:
Remark 2.5. Let m˜ ∈ N0, M ∈ N0 ∪ {∞}, 0 < τ ≤ 1, m ∈ R and 0 ≤ ρ ≤ 1. We
assume that p ∈ Cm˜,τSmρ,0(R
n × Rn;M). Moreover, let l ∈ N, α1, . . . , αl ∈ Nn0 and
β1, . . . , βl ∈ N
n
0 with |αj + βj | = 1 for all j ∈ {1, . . . , n}, |α| ≤M and |β| ≤ m˜. Here
α and β are defined by α := α1 + . . .+ αl and β := β1 + . . .+ βl. Then the operator
ad(−ix)α1 ad(Dx)
β1 . . . ad(−ix)αl ad(Dx)
βlp(x,Dx)
is a pseudodifferential operator with the symbol
∂αξ D
β
xp(x, ξ) ∈ C
m˜−|β|,τS
m−ρ|α|
ρ,0 (R
n
x × R
n
ξ ;M − |α|).
If we even have p ∈ Smρ,0(R
n × Rn), then ∂αξ D
β
xp(x, ξ) ∈ S
m−ρ|α|
ρ,0 (R
n × Rn).
An application of the kernel theorem provides:
Lemma 2.6. Let g ∈ S(Rn). For all y ∈ Rn we denote gy := τy(g). Moreover, let
P : S ′(Rn)→ S(Rn) be linear and continuous. We define p : Rn × Rn × Rn → C by
p(x, ξ, y) := e−ix·ξP (eξgy) (x) for all x, ξ, y ∈ R
n.
Then we have for all α, β, γ ∈ Nn0 :
∂αξ D
β
xD
γ
yp(x, ξ, y) = (−1)
γ
∑
β1+β2=β
(
β
β1
)
e−ix·ξ
(
ad(−ix)α ad(Dx)
β1P
) (
eξD
β2+γ
x gy
)
(x).
Proof: Theorem 2.2 provides the existence of a Schwartz kernel f ∈ S(Rn × Rn) of
P . Due to g ∈ S(Rn) and f ∈ S(Rn × Rn) we get for all x ∈ Rn:
Dγy
{
e−ix·ξP (eξgy)(x)
}
= e−ix·ξDγy
∫
f(x, z)eiz·ξgy(z)dz
= e−ix·ξ
∫
f(x, z)eiz·ξDγygy(z)dz = (−1)
|γ|e−ix·ξP (eξD
γ
xgy)(x).
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Inductively with respect to |β| we can show for all β, γ ∈ Nn0 and each x ∈ R
n:
DβxD
γ
y
{
e−ix·ξP (eξgy)(x)
}
= (−1)|γ|Dβx
{
e−ix·ξP (eξD
γ
xgy)(x)
}
= (−1)|γ|
∑
β1+β2=β
(
β
β1
)
e−ix·ξ ad(Dx)
β1P
(
eξD
β2+γ
x gy
)
(x). (2)
With Corollary 2.4 at hand, the iterated commutator ad(Dx)β1P has a Schwartz
kernel fβ1 ∈ S(Rn×Rn). Due to eξDβ2+γx gy ∈ S(R
n) and (ix)α2eξDβ2+γx gy(x) ∈ S(R
n
x)
an application of the Leibniz rule and interchanginig the derivatives with the integral
yields for all x ∈ Rn:
∂αξ
{
e−ix·ξ ad(Dx)
β1P
(
eξD
β2+γ
x gy
)
(x)
}
=
∑
α1+α2=α
(
α
α1
)
(−ix)α1e−ix·ξ
∫
fβ1(x, z)(iz)α2eiz·ξDβ2+γz gy(z)dz
= e−ix·ξ(ad(−ix)α ad(Dx)
β1P )
(
eξD
β2+γ
x gy
)
(x). (3)
Finally, the combination of (2) and (3) finishes the proof:
∂αξ D
β
xD
γ
yp(x, ξ, y) = ∂
α
ξ D
β
xD
γ
y
{
e−ix·ξP (eξgy) (x)
}
= (−1)|γ|
∑
β1+β2=β
(
β
β1
)
e−ix·ξ(ad(−ix)α ad(Dx)
β1P )
(
eξD
β2+γ
x gy
)
(x)
for all x, ξ, y ∈ Rn.
2.3 Extension of the Space of Amplitudes
An important technique for working with smooth pseudodifferential operators are
the oscillatory integrals, defined by
Os -
∫∫
e−iy·ηa(y, η)dyđη := lim
ε→0
∫∫
χ(εy, εη)e−iy·ηa(y, η)dyđη
for all elements a of the space of amplitudes A mτ (R
n ×Rn) (m, τ ∈ R), the set of all
smooth functions a : Rn × Rn → C such that
|∂αη ∂
β
y a(y, η)| ≤ Cα,β(1 + |η|)
m(1 + |y|)τ
uniformly in y, η ∈ Rn for all α, β ∈ Nn0 . In order to use the oscillatory integral in
the non-smooth case we extend the space of amplitudes in the following way:
Definition 2.7. Let m, τ ∈ R and N ∈ N0∪{∞}. We define A m,Nτ (R
n×Rn) as the
set of all functions a : Rn ×Rn → C with the following properties: For all α, β ∈ Nn0
with |α| ≤ N we have
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i) ∂αη ∂
β
y a(y, η) ∈ C
0(Rny × R
n
η),
ii)
∣∣∂αη ∂βy a(y, η)∣∣ ≤ Cα,β(1 + |η|)m(1 + |y|)τ for all y, η ∈ Rn.
Note that A m,∞τ (R
n × Rn) = A mτ (R
n × Rn).
Remark 2.8. For m = 2k, k ∈ N we have eix·ξ = 〈ξ〉−m〈Dx〉meix·ξ. Additionally we
have for m = 2k + 1, k ∈ N0:
eix·ξ = 〈ξ〉−m−1〈Dx〉
m−1eix·ξ +
n∑
j=1
〈ξ〉−m
ξj
〈ξ〉
〈Dx〉
m−1Dxje
ix·ξ
On account of the previous remark, we define for all m ∈ N
Am(Dx, ξ) := 〈ξ〉
−m〈Dx〉
m if m is even,
Am(Dx, ξ) := 〈ξ〉
−m−1〈Dx〉
m−1 −
n∑
j=1
〈ξ〉−m
ξj
〈ξ〉
〈Dx〉
m−1Dxj else.
Remark 2.9. Let m, τ ∈ R and N ∈ N0 ∪ {∞}. Moreover let B ⊆ A m,Nτ (R
n × Rn)
be bounded, i.e., for all α, β ∈ Nn0 with |β| ≤ N we have
|∂αx∂
β
ξ a| ≤ Cα,β〈ξ〉
m〈x〉τ for all a ∈ B.
Then we obtain for all α, β ∈ Nn0 with |β| ≤ N and l ∈ N:∣∣∣∣∣∂αx∂βξ
{
〈ξ〉−l−1〈Dx〉
l−1a(x, ξ)−
n∑
j=1
〈ξ〉−l
ξj
〈ξ〉
〈Dx〉
l−1Dxja(x, ξ)
}∣∣∣∣∣ ≤ Cα〈ξ〉−l+m〈x〉τ
for all a ∈ B.
Proof: Since ξj〈ξ〉−1 ∈ S01,0(R
n×Rn) we obtain the claim together with the assump-
tions and the Leibnitz rule.
Definition 2.7 enables us to extend the definition of the oscillatory integral for
functions in the set A m,Nτ (R
n ×Rn). It can be proved similarly to e.g. Theorem 3.9
in [2] while using Remark 2.8 and Remark 2.9.
Theorem 2.10. Let m, τ ∈ R and N ∈ N0 ∪ {∞} with N > n + τ . Moreover, let
χ ∈ S(Rn × Rn) with χ(0, 0) = 1 be arbitrary. Then the oscillatory integral
Os -
∫∫
e−iy·ηa(y, η)dyđη := lim
ε→0
∫∫
χ(εy, εη)e−iy·ηa(y, η)dyđη
exists for each a ∈ A m,Nτ (R
n × Rn). Additionally for all l, l′ ∈ N0 with l > n + m
and N ≥ l′ > n + τ we have
Os -
∫∫
e−iy·ηa(y, η)dyđη =
∫∫
e−iy·ηAl
′
(Dη, y)[A
l(Dy, η)a(y, η)]dyđη.
Therefore the definition does not depend on the choice of χ.
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Next, we want to convince ourselves that the properties of the oscillatory integral
even hold for all functions of the set A m,Nτ (R
n × Rn).
Theorem 2.11. Let m, τ ∈ R and k ∈ N. We define τ˜ := τ if τ ≥ −k, τ˜ := −k−0.5
if τ ∈ Z and τ < −k and τ˜ := −k− (|τ |−⌊−τ⌋)/2 else. Moreover, we define τˆ := τ+
if τ ≥ −k and τˆ := τ − τ˜ else. Additionally let N ∈ N0 ∪ {∞} and M := max{m ∈
N0 : N −m ≥ l > k + τ˜ for one l ∈ N0}. Assuming an a ∈ A
m,N
τ (R
n+k × Rn+k) we
define b : Rn × Rn → C via
b(y, η) := Os -
∫∫
e−iy
′·η′a(y, y′, η, η′)dy′đη′ for all y, η ∈ Rn.
If there is an l˜ ∈ N0 with M ≥ l˜ > n+ τˆ we obtain
Os -
∫∫∫∫
e−iy·η−iy
′·η′a(y, y′, η, η′)dydy′đηđη′
= Os -
∫∫
e−iy·η
[
Os -
∫∫
e−iy
′·η′a(y, y′, η, η′)dy′đη′
]
dyđη. (4)
If there is an l˜ ∈ N0 with N ≥ l˜ > k + τ we have b ∈ A
m+,M
τˆ (R
n × Rn) and
∂αy ∂
β
η b(y, η) = Os -
∫∫
e−iy
′·η′∂αy ∂
β
η a(y, y
′, η, η′)dy′đη′ for all y, η ∈ Rn (5)
for each α, β ∈ Nn0 with |β| ≤ M .
Proof: We can show (4) in the same manner as Theorem 3.13 in [2] while using
Remark 2.9. Now let l˜ ∈ N0 with N ≥ l˜ > k + τ . On account of 〈(η, η′)〉2 ≥ 〈η〉2 for
all η, η′ ∈ Rn and of Peetre’s inequality, cf. [2, Lemma 3.7], we get
〈(η, η′)〉m〈(y, y′)〉τ ≤ C〈η〉m+〈η′〉m〈y〉τˆ〈y′〉τ˜ for all η, η′, y, y′ ∈ Rn.
Hence we obtain for fixed y, η ∈ Rn and for all α, β ∈ Nn0 , α˜, β˜ ∈ N
k
0 with |β| ≤ M
and |β˜| ≤ N − |β|:
|∂α˜y ∂
β˜
η ∂
α
y ∂
β
η a(y, y
′, η, η′)| ≤ Cy,η〈η
′〉m〈y′〉τ˜ for all η′, y′ ∈ Rn.
Using the previous inequality (5) can be verified in the same way as [2, Theorem
3.13] while using Remark 2.9.
In the same way as Theorem 6.8 in [10] and Corollary 3.10 in [2] we can verify
the following statements while using Remark 2.8 and Remark 2.9:
Theorem 2.12. Let m, τ ∈ R and N ∈ N0 ∪ {∞} with N > n + τ . Moreover, let
l0, l˜0 ∈ N0 with l˜0 ≤ N . Then
Os -
∫∫
e−iy·ηa(y, η)dyđη = Os -
∫∫
e−iy·ηAl˜0(Dη, y)A
l0(Dy, η)a(y, η)dyđη
for every a ∈ A m,Nτ (R
n × Rn).
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Corollary 2.13. Let m, τ ∈ R and N ∈ N0 ∪ {∞} with N > n+ τ . Additionally let
(aj)j∈N ⊆ A
m,N
τ (R
n × Rn) be bounded, i.e., for all α, β ∈ Nn0 with |α| ≤ N :∣∣∂βy ∂αη aj(y, η)∣∣ ≤ Cα,β〈η〉m〈y〉τ for all y, η ∈ Rn and j ∈ N.
Moreover, there is an a ∈ A m,Nτ (R
n × Rn) such that
lim
j→∞
∂αη ∂
β
y aj(y, η) = ∂
α
η ∂
β
y a(y, η) for all y, η ∈ R
n
for each α, β ∈ Nn0 with |α| ≤ N . Then
lim
j→∞
Os -
∫∫
e−iy·ηaj(y, η)dyđη = Os -
∫∫
e−iy·ηa(y, η)dyđη.
Theorem 2.14. Let m, τ ∈ R and N ∈ N0 ∪ {∞} with N > n + τ . For a ∈
A m,Nτ (R
n × Rn) we have:
Os -
∫∫
e−i(y+y0)·(η+η0)a(y + y0, η + η0)dyđη = Os -
∫∫
e−iy·ηa(y, η)dyđη.
3 Pseudodifferential Operators
3.1 Properties of Pseudodifferential Operators
For derivatives of non-smooth symbols we are able to verify the next statement:
Lemma 3.1. Let m ∈ N0, M ∈ N0 ∪ {∞} and 0 < s ≤ 1. Additionally let B ⊆
Cm,sS00,0(R
n ×Rn;M) be a bounded subset. Considering α, γ ∈ Nn0 with |γ| ≤M − 1
and |α| ≤ m, the set {∂αx∂
γ
ξ a : a ∈ B} ⊆ C
0,s(Rn × Rn) is bounded.
Proof: First of all we choose arbitrary α, γ ∈ Nn0 with |γ| ≤ M − 1 and |α| ≤ m.
Since B ⊆ Cm,sS00,0(R
n × Rn;M) is a bounded subset, we get that
{∂αx∂
γ
ξ a : a ∈ B} ⊆ C
0
b (R
n × Rn) is bounded and, (6)
sup
(x,ξ)6=(y,η)
|∂αx∂
γ
ξ a(x, η)− ∂
α
x∂
γ
ξ a(y, η)|
|(x, ξ)− (y, η)|s
≤ sup
η
‖∂γξ a(., η)‖Cm,s(Rn) < Cγ ∀a ∈ B. (7)
On account of the fundamental theorem of calculus in the case |ξ−η| < 1 with ξ 6= η
and because of (6) for |ξ − η| ≥ 1 we can show
sup
(x,ξ)6=(y,η)
|∂αx∂
γ
ξ a(x, ξ)− ∂
α
x∂
γ
ξ a(x, η)|
|(x, ξ)− (y, η)|s
≤ Cγ for all a ∈ B. (8)
Collecting the estimates (6),(7) and (8) we finally obtain the claim.
Now let us mention some boundedness results for pseudodifferential operators
needed later on.
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Theorem 3.2. Let p ∈ Sm1,0(R
n × Rn) with m ∈ R. Then
p(x,Dx) : S(R
n) → S(Rn)
is a bounded mapping. More precisely, for every k ∈ N0 we can show
|p(x,Dx)f |k,S ≤ Ck|p|
(m)
k |f |m˜,S for all f ∈ S(R
n),
where m˜ := max{0, m+ 2(n+ 1) + k} if m ∈ Z and m˜ := max{0, ⌊m⌋+ 2n+ 3+ k}
else.
We refer to e. g. [2, Theorem 3.6] for the proof. Non-smooth pseudodifferential
operators with coefficients in a Banach space X with C∞c (R
n) ⊆ X ⊆ C0(Rn), see
e. g. [20] for the definition, have similar properties if the next estimate holds for some
N ∈ N and Cm˜,τ > 0:
‖eξ · a(., ξ)‖X ≤ Cm˜,τ 〈ξ〉
N‖a(., ξ)‖X for all ξ ∈ Rn, (9)
where a denotes the symbol of the pseudodifferential operator. In the next remark
we mention some spaces, where the previous estimate is fulfilled:
Remark 3.3. Let X ∈ {Cm˜,τ , Cm˜+τ∗ , H
m˜
q ,W
m˜,q
uloc} with m˜ ∈ N0, 0 < τ ≤ 1 and 1 <
q < ∞. Additionally we assume δ = 0 in the case X /∈ {Cm˜,τ , Cm˜+τ∗ } and m˜ > n/q
if X ∈ {Hm˜q ,W
m˜,q
uloc}. For 0 ≤ ρ, δ ≤ 1 and M ∈ N0 ∪ {∞} we choose an arbitrary
a ∈ XSmρ,δ(R
n × Rn;M). Then inequality (9) holds for N = m˜ + 2 in the case
X = Cm˜+τ∗ , for N = m˜ + 1 in the case X = C
m˜,τ and for N = m˜ else. We refer to
[17, Definition 4.11] for the definition of the uniformly local Sobolev Spaces W m˜,quloc.
Proof: For X ∈ {Hm˜q ,W
m˜,q
uloc} the claim can be verified by using the definition of
these spaces and the Leibniz rule. With the multiplication property
‖fg‖Cs∗ ≤ C‖f‖Cs∗‖g‖Cs∗ for all f, g ∈ C
s
∗(R
n),
and the embedding Cm˜+⌊τ⌋+1b (R
n) →֒ Cm˜+τ∗ (R
n) at hand, we are in the position to
prove the remark for X = Cm˜,τ∗ :
‖eξ · a(., ξ)‖Cm˜,τ∗ ≤ Cm˜,τ‖eξ‖Cm˜+⌊τ⌋+1b
‖a(., ξ)‖Cm˜,τ∗ ≤ Cm˜,τ 〈ξ〉
m˜+2‖a(., ξ)‖Cm˜,τ∗
for all ξ ∈ Rn. It remains to prove the case X = Cm˜,τ . Using the mean value theorem
in the case |x1 − x2| ≤ 1, x1 6= x2 we obtain
max
x1 6=x2
|eix1·ξ − eix2·ξ|
|x1 − x2|τ
≤ 2〈ξ〉 for all ξ ∈ Rn.
On account of the previous inequality we are able to verify the next estimate:
max
|α|≤m˜
sup
x1 6=x2
|eix1·ξ∂αx a(x1, ξ)− e
ix2·ξ∂αx a(x2, ξ)|
|x1 − x2|τ
≤ Cm˜,τ〈ξ〉‖a(., ξ)‖Cm˜,τ∗ (10)
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for all ξ ∈ Rn. Moreover we are able to show
‖eξ · a(., ξ)‖Cm˜
b
≤ Cm˜〈ξ〉
m˜‖a(., ξ)‖Cm˜,τ for all ξ ∈ R
n. (11)
A combination of the inequalities (10) and (11) yields
‖eξ · a(., ξ)‖Cm˜,τ ≤ Cm˜,τ 〈ξ〉
m˜+1‖a(., ξ)‖Cm˜,τ for all ξ ∈ R
n.
The previous remark enables us to prove the next boundedness result:
Lemma 3.4. We consider a Banach space X with C∞c (R
n) ⊆ X ⊆ C0(Rn) such
that inequality (9) holds. Let m ∈ R, M ∈ N0 ∪ {∞} and δ = 0 in the case
X /∈ {Cm˜,τ , Cm˜+τ∗ } and 0 ≤ ρ, δ ≤ 1 else. Assuming p ∈ XS
m
ρ,δ(R
n × Rn;M), we
obtain the continuity of p(x,Dx) : S(R
n)→ X.
Proof: Let u ∈ S(Rn) be arbitrary. An application of p ∈ XSmρ,δ(R
n × Rn;M),
u ∈ S(Rn) and Remark 3.3 yields
‖p(x,Dx)u(x)‖X ≤
∫
‖eξp(., ξ)‖X|uˆ(ξ)|đξ ≤ C
∫
〈ξ〉−(n+1)đξ|uˆ|mˆ+(n+1),S
≤ C|u|mˆ+2(n+1),S for all x ∈ R
n and some mˆ ∈ N.
In the case X = Cm˜,τ this statement was already proven in [12, Theorem 3.6]. For
a bounded subset of B ⊆ XSmρ,δ(R
n × Rn;M), where X,m, ρ, δ and M are defined
as in the previous lemma, we are even able to improve the statement of Lemma 3.4:
Verifying the proof of Lemma 3.4 yields the boundedness of
{p(x,Dx) : p ∈ B} ⊆ L (S(R
n);X). (12)
In the literature such problems are mostly not investigated. Usually just boundedness
results are shown in different cases. Verifying these proofs in order to get similar
results as (12) is often very complex. With the next lemma at hand, such problems
are much easier to prove.
Lemma 3.5. Let N ∈ N0 ∪ {∞} and X be a Banach space with C
∞
c (R
n) ⊆ X ⊆
C0(Rn). Additionally let m, ρ and δ be as in the last lemma. We consider that
B is the topological vector space Smρ,δ(R
n × Rn) or XSmρ,δ(R
n × Rn;N). In the case
B = Smρ,δ(R
n×Rn) we set N :=∞. Moreover, let X1, X2 be two Banach spaces with
the following properties:
i) S(Rn) ⊆ X1, X2 ⊆ S
′(Rn),
ii) S(Rn) is dense in X1 and in X
′
2,
iii) a(x,Dx) ∈ L (X1, X2) for all a ∈ B.
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Then there is a k ∈ N with k ≤ N such that
‖a(x,Dx)f‖L (X1;X2) ≤ C|a|
(m)
k for all a ∈ B.
Proof: First of all we define for f, g ∈ S(Rn) with ‖f‖X1 ≤ 1 and ‖g‖X′2 ≤ 1 the
operator OPf,g : B → C by OPf,g(a) := 〈a(x,Dx)f, g〉X2,X′2. Using iii) we get
the existence of a constant C, independent of f, g ∈ S(Rn) with ‖f‖X1 ≤ 1 and
‖g‖X′2 ≤ 1, such that
|〈a(x,Dx)f, g〉X2,X′2
| ≤ C ‖a(x,Dx)‖L (X1;X2) ‖f‖X1 ‖g‖X′2
≤ C ‖a(x,Dx)‖L (X1;X2) .
Consequently the set{
OP (a)f,g : f, g ∈ S(R
n) with ‖f‖X1 ≤ 1 and ‖g‖X′2 ≤ 1
}
⊆ C
is bounded for each a ∈ B. An application of the theorem of Banach-Steinhaus,
cf. e.g. [18, Theorem 2.5] provides that{
OPf,g : f, g ∈ S(R
n) with ‖f‖X1 ≤ 1 and ‖g‖X′2 ≤ 1
}
is equicontinuous. With the equicontinuity of the previous set at hand, we get the
existence of a k ∈ N with k ≤ N and a constant C > 0 such that
|OPf,g(a)| ≤ C|a|
(m)
k for all a ∈ B, f, g ∈ S(R
n) with ‖f‖X1 ≤ 1, ‖g‖X′2 ≤ 1.
Since S(Rn) is dense in X1 and in X ′2, the previous inequality even holds for all
f ∈ X1 and g ∈ X ′2 with ‖f‖X1 ≤ 1 and ‖g‖X′2 ≤ 1. This implies the claim:
‖a(x,Dx)‖L (X1;X2) = sup
‖f‖X1≤1
‖a(x,Dx)f‖X2 = sup
‖f‖X1≤1
sup
‖g‖X′
2
≤1
|OPf,g(a)| ≤ C|a|
(m)
k
for all a ∈ B.
Next we summarize boundedness results for pseudodifferential operators as maps
between two Bessel potential spaces. In the smooth case we refer e.g. to [2, Theorem
5.20].
Theorem 3.6. Let m ∈ R, p ∈ Sm1,0(R
n × Rn) and 1 < q < ∞. Then p(x,Dx)
extends to a bounded linear operator
p(x,Dx) : H
s+m
q (R
n) → Hsq (R
n) for all s ∈ R.
Theorem 3.7. Let m ∈ R, 0 ≤ δ ≤ ρ ≤ 1 with ρ > 0 and 1 < p < ∞. Additionally
let τ > 1−ρ
1−δ
· n
2
if ρ < 1 and τ > 0 if ρ = 1 respectively. Moreover, let N ∈ N ∪ {∞}
with N > n/2 for 2 ≤ p <∞ and N > n/p else. Denoting kp := (1−ρ)n |1/2− 1/p|,
let B ⊆ Cτ∗S
m−kp
ρ,δ (R
n × Rn;N) be a bounded subset. Then for each real number s
with the property
(1− ρ)
n
p
− (1− δ)τ < s < τ
there is a constant Cs > 0, independent of a ∈ B, such that
‖a(x,Dx)f‖Hsp ≤ Cs‖f‖Hs+mp for all f ∈ H
s+m
p (R
n) and a ∈ B.
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Proof: In the case 2 ≤ p < ∞ the theorem was shown in [15, Theorem 2.7] for
♯B = 1. The case 1 < p < 2 has been proved in [15, Theorem 4.2] for ♯B = 1. Thus
it remains to verify whether the constant Cs is independent of a ∈ B. We define p′
by 1/p + 1/p′ = 1. Since S(Rn) is dense in Hs+mp (R
n) and H−sp′ (R
n), the theorem
holds because of Lemma 3.5.
In the case ♯B = 1, the previous theorem also holds for p = 1 or p = ∞, cf. [15,
Theorem 2.7 and Theorem 4.2 ].
On account of Theorem 2.1 in [15] and Lemma 2.9 in [15] the next boundedness
results hold:
Theorem 3.8. Let m ∈ R and τ > n
2
. Moreover, let N ∈ N ∪ {∞} with N > n/2.
Additionally let a ∈ Cτ∗S
m
0,0(R
n × Rn;N). Then for each real number s ∈
(
n
2
− τ, τ
)
there is a constant Cs > 0 such that
‖a(x,Dx)f‖Hs2 ≤ Cs‖f‖Hs+m2 for all f ∈ H
s+m
2 (R
n).
Theorem 3.9. Let m ∈ R, N > n/2 and τ > 0. Moreover let P be an element of
OPCτ∗S
m−n/2
0,0 (R
n × Rn;N). Then the operator
P : Hs+m2 (R
n) → Hs2(R
n) is continuous for all − τ < s < τ.
Lemma 3.10. Let s ∈ R+ with s /∈ N, m ∈ R and 0 ≤ ρ, δ ≤ 1. Additionally let
M ∈ N0 ∪{∞}. Moreover, B ⊆ C
sSmρ,δ(R
n×Rn;M) should be a bounded subset and
u ∈ S(Rn). For every N ∈ N0 with 2N ≤M we have
|a(x,Dx)u(x)| ≤ CN,n〈x〉
−2N for all x ∈ Rn and a ∈ B.
Note that CN,n is dependent on u ∈ S(R
n).
Proof: Let N ∈ N0 with 2N ≤ M . Choosing Mm,n ∈ N with −Mm,n < −n − |m|,
we get for all a ∈ B and all x ∈ Rn by means of u ∈ S(Rn) and the boundedness of
B ⊆ CsSmρ,δ(R
n × Rn;M):∣∣〈Dξ〉2N [a(x, ξ)uˆ(ξ)]∣∣ ≤ CN,n〈ξ〉m−Mm,n ∈ L1(Rnξ ). (13)
Here CN,n is independent of x, ξ ∈ Rn and a ∈ B. On account of (13) and integration
by parts with respect to ξ we conclude the claim:
∣∣〈x〉2Na(x,Dx)u(x)∣∣ =
∣∣∣∣
∫
eix·ξ〈Dξ〉
2N [a(x, ξ)uˆ(ξ)] đξ
∣∣∣∣ ≤ CN,n
for all a ∈ B and x ∈ Rn.
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3.2 Double Symbols
Definition 3.11. Let 0 < s ≤ 1, m ∈ N0 and m˜,m′ ∈ R. Furthermore, let N ∈
N0 ∪ {∞} and 0 ≤ ρ ≤ 1. Then the space of non-smooth double (pseudodifferential)
symbols Cm,sSm˜,m
′
ρ,0 (R
n × Rn × Rn × Rn;N) is the set of all functions p : Rnx × R
n
ξ ×
Rnx′ × R
n
ξ′ → C such that
i) ∂αξ ∂
β′
x′ ∂
α′
ξ′ p ∈ C
s(Rnx) and ∂
β
x∂
α
ξ ∂
β′
x′ ∂
α′
ξ′ p ∈ C
0(Rnx × R
n
ξ × R
n
x′ × R
n
ξ′),
ii) ‖∂αξ ∂
β′
x′ ∂
α′
ξ′ p(., ξ, x
′, ξ′)‖Cs(Rn) ≤ Cα,β′,α′〈ξ〉
m˜−ρ|α|〈ξ′〉m
′−ρ|α′|
for all ξ, x′, ξ′ ∈ Rn and arbitrary β, α, β ′, α′ ∈ Nn0 with |β| ≤ m and |α| ≤ N .
Here the constant Cα,β′,α′ is independent of ξ, x′, ξ′ ∈ Rn. In the case N = ∞ we
write Cm,sSm˜,m
′
ρ,0 (R
n × Rn ×Rn ×Rn) instead of Cm,sSm˜,m
′
ρ,0 (R
n ×Rn ×Rn ×Rn;∞).
Furthermore, we define the set of semi-norms {|.|m˜,m
′
k : k ∈ N0} by
|p|m˜,m
′
k := max
|α|+|β′|+|α′|≤k
|α|≤N
sup
ξ,x′,ξ′∈Rn
‖∂αξ ∂
β′
x′ ∂
α′
ξ′ p(., ξ, x
′, ξ′)‖Cm,s(Rn)〈ξ〉
−(m˜−ρ|α|)〈ξ′〉−(m
′−ρ|α′|).
Due to the previous definition, p ∈ Cm,sSm˜ρ,δ(R
n×RN) is often called a non-smooth
single symbol.
The associated operator of a non-smooth double symbol is defined in the following
way:
Definition 3.12. Let 0 < s ≤ 1, m ∈ N0, 0 ≤ ρ ≤ 1 and m˜,m′ ∈ R. Additionally
let N ∈ N0 ∪ {∞}. Assuming p ∈ Cm,sS
m˜,m′
ρ,0 (R
n × Rn × Rn × Rn;N), we define
the pseudodifferential operator P = p(x,Dx, x′, Dx′) such that for all u ∈ S(Rn) and
x ∈ Rn
Pu(x) := Os -
∫∫∫∫
e−i(y·ξ+y
′ξ′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)dydy′đξđξ′.
Note, that we can verify the existence of the previous oscillatory integral by using
the properties of such integrals. For more details, see [17, Lemma 4.64].
The set of all non-smooth pseudodifferential operators whose double symbols are
in the symbol-class Cm,sSm˜,m
′
ρ,0 (R
n × Rn × Rn × Rn;N) is denoted by
OPCm,sSm˜,m
′
ρ,0 (R
n × Rn × Rn × Rn;N).
For later purposes we will need a special subset of the non-smooth double symbols
Cm,sSm˜,0ρ,0 (R
n×Rn×Rn×Rn;N): For 0 < s ≤ 1, m ∈ N0, N ∈ N0∪{∞} and m˜ ∈ R
we denote the space Cm,sSm˜ρ,0(R
n×Rn×Rn;N) as the set of all non-smooth symbols
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p ∈ Cm,sSm˜,0ρ,0 (R
n × Rn × Rn × Rn;N) which are independent of ξ′. Then we define
the pseudodifferential operator p(x,Dx, x′) by
p(x,Dx, x
′) := p(x,Dx, x
′, Dx′).
The set of all non-smooth pseudodifferential operators whose double symbols are in
Cm,sSm˜ρ,0(R
n × Rn × Rn;N) is denoted by OPCm,sSm˜ρ,0(R
n × Rn × Rn;N).
Pseudodifferential operators of the symbol-class Cm,sSm˜ρ,0(R
n×Rn×Rn;N) applied
on a Schwartz function can be presented in the following way:
Lemma 3.13. Let 0 < s < 1, m˜ ∈ N0, 0 ≤ ρ ≤ 1, m ∈ R and N ∈ N0 ∪ {∞}.
Considering a ∈ Cm˜,sSmρ,0(R
n × Rn × Rn;N), we obtain for all u ∈ S(Rn):
a(x,Dx, x
′)u(x) = Os -
∫∫
ei(x−y)·ξa(x, ξ, y)u(y)dyđξ for all x ∈ Rn.
Proof: Let u ∈ S(Rn) and x ∈ Rn be arbitrary. Then
〈y′〉−2l〈Dξ′〉
2la(x, ξ, z)u(z + y′) ∈ A
m+,N
−2n−2(R
2n
(z,y′) × R
2n
(ξ,ξ′)).
With Theorem 2.10, Corollary 2.13, Theorem 2.14 and Theorem 2.11 at hand, we
get
a(x,Dx, x
′)u(x)
= Os -
∫∫∫∫
e−i(y·ξ+y
′·ξ′)〈y′〉−2l〈Dξ′〉
2l[a(x, ξ, x+ y)u(x+ y + y′)]dydy′đξđξ′
= Os -
∫∫∫∫
e−i(z−x)·ξe−iy
′·ξ′a(x, ξ, z)〈y′〉−2l〈Dξ′〉
2lu(z + y′)dzdy′đξđξ′
= Os -
∫∫
ei(x−z)·ξa(x, ξ, z)
[
Os -
∫∫
e−iy
′·ξ′〈y′〉−2l〈Dξ′〉
2lu(z + y′)dy′đξ′
]
dzđξ
By means of
〈y′〉−2l〈Dξ′〉
2lu(z + y′) ∈ S(Rny′) ⊆ A
0
−k(R
n
y′ × R
n
ξ′)
we are able to apply Theorem 2.12 and Theorem 2.14 and get
Os -
∫∫
e−iy
′·ξ′〈y′〉−2l〈Dξ′〉
2lu(z + y′)dy′đξ′ = Os -
∫∫
e−i(z˜−z)·ξ
′
u(z˜)dz˜đξ′ = u(z).
For the proof of the last equality we refer to [2, Example 3.11]. Combining all these
results we conclude the proof.
Remark 3.14. Let 0 < s < 1, m ∈ R, m˜ ∈ N0 and N ∈ N0 ∪ {∞}. The boundedness
of the subset B ⊆ Cm˜,sSmρ,0(R
n × Rn × Rn;N), 0 ≤ ρ ≤ 1, implies the boundedness
of {
∂δx∂
γ
ξ a : a ∈ B
}
⊆ Cm˜−|δ|,sS
m−ρ|γ|
ρ,0 (R
n × Rn × Rn;N − |γ|)
for each γ, δ ∈ Nn0 with |δ| ≤ m˜ and |γ| ≤ N .
Proof: The claim is a direct consequence of the definition of the double symbols.
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4 Characterization of Non-Smooth Pseudodifferen-
tial Operators
Throughout the whole section (ϕj)j∈N0 is an arbitrary but fixed dyadic partition of
unity on Rn, that is a partition of unity with
supp ϕ0 ⊆ B2(0) and supp ϕj ⊆ {ξ ∈ Rn : 2j−1 ≤ |ξ| ≤ 2j+1}
for all j ∈ N. Moreover we define for every m ∈ R the order reducing pseudodifferen-
tial operator Λm := λm(Dx), where λm(ξ) := 〈ξ〉m ∈ Sm1,0(R
n × Rn).
4.1 Pointwise Convergence in Cm,sS00,0
For a bounded sequence (pε)ε>0 ⊆ Cm,sS00,0(R
n ×Rn;M), we show the existence of a
subsequence of (pε)ε>0 which converges pointwise in Cm,sS00,0(R
n × Rn;M − 1). To
reach this goal we need the next lemma:
Lemma 4.1. Let m ∈ N0, 0 < s ≤ 1 and (pε)ε>0 ⊆ C
m,s(Rn) be a bounded sequence.
Then there is a subsequence (pεk)k∈N ⊆ (pε)ε>0 with εk → 0 for k → ∞ and a
p ∈ Cm,s(Rn) such that for all β ∈ Nn0 with |β| ≤ m
∂βxpεk
k→∞
−−−→ ∂βxp
converges uniformly on each compact set K ⊆ Rn.
Proof: It is sufficient to prove the claim for each Bj(0), j ∈ N. Due to the
boundedness of (pε|Bj(0))ε>0 ⊆ C
m,s(Bj(0)) and the compactness of the embedding
Cm,s(Bj(0)) ⊆ C
m(Bj(0)) we get by a diagonal sequence argument the existence of
a subsequence (pεk)k∈N ⊆ (pε)ε>0 with εk → 0 for k → ∞ and of unique functions
pBj(0) ∈ C
m(Bj(0)) such that
pεk
k→∞
−−−→ pBj(0) in C
m(Bj(0)) for all j ∈ N.
We define p : Rn → C via p(x) := pBj(0)(x) for all x ∈ Bj(0) and each j ∈ N. This
implies the uniform convergence of
∂βxpεk
k→∞
−−−→ ∂βxp on Bj(0)
for all j ∈ N and β ∈ Nn0 with |β| ≤ m. The definition of p provides p ∈ C
m(Bj(0)).
The boundedness of (pε)ε>0 ⊆ Cm,s(Rn) and the pointwise convergence of ∂αx pε → ∂
α
x p
if ε→ 0 for all α ∈ Nn0 yields p ∈ C
m,s(Rn).
The previous result enables us to show the next claim:
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Lemma 4.2. Let m ∈ N0 and 0 < s ≤ 1. Then there is a subsequence (pεk)k∈N ⊆
(pε)ε>0 with εk → 0 for k → ∞ and a p ∈ C
0,s(Rn × Rn) such that for all β ∈ Nn0
with |β| ≤ m we have
i) ∂βxp ∈ C
0,s(Rnx × R
n
ξ ),
ii) ∂βxpεk
k→∞
−−−→ ∂βxp converges uniformly on each compact set K ⊆ R
n × Rn.
Proof: It is sufficient to show the claim for all sets Bj(0)× Bi(0), i, j ∈ N. Since the
subset (∂βxpε)ε>0 is bounded in C
0,s(Rnx×R
n
ξ ), we iteratively conclude from Lemma 4.1
the existence of a subsequence (pεk)k∈N of (pε)e>0 and of functions qβ ∈ C
0,s(Rnx×R
n
ξ )
such that
∂βxpεk
k→∞
−−−→ qβ uniformly in Bj(0)× Bi(0) (14)
for all i, j ∈ N and β ∈ Nn0 with |β| ≤ m. Choosing an arbitrary but fixed ξ ∈ R
n,
(14) implies the uniformly convergence of
∂βxpεk(., ξ)
k→∞
−−−→ qβ(., ξ) (15)
in Bj(0) for all β ∈ Nn0 with |β| ≤ m and all j ∈ N. Hence (pεk(., ξ))k∈N is a
Cauchy sequence in Cm(Bj(0)). Due to the completeness of Cm(Bj(0)) we have
the convergence of (pεk(., ξ))k∈N to p˜ in C
m(Bj(0)). Consequently we obtain for all
β ∈ Nn0 with |β| ≤ m and each j ∈ N:
∂βxpεk(., ξ)
k→∞
−−−→ ∂βx p˜ (16)
in C0(Bj(0)). Because of the uniqueness of the strong limit we get together with (15)
that ∂βx p˜ = qβ(., ξ) for each β ∈ N
n
0 with |β| ≤ m. Thus with p(x, ξ) := q0(x, ξ) for
all x, ξ ∈ Rn the claim holds.
Finally we are able to show the main theorem of this subsection:
Theorem 4.3. Let m ∈ N0, M ∈ N ∪ {∞} and 0 < s ≤ 1. Furthermore, let
(pε)ε>0 ⊆ C
m,sS00,0(R
n ×Rn;M) be a bounded sequence. Then there is a subsequence
(pεl)l∈N ⊆ (pε)ε>0 with εl → 0 for l →∞ and a function p : R
n
x × R
n
ξ → C such that
for all α, β ∈ Nn0 with |β| ≤ m and |α| ≤M − 1 we get
i) ∂βx∂
α
ξ p exists and ∂
β
x∂
α
ξ p ∈ C
0,s(Rn × Rn),
ii) ∂βx∂
α
ξ pεl
l→∞
−−−→ ∂βx∂
α
ξ p is uniformly convergent on each compact set K ⊆ R
n×Rn.
In particular p ∈ Cm,sS00,0(R
n × Rn;M − 1).
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Proof: It is sufficient to prove the claim for Bj(0)×Bj(0), j ∈ N. Applying Lemma
3.1 we get for all β, γ ∈ Nn0 with |β| ≤ m and |γ| ≤ M − 1 the boundedness of the
sequence (∂βx∂
γ
ξ pε)ε>0 ⊆ C
0,s(Rn × Rn). Thus by Lemma 4.2 we inductively obtain
the existence of a subsequence (pεl)l∈N ⊆ (pε)ε>0 and functions qα ∈ C
0,s(Rn × Rn)
with the following properties: For all j, j ∈ N and α, β ∈ Nn0 with |β| ≤ m and
|α| ≤M − 1 we have ∂βx qα ∈ C
0,s(Rnx × R
n
ξ ) and
∂βx∂
α
ξ pεl
l→∞
−−−→ ∂βx qα (17)
converges uniformly on Bj(0)×Bj(0). Now we choose an arbitrary but fixed k ∈ N0
with k ≤M − 1 and x ∈ Rn. The boundedness of (∂γξ pεl)l∈N ⊆ C
0,s(Rn × Rn) for all
γ ∈ Nn0 with |γ| ≤ k leads to
‖pεl(x, .)‖Ck,s(Rn) ≤ max
γ∈Nn0
|γ|≤k
‖∂γξ pεl‖C0,s(Rn×Rn) ≤ Ck
for all x ∈ Rn and l ∈ N. By means of Lemma 4.1 we obtain via a diagonal sequence
argument the existence of a subsequence of (pεl)l∈N denoted by (pεlr )r∈N and of a
function p˜ ∈ CM−1(Rn) with the property
∂γξ pεlr (x, ξ)
r→∞
−−−→ ∂γξ p˜(ξ) pointwise for all ξ ∈ R
n (18)
and every γ ∈ Nn0 with |γ| ≤ M − 1. On account of (17) and (18) the uniqueness of
the limit gives us qα(x, .) = ∂αξ p˜. This implies p(x, .) := q0(x, .) ∈ C
M−1(Rn) for all
x ∈ Rn, (i) and (ii). Note that (i) implies for all γ ∈ Nn0 with |γ| ≤M − 1
‖∂γξ p(., ξ)‖Cm,s(Rn) ≤ max
|β|≤m
‖∂βx∂
γ
ξ p‖C0,s(Rn×Rn) ≤ Cγ for all ξ ∈ R
n.
Consequently p ∈ Cm,sS00,0(R
n × Rn;M − 1).
4.2 Reduction of Non-Smooth Pseudodifferential Operators
with Double Symbol
In this subsection we derive a formula representing an operator with a non-smooth
double symbol as an operator with a non-smooth single symbol. During the de-
velopment of this work (however independent) Köppl generalized this result in his
diploma thesis, cf. [12, Theorem 3.33], for non-smooth double symbols of the symbol-
class Cm˜,τSm,m
′
ρ,δ (R
n × Rn × Rn × Rn;N) where N = ∞. However, as we will show,
the assumption N = ∞ (as assumed in the diploma thesis) may be weakend. Then
the smoothness in ξ is reduced by the order of n.
For the proof of the characterization of non-smooth pseudodifferential operators
only the case ρ = δ = 0 is required. Thus we restrict the symbol reduction to
this case. This significantly simplifies some proofs. The main idea of the symbol
reduction is taken from that one of the smooth case, cf. e.g. [10, Theorem 2.5]. Since
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the symbols are non-smooth in both variables, the proof has to be adopted to this
modified condition.
We begin with some auxiliary tools needed for the proof of the symbol reduction:
Lemma 4.4. Let s > 0, s /∈ N0, m,m
′ ∈ R and N ∈ N0 ∪ {∞}. Additionally we
choose l, l0, l
′
0 ∈ N0 such that
−2l +m < −n, −2l0 < −n and − 2l
′
0 + 2l +m
′ < −n.
Furthermore, let P := p(x,Dx, x
′, Dx′) ∈ OPC
s
∗S
m,m′
0,0 (R
n × Rn × Rn × Rn;N). For
u ∈ S(Rn) we define p˜ : R5n → C by
p˜(x, ξ, x′, ξ′, x′′) := 〈−ξ + ξ′〉−2l〈Dx′〉
2lpˆ(x, ξ, x′, ξ′, x′′)
for all x, ξ, x′, ξ′, x′′ ∈ Rn, where
pˆ(x, ξ, x′, ξ′, x′′) := 〈x′ − x′′〉−2l0〈Dξ′〉
2l0
[
〈ξ′〉−2l
′
0〈Dx′′〉
2l′0p(x, ξ, x′, ξ′)u(x′′)
]
for all x, ξ, x′, ξ′, x′′ ∈ Rn. Then we have for all x ∈ Rn:
Pu(x) =
∫∫∫∫
e−i(x
′−x)·ξ−i(x′′−x′)·ξ′ p˜(x, ξ, x′, ξ′, x′′)dx′′đξ′dx′đξ.
Proof: Let x ∈ Rn be arbitrary but fixed. Additionally let u ∈ S(Rn) and χ ∈
S(R4n) with χ(0) = 1. For each 0 < ε < 1 we denote χε : R4n → C by
χε(ξ, ξ
′, y, y′) := χ(εξ, εξ′, εy, εy′) for all ξ, ξ′, y, y′ ∈ Rn.
We define pε,u : Rn × Rn × Rn × Rn × Rn → C for every 0 < ε < 1 by
pε,u(x˜, ξ, x
′, ξ′, x′′) := χε(ξ, ξ
′, x′ − x, x′′ − x′)p(x˜, ξ, x′, ξ′)u(x′′).
for all x˜, ξ, x′, ξ′, x′′ ∈ Rn. Using Leibniz’s rule, p ∈ Cs∗S
m,m′
0,0 (R
n ×Rn ×Rn ×Rn;N)
and χ ∈ S(R4n) provides for all α, β, γ ∈ Nn0 :
∂αx′′∂
β
ξ′∂
γ
x′pε,u(x, ξ, x
′, ξ′, x′′) ∈ L1(Rnξ × R
n
x′ × R
n
ξ′ × R
n
x′′). (19)
Due to the definition of the oscillatory integral, the change of variables x′ := x + y
and x′′ := x′ + y′ and Fubini’s theorem we obtain
Pu(x) = Os -
∫∫∫∫
e−i(y·ξ+y
′·ξ′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)dydy′đξđξ′
= lim
ε→0
∫∫∫∫
e−i(y·ξ+y
′·ξ′)χε(ξ, ξ
′, y, y′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)dydy′đξđξ′
= lim
ε→0
∫∫∫∫
e−i(x
′−x)·ξ−i(x′′−x′)·ξ′pε,u(x, ξ, x
′, ξ′, x′′)dx′′đξ′dx′đξ. (20)
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Now we choose l, l0, l′0 ∈ N0 as in the assumptions. Then we define for each 0 < ε < 1
the function p˜ε : R5n → C by
p˜ε(x˜, ξ, x
′, ξ′, x′′) := 〈−ξ + ξ′〉−2l〈Dx′〉
2lpˆε(x˜, ξ, x
′, ξ′, x′′)
for all x˜, ξ, x′, ξ′, x′′ ∈ Rn, where the function pˆε : R5n → C is defined by
pˆε(x˜, ξ, x
′, ξ′, x′′) := 〈x′ − x′′〉−2l0〈Dξ′〉
2l0
[
〈ξ′〉−2l
′
0〈Dx′′〉
2l′0pε,u(x˜, ξ, x
′, ξ′, x′′)
]
for each x˜, ξ, x′, ξ′, x′′ ∈ Rn. Additionally we can integrate by parts in (20) due to
(19) and get
Pu(x) = lim
ε→0
∫∫∫∫
e−i(x
′−x)·ξ−i(x′′−x′)·ξ′ p˜ε(x, ξ, x
′, ξ′, x′′)dx′′đξ′dx′đξ. (21)
An application of the Leibniz rule, p ∈ Cs∗S
m,m′
0,0 (R
n×Rn×Rn×Rn;N) and u ∈ S(Rn)
yields the existence of a constant C, which is independent of 0 < ε < 1 , such that
|e−i(x
′−x)·ξ−i(x′′−x′)·ξ′ p˜ε(x, ξ, x
′, ξ′, x′′)| ≤ C〈ξ〉m−2l〈ξ′〉−2l
′
0+m
′+2l〈x′〉−2l0〈x′′〉2l0−M
∈ L1(Rnx′′ × R
n
ξ′ × R
n
x′ × R
n
ξ ). (22)
Moreover, if we use the Leibniz rule, the pointwise convergence of χε to 1 and the
pointwise convergence of every derivative of χε to 0, see e.g. [10, Lemma 6.3], we
obtain
p˜ε(x, ξ, x
′, ξ′, x′′)
ε→0
−−→ p˜(x, ξ, x′, ξ′, x′′). (23)
Hence applying Lebesgue’s theorem to (21) concludes the proof.
Making use of this integral representation we are able to show the following result:
Lemma 4.5. Let s > 0, s /∈ N0 and m,m
′ ∈ R. Additionally let N ∈ N0 ∪ {∞}
and l′ ∈ N0 with l
′ ≤ N . Furthermore, let B ⊂ Cs∗S
m,m′
0,0 (R
n × Rn × Rn × Rn;N) be
bounded and u ∈ S(Rn). Assuming p ∈ Cs∗S
m,m′
0,0 (R
n × Rn × Rn × Rn;N), we denote
P := p(x,Dx, x
′, Dx′). Then we obtain the existence of a constant C, independent of
x ∈ Rn and p ∈ B, such that
|Pu(x)| ≤ C〈x〉−l
′
for all x ∈ Rn.
Proof: An application of Lemma 4.4, Remark 2.8 and Remark 2.9 and of integration
by parts with respect to ξ concludes the claim similarly to [17, Lemma 5.14].
As in the smooth case, cf. e.g. [10], we define for all a ∈ Cm˜,s∗ S
m
0,0(R
n×Rn×Rn;N)
the function aL(x, ξ) := Os -
∫∫
e−iy·ηa(x, η+ ξ, x+ y)dyđη. In order to verify that aL
is a non-smooth single symbol, we need the next results:
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Proposition 4.6. Let m ∈ R and X be a Banach space with X →֒ L∞(Rn). Let
l0 ∈ N0 with −l0 < −n and B be a set of functions r : R
n×Rn×Rn×Rn → C which
are smooth with respect to the fourth variable such that the next inequality holds for
all l ∈ N0:
‖〈Dy〉
2lr(., ξ, η, y)‖X ≤ Cl〈y〉
−l0〈ξ + η〉m for all ξ, η, y ∈ Rn, r ∈ B. (24)
Then
∫
e−iy·ηr(x, ξ, η, y)dy ∈ L1(Rnη) for all x, ξ ∈ R
n. If we define
I(x, ξ) :=
∫ [∫
e−iy·ηr(x, ξ, η, y)dy
]
đη
for arbitrary x, ξ ∈ Rn and r ∈ B we have
‖I(., ξ)‖X ≤ C〈ξ〉
m for all ξ ∈ Rn and r ∈ B.
Proof: Let ξ ∈ Rn and r ∈ B. Making use of the assumptions of the proposition
we can show 〈Dy〉2l˜r(x, ξ, η, y) ∈ L1(Rny ) for each x, ξ, η ∈ R
n and l˜ ∈ N0 due to (24).
Consequently we can integrate by parts and we obtain for all l ∈ N0 and x, η ∈ Rn:∫
e−iy·ηr(x, ξ, η, y)dy = 〈η〉−2l
∫
e−iy·η〈Dy〉
2lr(x, ξ, η, y)dy. (25)
Now we choose an l ∈ N0 with |m| − 2l < −n. Then we conclude
‖I(., ξ)‖X =
∥∥∥∥
∫
〈η〉−2l
∫
e−iy·η〈Dy〉
2lr(., ξ, η, y)dyđη
∥∥∥∥
X
≤
∫
〈η〉−2l
∫ ∥∥〈Dy〉2lr(., ξ, η, y)∥∥X dyđη
≤ C〈ξ〉m
∫
〈η〉−2l+|m|
∫
〈y〉−l0dyđη ≤ C〈ξ〉m for all x, ξ ∈ Rn, r ∈ B.
In particular this provides
∫
e−iy·ηr(x, ξ, η, y)dy ∈ L1(Rnη) for all x, ξ ∈ R
n.
Remark 4.7. In particular we can apply Proposition 4.6 on X := C0b (R
n) and on the
function r : Rn × Rn × Rn × Rn → C defined by
r(x, ξ, η, y) := Al0(Dη, y)a(x, ξ + η, x+ y) for all x, ξ, η, y ∈ Rn.
Proposition 4.8. Let 0 < s < 1, m˜ ∈ N0 and m ∈ R. Additionally let N ∈ N0∪{∞}
with n < N . Moreover, let a ∈ Cm˜,s∗ S
m
0,0(R
n × Rn × Rn;N). Considering an l0 ∈ N0
with n < l0 ≤ N , we define r : R
n × Rn × Rn × Rn → C as in Remark 4.7. Then∫
e−iy·ηr(x, ξ, η, y)dy ∈ L1(Rnη) for all x, ξ ∈ R
n and we obtain
Os -
∫∫
e−iy·ηr(x, ξ, η, y)dyđη =
∫ [∫
e−iy·ηr(x, ξ, η, y)dy
]
đη.
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Proof: On account of a(x, η+ ξ, x+ y) ∈ A m,N0 (R
n
y ×R
n
η ) for all x, ξ ∈ R
n Theorem
2.12 yields the existence of the oscillatory integral. Assuming an arbitrary χ ∈ S(Rn)
with χ(0) = 1, we get for fixed x, η, ξ ∈ Rn:
e−iy·ηχ(εy)r(x, ξ, η, y)
ε→0
−−→ e−iy·ηr(x, ξ, η, y) for all y ∈ Rn. (26)
Now let 0 < ε ≤ 1. We can prove the next two estimates if we use χ ∈ C∞b (R
n) and
Remark 2.9:
|∂αy r(x, ξ, η, y)| ≤ Cα,m〈y〉
−l0〈ξ〉m〈η〉|m| for all α ∈ Nn0 , (27)
|〈Dy〉
2l′[χ(εy)r(x, ξ, η, y)]| ≤ Cl′,m〈y〉
−l0〈ξ〉m〈η〉|m| for all l′ ∈ N0, (28)
uniformly in x, ξ, η, y ∈ Rn and in 0 < ε ≤ 1. Using χ ∈ S(Rn) ⊆ C∞b (R
n) and
integration by parts, which is possible because of (28), first and (28) provides for
fixed x, ξ ∈ Rn and an arbitrary l ∈ N0 with |m| − 2l < −n:∣∣∣∣χ(εη)
∫
e−iy·ηχ(εy)r(x, ξ, η, y)dy
∣∣∣∣≤ C
∫ ∣∣e−iy·η〈η〉−2l〈Dy〉2l[χ(εy)r(x, ξ, η, y)]∣∣dy
≤ Cl,m,ξ〈η〉
−2l+|m|
∫
〈y〉−l0dy ≤ Cl,m,ξ〈η〉
−2l+|m| ∈ L1(Rnη ). (29)
Here the constant Cl,m,ξ is independent of ε ∈ (0, 1]. Setting l′ = 0, (28) provides
for each fixed x, ξ, η ∈ Rn, that {y 7→ χ(εy)r(x, ξ, η, y) : 0 < ε ≤ 1} has a L1(Rny )-
majorant. Applying Lebesgue’s theorem we obtain
χ(εη)
∫
e−iy·ηχ(εy)r(x, ξ, η, y)dy
ε→0
−−→
∫
e−iy·ηr(x, ξ, η, y)dy (30)
for all x, ξ, η ∈ Rn. Applying Lebesgue’s theorem again we get for all x, ξ ∈ Rn:
Os -
∫∫
e−iy·ηr(x, ξ, η, y)dyđη = lim
ε→0
∫
χ(εη)
∫
e−iy·ηχ(εy)r(x, ξ, η, y)dyđη
=
∫ [∫
e−iy·ηr(x, ξ, η, y)dy
]
đη.
The assumptions of Lebesgue’s theorem are fulfilled because of (29) and (30).
The previous results enable us to show the following statement:
Lemma 4.9. Let 0 < s < 1, m˜ ∈ N0 and m ∈ R. Additionally let B be a bounded
subset of Cm˜,s∗ S
m
0,0(R
n ×Rn ×Rn;N) and N ∈ N0 ∪ {∞} with n < N . We define for
each a ∈ B the function aL : R
n × Rn → C by
aL(x, ξ) := Os -
∫∫
e−iy·ηa(x, η + ξ, x+ y)dyđη for all x, ξ ∈ Rn.
Then there is a constant C, independent of x, ξ ∈ Rn and a ∈ B, such that
|∂δxaL(x, ξ)| ≤ C〈ξ〉
m for each δ ∈ Nn0 with |δ| ≤ m˜.
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Note that Theorem 2.10 yields the existence of aL(x, ξ) for all x, ξ ∈ Rn since
a(x, η + ξ, x+ y) ∈ A m,N0 (R
n
y × R
n
η ). For the proof of Lemma 4.9 we need:
Lemma 4.10. Let N ∈ N0 ∪ {∞} with n < N . Assuming a ∈ C
m˜,sSmρ,0(R
n × Rn ×
R
n;N) with m˜ ∈ N0, m ∈ R, 0 ≤ ρ ≤ 1 and 0 < s < 1, we define aL : R
n × Rn → C
as in Lemma 4.9. Then we get for each β ∈ Nn0 with |β| ≤ m˜:
∂βxaL(x, ξ) = Os -
∫∫
e−iy·η∂βx{a(x, η + ξ, x+ y)}dyđη for all x, ξ ∈ R
n.
Proof: The claim follows from Corollary 2.13 and from approximation of the function
∂xj{a(x, ξ + η, x+ y)} by difference quotients.
Now we are able to prove Lemma 4.9:
Proof of Lemma 4.9. Using Theorem 2.12, Proposition 4.8 and Remark 4.7 we get
for each l0 ∈ N0 with n < l0 ≤ N
|aL(x, ξ)| =
∣∣∣∣Os -
∫∫
e−iy·ηAl0(Dη, y)a(x, ξ + η, x+ y)dyđη
∣∣∣∣
=
∣∣∣∣
∫∫
e−iy·ηAl0(Dη, y)a(x, ξ + η, x+ y)dyđη
∣∣∣∣ ≤ C〈ξ〉m
for all x, ξ ∈ Rn and of a ∈ B. Thus the claim holds for δ = 0. Now we assume
δ ∈ Nn0 with |δ| ≤ m˜. Due to Remark 3.14 B
δ :=
{
∂δxa : a ∈ B
}
is bounded in
C
m˜−|δ|,s
∗ Sm0,0(R
n×Rn×Rn;N). On account of Lemma 4.10 the case δ = 0 applied on
the set Bδ, gives us
|∂δxaL(x, ξ)| ≤ C〈ξ〉
m for all x, ξ ∈ Rn and a ∈ B.
Having in mind the definition of the Hölder spaces, we need the next two state-
ments to show that aL is a non-smooth symbol whose coefficient is in a Hölder space:
Proposition 4.11. Let 0 < s < 1, m˜ ∈ N0, N ∈ N0 ∪ {∞} and m ∈ R. Moreover,
let B ⊆ Cm˜,sSm0,0(R
n × Rn × Rn;N) be bounded. Then we have for each γ, β ∈ Nn0
with |β| ≤ N
max
|α|≤m˜
{
|∂αx1∂
γ
y∂
β
η a(x1, ξ + η, x1 + y)− ∂
α
x2
∂γy ∂
β
η a(x2, ξ + η, x2 + y)|
|x1 − x2|s
}
≤ C〈ξ + η〉m
for all x1, x2, y, ξ, η ∈ R
n with x1 6= x2 and a ∈ B.
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Proof: First of all we choose arbitrary α, β, γ ∈ Nn0 with |α| ≤ m˜ and |β| ≤ N and
let x1, x2 ∈ Rn. The boundedness of B in the set Cm˜,sSm0,0(R
n×Rn×Rn;N) implies
sup
x,x˜∈Rn
x 6=x˜
{
|∂αx∂
γ
y ∂
β
η a(x, ξ + η, x1 + y)− ∂
α
x˜∂
γ
y∂
β
η a(x˜, ξ + η, x1 + y)|
|x− x˜|s
}
≤ ‖∂γy∂
β
η a(x, ξ + η, x1 + y)‖Cm˜,s(Rnx ) ≤ Cγ,β〈ξ + η〉
m (31)
for all ξ, η, y ∈ Rn and all a ∈ B. By means of the fundamental theorem of calculus
for |x1 − x2| < 1 and on account of |x1 − x2|s ≥ 1 for |x1 − x2| ≥ 1 we obtain due to
the boundedness of B ⊆ Cm˜,sSm0,0(R
n × Rn × Rn;N)
|∂αx∂
γ
y∂
β
η a(x, ξ + η, x1 + y)− ∂
α
x∂
γ
y∂
β
η a(x, ξ + η, x2 + y)|
|x1 − x2|s
≤ Cβ,γ〈ξ + η〉
m (32)
for all a ∈ B and x, ξ, η, x1, x2, y ∈ Rn, x1 6= x2. Finally, the proposition follows
from (31) and (32) by means of the triangle inequality.
Lemma 4.12. Let N ∈ N0∪{∞} with N > n. Moreover, we define N˜ := N−(n+1).
For a ∈ Cm˜,sSmρ,0(R
n × Rn × Rn;N) with m˜ ∈ N0, m ∈ R, 0 ≤ ρ ≤ 1 and 0 < s < 1,
we define aL : R
n × Rn → C as in Lemma 4.9. Then ∂δx∂
γ
ξ aL ∈ C
0(Rn × Rn) for
every γ, δ ∈ Nn0 with |δ| ≤ m˜ and |γ| ≤ N˜ .
Proof: Let α, β ∈ Nn0 with |β| ≤ m˜ and |α| ≤ N˜ . On account of Remark 3.14 we
know that ∂βx∂
α
ξ a ∈ C
0(Rn×Rn×Rn). With a(x, ξ+η, x+y) ∈ A m
+,N
0 (R
2n
(y,y′)×R
2n
(ξ,η))
at hand we are able to apply Theorem 2.11 and get together with Lemma 4.10 for
all x, ξ ∈ Rn:
∂βx∂
α
ξ aL(x, ξ) = ∂
β
xOs -
∫∫
e−iy·η∂αξ a(x, η + ξ, x+ y)dyđη
= Os -
∫∫
e−iy·η∂βx{∂
α
ξ a(x, η + ξ, x+ y)}dyđη. (33)
In order to show the continuity of ∂βx∂
α
ξ aL, we want to apply Corollary 2.13. To
this end let (x, ξ) ∈ Rn × Rn be arbitrary. Additionally let (x′, ξ′) ∈ Rn × Rn with
|x− x′|, |ξ − ξ′| < 1. For every β1, β2, γ, δ ∈ Nn0 with β1 + β2 = β and |δ| ≤ N − |α|
an application of a ∈ Cm˜,sSmρ,0(R
n × Rn × Rn;N) provides
|∂γy∂
δ
η(∂
β1
x ∂
α
ξ ∂
β2
y a)(x
′, η + ξ′, x′ + y)| ≤ Cα,β,γ,δ〈η + ξ
′〉m−ρ(|α|+|δ|)
≤ Cα,β,γ,δ〈η〉
m〈ξ′〉|m| ≤ Cα,β,γ,δ〈η〉
m〈ξ′ − ξ〉|m|〈ξ〉|m| ≤ Cα,β,γ,δ〈η〉
m〈ξ〉|m|.
Here Cα,β,γ,δ is independent of x′, η, ξ′, y ∈ Rn. This yields the boundedness of
{(∂β1x ∂
α
ξ ∂
β2
y a)(x
′, η + ξ′, x′ + y) : x′, ξ′ ∈ Rn with |x− x′|, |ξ − ξ′| < 1}
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in A m,N−|α|0 (R
n
y×R
n
η ). Moreover, we obtain for all y, η ∈ R
n and for each β1, β2, γ, δ ∈
Nn0 with β1 + β2 = β and |δ| ≤ N − |α|:
∂γy∂
δ
η(∂
β1
x ∂
α
ξ ∂
β2
y a)(x
′, η + ξ′, x′ + y)
ξ′→ξ
−−−→
x′→x
∂γy ∂
δ
η(∂
β1
x ∂
α
ξ ∂
β2
y a)(x, η + ξ, x+ y)
due to a ∈ Cm˜,sSmρ,0(R
n×Rn×Rn;N). Using Leibniz’s rule and Corollary 2.13 yields
lim
ξ′→ξ
x′→x
Os -
∫∫
e−iy·η∂βx′{∂
α
ξ a(x
′, η + ξ′, x′ + y)}dyđη
= Os -
∫∫
e−iy·η∂βx{∂
α
ξ a(x, η + ξ, x+ y)}dyđη.
Hence ∂βx∂
α
ξ aL is continuous.
Now we are in the position to show that aL is a non-smooth symbol. Unfortunately
we loose some smoothness with respect to ξ of the double symbol:
Theorem 4.13. Let 0 < s < 1, m˜ ∈ N0 and m ∈ R. Additionally we choose
N ∈ N0 ∪ {∞} with N > n. We define N˜ := N − (n + 1). Furthermore, let
B ⊆ Cm˜,s∗ S
m
0,0(R
n×Rn×Rn;N) be bounded. If we define for each a ∈ B the function
aL : R
n×Rn → C as in Lemma 4.9, we get aL ∈ C
m˜,sSm0,0(R
n×Rn; N˜) for all a ∈ B
and the existence of a constant Cβ, independent of a ∈ B, such that
‖∂βξ aL(., ξ)‖Cm˜,s(Rn) ≤ Cβ〈ξ〉
m for all ξ ∈ Rn and β ∈ Nn0 with |β| ≤ N˜ .
This implies the boundedness of {aL : a ∈ B} ⊆ C
m˜,sSm0,0(R
n × Rn; N˜).
Proof: Due to Lemma 4.12 we have ∂δx∂
γ
ξ aL ∈ C
0(Rn×Rn) for every γ, δ ∈ Nn0 with
|γ| ≤ N˜ and |δ| ≤ m˜. Since a(x, ξ+ η, x+ y) is an element of A m
+,N
0 (R
2n
(y,y′)×R
2n
(ξ,η))
and N − |α| > n, we derive from Theorem 2.11 for each α ∈ Nn0 with |α| ≤ N˜ :
∂αξ aL(x, ξ) = Os -
∫∫
e−iy·η∂αξ a(x, η + ξ, x+ y)dyđη for all x, ξ ∈ R
n.
Let α ∈ Nn0 with |α| ≤ N˜ . Remark 3.14 and the boundedness of B implies the
boundedness of
B˜ :=
{
∂αξ a : a ∈ B
}
⊆ Cm˜,sSm0,0(R
n × Rn × Rn, N − |α|).
Hence it remains to show
‖aL(., ξ)‖Cm˜,s(Rn) ≤ C〈ξ〉
m for all ξ ∈ Rn, a ∈ B˜. (34)
Inequality (34) implies ‖∂αξ aL(., ξ)‖Cm˜,s(Rn) ≤ Cα〈ξ〉
m for all ξ ∈ Rn and a ∈ B. This
yields the boundedness of {aL : a ∈ B} ⊆ Cm˜,sSm0,0(R
n × Rn × Rn; N˜). Now we
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choose l ∈ N0 with −2l+ |m| < −n and l0 := N − N˜ . An application of Lemma 4.10
and Theorem 2.10 provides for every δ ∈ Nn0 with |δ| ≤ m˜:
∂δxaL(x, ξ) = Os -
∫∫
e−iy·η∂δx {a(x, η + ξ, x+ y)} dyđη
=
∫∫
e−iy·η〈η〉−2l〈Dy〉
2l
{
Al0(Dη, y)∂
δ
x[a(x, ξ + η, x+ y)]
}
dyđη. (35)
On account Proposition 4.11 and
∣∣∣∂α1y yj〈y〉 ∣∣∣ ≤ 1 for all j ∈ {1, . . . , n} and α1 ∈ Nn0 we
obtain similary to the proof of Remark 2.9 for δ ∈ Nn0 with |δ| ≤ m˜:∣∣∣∣〈η〉−2l〈Dy〉2lAl0(Dη, y)
{
∂δx1a(x1, ξ + η, x1 + y)− ∂
δ
x2
a(x2, ξ + η, x2 + y)
(x1 − x2)s
}∣∣∣∣
≤ C〈y〉−l0〈ξ〉m〈η〉−2l+|m|
for all x1, x2, y, ξ, η ∈ Rn with x1 6= x2 and all a ∈ B˜. Consequently we have for each
δ ∈ Nn0 with |δ| ≤ m˜:
|∂δxaL(x1, ξ)− ∂
δ
xaL(x2, ξ)|
|x1 − x2|s
≤
∫∫
C〈y〉−l0〈ξ〉m〈η〉−2l+|m|dyđη ≤ C〈ξ〉m
for all x1, x2, ξ ∈ Rn with x1 6= x2 and a ∈ B˜. Finally, we only have to use the
previous inequality and Lemma 4.9 to get (34).
We still need to show aL(x,Dx) = a(x,Dx, x′). For this we need:
Proposition 4.14. Let m˜ ∈ N0, m ∈ R, 0 < s < 1 and χ ∈ S(R
n×Rn). Additionally
let N ∈ N0 ∪ {∞} with N > n. Moreover, we choose l, l0, l
′
0 ∈ N0 with
−2l +m < −n, −2l0 < −n, −2l
′
0 + 2l < −n.
Assuming 0 < ε′ < 1, a ∈ Cm˜,sSm0,0(R
n × Rn × Rn;N) and u ∈ S(Rn) we define for
every 0 < ε < 1 the functions a0, aˆ, aε, a˜0 : R
5n → C by
a0(x, x
′, x′′, ξ, ξ′) := χ(ε′x′′, ε′ξ′)a(x, ξ, x′)u(x′′)
aˆ(x, x′, x′′, ξ, ξ′) := 〈x′ − x′′〉−2l0〈Dξ′〉
2l0
[
〈ξ′〉−2l
′
0〈Dx′′〉
2l′0a0(x, x
′, x′′, ξ, ξ′)
]
,
aε(x, x
′, x′′, ξ, ξ′) := χ(εx′, εξ)aˆ(x, x′, x′′, ξ, ξ′),
a˜0(x, x
′, x′′, ξ, ξ′) := 〈−ξ + ξ′〉−2l〈Dx′〉
2laˆ(x, x′, x′′, ξ, ξ′).
for all x, x′, x′′, ξ, ξ′ ∈ Rn. Then
lim
ε→0
∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξaε(x, x
′, x′′, ξ, ξ′)dx′′đξ′dx′đξ
=
∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξa˜0(x, x
′, x′′, ξ, ξ′)dx′′đξ′dx′đξ.
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Proof: First of all we define for each 0 < ε < 1 the function a˜ε : R5n → C by
a˜ε(x, x
′, x′′, ξ, ξ′) := 〈−ξ + ξ′〉−2l〈Dx′〉
2laε(x, x
′, x′′, ξ, ξ′)
for all x, x′, x′′, ξ, ξ′ ∈ Rn. By means of the Leibniz rule, a ∈ Cm˜,sSm0,0(R
n × Rn ×
R
n;N), u ∈ S(Rn) and χ ∈ S(Rn × Rn) one can show for a fixed x ∈ Rn and for
arbitrary M,M1,M2 ∈ N0 with −2l0 −M1 < −n and m−M2 < −n:
|aε(x, x
′, x′′, ξ, ξ′)| ≤ C|χ(εx′, εξ)|〈x′ − x′′〉−2l0〈ξ′〉−2l
′
0〈ξ〉m〈x′′〉−M
≤ Cε〈x
′〉−2l0−M1〈ξ〉m−M2〈x′′〉2l0−M〈ξ′〉−2l
′
0, (36)
|a˜ε(x, x
′, x′′, ξ, ξ′)| ≤ C〈−ξ + ξ′〉−2l〈x′ − x′′〉−2l0〈ξ′〉−2l
′
0〈ξ〉m〈x′′〉−M
≤ C〈x′〉−2l0〈x′′〉2l0−M〈ξ′〉−2l
′
0+2l〈ξ〉−2l+m, (37)
|a˜0(x, x
′, x′′, ξ, ξ′)| ≤ C〈−ξ + ξ′〉−2l〈x′ − x′′〉−2l0〈ξ′〉−2l
′
0〈ξ〉m〈x′′〉−M
≤ C〈x′〉−2l0〈x′′〉2l0−M〈ξ′〉−2l
′
0+2l〈ξ〉−2l+m, (38)
where C is independent of x, x′, x′′, ξ, ξ′ ∈ Rn and of 0 < ε < 1. Now we choose
M ∈ N with 2l0−M < −n. Then we have aε(x, x′, x′′, ξ, ξ′) ∈ L1(Rnx′′×R
n
ξ′×R
n
x′×R
n
ξ )
and a˜ε(x, x′, x′′, ξ, ξ′) ∈ L1(Rnx′ × R
n
ξ ) for every fixed x, x
′′, ξ′ ∈ Rn and 0 < ε < 1.
Hence we are able to use Fubini’s theorem first and integrate by parts with respect
to x′ and ξ afterwards and get∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξaε(x, x
′, x′′, ξ, ξ′)dx′′đξ′dx′đξ
=
∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξaε(x, x
′, x′′, ξ, ξ′)dx′đξdx′′đξ′
=
∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξa˜ε(x, x
′, x′′, ξ, ξ′)dx′đξdx′′đξ′. (39)
Because of (37) we have for every x ∈ Rn
|e−ix
′′·ξ′−ix′·ξ+ix′·ξ′+ix·ξa˜ε(x, x
′, x′′, ξ, ξ′)|
≤ Cx〈x
′〉−2l0〈x′′〉2l0−M〈ξ′〉−2l
′
0+2l〈ξ〉−2l+m
∈ L1(Rnx′ × R
n
ξ × R
n
x′′ × R
n
ξ′), (40)
where Cx is independent of x′, x′′, ξ, ξ′ ∈ Rn and of 0 < ε < 1. Making use of Fubini’s
theorem in (39) provides:∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξaε(x, x
′, x′′, ξ, ξ′)dx′′đξ′dx′đξ
=
∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξa˜ε(x, x
′, x′′, ξ, ξ′)dx′′đξ′dx′đξ. (41)
It remains to calculate the limit ε → 0. Due to (38) we know that the function
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξa˜0(x, x
′, x′′, ξ, ξ′) is an element of L1(Rnx′ × R
n
ξ × R
n
x′′ × R
n
ξ′).
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Using the definition of 〈Dx′〉2l and the Leibniz rule, one easily obtains by the pointwise
convergence of χε to 1 and the pointwise convergence of every derivative of χε to 0,
see e.g. [10, Lemma 6.3]:
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξa˜ε(x, x
′, x′′, ξ, ξ′) → e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξa˜0(x, x
′, x′′, ξ, ξ′)
for all x, x′, x′′, ξ, ξ′ ∈ Rn if ε → 0. We conclude the claim by applying Lebesgue’s
theorem to (41) which is possible due to the previous convergence and (40).
Combining the previous results we obtain:
Theorem 4.15. Let N ∈ N0 ∪ {∞} with N > n. We define N˜ := N − (n + 1).
Assuming an a ∈ Cm˜,sSm0,0(R
n × Rn × Rn;N) with m˜ ∈ N0, m ∈ R and 0 < s < 1,
we define aL : R
n × Rn → C by
aL(x, ξ) := Os -
∫∫
e−iy·ηa(x, η + ξ, x+ y)dyđη ∈ Cm˜,sSm0,0(R
n
x × R
n
ξ ; N˜)
for all x, ξ ∈ Rn. Then we have for every u ∈ S(Rn)
a(x,Dx, x
′)u = aL(x,Dx)u.
Proof: We already know that aL ∈ Cm˜,sSm0,0(R
n×Rn; N˜) due to Theorem 4.13. Now
we choose u ∈ S(Rn) and l, l0, l′0 ∈ N
n
0 with the property
−2l +m < −n, −2l0 < −n, −2l
′
0 + 2l < −n. (42)
On account of aL(x, ξ′)u(x′′) ∈ A
m,N˜
−k (R
n
x′′ ×R
n
ξ′) for all k ∈ N0, Theorem 2.10 yields
the existence of aL(x,Dx)u. Because of a(x, , η + ξ′, x + y) ∈ A
m,N
0 (R
n
y × R
n
η ) for
every fixed x, ξ′ ∈ Rn we can apply Theorem 2.14 and get
aL(x,Dx)u(x) = Os -
∫∫
ei(x−x
′′)·ξ′Os -
∫∫
e−iy·ηa(x, η + ξ′, x+ y)u(x′′)dyđηdx′′đξ′
= Os -
∫∫
ei(x−x
′′)·ξ′Os -
∫∫
e−i(x
′−x)·(ξ−ξ′)a(x, ξ, x′)u(x′′)dx′đξdx′′đξ′
= lim
ε′→0
∫∫
ei(x−x
′′)·ξ′χ(ε′x′′, ε′ξ′)
lim
ε→0
∫∫
e−i(x
′−x)·(ξ−ξ′)a(x, ξ, x′)χ(εx′, εξ)u(x′′)dx′đξdx′′đξ′, (43)
where χ ∈ S(Rn × Rn) with χ(0, 0) = 1. Integration by parts yields for arbitrary
0 < ε < 1 and k, k′ ∈ N0 with −N ≤ −k < −n and −2k′ +m < −n on account of
Remark 2.8: ∫∫
e−i(x
′−x)·(ξ−ξ′)a(x, ξ, x′)χ(εx′, εξ)u(x′′)dx′đξ
=
∫∫
e−i(x
′−x)·(ξ−ξ′)bε(x, ξ, x
′, x′′)dx′đξ, (44)
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where
bε(x, ξ, x
′, ξ′, x′′) :=Ak(Dξ, x
′ − x)
[
〈ξ − ξ′〉−2k
′
〈Dx′〉
2k′χ(εx′, εξ)a(x, ξ, x′)u(x′′)
]
for all x, ξ, x′, ξ′, x′′ ∈ Rn and each 0 ≤ ε < 1. We choose M1,M2 ∈ N with −M2 <
−2n and −M1 +M2 < −n. Using Leibniz’s rule and Petree’s inequality we obtain
for arbitrary but fixed x, ξ′, x′′ ∈ Rn if we use Remark 2.9:
|bε(x, ξ, x
′, ξ′, x′′)| ≤ C〈x′ − x〉−k〈ξ − ξ′〉−2k
′
〈ξ〉m〈x′′〉−M1
≤ Cx〈x
′〉−k〈ξ′〉2k
′
〈ξ〉m−2k
′
〈x′′〉−M1 ∈ L1(Rnx′ × R
n
ξ ), (45)
where Cx is independent of 0 < ε < 1 and x′, ξ, ξ′, x′′ ∈ Rn. Since bε(x, ξ, x′, ξ′, x′′)
converges to b0(x, ξ, x′, ξ′, x′′) as ε→ 0 and (45) holds we are able to apply Lebesgue’s
theorem to (44) and get
ei(x−x
′′)·ξ′χ(ε′x′′, ε′ξ′)
∫∫
e−i(x
′−x)·(ξ−ξ′)a(x, ξ, x′)χ(εx′, εξ)u(x′′)dx′đξ
ε→0
−−→ ei(x−x
′′)·ξ′χ(ε′x′′, ε′ξ′)
∫∫
e−i(x
′−x)·(ξ−ξ′)b0(x, ξ, x
′, ξ′, x′′)dx′đξ
for every x, x′′, ξ′ ∈ Rn and 0 < ε′ < 1. Additionally using (44), (45) and χ ∈
S(Rn × Rn) yields for fixed but arbitrary 0 < ε′ < 1:∣∣∣∣ei(x−x′′)·ξ′χ(ε′x′′, ε′ξ′)
∫∫
e−i(x
′−x)·(ξ−ξ′)a(x, ξ, x′)χ(εx′, εξ)u(x′′)dx′đξ
∣∣∣∣
≤ Cε′
∫∫ ∣∣∣〈(x′′, ξ′)〉−M2−2k′e−i(x′−x)·(ξ−ξ′)bε(x, ξ, x′, ξ′, x′′)∣∣∣ dx′đξ
≤ Cε′
∫∫
〈x′〉−k〈ξ〉m−2k
′
〈(x′′, ξ′)〉−M2dx′đξ
≤ Cε′〈(x
′′, ξ′)〉−M2 ∈ L1(Rnx′′ × R
n
ξ′).
Applying Lebesgue’s theorem we obtain because of (43):
aL(x,Dx)u(x) = lim
ε′→0
lim
ε→0
∫∫
ei(x−x
′′)·ξ′χ(ε′x′′, ε′ξ′)∫∫
e−i(x
′−x)·(ξ−ξ′)a(x, ξ, x′)χ(εx′, εξ)u(x′′)dx′đξdx′′đξ′
= lim
ε′→0
lim
ε→0
∫∫∫∫
ei(x−x
′′)·ξ′χ(ε′x′′, ε′ξ′)e−i(x
′−x)·(ξ−ξ′)a(x, ξ, x′)
χ(εx′, εξ)u(x′′)dx′′đξ′dx′đξ. (46)
Now we define
a˜ε′(x, x
′, x′′, ξ, ξ′) := χ(ε′x′′, ε′ξ′)a(x, ξ, x′)u(x′′),
aε′(x, x
′, x′′, ξ, ξ′) := 〈x′ − x′′〉−2l0〈Dξ′〉
2l0
[
〈ξ′〉−2l
′
0〈Dx′′〉
2l′0a˜ε′(x, x
′, x′′, ξ, ξ′)
]
,
aˆε′(x, x
′, x′′, ξ, ξ′) := 〈−ξ + ξ′〉−2l〈Dx′〉
2laε′(x, x
′, x′′, ξ, ξ′)
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for all x, x′, x′′, ξ, ξ′ ∈ Rn and 0 < ε < 1. Integrating by parts in (46) provides:
aL(x,Dx)u(x)
= lim
ε′→0
lim
ε→0
∫∫∫∫
ei(x−x
′′)·ξ′−i(x′−x)·(ξ−ξ′)χ(εx′, εξ)aε′(x, x
′, x′′, ξ, ξ′)dx′′đξ′dx′đξ
= lim
ε′→0
∫∫∫∫
e−ix
′′·ξ′−i(x′−x)·ξ+ix′·ξ′ aˆε′(x, x
′, x′′, ξ, ξ′)dx′′đξ′dx′đξ (47)
due to Proposition 4.14. We define
aˆ(x, x′, x′′, ξ, ξ′) := 〈−ξ + ξ′〉−2l〈Dx′〉
2la0(x, x
′, x′′, ξ, ξ′),
a0(x, x
′, x′′, ξ, ξ′) := 〈x′ − x′′〉−2l0〈Dξ′〉
2l0
[
〈ξ′〉−2l
′
0〈Dx′′〉
2l′0a(x, ξ, x′)u(x′′)
]
for all x, x′, x′′, ξ, ξ′ ∈ Rn. Then
aˆε′(x, x
′, x′′, ξ, ξ′)
ε′→0
−−−→ aˆ(x, x′, x′′, ξ, ξ′)
for all x, x′, x′′, ξ, ξ′ ∈ Rn. Similarly to (45) we get due to Leibniz’s rule and Petree’s
inequality:
|aˆε′(x, x
′, x′′, ξ, ξ′)| ≤ C〈x′〉−2l0〈x′′〉2l0−M〈ξ〉m−2l〈ξ′〉2l−2l
′
0 ∈ L1(Rnx′ × R
n
ξ × R
n
x′′ × R
n
ξ′).
Here the constant C is independent of 0 < ε′ < 1 and x, x′, x′′, ξ, ξ′ ∈ Rn. An
application of Lebesgue’s theorem to (47) provides:
aL(x,Dx)u(x) =
∫∫∫∫
e−ix
′′·ξ′−i(x′−x)·ξ+ix′·ξ′ aˆ(x, x′, x′′, ξ, ξ′)dx′′đξ′dx′đξ.
Hence we get the claim by using Lemma 4.4.
4.3 Properties of the Operator Tε
Besides the results of Subsection 4.1 and Subsection 4.2 we need an approximation
(Tε)ε∈(0,1] for a given operator T ∈ A
0,M
0,0 (m˜, q) such that
• Tε : S ′(Rn) → S(Rn) is continuous,
• The iterated commutators of Tε are uniformly bounded with respect to ε as
maps from Lq(Rn) to Lq(Rn),
• Tε converges pointwise to T if ε→ 0.
Throughout this subsection we assume: Let 1 < q < ∞ and M ∈ N0 ∪ {∞}
be arbitrary. Moreover, let T ∈ A0,M0,0 (m˜, q) with m˜ ∈ N0 and ϕ ∈ C
∞
c (R
n) with
ϕ(x) = 1 for all |x| ≤ 1
2
and ϕ(x) = 0 for all |x| ≥ 1. Then we define for 0 < ε ≤ 1
Pε := p˜ε(x,Dx) and Qε := qε(x,Dx),
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where the symbols p˜ε and qε are defined as p˜ε(x, ξ) := ϕ(εx) and qε(x, ξ) := ϕ(εξ).
Then {pε|0 < ε ≤ 1} and {qε|0 < ε ≤ 1} are bounded subsets of S01,0(R
n × Rn), cf.
e.g. [17, Lemma 3.4] for more details. Note that u ∈ S(Rn) we have Pεu = p˜εu.
Additionally the continuity of multiplication operators with C∞c -functions imply the
continuity of Pε : C∞(Rn) → C∞c (R
n). Moreover, we define
Tε := PεQεTPεQε.
For the following we need:
Lemma 4.16. For all u ∈ Lq(Rn) we have the following convergence:
Lq − lim
ε→0
Tεu = Tu.
Proof: With the theorem of Banach-Steinhaus at hand, we easily can show
Qεu
ε→0
−−→ u and Pεu
ε→0
−−→ u in Lq(Rn). (48)
For more details, see [17, Proof of Lemma 5.27]. By means of (48) and Theorem 3.6
we get for all u ∈ Lq(Rn):
‖PεQεu− u‖Lq(Rn) ≤ C‖Qεu− u‖Lq(Rn) + ‖Pεu− u‖Lq(Rn)
ε→0
−−→ 0.
An application of Theorem 3.6 gives us for all u ∈ Lq(Rn):
‖Tεu− Tu‖Lq(Rn) ≤ ‖PεQεTPεQεu− PεQεTu‖Lq(Rn) + ‖PεQεTu− Tu‖Lq(Rn)
≤ C‖PεQεu− u‖Lq(Rn) + ‖PεQεTu− Tu‖Lq(Rn)
ε→0
−−→ 0.
Lemma 4.17. Let α, β ∈ Nn0 with |β| ≤ m˜ and |α| ≤M . Then
‖ ad(−ix)α ad(Dx)
βTε‖L (Lq(Rn)) ≤ Cα,β for all 0 < ε ≤ 1.
Proof: Let α, β ∈ Nn0 with |β| ≤ m˜ and |α| ≤M . We define
Rβ1,β2,β3α1,α2,α3 :=
[
ad(Dx)
β1Pε
]
[ad(−ix)α1Qε]T
α2,β2
[
ad(Dx)
β3Pε
]
[ad(−ix)α3Qε] ,
where T α2,β2 := ad(−ix)α2 ad(Dx)β2T . Then we obtain for all u ∈ S(Rn)
ad(−ix)α ad(Dx)
βTεu =
∑
α1+α2+α3=α
β1+β2+β3=β
Cα1,α2,β1,β2R
β1,β2,β3
α1,α2,α3u.
Due to Remark 2.5 we get ad(Dx)γPε ∈ OPS01,0 and ad(−ix)
δQε ∈ OPS
−|δ|
1,0 ⊆ OPS
0
1,0
for each γ, δ ∈ Nn0 . On account of Theorem 3.6, the boundedness of {pε|0 < ε ≤ 1}
and {qε|0 < ε ≤ 1} in S01,0(R
n × Rn) and of T ∈ A0,M0,0 (m˜, q) we obtain
‖ ad(−ix)α ad(Dx)
βTεu‖Lq ≤ Cα,β,q‖u‖Lq for all u ∈ S(Rn).
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Proposition 4.18. Let g ∈ S(Rn) and 0 < ε ≤ 1. For each y ∈ Rn we define
gy := τy(g). Moreover, we define
pε,0(x, ξ, y) := e
−ix·ξTε(eξgy)(x) for all (x, ξ, y) ∈ R
n × Rn × Rn.
Then pε,0 ∈ C
∞(Rn × Rn × Rn).
In order to prove the previous proposition, we need:
Definition 4.19. For k ∈ N0 we define the normed space L
q
k(R
n) as
Lqk(R
n) :=
{
f ∈ Lq(Rn) : ‖f‖Lq
k
:= ‖〈x〉k+1f(x)‖Lq(Rnx ) <∞
}
.
Proof of Proposition 4.18: Let k ∈ N0 be arbitrary but fixed. For every x, ξ ∈ Rn,
f ∈ Ck+1b (R
n) and each h ∈ Lqk(R
n) we define δx(f) := f(x) and Mξ(h) := eξh.
We define δ˜ : Rn × Rn × Rn → L (Ck+1b (R
n),C), G˜ : Rn × Rn × Rn → Lqk(R
n) and
M˜ : Rn × Rn × Rn → L (Lqk(R
n), Lq(Rn)) by
δ˜(x, y, ξ) := δx, G˜(x, y, ξ) := gy, M˜(x, y, ξ) := Mξ for all x, y, ξ ∈ Rn.
One can show that G˜ is a smooth function and that δ˜, M˜ are k-times continuous
differentiable, cf. [17, Proposition 5.33 and Proposition 5.34]. On account of the
product rule we get
M˜(x, y, ξ) ◦ G˜(x, y, ξ) ∈ Ck(Rnx × R
n
y × R
n
ξ , L
q(Rn)). (49)
Since Tε ∈ L (Lq(Rn), C
k+1
b (R
n)), cf. [17, Lemma 5.29], we obtain
Tε(M˜(x, y, ξ) ◦ G˜(x, y, ξ)) ∈ C
k(Rnx × R
n
y × R
n
ξ , C
k+1
b (R
n))
due to (49). Applying the product rule again yields
pε,0(x, y, ξ) = e
−ix·ξ δ˜(x, y, ξ) ◦ Tε(M˜(x, y, ξ) ◦ G˜(x, y, ξ)) ∈ C
k(Rnx × R
n
y × R
n
ξ ).
4.4 Characterization of Pseudodifferential Operators with Sym-
bols in CsSm0,0
In this subsection we will first prove the the characterization of pseudodifferential
operators with symbols of the symbol-class CsS00,0(R
n × Rn;M). Then the result is
extended to non-smooth pseudodifferential operators of the class CsSm0,0(R
n×Rn;M)
of the order m. In the non-smooth case, one is confronted with the following prob-
lem: In general we do not have the continuity of non-smooth pseudodifferential op-
erators with coefficients in a Hölder space as a map from Hmq (R
n) to Lq(Rn). But
every element of the set Am,M0,0 (m˜, q) is a linear and bounded map from H
m
q (R
n)
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to Lq(Rn). Hence this ansatz just provides a characterization of those non-smooth
pseudodifferential operators which are linear and bounded as maps from Hmq (R
n) to
Lq(Rn). As already mentioned, the proof relies on the main idea of the proof in the
smooth case by Ueberberg [22].
Theorem 4.20. Let 1 < q < ∞ and m ∈ N0 with m > n/q. Additionally let
M ∈ N∪{∞} withM > n. We define M˜ := M−(n+1). Considering T ∈ A0,M0,0 (m, q)
and M˜ ≥ 1, we get for all 0 < τ ≤ m− n/q with τ /∈ N0
T ∈ OPCτS00,0(R
n × Rn; M˜ − 1) ∩L (Lq(Rn)).
Proof: Let τ ∈ (0, m−n/q] with τ /∈ N be arbitrary but fixed. Let Tε, ε ∈ (0, 1], be
as in Subsection 4.3. Then Tε : S ′(Rn) → S(Rn) is continuous, cf. [17, Lemma 5.28].
The proof of this theorem is divided into three different parts. First we write Tε as a
pseudodifferential operator with a double symbol. In step two we reduce the double
symbol to an ordinary symbol pε of Tε. Finally, we conclude the proof in part three.
Here we use the pointwise convergence of a subsequence of (pε)ε>0 to get a symbol p
with the property p(x,Dx)u = Tu for all u ∈ S(Rn).
We begin with step one: Since Tε : S ′(Rn) → S(Rn) is continuous, Theorem 2.2
gives us the existence of a Schwartz-kernel tε ∈ S(Rn × Rn) of Tε. Thus
Tεu(x) =
∫
tε(x, y)u(y)dy for all u ∈ S(Rn) and all x ∈ Rn. (50)
Now we choose u, g ∈ S(Rn) with g(0) = 1 and g(−x) = g(x) for all x ∈ R. We
define gy : Rn → C for y ∈ Rn by gy := τy(g). Next let x ∈ Rn be arbitrary, but
fixed. Then we define
h(z) := u(z)gz(x) for all z ∈ Rn.
Using the inversion formula, cf. e.g. [2, Example 3.11], we obtain
u(x) = h(x) = Os -
∫∫
ei(x−y)·ξh(y)dyđξ = Os -
∫∫
ei(x−y)·ξu(y)gy(x)dyđξ.
If we first insert the previous equality in (50) and use the definition of the oscillatory
integrals, integration by parts with respect to y and Lebesgues theorem afterwards,
we get
Tεu(x) =
∫
tε(x, z)
[
Os -
∫∫
ei(z−y)·ξu(y)gy(z)dyđξ
]
dz
= lim
α→0
∫
tε(x, z) ·
∫∫
e−iy·ξeiz·ξu(y)gy(z)χ(αy, αξ)dyđξ dz
= lim
α→0
∫∫
e−iy·ξχ(αy, αξ) [Tε(eξgy)(x)]u(y)dyđξ,
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where χ ∈ S(Rn × Rn) with χ(0, 0) = 1. Defining pε,0 : Rn × Rn × Rn → C by
pε,0(x, ξ, y) := e
−ix·ξTε(eξgy)(x) for all x, ξ, y ∈ Rn,
we conclude
Tεu(x) = Os -
∫∫
ei(x−y)·ξpε,0(x, ξ, y)u(y)dyđξ.
Here pε,0 is the double symbol of Tε, cf. Lemma 3.13, as we will see in step two.
Secondly we want to construct for all 0 < ε ≤ 1 symbols pε ∈ CτS00,0(R
n×Rn; M˜),
with
i) Tεu = pε(x,Dx)u for all u ∈ S(Rn),
ii) (pε)0<ε≤1 is a bounded sequence of CτS00,0(R
n × Rn; M˜).
Since Tε : S ′(Rn)→ S(Rn) is linear and continuous and because of Proposition 4.18,
we can apply Lemma 2.6 and Lemma 4.17 and get for α, γ ∈ Nn0 with |α| ≤M :∥∥∂αξ Dγypε,0(., ξ, y)∥∥qCτ ≤ ∥∥∂αξ Dγypε,0(., ξ, y)∥∥qHmq ≤
∑
|β|≤m
∥∥∂αξ DβxDγypε,0(x, ξ, y)∥∥qLq(Rnx )
≤
∑
|β|≤m
∑
β1+β2=β
∥∥Cβ1,β2 [ad(−ix)α ad(Dx)β1Tε] (eix·ξDβ2+γx gy) (x)∥∥qLq(Rnx ) ≤ Cα,m,γ
for all ξ, y ∈ Rn and 0 < ε ≤ 1. Hence {pε,0 : 0 < ε ≤ 1} is a bounded subset of
CτS00,0(R
n × Rn × Rn;M). Now we define
pε(x, ξ) := Os -
∫∫
e−iy·ηpε,0(x, ξ + η, x+ y)dyđη for all x, ξ ∈ Rn.
An application of Theorem 4.15 and Theorem 4.13 yields the properties i) and ii).
So we can turn to step three now.
On account of ii) it is possible to apply Lemma 4.3 which yields the existence of
a subsequence (pεk)k∈N of (pε)0<ε≤1 with εk → 0 if k →∞ such that
pεk
k→∞
−−−→ p pointwise, (51)
where p ∈ CτS00,0(R
n×Rn; M˜ − 1). Let u ∈ S(Rn) be arbitrary. Because of (51) and
the boundedness of (pεk)k∈N ⊆ C
τS00,0(R
n × Rn; M˜), we get
pεk(x,Dx)u
k→∞
−−−→ p(x,Dx)u (52)
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pointwise due to Lebesgue’s theorem. Choosing N ∈ N with n < 2N ≤M we get by
Lemma 4.5:
|pεk(x,Dx)u(x)− p(x,Dx)u(x)|
q ≤
(
|pεk(x,Dx)u(x)|+ lim
k→∞
|pεk(x,Dx)u(x)|
)q
≤ CN,n〈x〉
−2Nq ∈ L1(Rnx)
for all k ∈ N. Together with (52) we can apply of Lebesgue’s theorem and obtain
‖pεk(x,Dx)u− p(x,Dx)u‖
q
Lq(Rn) =
∫
Rn
|pεk(x,Dx)u(x)− p(x,Dx)u(x)|
qdx
k→∞
−−−→ 0
Together with i) and Lemma 4.16 we conclude
p(x,Dx)u = L
q − lim
k→∞
pεk(x,Dx)u = L
q − lim
k→∞
Tεku = Tu.
By means of order reducing operators we can extend the previous characterization
to the class CsSm0,0 for general m:
Lemma 4.21. Let m ∈ R, 1 < q < ∞, m˜ ∈ N0 with m˜ > n/q. Additionally
let M ∈ N0 ∪ {∞} with M > n. We define M˜ := M − (n + 1). Considering
T ∈ Am,M0,0 (m˜, q) and M˜ ≥ 1 we have for s ∈ (0, m˜− n/q] with s /∈ N0:
T ∈ OPCsSm0,0(R
n × Rn; M˜ − 1) ∩L (Hmq (R
n), Lq(Rn)).
Proof: Let s ∈ (0, m˜ − n/q] with s /∈ N0 and δ ∈ Nn0 . Due to Remark 2.5 and
Theorem 3.6 we get that
ad(−ix)δΛ−m : Lq(Rn)→ Hm+|δ|q (R
n) ⊆ Hmq (R
n) is continuous. (53)
Now let l ∈ N0, α1, . . . , αl ∈ Nn0 and β1, . . . , βl ∈ N
n
0 such that |β| ≤ m˜ and |α| ≤M ,
where β := β1 + . . .+βl and α := α1 + . . .+αl. Since ad(−ix)τ2 ad(Dx)δΛ−m ≡ 0 for
every τ2, δ ∈ Nn0 with |δ| 6= 0 due to Remark 2.5, we can iteratively show
ad(−ix)α1 ad(Dx)
β1 . . . ad(−ix)αl ad(Dx)
βl(TΛ−m)
=
∑
γ1+δ1=α1...
γl+δl=αl
Cγ1,...,γl [ad(−ix)
γ1 ad(Dx)
β1 . . . ad(−ix)γl ad(Dx)
βlT ][ad(−ix)δΛ−m],
where δ is defined by δ := δ1 + . . . + δl. Combining (53) and T ∈ A
m,M
0,0 (m˜, q) we
obtain the continuity of
ad(−ix)α1 ad(Dx)
β1 . . . ad(−ix)αl ad(Dx)
βl(TΛ−m) : Lq(Rn) → Lq(Rn).
Therefore TΛ−m ∈ A0,M0,0 (m˜, q). If we use Theorem 4.20, we get
TΛ−m ∈ OPCsS00,0(R
n × Rn; M˜ − 1) ∩L (Lq(Rn)).
On account of Λm ∈ OPSm1,0(R
n × Rn) and Theorem 3.6 we have
T ∈ OPCsSm0,0(R
n × Rn; M˜ − 1) ∩L (Hmq (R
n), Lq(Rn)).
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4.5 Characterization of Pseudodifferential Operators with Sym-
bols in CsSm1,0
In applications to partial nonlinear differential equations the pseudodifferential oper-
ators are often in the class CsSm1,0(R
n × Rn). As we have seen in Example 1.2, these
operators are elements of the set Am1,0(⌊s⌋, q) with 1 < q <∞. In the present subsec-
tion we show that operators belonging to the set Am,M1,0 (m˜, q) for sufficiently large m˜
are non-smooth pseudodifferential operators of the order m whose coefficients are in
a Hölder space. As an ingredient we use Am,M1,0 (m˜, q) ⊆ A
m,M
0,0 (m˜, q). Consequently
we may apply the characterization of the pseudodifferential operators of the class
CsSm0,0(R
n × Rn,M) in order to obtain the following main result of this section:
Theorem 4.22. Let m ∈ R, 1 < q <∞ and m˜ ∈ N0 with m˜ > n/q. Additionally let
M ∈ N0 with M > n. We define M˜ := M − (n+1). Assuming P ∈ A
m,M
1,0 (m˜, q) and
M˜ ≥ 1, we obtain for all τ ∈ (0, m˜− n/q] with τ /∈ N0:
P ∈ OPCτSm1,0(R
n × Rn; M˜ − 1) ∩L (Hmq (R
n), Lq(Rn)).
Proof: Let m˜− n/q ≥ τ > 0 with τ /∈ N0 and P ∈ A
m,M
1,0 (m˜, q). Due to Lemma 1.3
we have P ∈ Am,M1,0 (m˜, q) ⊆ A
m,M
0,0 (m˜, q). Hence we get by means of Lemma 4.21:
P ∈ OPCτSm0,0(R
n × Rn; M˜ − 1) ∩L (Hmq (R
n), Lq(Rn)).
Let α ∈ Nn0 with |α| ≤ M˜ − 1. Then ad(−ix)
αP ∈ A
m−|α|,M−|α|
1,0 (m˜, q). Because of
Lemma 1.3 and Lemma 4.21, we obtain
ad(−ix)αP ∈ OPCτS
m−|α|
0,0 (R
n × Rn; M˜ − |α| − 1).
Due to Remark 2.5 the symbol of ad(−ix)αP is ∂αξ p(x, ξ) if p is the symbol of P .
Hence
‖∂αξ p(., ξ)‖Cτ (Rn) ≤ Cα〈ξ〉
m−|α| for all ξ ∈ Rn.
Consequently p is an element of CτSm1,0(R
n × Rn; M˜ − 1).
In the case M˜−1 > max{n/2, n/q}, 1 < q <∞, every pseudodifferential operator
whose symbol is in the class CτSm1,0(R
n ×Rn; M˜ − 1), where τ > 0 and m ∈ R, is an
element of L (Hmq (R
n), Lq(Rn)) due to Theorem 3.7. Therefore we have in this case
OPCτSm1,0(R
n × Rn; M˜ − 1) ∩L (Hmq (R
n), Lq(Rn)) = OPCτSm1,0(R
n × Rn; M˜ − 1).
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5 Composition of Pseudodifferential Operators
A calculus for non-smooth pseudodifferential operators in the non-smooth symbol-
class CτSm1,δ(R
n×Rn) was first developed by Kumano-Go and Nagase in [11]. Meyer
and Marschall improved this calculus in [16] and [14, Chapter 6]. Later Marschall
adapted the arguments given there to obtain a calculus for the general case CτSmρ,δ(R
n×
Rn;N) in [15]. Moreover a calculus for operator-valued pseudodifferential operators
with non-smooth symbols of class CτSm1,0(R
n × Rn;L (X1, X2)) was treated by A. in
[1].
We recall that the composition of two smooth pseudodifferential operators is also
a smooth pseudodifferential operator, cf. e. g. [2, Theorem 3.16]. But in contrast to
the smooth case, the composition of two non-smooth pseudodifferential operators is
in general not a pseudodifferential operator with the same regularity with respect
to its coefficient, cf. [1, p.1465]. To illustrate this, let p ∈ CτSm1,0(R
n
x × R
n
ξ ) with
τ ∈ (0, 1), m ∈ R and p(x, ξ) /∈ C1(Rnx) for all ξ ∈ R
n and j ∈ {1, . . . , n}. Then
p(x,Dx)Dxj = OP (p(x, ξ)ξj) is an element of OPC
τSm+11,0 (R
n × Rn). Therefore the
question arises whether OP (ξj)p(x,Dx) is also a pseudodifferential operator. If this
would be the case, the iterated commutator
ad(Dxj)p(x,Dx) = OP (ξj)p(x,Dx)− p(x,Dx)OP (ξj) = (∂xjp)(x,Dx) (54)
would be a pseudodifferential operator, too. Hence ∂xjp ∈ C
0(Rn) for all j ∈
{1, . . . , n} and p(., ξ) ∈ C1(Rn) for all ξ ∈ Rn, which contradicts the assump-
tions. Consequently ad(Dxj)p(x,Dx) is not a pseudodifferential operator just like
OP (ξj)p(x,Dx).
With the characterization of non-smooth pseudodifferential operators at hand, we
can prove a result for the composition of two non-smooth pseudodifferential operators:
Theorem 5.1. Letmi ∈ R,Mi ∈ N∪{∞} and ρi ∈ {0, 1} for i ∈ {1, 2}. Additionally
let 0 < τi < 1 and m˜i ∈ N0 be such that τi + m˜i > (1 − ρi)n/2 for i ∈ {1, 2}. We
define ki := (1− ρi)n/2 for i ∈ {1, 2}, ρ := min{ρ1; ρ2} and m := m1 +m2 + k1 + k2.
Moreover, let m˜,M ∈ N and 1 < q <∞ be such that
i) M ≤ min {Mi −max{n/q;n/2} : i ∈ {1, 2}},
ii) n/q < m˜ ≤ min{m˜1; m˜2},
iii) m˜ < m˜2 + τ2 −m1 − k1,
iv) ρM + m˜ < m˜2 + τ2 +m1 + k1,
v) M˜ ≥ 1, where M˜ := M − (n+ 1),
vi) q = 2 in the case (ρ1, ρ2) 6= (1, 1).
Considering two symbols pi ∈ C
m˜i,τiSmiρi,0(R
n × Rn;Mi), i ∈ {1, 2}, we obtain
p1(x,Dx)p2(x,Dx) ∈ OPC
m˜−n/qSmρ,0(R
n × Rn; M˜ − 1).
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Proof: Let l ∈ N, α˜1, . . . , α˜l ∈ Nn0 and β˜1, . . . , β˜l ∈ N
n
0 with |α˜| ≤ M , |β˜| ≤ m˜
and |α˜1| + |β˜1| = . . . = |α˜l| + |β˜l| = 1 be arbitrary. Here α˜ := α˜1 + . . . + α˜l and
β˜ := β˜1 + . . .+ β˜l. Due to Remark 2.5, i) and ii) we know that
ad(−ix)α˜l ad(Dx)
β˜l . . . ad(−ix)α˜1 ad(Dx)
β˜1pi(x,Dx)
is a pseudodifferential operator with symbol
∂α˜ξ D
β˜
xpi ∈ C
m˜i−|β˜|,τiS
mi−ρi|α˜|
ρi,0
(Rn × Rn;Mi − |α˜|)
for i ∈ {1, 2}. Since 0 < m˜1 − |β˜|+ τ1 because of ii), an application of Theorem 3.7
if ρ1 = 1 and Theorem 3.9 else provides for all elements u of H
m1−ρ|α˜|+k1
q (Rn):
‖ ad(−ix)α˜l ad(Dx)
β˜l . . . ad(−ix)α˜1 ad(Dx)
β˜1p1(x,Dx)u‖Lq ≤ C‖u‖Hm1−ρ1|α˜|+k1q
≤ C‖u‖
H
m1−ρ|α˜|+k1
q
. (55)
Now let k ∈ N0 with k ≤M be arbitrary. Making use of estimate iii) and iv) we are
able to verify that the assumptions of Theorem 3.7 hold. An application of Theorem
3.7 in the case ρ1 = 1 and Theorem 3.9 else yields for all u ∈ H
m−ρ(k+|α˜|)
q (Rn):
‖ ad(−ix)α˜l ad(Dx)
β˜l . . . ad(−ix)α˜1 ad(Dx)
β˜1p2(x,Dx)u‖Hm1−ρk+k1q
≤ C‖u‖
H
m−ρk−ρ2|α˜|
q
≤ C‖u‖
H
m−ρ(|α˜|+k)
q
. (56)
We assume arbitrary l ∈ N, α1, . . . , αl ∈ Nn0 and β1, . . . , βl ∈ N
n
0 with |α| ≤ M ,
|β| ≤ m˜ and |α1| + |β1| = . . . = |αl| + |βl| = 1. Here α := α1 + . . . + αl and
β := β1 + . . .+ βl. Using (55) and (56) we obtain iteratively∥∥ad(−ix)αl ad(Dx)βl . . . ad(−ix)α1 ad(Dx)β1[p1(x,Dx)p2(x,Dx)]u∥∥Lq
≤ C
∑
α˜j+γj=αj
β˜j+δj=βj
‖[ad(−ix)α˜l ad(Dx)
β˜l . . . ad(−ix)α˜1 ad(Dx)
β˜1p1(x,Dx)]
[ad(−ix)γl ad(Dx)
δl . . . ad(−ix)γ1 ad(Dx)
δ1p2(x,Dx)]u
∥∥
Lq
≤ C‖u‖
H
m−ρ|α|
q
for all u ∈ Hm−ρ|α|q (R
n).
Consequently p1(x,Dx)p2(x,Dx) ∈ A
m,M
ρ,0 (m˜, q). Due to ii) and v) we can apply
Theorem 4.22in the case ρ = 1 and Lemma 4.21 if ρ = 0 and we get the claim.
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