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Abstract 
Log-polar image architectures, motivated by the structure of the human visual field, have long been 
investigated in computer vision for use in estimating motion parameters from an optical flow vector 
field. Practical problems with this approach have been: (i) dependence on assumed alignment of the 
visual and motion axes; (ii) sensitivity to occlusion from moving and stationary objects in the central 
visual field, where much of the numerical sensitivity is concentrated; and (iii) inaccuracy of the log-polar 
architecture (which is an approximation to the central 20°) for wide-field biological vision. In the present 
paper, we show that an algorithm based on a generalization of the log-polar architecture, termed the log-
dipolar sensor, provides a large improvement in performance relative to the usual log-polar sampling. 
Specifically, our algorithm: (i) is tolerant of large misalignment of the optical and motion axes; (ii) is 
insensitive to significant occlusion by objects of unknown motion; and (iii) represents a more correct 
analogy to the wide-field structure of human vision. Using the Helmholtz-Hodge decomposition to 
estimate the optical flow vector field on a log-dipolar sensor, we demonstrate these advantages, using 
synthetic optical How maps as well as natural image sequences. 
1. Introduction 
Determining the velocity of a camera platform-the camera egomotion-from time-dependent image 
data in the presence of unknown moving occluders is a difficult problem that is of importance in active 
vision and robotics. Assuming constant-velocity, rigid-body motion, this problem reduces to determin-
ing the five-parameter set of translational and rotational velocities of the camera due to the projective 
nature of image formation. 
Using the Keck Camera, which consists of several hundred video cameras mounted in a spherical 
arrangement, Aloimonos and collaborators have performed seminal work that establishes that wide-field 
optical flow can provide accurate sensor velocity estimation 11, )J. In their work, the focus of expansion 
(FOE), the focus of contraction (FOC), and the two intersections with the visual sphere of the axis 
of rotation (AOR) were estimated from optical flow image data. The four parameters describing the 
location of the FOE and AOR, together with the velocity magnitudes associated with them, provide an 
estimate of the five-parameter rigid body motion of the camera platform. One advantage of using wide-
angle data is that the FOE/FOC axis and the AOR both intersect the spherical visual field map at two 
locations, and a full-field camera is guaranteed to capture both pairs of singularities, thereby increasing 
the accuracy of the estimate. However, if unknown moving objects are present in the field, they will 
potentially introduce spurious FOE and AOR estimates of their own, and in addition might occlude the 
true FOE or AOR in spherical image space. 
Most computer vision takes place on a relatively narrow field of view-a "normal" camera lens typi-
cally subtends 50° of visual field. Since sensor area scales as the square of these (linear) visual angles, 
the support of a wide optical flow field, when measured on, e.g., a 160° visual field, is (lG0/50) 2 "" 10 
times larger than the sensor area of the support of an optical flow measured on the central 50°. Thus, 
using a wide-angle sensor is expected to cost an order of magnitude in terms of space-complexity vis-a-
vis a conventional sensor. A :JGOo system, is estimated to require roughly 50 times the pixel count, not 
counting overlapping fields-of-view. Clearly, some approach to sensing, which captures the utility of 
wide-angle vision, but avoids the severe space-complexity problems associated with it, is required for a 
platform that must be physically portable, operate in real-time, or, in general, avoid a penally in physical 
and computational size. 
There is an important source of guidance in the design of a visual sensor that simultaneously provides 
a wide-field for motion estimation, high resolution for pattern recognition, and minimal pixel count 
for maximal portability. The higher vertebrate visual system universally deploys a space-variant visual 
system with a high resolution "fovea" that has classically been modeled in terms of the log-polar archi-
tecture, following anatomical work published over twenty-five years ago [:l]. This architecture has been 
widely studied, both in terms of optical flow !e.g., refs. •\, :\, <\ ·;, 8, •), I 0, i I] and in terms of optimizing 
the ratio of spatial resolution of a sensor to its full-field work space, while minimizing total pixel count. 
It has been estimated 1 I '1 that to achieve a visual field of about 100°, at a maximal resolution comparable 
to human vision (approximately 1'), would require a constant resolution array of about 16,000 x 16,000 
pixels! Clearly, for practical applications (especially for mobile systems) it seems that the best com-
promise between obtaining wide-field visual data while retaining attractive image size and/or resolution 
is the usc of space-variant visual systems. These space-variant samplings enable one sensor to simul-
taneously accomplish several computer vision tasks that would impose conflicting requirements for a 
space-invariant sampling. The log-polar architecture, and the similar "truncated pyramid" architecture 
II :s], have historically been the principle candidates investigated in the context of computer vision. 
Log-polar sensor architecture is a regular, non-unif(mn discretization of the sensor surface that is 
dictated by a unifcmn discretization of a spatial reconfiguration or mapping of the sensor into a new 
coordinate system. In other words, if locations on the sensor are parameterized by Cartesian coordinates 
:r and y, the positions may also be represented by the complex variable z ~" :r + 'i y, and we refer to 
the original sensor coordinates as the""' plane". For the log-polar sensor, these sensor locations may be 
viewed in an alternate coordinate system described by the log-polar mapping, given by ·u1 = v. + i v = 
log(:;+ u), where 'log' is a complex logarithm and the real-valued constant u is generally in the range 
of about 1 o. Complex variable notation is useful, since it provides an economical representation of the 
mapping of two planar regions. The z plane can be thought of as the sensor, and the ·w plane can be 
thought of as spatially re-mapped version of the sensor pixels such that all pixels are uniformly-sized 
squares arranged in a rectangular grid. In biological terms, the z plane would represent a planar model 
(i.e., stereo graphic projection) of the retina, and thew plane would represent a flattened representation 
of the two-dimensional cortical surface. An example log-polar mapping is shown in Fig. 1.1 (a) and (b). 
Often, the constant u is set to zero, necessitating the introduction of a uniform pixel grid into the center 
of the sensor to fill the "hole" induced at small visual angle !see, e.g., ref. i"ll 
The log-polar architecture was originally claimed to approximate the human visual field for a radius 
of about 20°, roughly corresponding to a normal photographic sensor. At larger visual angles, the com-
pression of data that is roughly linear in the central 20° (the so-called cortical magnification htctor) 
begins to level out. Recently, it has been demonstrated that a "dipole" or log-dipolar mapping given by 
w = log(~c: +a)- log(z +b), where the real-valued constants u and bare about 1 o and SCJD, respec-
tively, provides an accurate model for the cortical representation of the full visual field I ''\ I (Jj. Fig. I. l 
illustrates the difference between the log-polar and log-dipolar representations. 
A second source of interest in log-polar architecture has been the fact that the divergence and rotation 
of an optical flow field in the z plane each become a simple form of rectilinear flow in the ·w plane 
1·1, :i, :., ! , k, <), I 0, I I]. The log-polar map is characterized by a single logarithmic pole ncar the origin 
of the ;; plane, i.e., at the fovea. The log-dipolar map has a second logarithmic pole, of opposite sign, 
in the far periphery in the z plane. For sensor motion in which the optical axis aligns with the sensor 
velocity vector, the FOE and FOC arc in rough alignment with the location of the positive and negative 
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Figure 1.1: Illustration of the log-polar sensor design (a) and corresponding pixel grid (b) with a:=: 0.5°, and 
the log-dipolar sensor design (c) and corresponding pixel grid (d) with a=" 1.0°, b = 80°. 
logarithmic poles in the log-dipolar map, and the FOC corresponds to the "vanishing point". For this 
simple case of motion parallel to the optical axis, there is a close relationship between the FOE, the 
AOR, and the geometry of the log-polar map, which has motivated much of the application interest in 
utilizing log-polar geometry in optical flow problems I •l, \ (;, ! , :,;, '), i I 1, I 1]. However, when the optical 
flow and velocity vectors do not align (which is the general case) these traditional log-polar approaches 
rapidly break clown. In addition, they are very sensitive to the presence of large, moving occluclers, 
particularly in the central visual field, and also sensitive to image noise, which is greatly amplified by 
the large magnification in the foveal representation. 
The principle goal of the present paper is to demonstrate that the geometry of the log-dipolar map, in 
the far peripheral region (e.g., from 20-80° from the origin) allows an incorporation of the advantages of 
wide-angle optical flow estimation, solves the problems traditionally associated with the log-polar map, 
and does so in way that is more in keeping with modern understanding of the architecture of biological 
vision. 
2. Log-dipolar flow estimation 
The geometrical properties of centered optical flow when imaged in the log-dipolar plane arc summa-
rized in 111ble 2.1 and are pictorially shown in Fig. 2.2. 
Dipole Dipole 
Fl()lfii_F'~Id_ --~- ~_1:-~ft__F'~iJl.ll_ery_ Rig~.t_~eriphery .... -·············· _ 
Positive"' Translation Source Sink 
Positive Loom Sink Sink 
Positive y Translation CCW Rotation CW Rotation 
CW Rotation CCW Rotation CCW Rotation 
Negative "' Translation Sink Source 
Negative Loom Source Source 
Negative y Translation CW Rotation CCW Rotation 
CCW Rotation CW Rotation CW Rotation 
Table 2.1: List of the mappings between sensor vector f-ields and the resulting vector field in both peripheral 
half-f-ields of the log-dipolar map. 
These geometrical properties were initially observed accidentally, using a hand-held camera that was 
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Figure 2.2: Optical flow vector fields measured with a log-dipolar sensor. The lcfl column provides a vi-
sualization of how four basic vector f-Ields (i.e., :z: translation, loom, y translation, and rotation) are nu1ppcd 
onto the log-dipolar sensor. For each basis vector field, the right column provides a scaled version of how 
the vector f-Ield is seen in the left hemifield maps by the pixel grid (the right hemif-ield mapping is similar but 
omitted due to lack of space). The pixel grid is broken up into three regions: the foveal Clzl < CL 1 b), parafoveal 
(a < lzl < b), and the peripheral (a, h < l-oll regions, In the peripheral region, note that the positive a: transla-
tion maps to a positive divergence, the positive loom maps to a negative divergence, the positive y translation 
maps to a counter-clockwise rotation, and the clockwise rotation also maps to a counter-clockwise rotation. 
Only combining the information gathered from the flow fields of both hernif-Jcld peripheries can yield the full 
information of the sensor cgomotion. 
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programmed to provide real-time log-dipolar images of natural scenes. It was informally observed that 
sensor ego motion estimates based on optical flow measured on a log-dipolar sensor-in the far peripheral 
zone of a wide visual field-provide the following features: 
• relative insensitivity to surprisingly large and random moving occluders; 
• relative insensitivity to mis-alignment, or unknown relationship, of the velocity vector and the 
optical axes; 
• an economical solution, in a single sensor, to simultaneously achieving pattern vision (in the foveal 
representation) and optical flow measurements (in the peripheral representation) without incurring 
a huge space-complexity (i.e., pixel overload); 
• the optical flow field imposed on the sensor maps to simple vector fields that can be identified in 
the ·1.u plane with the standard, Cartesian vector calculus operators cliv ancl curl; and 
o for natural image sequences, the peripheral pixels capture the large, low-spatial-frequency objects 
that tend to be dominated by large stationary environmental features (such as trees, buildings, and 
sky) and therefore yield robust egomotion estimates derived from these image attributes. 
There is a large classical literature on optical flow, which represents a straightforward solution to 
estimating the velocity parameters of rigid motion given observation of the flow field [ l i, ! !\]. A possible 
strategy would be to convert the classical optical flow methods to work in the non-uniform coordinate 
system of the log-dipolar map, but this requires handling difficult non-uniform sampling issues. In the 
present paper, we outline a simpler approach that is exploits the relationship of optical flow to the natural 
geometry of the wide-field log-dipolar map: all four basic velocity fields (rotation, loom, and :~: and y 
translation) in the z plane transform into globally rotating and diverging fields with alternating polarities 
in the peripheral representation in thew plane. This means that we can apply simple Cartesian div and 
curl operators to the optical flow field in each half-field of the wide-angle log-dipolar representation, and 
from these estimate a four-parameter subset of the full five-parameter sensor cgomotion solution. This 
four-parameter solution is much more general than the requirement of strict alignment of optical and 
velocity axes present in the usual approach to log-polar optical flow. It is highly robust, both to velocity 
noise, and to unknown oeeluders, as we demonstrate below. 
2.1. Helmholtz-Hodge decomposition 
To sec why these four exemplar vector field patterns arc sufficient to characterize the optical ilow field, 
here we briefly review a classical decomposition theorem of vector calculus. Recall that the vector 
Laplacian differential operator I l '}I applied to a smooth vector field V is defined as 
V' 2V = \7(\7. V) - \7 X (\7 XV), 
where the operators '\7', '\7·', and '\7 x' represent the standard three-dimensional vector calculus oper-
ators grn.d, div, and curl. 
The Helmholtz-Hodge decomposition theorem [ i '.!] states that a smooth vector field V can be decom-
posed into the sum of: 
a curl)i·ee vector field that can be written as \7 ,;,,the gradient of some scalar field rj;; 
a divergenceJree vector field that can be written as \7 x A, the curl of some vector field A; and 
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a harmonic vectorfield H, which is a solution of V' 2H 0. 
The decomposition allows us to express V in the form 
v = (\hjJ) + (\7 X A) + H (21) 
for some scalar field rjJ and vector fields A and H. 
The structure of the harmonic vector field is of interest. Often in physics applications, it is assumed 
that the domain of the vector field V is infinite and that the vector field approaches a limit at infinity. In 
this case, the harmonic component vanishes. In the present context, we are working in a finite domain-
the field-of-view of a camera-and do not have the same constraints on the optical flow vector field. 
Therefore, we explicitly include the harmonic component of the decomposition. 
In a two-dimensional Cartesian coordinate system, the vector field V can be written as 
V(:r:, :u) = E(:r, y) e, + 11(:r:, :u) e.'" 
where e,, and ey are the standard basis unit vectors for Euclidean space, and E (:r, y) and11(:r, y) are com-
ponent scalar functions defined over the Cartesian coordinate system. If the vector field V is harmonic, 
then it is simple to sec that the component scalar functions arc also harmonic, i.e., applying the scalar 
Laplacian operator, "\7 2 ', to the component functions yields \7 2 ( (:r, y) = 0 and 'V211(:r, y) = 0. In other 
words, the harmonic vector fields are composed of component harmonic scalar fields. In general, these 
harmonic scalar fields can be written as polynomials. For example, the scalar function ((:r, y) ·~ :1: 2 - y2 
is harmonic. Many more examples follow from the real and imaginary parts of an arbitrary complex an-
alytic function, which are, as functions, necessarily harmonic. In particular, the constant-valued scalar 
fields are harmonic. 
The constant-valued vector fields correspond to the vector field component that is a constant trans-
lation of the center of mass of the sensor. Thus, in our analysis the harmonic vector field H of the 
Helmholtz-Hodge decomposition of the optical flow field V, as given in (2. I), will represent the constant-
valued translational component of the optical flow field comprised of a joint :1: andy direction translation. 
We therefore will refer to the decomposition as providing.fiJUr components: a curl-free vector field and 
a divergence-free vector field, as well as the two translational vector fields which together comprise the 
harmonic vector field. 
2.2. Computing egomotion on the log-dipolar sensor 
The Helmholtz-Hodge decomposition tells us that the optical flow field consists of a weighted sum of a 
curl-free "looming" field whose source is located at the FOE and whose corresponding sink is located at 
the FOC, a divergence-free "rotation" field centered about the intersection points of the AOR axis, and a 
constant harmonic field that describes the displacement of the FOE or AOR from the optical axis. This 
linear combination may be written as 
(2 2) 
where, for an arbitrary optical flow field F, the coemcicnts ct, ,(!, 'f, and r5 arc unknown and must 
be computed. Here we represent the divergence-free component as a rotation vector field 0, 011 whose 
direction provides the axis of rotation and whose magnitude provides the magnitude of rotation. 
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The key to our approach is the observation that this vector field F is mapped via the log-dipolar map 
to the 'W plane representation in such a way that the magnitudes of the four Helmholtz-Hodge component 
vector fields can be measured by simply applying the standard, Cartesian vector calculus operators div 
and curl to the periphery of thew plane representation of the optical flow field, 
To summarize this algorithm: 
I, Measure the loom (divergence) and rotation (curl) of the peripheral left and right visual hemi-
fields, represented in the w plane, averaged over each pixel of the peripheral visual field, This 
produces four independent measures: global average of the div and curl for each of the left and 
right hemifields, 
2, Usc these four measurements to solve for the four unknown parameters, cv, (3, /, and S, that 
characterize the Helmholtz-Hodge components of the optical flow field, which represent the sensor 
motion in terms of rotation, loom and translation, 
In the next section, a more detailed statement of our numerical scheme is presented, and we illustrate the 
algorithm's performance with a set of artifkial optical flow fields and optical flow fields derived from 
natural image sequences, 
3. Methods and results 
The optical flow computation on the log-dipolar sensor can be phrased as the solution to the matrix 
equation 
(3, I) 
where the mapping of the Helmholtz-Hodge components of the optical flow vector field into divergent 
and rotating fields in the left and right peripheries of the 'W plane representation is provided by the system 
matrix D given by 
c 
1 () 
D = ~~ l () () 
() ~] 
(3 2) 
and the results of measuring the average rotation and divergence in the w plane representation is con-
tained in the vector m such that 
Hl = 
( 
mean(\7 , F1, 1,) l 
mean((\7, F~gln)) , 
rnean \7 x F ~en 
rncan(\7 X Fright) 
- -
The pattern of signs in (3,2) is derived from Table 2, I, and F~en and F,,;ght represent the optical flow 
vector field-mapped into the coordinates of thew plane-in the left and right peripheral representation, 
respectively, 
The basic measurements used arc the div and curl operators applied to the log-dipolar representation 
of the image, The solution to this system is 
w '" D-Jm = [o' ;rJ o;' J]T 
-)') ) (3,3) 
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where o:, (3, /', and c5 are the weights of the linear combination of basis vector fields representing the 
original optical flow field Fin the z plane, as in (2.2). 
We now evaluate our ego motion estimation algorithm in several different cases by computing the basis 
vector weights as in (3.3). 
3.1. Case 1: known optical flow field 
As expected, solving the linear system (3.1 ), given a noise-free optical flow field representing ideal 
sensor motion, provides a noise-free estimate of the Helmholtz-Hodge decomposition parameters cv, {3, 
"f, and li. This validated the numerical scheme outlined in (2.1) above, the linear independence of the 
measurements of cliv and curl in the two peripheral visual fields mentioned in Table 2.1, and the structure 
of the system matrix D. 
3.2. Case 2: optical flow field with additive noise 
In this case, we added increasing amounts of noise to a known optical flow field to quantify the algo-
rithms performance in the presence of noise. The velocity estimates from pure looming and rotational 
stimuli are essentially unaffected by additive image noise in this simulation because the noise perturbs 
the vector field mainly in the foveal region and far less in the periphery. The peripheral pixels sum a 
large number of image pixels, and the resultant noise in the peripheral region is decreased by v!V, where 
N is the number of pixels summed. For the log-dipolar mapping, N ranges up to several hundred for a 
wide visual field. 
We found that adding velocity noise scaled to about 35% of the maximum value of the velocity field 
still yielded 90% correct estimates of the optical flow field. As expected, the algorithm performed well 
given a noisy input optical flow field with signal-to-noise ratio greater than about 3 : l. 
3.3. Case 3: optical flow field with occlusion by moving distractors 
In this experiment, we perturbed the optical now field by simulating the resulting optical flow pattern 
after introducing a set of objects or "distractors" into the field of the sensor. Each object is defined to 
have a circular projection onto the moving sensor with its own optical flow field pattern representing 
independent movement from the sensor itself. The object centers and velocities were chosen randomly 
but were constrained such that the full extent of the objects were contained within the visual field. 
An example of the wide-field optical flow with distractors is shown in Fig. 3.3. Note that a wide-field 
(100' radius) sensor is shown here. A more familiar sensor based on a normal photographic lens (e.g., 
50° full-field) corresponds to the central one-fourth of this illustration. Thus, these distractors arc ex-
tremely large, and, when centrally located, would occlude a large fraction of a conventional photography 
scaled sensor. 
The results of the moving occludcr experiment are summarized in Fig. 3.4. Only the case for the 
rotation component of the decomposition is shown. The results for the other three components (i.e., 
loom, and :randy translation) were comparable. 
3.4. Case 4: mis-alignment with optical axis 
In this experiment, we evaluated the robustness of the cst.imation of the sensor egomotion in the presence 
of an FOE or an AOR that is not aligned with the origin of the sensor plane. In other words, either the 
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Figure 3.3: Illustration of an example distractor experiment where there are five 20° distractors. 
Figure 3.4: Mean value of the measured velocity in the presence of distractors. According these results, the 
velocity estimate is 909() reliable up to 30° worth of distractors in the visual f1eld (e.g., two 15° objects or six 
5° objects). 
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translational or rotational motion of the sensor is not aligned with the optical axis of the sensor. Fig. 3.5 
shows an example the sensor optical flow field consisting of a mis-aligned FOE and optical axis, and 
Fig. 3.6 shows an example where the AOR and optical axis are mis-aligned. Once again, it is important 
to note that the mis-alignment of axes is large, in the context of a conventional photographic field (e.g., 
50° diameter). For the extremely wide-angle fields used here, it is clem~even at the level of the flow 
field diagram-that a fairly large mis-alignment of these axes has a relatively small effect on the sensor 
motion estimation based on the peripheral field. 
I 
I 
I 
"I . . . 
Figure 3.5: lllustration of off-axis looming experiment where the FOE was positioned 50° from the origin 
along the horizontal meridian. The legend in the upper right corner of each figure is an iconic representation of 
the visual flcld with an 'x' marking the FOE. The log-dipolar parameters arc a = 0.5, b := 80, and R = 100°. 
··.1 
·; 
·I 
I 
I 
I 
I 
Figure 3.6: Illustration of off-axis rotation experiment where the AOR was positioned at cylindrical coordinate 
(S()O, 31 0°). The legend in the upper right corner of each flgurc is an iconic representation of the visual field 
with an '()' marking the AOR. The log-dipolar parameters arc a,.-, 0.5, lJ ---, 80, and R :::: 100°. 
One of the main advantages of using the peripheral optical flow is that it is relatively insensitive to 
the exact alignment of these axes, and does not require separate estimation of the FOE or the AOR axes. 
Fig. 3.7 demonstrates these results as a function of the amount of mis-alignment of the FOE axis with 
the sensor motion direction. This figure summarizes results showing that if the FOE is contained within 
a range of about I 0-20° of the optical axis of the sensor, the sensor velocity can be estimated with 
90o/r., accuracy. Data for the AOR and combined FOE and AOR misalignment is qualitatively similar-··-
an uncertainty of I 0-·-20°, which is roughly the size of an entire "normal" photographic field, provides 
about DO% accuracy on sensor motion estimation. 
3.5. Case 5: natural image sequences 
We obtained reliable results using artificial optical flow in the presence or velocity noise and moving 
distractors. Next, we provide an initial proof-of-concept with natural image sequences. One problem 
with this demonstration is that wide-field image motion data from a moving platform, with precise 
ground truth, docs not appear to exist in publicly accessible image archives. Therefore, for the purposes 
10 
I 
I 
.I . ''' . "" "' ' ~ 
"'''·''·'·'''"' 
I I 
,jLvr 
' 1 / I 
,AHr 1,·1 
(a) Looming 
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Figure 3.7: FOE misalignment results at different looming velocities. The ratio of the measured velocity to 
the actual velocity is shown as a function of the FOE radius used in the simulation, averaged over several 
trials. The error bars indicate the standard deviation across trials. As the simulated velocity is increased, the 
measurement becomes more reliable, allowing the radius of uncertainty of the FOE position to be increased 
without degrading the measurement. 
of this initial test, we simply used a hand-held video camera (a Canon GL2 digital camcorder) using the 
zoom mechanism to provide a simulated loom, which was roughly estimated by timing the rate of the 
zoom motion. We captured six seconds of video at 30 frames per second. This data was digitized and 
the optical flow field was computed via block matching, then the Helmholtz-Hodge component weights 
representing the velocities of the basis vector fields were estimated using the methods described above. 
The motion profile of the camera zoom started slowly, then followed a roughly linear ramp, and then 
slowed clown. The measured loom component is expected to be the derivative of this Gaussian positional 
motion, i.e., a biphasic profile, whose velocity ramp should roughly correspond to that measured with a 
stop-watch while observing the zoom function. 
Fig. 3.8 shows a subset of our data, consisting of one-second interval frames of the six-seconcllooming 
sequence shot. 
(a) I co Os (b)l.=ls (c) I .• , 2s (d) I. c :ls (f) I = 5s 
(g) /. 'Gs 
Figure 3.8: Six-second looming sequence with frames shown at one-second intervals. The sequence was taken 
by using the camera's optical zoom feature to zoom in on the lamppo:-;t to the maximum magnification factor 
and then zoom out to the widest angle of the lens, and then back again. 
The raw velocity coefficients for the looming sequence are shown in Fig. 3.9(a). This data is extremely 
noisy. If the data is smoothed by convolving with a one-dimensional mean filter kernel, we arrive at the 
expected derivative plot of the zoom motor trajectory plot (sec Fig. 3.9(b)). 
II 
(a) (b) 
Figure 3.9: (a) Raw velocity coefficients for the sequence shown in Fig. 3.8. (b) Smoothed version of the 
results using a one-dimensional kernel size of 1 :::;, 
Currently, we are arranging to produce accurate moving platform natural image sequences, with in-
strumented sensor velocity measurements, in order to more quantitatively test this algorithm. However, 
the results shown in Fig. 3. 9 are in good semi-quantitative agreement with the predicted "motion" of the 
sensor. 
4. Conclusion 
We have shown that the peripheral structure of the primate visual cortex is well suited to the extraction 
of motion information that can be used to infer the velocity of the sensor platform. The main heuristic 
used in developing the peripheral optical Jlow computation is that the peripheral visual field is extremely 
large and is mainly dominated by large objects of low spatial frequency, which arc mostly static in world 
coordinates. There may be several small motion distractors in the periphery, but they will be largely 
invisible due to the large area of integration used by the sensor pixels in the periphery. Furthermore, the 
size of the peripheral pixels makes them insensitive to the lack of precise alignment of the direction of 
gaze and the optical axes. 
The peripheral optical flow computation was developed on a space-variant sensor using the design 
principle taken from the dipole model of primary visual cortex. The geometry of the log-dipolar sensor 
allowed us to develop a linear system whose solution can be interpreted as an estimate of the sensor mo-
tion, provided the proper calibration step is performed. For sensor motion aligned with the optical axis 
of the sensor, optical flow basis field weights"· (1, 1 and il directly provide sensor motion. For off-axis 
motion, the basis field weights estimated from the the global average of the Cartesian div and curl oper-
ators applied to each of the peripheral hemifields of the log-dipolar sensor give a good approximation to 
the sensor egomotion. 
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