Tensor has been widely used in computer vision due to its ability to maintain spatial structure information. Owning to the well-balanced unfolding matrices, the recently proposed tensor train (TT) decomposition can make full use of information from tensors. Thereby, tensor train representation has a better performance in many fields compared to traditional methods of tensor decomposition. Inspired by the success of tensor train, in this paper, we firstly apply lowrank tensor train to recovering noisy color images. Meanwhile, we propose a novel algorithm for noise-contaminated images based on the block coordinate descent (BCD) method. The numerical experiments demonstrate that our algorithm can give a better result in the real color image both visually and numerically.
INTRODUCTION
Image denoising and restoration are among the most fundamental issues in the field of computer vision. Classical methods of denoising include kinds of filtering in the spatial and frequency domains and so on. However, with the gradual development of tensor theory [1] , especially various decompositions of tensor being well studied, tensor has been applied into a variety of fields, such as computer vision [2, 3] , feature extraction [4] , deep neural networks compression [5, 6, 7] . As natural images are residing in high dimensional space, it is reasonable and effective to restore images by the means of tensors. Tensors are natural extension of vectors and matrices, which are represented by multidimensional arrays. By decomposing a tensor into factors, low-dimensional intrinsic information can be preserved even though the tensor itself is of higher dimension.
Traditionally, tensors are decomposed via CANDECOM/PARAFAC (CP) [8, 9] and Tucker [10] . However, these two methods both have drawbacks. In other words, it is an NP-hard problem to calculate a proper rank for CP decomposition and the modes in Tucker decomposition are often so unbalanced that low-rank constraints are ineffective. Fortunately, the tensor train (TT) has been introduced to machine learning [11] and then to computer vision [12] subsequently from physics and mathematics. It has been proved that TT rank is more expressional over tucker rank [12] . To the best of our known, there is no one apply TT into image denoising task. Motivated by the success of tensor train, we firstly manage to denoise real color images based on TT. Correspondingly, we carefully design an algorithm to solve the model. The rest of this paper is organized as follows: We introduce some important notations in section 2. The framework of the denoising model and its computational algorithm is introduced in section3. In section 4, experimental results are showed to demonstrate the effectiveness of our algorithm. We conclude our work in section 5.
PRELIMINARIES
In this paper, the notations are defined as follows. Vectors are denoted by bold lowercase letters and matrices are denoted by uppercase letters . A higher-order tensor is represented by calligraphic letters . For instance, a N th order tensor is represented by with elements , where is the tensor dimension along mode . The Frobenius norm of is .
Mode-i unfolding (also known as mode-i flattening or matricization) of a tensor is to reshape the tensor by rearranging the i th mode to be matrix rows and the remaining modes to be columns such as . And another form of unfolding is the process of unfolding the tensor by putting the first i modes in the rows and the other N-i in the columns. This is defined as Mode-i canonical matrization. And it is denoted as .
Tensor train decomposition is to decompose a tensor into a set of 3-order tensors . Each entry inside the tensor is represented as ,
where . The vector , where is the rank of corresponding mode-canonical matrix. Since the first and last factors are actually matrices, we can graphically represent this decomposition by a linear tensor network, which is illustrated in Fig.1 . 
FORMULATION AND ALGORITHM FOR TENSOR TRAIN DENOISING

Problem Formulation
Conventional tensor denoising
Conventional low rank tensor denoising is fundamentally based on matrix denoising, thus we give some introduction first. Low rank matrix denoising of a matrix from a corrupted matrix can be studied via the wellknown matrix-rank optimization problem: ,
where represents addictive noise. In the theory of low rank matrix denoising, natural image is often of low rank. And compared to other filtering algorithm, this model has the ability to preserve edge information and more details.
When it comes to tensor denoising, spatial structure information can be reserved. Recovering a N-th order tensor from its corrupted tensor is formulated by the following tucker rank optimization problem:
, (3) where need to meet the condition . And represents weight of mode-i unfolding matrix. By minimizing the objective function, a series of can be obtained. Then by folding every into a tensor, and adding the tensors together with their weights, we get an approximation of the original tensor .
Denoising model based on tensor train
As computation of matrix rank is NP-hard, the problem given by (3) is difficult to solve. We are going to solve this tough problem by factorization model for matrix of rank , where and . Thus problem (3) is converted to minimize the following Frobenius norm:
.
In tucker decomposition, we have , and .
We simply replace tucker rank with tensor train rank. Thereby the formulation is changed: ,
where , and .
Algorithm of Our Model
TT-Mac
To solve the problem given by (5), block coordinate descent (BCD) method is used to optimize groups of variables respectively and alternatively with reference to TMac [13] and TC-MLFM [14] . Basically, we focus on the sub-problem of the objective function (5): , (6) for . This is a convex problem when only one variable is updated at one time while others remaining unchanged. And it can be easily solved via least squares method. Each variable is modified by the following equations: , (7) , (8) , (9) where " " represents for pseudoinverse. Furthermore, Eq. (8) can be substituted with the following according to [13] :
. ( 
10)
After updating and for , we fold all the modes and calculate the tensor by the following equation:
. (11) This is the flow of our algorithm called denoising algorithm by parallel matrix factorization based on tensor train (TT-Mac), and it is summarized in Table 1 .
Ket augmentation
Ket augmentation (KA) is a technique introduced from quantum mechanics and has the ability to make a tensor into higher-order. It is firstly introduced into image processing by [15] . By proper block structured addressing, a lower-order tensor is divided into four blocks every time being split.
A color image, represented as a third order tensor including RGB three channels, can be thus made into higher order. As shown in Fig. 2 , for example, it is represented as a third-order tensor by rearranging the elements by division. Compared to reshape operation, KA is suitable for image processing as it can improve richer textures of the image and thus the modes of the tensor train are given a correlation between each other.
EXPERIMENTAL RESULTS
In this section, we conduct extensive experiments on real color images to validate the effectiveness of the proposed Mac-TT, compared with some denoising models including RegL1ALM [16] , HaLRTC [17] , and PARAFAC [18] . ReL1ALM is based on low-rank matrix, while HaLRTC and PARAFAC are both based on low-rank tensor, which is similar to our method. Figure 2 . A structured block addressing procedure to cast an image into a higher-order tensor.
Initial parameters of our algorithm are the weighting parameters , and the initial TT ranks ( ). We assume that the more balanced the mode matrices are, the larger the weight are. Thereby the weights can be calculated as follows: , (12) where . The above formulation can assure that we allot larger weight to more balanced matrix and the summation of all mode weights is normalized to one.
We add large Gaussian noise to all elements of an image, which is really difficult to deal with. To quantitively evaluate performances of each algorithm, we adopt the relative square error (RSE) between the recovered tensor and the original one :
(13) Also, peak signal-to-noise ratio (PSNR) is used to assess the quality of image restoration.
The visual results are given in Fig. 3 . Results demonstrate that our method has the ability of recovering the real color image from quite large Gaussian noise. Furthermore, our algorithm prevails against the others both visually and numerically. The numeric comparison is given in Table 2 , in which we bold the optimal values. As can be seen from the table, our method is the best of all the comparison methods in terms of both PSNR and RSE. 
CONCLUSION
In this paper, we proposed a novel approach for color image denoising, which is based on the recently proposed tensor train. Besides, an algorithm called Mac-TT for our model is also proposed, which is based on the multilinear matrix factorization model. Our algorithm can avoid lots of SVDs, whose computation complexity is pretty high. Compared to benchmark, our algorithm has a better performance in color image denoising. In the future work, we will focus on adaptive mode weights and application into other image processing tasks such as classification, tensor completion, dimension reduction and so on.
