, is about three times as large as the measured atom number in the soliton, it is likely that during the 50 ms phase where a is changed from 0 to negative values, one or several collapses occur until the critical number for a stable BEC is reached. Indeed, the collapse time constant is predicted to be much less than 50 ms for our experimental conditions (21) . During the transfer into the 1D waveguide, the BEC is transformed into a soliton and the noncondensed cloud is clearly observed at guiding times up to 6 ms as a broader background distribution. Nonadiabatic projection of the BEC from the confining onto the expulsive potential is expected to play a negligible role here, according to numerical simulations (22) . At longer times, the noncondensed atoms spread apart and become undetectable. Thus, during the propagation phase the soliton decouples itself from the noncondensed fraction, resulting in a nearly pure soliton.
Finally, removal of the expulsive axial potential will allow us to extend the stability domain toward lower values of Na and longer observation times. The soliton size could then be measured in situ, as well as its lifetime. The study of coherence properties of solitons and of binary collisions between solitons is an immediate extension of the present work.
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Reversible electrochemical injection of discrete numbers of electrons into sterically stabilized silicon nanocrystals (NCs) (ϳ2 to 4 nanometers in diameter) was observed by differential pulse voltammetry (DPV ) in N,NЈ-dimethylformamide and acetonitrile. The electrochemical gap between the onset of electron injection and hole injection-related to the highest occupied and lowest unoccupied molecular orbitals-grew with decreasing nanocrystal size, and the DPV peak potentials above the onset for electron injection roughly correspond to expected Coulomb blockade or quantized double-layer charging energies. Electron transfer reactions between positively and negatively charged nanocrystals (or between charged nanocrystals and molecular redox-active coreactants) occurred that led to electron and hole annihilation, producing visible light. The electrogenerated chemiluminescence spectra exhibited a peak maximum at 640 nanometers, a significant red shift from the photoluminescence maximum (420 nanometers) of the same silicon NC solution. These results demonstrate that the chemical stability of silicon NCs could enable their use as redox-active macromolecular species with the combined optical and charging properties of semiconductor quantum dots.
In a bulk semiconductor, electrons and holes move freely throughout the crystal. However, in a nanocrystal, confinement of the electrons and holes leads to a variety of optical and electronic consequences, including sizedependent molecular-like optical properties, greater electron/hole overlap for enhanced photoluminescence (PL) efficiencies, and discrete single-electron/hole charging. Because of their enormous surface area-to-volume ratios, nanocrystals (NCs) are highly susceptible to heterogeneous redox chemistry with the surrounding environment. Depending on the semiconductor and the surface chemistry, this chemical reactivity can lead to either fatal chemical degradation or new useful properties, such as reversible photocatalytic and electrochromic properties and redox reactivity.
Semiconductor NCs have been prepared with narrow size distributions, controlled surface chemistry, and internal bulk crystal structure (1, 2) , and adsorbed capping ligands are often used to control size and prevent irreversible aggregation. Although the electrochemical properties of monolayer-protected metallic NCs have been well documented (3, 4 ) , reports concerning the electrochemical properties of semiconductor NCs remain scarce (5-9). Difficulties include the limited potential window available in aqueous solutions, the limited solubility of many NCs in nonaqueous solvents, and the need for highly pure, isolated, monodisperse dots. Compound semiconductor NCs, such as CdS, are also chemically unstable upon electron transfer. For example, CdS NCs are irreversibly oxidized and reduced when electron transfer occurs at an electrode (9) . Elemental semiconductor NCs, such as Si and Ge, should be more stable. Here we show that monolayer-protected Si NCs are chemically stable upon electron and hole injection; furthermore, electron/hole annihilation through electron transfer reactions between NCs, or NCs with redox-active coreactants, leads to visible light production [electrogenerated chemiluminescence (ECL)].
We recently developed a new synthetic strategy to produce Si NCs terminated with a capping agent consisting of a combination of hydrogen and alkoxide, using solvents heated and pressurized above their critical points to temperatures between 350°and 500°C (10). These NCs are efficient emitters of visible light, with quantum yields between 5 and 20% and size-tunable color that can range from blue to red, different from H-or oxide-terminated samples in the same size range reported earlier. This efficiency is rather remarkable, given that the indirect band gap of bulk Si makes it a poor candidate for a light-emitting material. Although the precise origin of the light emission is still unknown (11) , quantum confinement in Si has led to efficient PL (12, 13) , and radiative transitions have been observed (2) in a variety of Si nanostructures, including thin wires (14) , dots (10) , and porous Si (2, 15) . For the experiments reported here, octanol-, octene-and octanethiol-capped Si NCs were prepared in supercritical cyclohexane according to the methods described in (10) This DPV response is analogous to that observed by Murray and co-workers (3) for thiol-capped metal clusters, who introduced the term quantized double-layer charging to differentiate this collective electrochemical response from Coulomb blockade phenomena observed for single-charge injection to isolated individual dots in scanning tunneling microscopy (STM) experiments, also called "addition spectra" (17) . Unlike the electrical response measured by STM, the electrochemical response is limited by quantum dot diffusion to the electrode surface. Nonetheless, the charging energy i required for electron or hole addition is the same for STM and DPV measurements. For example, we recently observed an electrochemical Coulomb staircase based on two nanometer-sized electrodes connected in series through a solution containing a redox couple (18) .
The small size of the NCs causes electron addition to be quantized. The charging energy required to add the first electron 1 equals the electron quasiparticle energy ε e1 , which depends on the size-dependent shift in the LUMO ε e1 0 and the electron "self-energy" ⌺ e1 , which results from its image charge in the surrounding dielectric media: ε e1 ϭ ε e1 0 ϩ ⌺ e1 . Calculated values of ⌺ e1 typically range from 0.2 to 0.5 eV for Si nanocrystals in the size range studied here (19) . A second electron must also overcome the electronelectron Coulomb interaction J e1,e2 within the particle to add to a negatively charged NC, ϾϾ k B T even at room temperature, leading to discrete charging events in the DPV scans (3, 8, 18, 20) . If C NC is independent of the number of electrons injected, consecutive charge injection should occur in regular potential steps, ⌬V ϭ e/C NC (3, 18) . Although the DPV peaks in Fig. 1 were not separated by exactly the same ⌬V, the average ⌬V Ϸ 0.4 V corresponds to a capacitance of approximately 0.4 aF per cluster (Fig. 1A) ; this is comparable to the value reported for organiccapped noble metal clusters (4). The ⌬V compares favorably with values reported for organic-capped Au nanocrystals and with recent calculations by Franceschetti and Zunger (19) for Si quantum dots with ⌬ 1,2 (e) on the order of ϳ0.4 to 0.6 eV. With increasing NC charge, ⌬V decreased measurably, perhaps because of multielectron effects or NC size dispersity, which can smear the observed responses shown in Fig. 1, A and B (4) . The electrochemical behavior seen in these figures was very sensitive to the NC size variation (Ϯ0.37 nm in Fig. 1A and Ϯ0.91 nm in Fig. 1B) .
The DPV responses in Fig. 1 are from differently sized NCs. Common features include the appearance of a large central gap ( 1 -Ϫ1 Ͼ 1.3 V; the subscript "-1" refers to the hole chemical potential) and the general absence of DPV peaks in the positive potential region. This last feature was not a limitation of the available electrochemical window, as seen in Fig. 1A , where the DPV response in the absence of Si NCs is given. Electron injection occurred as discrete charging events; however, NC oxidation (hole injection) was not generally quantized although calculations suggest that it should be (19) , and the DPV response was characterized by a continuous increase in current with potential indicative of multiple charge transfers. Nevertheless, the forward and reverse DPV scans are relatively symmetric, indicating that both single and multiple charge transfers are reversible. For comparable CdS and PbS NCs (7, 9) , electrochemical electron and hole injection were irreversible and multielectron transfer processes were proposed; that is, the injected charge was consumed by fast coupled chemical reactions due to cluster decomposition. The large sizedependent central gap relates to the energetic difference (the HOMO-LUMO gap) (3), reflecting the quantized electronic structure of the semiconductor NC (19): 1 
The optical gap ε gap opt , however, relates to ε e1 0 , ε h1 0 and the electronhole Coulomb interaction J e1,h1 : ε gap opt ϭ ε e1 0 -
. The HOMO-LUMO gap increases with decreasing NC size from 2.96 Ϯ 0.91 nm in Fig. 1B to 1 .74 Ϯ 0.67 nm in Fig.  1C . However, this apparent electrochemical gap can be affected by the presence of nonpassivated surface states that can act as local traps for electrons and holes. We estimate that 30 to 50% of the surface of the NC may be ligand-free and coated with a mixture of H, Si-C ϭ O and possibly a small amount of oxide (10).
Light emission by charge injection, or ECL, into freely diffusing NCs occurred under repetitive electrode potential cycling (as in Fig. 1 , B and C) or pulsing (Fig. 2) between NC oxidation and reduction. In ECL experiments, electron-transfer annihilation of electrogenerated anion and cation radicals results in the production of excited states (20, 21)
In this case, R -and R ϩ refer to negatively and positively charged Si NCs electrogenerated at the Pt electrode, which then react in solution to give the excited state R*. ECL was not observed through an annihilation-type mechanism 1 for thioglycerol-capped CdS quantum dots (9) because of the instability of electrogenerated reactants. In order for ECL to occur through mechanism 1, the NCs must be chemically stable and maintain their charged states long enough to transfer charge upon colliding with oppositely charged NCs in solution. The relative ECL intensity was greater in the potential region where anionic NCs are electrogenerated (Figs. 1C and   2A ), which may indicate that the electrogenerated oxidized forms are more stable. Light emission was not observed when the applied electrode potential was not sufficient to generate both the negatively and positively charged species. The ECL spectrum (Fig. 3A) obtained from the annihilation (Eq. 1) in MeCN, where the applied electrode potential was pulsed between the oxidation and reduction potentials (double potential step) in 100-ms steps (20, 21) , showed a maximum at 640 nm.
Higher intensity light emission from the Si NC solution was observed when coreactants were added, which help overcome either the limited potential window of a solvent or poor radical anion or cation stability (20) . For example, by adding excess C 2 O 4 2-to the NC solution (Fig. 2B) , ECL only requires hole injection and can be obtained by simply oxidizing the NCs. In this case, the oxidation of oxalate produces a strong reducing agent, CO 2
Ϫ•
, which can inject an electron into the LUMO of an oxidized Si NC to produce an excited state that then emits light (Figs. 2B and 3B) (20, 22) . Fig. 3 . ECL spectra for (A) annihilation of cation and anion radicals generated by stepping the potential between 2.7 and -2.1 V at 10 Hz with an integration time of 30 min in the same solution as in Fig. 2A ; (B) an oxalate coreactant system, stepping the potential between 0.1 and 3 V at 10 Hz, integration time 40 min in the same solution as in Fig. 2B ; and (C) a persulfate coreactant system, stepping the potential between -0.5 and -2.5V at 10 Hz, integration time 10 min in the same solution as in Fig. 2C . The dotted curve in (C) is the ECL spectrum for the blank solution. 
an oxalate coreactant system with 2.5 mM tetrabutyl ammonium oxalate added to the solution of (A), and (C) a persulfate coreactant system in 0. 
A higher concentration of Si NCs was used for the persulfate measurements, which may account for the higher ECL intensity and lower decay rate apparent in Figs. 2C and 3C in comparison to Fig. 2, A and B, and Fig. 3 , A and B. The solvent used may also play a role. After the ECL experiments, the solutions showed the same PL as the original solution, so no bulk degradation of the Si NCs occurred. The ECL spectra in the above three cases all show a maximum wavelength of 640 nm, which is substantially red-shifted from that in the PL spectra (Fig. 4B) . The orange ECL emission was not sensitive to NC size or the capping agent used. On the other hand, the Si NC PL is size-dependent (10) . A few important observations and conclusions can be drawn from the ECL data. First of all, the electrochemical "turnon voltage" (that is, the potential gap in Fig. 1 , B and C) for radiative electron-hole annihilation between positive and negatively charged NCs exceeds the optical transition energy. This observation is consistent with electron and hole injection into separate NCs requiring greater energy than optical excitation. Second, the turnon voltage for ECL significantly exceeds 1 -Ϫ1 . Although the potential difference 1 -Ϫ1 enables electron and hole injection, and electron transfer between charged NCs in solution is possible, the carrier energies are not large enough to produce optically radiative electronhole recombination. This observation is consistent with previous observations of Si NCs. Excitation energies for efficient PL significantly exceeded the absorption edge, with PL intensity that depends sensitively on excitation energy, as shown in Fig. 4B , in which the excitation wavelength from top to bottom was between 360 and 520 nm at 20-nm intervals. The shift in peak position with excitation energy is unlikely to be caused by polydispersity, because the NCs were size-selected by column chromatography. Furthermore, the PL energy is considerably greater than the absorption edge, indicating that the lowest-lying energy levels do not result in strongly radiative transitions. Qualitatively, the ECL and DPV data are as expected for Si NCs.
Quantitatively, however, the energetic difference between the PL and ECL of approximately 0.8 eV is more difficult to understand and suggests that the emitting states are different. Previously, for Si NCs terminated with hydrogen atoms, the indirect band gap was reported to shift from the bulk value of 1.1 eV to ϳ2.1 eV for nanocrystals about 2 nm diameter, and the direct transition appeared to blue shift by 0.4 eV from its 3.4 eV bulk value over the same size range. In that case, violet PL (ϳ365 nm) was the most intense emission and was attributed to direct electron-hole recombination, whereas other less intense PL peaks (ϳ580 nm) were assigned to surface state and phonon-assisted recombination (11) . Undoubtedly, ECL depends more sensitively on surface chemistry and the presence of surface states. PL mainly occurs through excitation and emission within the NC core, though the electron and hole wave functions can interact strongly with the NC surface. Despite a few notable exceptions (25, 26) , charge injection in a Si nanocrystal is generally assumed to occur via its surface states, given the large surface area and the possible presence of many dangling bonds. If we consider the Si NC/oxalate coreactant system (Eq. 3) as an example, the Si cores have band gaps greater than the energy separation of the surface states. The core band gaps depend on the NC size, whereas the energy separation of the surface states is only slightly affected by the particle size (11, 27) (Fig.   4A ). As the electrode potential is made more positive, holes are injected into the particle. Concurrently, oxalate is oxidized and undergoes a following chemical reaction generating the powerful reducing agent CO 2 Ϫ . This intermediate injects an electron across the particle surface (Eq. 3) and makes emission possible through surface electron-hole recombination. The other two ECL processes (Eqs. 1 and 4) are assumed to occur through a similar mechanism. The observed ECL emission insensitivity to core size and capping agent supports the surface state conjecture (11) and this proposed mechanism. Thus, the difference in light emission through PL and ECL from the same Si NCs most likely results from the greater significance of surface states for charge injection as opposed to photoinjection. Similar long-wavelength emission is found with porous Si produced by anodic etching in the presence of organic surface modifiers (28) .
These results reveal that NCs of the elemental semiconductor Si are more chemically robust than the compound semiconductor NCs studied to date. The Si NCs have the ability to store charge in solution, which can subsequently lead to light emission upon electron and/or hole transfer. This quality provides electrochemically sensitive optoelectronic properties that may find future use in new sensor technologies. Surface wave dispersion measurements for Love wave overtones carry evidence of azimuthal anisotropy in the transition zone of Earth's mantle (400 to 660 kilometers deep). A Backus-Gilbert inversion of anisotropic phase velocity maps, with resolution kernels mainly sensitive to the transition zone, shows a robust long-wavelength azimuthally anisotropic velocity structure. This observation puts new constraints on the mineralogy and dynamics of the transition zone because this anisotropy may result from aligned minerals, tilted laminated structures, or even organized pockets of fluid inclusions.
The nature of the transition zone has always been central to understanding the dynamics of Earth's mantle. Our inferences on the thermal and chemical evolution of Earth depend largely on whether the transition zone is due to pressure-induced phase changes and/or compositional variations of minerals (1) . All seismic investigations of transition zone structure assume isotropic velocities. Seismic anisotropy is recognized as a good indicator of deformation and mantle flow (2, 3) , but is mainly observed in the uppermost mantle (4) . Particularly in the transition zone, the observation of anisotropy is difficult because fundamental mode surface waves have most of their sensitivity above the transition zone and the bulk of teleseismic body waves, below. Nevertheless, an indication of radial anisotropy around the 660-km discontinuity was found by reconciling observations of body wave travel times and free oscillation frequencies with a spherically symmetric model (5) . Indications of localized azimuthal anisotropy near the same depth are inferred from compressional (P) to horizontal shear (SH) wave conversions (6, 7) . Some observations of mainly S wave splitting require anisotropy in the upper transition zone (400 to 520 km) (8) and just below the 660-km discontinuity (9) . It recently became possible to make automatic surface wave overtone phase velocity measurements from millions of seismograms (10) . These data are ideally suited for studying the transition zone because of their peak sensitivity in this depth range. Theory indicates (11, 12 ) that a slightly anisotropic medium causes an azimuthal dependence of local phase velocities of Love and Rayleigh surface waves as follows
where dc/c is the relative phase velocity perturbation with respect to a spherically symmetric reference Earth model, is the radial frequency, and is the azimuth along the path. It can be shown that the ␣ i () are local vertical averages of 13 independent linear combinations of specific elements of the stiffness tensor (13) . ␣ 0 () corresponds to the average over all azimuths and describes transverse or radial anisotropy involving the well-known Love parameters A, C, F, L, and N (14). The 2 and 4 terms involve an additional eight parameters that describe the azimuthal variations of A, F, L, and N. To make robust inferences of anisotropy, we chose to use Love wave overtones only [see Methods in Supporting Online Material (SOM)], where the 2 and 4 terms depend on one elastic parameter each, referred to as G and E, respectively (13). We selected more than 100,000 Love wave measurements for minor and major arc paths corresponding to the first and second overtone branch (see Methods in SOM). The minor arc is the great circle angular distance between source and receiver, and the major arc is its complement. The path averaged phase velocity measurements are used to derive models of azimuthal anisotropy specified by the coefficients ␣ i () (see Methods in SOM). Fundamental mode phase data cannot easily distinguish between isotropic and anisotropic models (15, 16) because of the uneven local azimuthal coverage, which is responsible for tradeoffs between the different ␣ i (). We designed a technique based on relative weighting, which finds the optimal amount of azimuthal anisotropy for a given data set (see Methods in SOM), and we constructed phase velocity models based on Eq. 1. Toroidal overtone measurements are more difficult to make than spheroidal ones and have not previously been used for inferring threedimensional (3D) Earth structure. Apart from strict quality checks on the data (17), the original measurement technique (10) has been extend to major arcs, which makes the overtone separation easier due to a longer distance of propagation. We further compared the isotropic part of our constructed phase velocity maps with those predicted from the 3D velocity model S20RTS (18) . This model did not use any Love wave data, and the predictions can thus be used as an independent quality check of our measurements. For all selected overtones, the correlation (up to spherical harmonic degree 20) between our ␣ 0 () maps and the S20RTS predictions ranged from 0.75 to 0.80 with bootstrap confidence levels (19) higher than 99%. These high correlations corroborate the effectiveness of the measuring technique to separate overtones.
The anisotropic phase velocity models specify at each point on Earth's surface the local depth averages of the anisotropic parameters G and E that describe the 2 variation of the vertical shear velocity (SV) and the 4 variation of the SH velocity, respectively. The depth kernels are calculated in a spherical Earth (16, 20) (fig. S1 ). At a given depth, G and E are calculated from the secondary data [␣ i ()] and the kernels. This represents a linear inverse problem, and the most general solution is to construct models as a linear combination of the data themselves. We opted for a Backus-Gilbert approach (21) , where the resolution of the model itself is optimized toward a desired shape (see Methods in SOM). For our given overtones, we were able to find a set of coefficients that give resolution kernels mainly sensitive to the transition zone (Fig. 1) . These resolution kernels show that most structure above and below the transition zone cancels out; i.e., a synthetic test with data derived from a target model above or below the transition zone would retrieve an almost zero model, whereas a target in the transition zone would be fully recovered. Such a Backus-Gilbert inversion represents a test of whether or not anisotropy is present in the transition zone. 
