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Abstract
Design of Experiments (DOE) is an important topic in statistics. Ecient exper-
imentation can help an investigator to extract maximum information from a dataset.
In recent times, DOE has found new and challenging applications in science, engi-
neering and technology. In this thesis, two dierent experimental design problems,
motivated by the need for modeling the growth of nanowires are studied.
In the rst problem, we consider issues of determining an optimal experimental de-
sign for estimation of parameters of a complex curve characterizing nanowire growth
that is partially exponential and partially linear. A locally D-optimal design for the
non-linear change-point growth model is obtained by using a geometric approach.
Further, a Bayesian sequential algorithm is proposed for obtaining the D-optimal de-
sign. The advantages of the proposed algorithm over traditional approaches adopted
in recent nano-experiments are demonstrated using Monte-Carlo simulations.
The second problem deals with generating space-lling design in feasible regions
of complex response surfaces with unknown constraints. Two dierent types of se-
quential design strategies are proposed with the objective of generating a sequence of
design points that will quickly carve out the (unknown) infeasible regions and gener-
ate more and more points in the (unknown) feasible region. The generated design is
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space-lling (in certain sense) within the feasible region. The rst strategy is model
independent, whereas the second one is model-based. Theoretical properties of pro-
posed strategies are derived and simulation studies are conducted to evaluate the
performance of proposed strategies. The strategies are developed assuming that the
response function is deterministic, and extensions are proposed for random response
functions.Contents
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Introduction
1.1 Introduction to experimental design
Design of Experiments (DOE) is one of the most important topics in statistics.
Experimentation, which allows a researcher to investigate the outcomes of a system
when the input variables are purposely changed, is widely used in dierent elds.
DOE can help the researcher to extract maximum information from experimentation
and obtain the optimal setting of input, an extremely important task due to the large
cost of modern day experimentation.
DOE originated from agriculture between 1918 and the 1940s, when Ronald A.
Fisher proposed and used experiments for dierent agricultural activities. Since the
experimentation in agriculture is usually large in scale, and taking long time to com-
plete (Wu and Hamada, 2000), dierent methods such as blocking, randomization
and replication were proposed. Dierent design methods, such as fractional factorial
designs, were also proposed. During World War II, DOE has been widely used in
1Chapter 1: Introduction 2
chemical and process industries. The ideas of optimal design and sequential design
were developed during this time. After that, during the second industrial era between
the late 1970s and 1990s, DOE was developed in quality improvement, where Genichi
Taguchi proposed robust parameter design. After the 1990s, DOE attracted more
research attention and has been widely used in many new elds.
DOE can help an investigator to extract maximum information from data for
decision making. DOE is especially important where data are expensive and dicult
to gather, which is common in modern day experimentation. DOE has been widely
used in dierent elds. For example, DOE has been used in process modeling and
optimization in industries. In agriculture, DOE can be used to determine whether to
utilize new agricultural technologies to the farm. DOE also has wide usage in quality
control and other elds. Moreover, DOE has attracted recent research interest in
many newly developed elds, such as nanoscience, computer modeling and complex
systems.
1.2 Problems addressed in thesis
In this thesis, two dierent experimental design problems are explored. The rst
problem involves investigation of an optimal experimental strategy to estimate the
parameters of an exponential-linear change-point model. The second problem involves
investigation of a strategy for obtaining a space-lling design in a feasible sub-space
of the design space, where the feasibility constraints are unknown. We explore two
dierent strategies to address the latter problem. One is a naive strategy with proven
theoretical properties and the other is based on a Gaussian process model.Chapter 1: Introduction 3
Both of these problems are motivated by applications in nanotechnology. In Sec-
tion 1.3, we explain the specic challenges that motivate these research problems, and
also how these problems are connected.
However, it is worthwhile to note that, in spite of being motivated by applications
in nanotechnology, the second problem is more general and has potential applications
in computer experiments, Bayesian computation and mechanical engineering. We will
discuss some of these applications in Section 1.4.
1.3 Motivating examples from nanotechnology
Nanotechnology is the study of structures on an atomic and molecular scale. Re-
search in nanotechnology deals with structures with at least one dimension ranging
from 1 to 100 nanometres (one nanometer = 10 9 meter). Nanotechnology has been
one of the most popular research topics in the 21st century and can provide funda-
mental understanding of dierent materials, which is widely used in dierent elds.
Among dierent types of nanostructures, nanowires have received signicant attention
among physicists and material scientists.
A topic of considerable research interest is the study of conditions which facilitate
the growth of nanowires. A schematic diagram of such an experimental study is given
in Figure 1.1. The black-box model represents the unknown response model. The
input factors, typically called `treatment factors' or `control factors' in the experi-
mental design literature, are denoted by the vector X = (X1;X2; ;Xp). Growth
temperature, pressure, gas ow rate, etc. are examples of such factors.
For each setting of X, a `growth curve' representing the growth of nanowires overChapter 1: Introduction 4
Figure 1.1: Schematic diagram of experimental study in nanotechnology.
time can be observed. The growth, represented by the length or weight of nanowires,
is a function of time, and is of the form:
Y = f(t;X) (1.1)
where X is a vector of parameters that depends on X. Broadly speaking, the
experimenter has the following objectives:
1. For a given setting of X, identifying a suitable model and estimating the model
parameters.
2. Conducting experiments at dierent settings of X to ascertain which among
the variables X1; ;Xp aect the parameter vector X and how.
With respect to the rst objective, we consider a scenario where the functionalChapter 1: Introduction 5
form f(t;X) is known from physical knowledge (and veried by earlier experiments).
The experimental design question is, for a given setting of X, how should the experi-
menter choose the time points t1; ;tn so that the parameters X can be estimated
most eciently.
In order to achieve the second objective, experiments under dierent control vari-
ables X1; ;Xp should be conducted to identify the model and model parameters as
a function of the treatment factors. If the factors are categorical and/or the response
is simple (such as linear or quadratic), a factorial experiment can be used to conduct
experimentation for all possible combinations of factors. However, when factors are
continuous, the response function is complex and the number of factors is large, a
factorial experiment is not appropriate. Then a space-lling design which can provide
exploration over dierent combinations of controlled variables could be used. Exam-
ples of such strategies include Latin hypercube design (LHD) (Santner et al., 2003)
and uniform design (Fang and Lin, 2000).
However, one major challenge associated with nanowires synthesis that makes
experimentation for the second task dicult is the huge variation in morphology
(the study of how the shape and form of molecules aect their chemical properties)
over dierent regions of the design space. There are frequently large, irregular and
unknown regions of no-morphology (referred as infeasible region). For example, under
some control variables, the growth is extremely low or even zero. Experiments at such
region are useless for the model identication and parameters estimation.
Due to the cost of experimentation, existing space-lling design cannot be directly
used since it would waste large amount of resources in the infeasible region. Instead,Chapter 1: Introduction 6
a novel space-lling strategy with unknown constraints which can: (i) avoid the large,
irregular and unknown infeasible region and (ii) generate space-lling design within
the feasible region leading to precise estimation of model and model parameters should
be proposed.
1.4 Why the second problem is more general: Ex-
amples of applications from computer and me-
chanical engineering
A strategy which can address the second problem mentioned in Section 1.3 has
wide potential usage in computer experiment and mechanical engineering. Space-
lling designs have been exclusively used to model deterministic outputs from com-
puter experiments (e.g. Sacks et al., 1989). Many such experiments involve known
or unknown constraints. For example, Stinstra et al. (2003) give an example where
a simulation scheme in the design optimization process of Philips television tubes
should be identied. However, 44 non-box constraints on simulating parameters re-
sult from geometric restriction on the tube. Consequently, simulation schemes failing
to satisfy the constraints cannot be used. Another example comes from sheet metal
spinning in mechanical engineering (Henkenjohann et al., 2005), where highly complex
input-output relationships combined with a large number of constraints are involved.
Although some work has been done on such problems where constraints are known,
little work has been done when the constraints are unknown. The space-lling strat-
egy with unknown constraints from Section 1.3 could then possibly be used.Chapter 1: Introduction 7
1.5 Structure of thesis
The rest of thesis is organized as follows. In Chapter 2, an optimal design for
exponential-linear change-point growth curve is proposed to address the rst prob-
lem in Section 1.3. In Chapters 3, 4 and 5, space-lling strategies with unknown
constraints are developed to address the second problem. Specically, in Chapter 4, a
naive space-lling strategy is proposed and its theoretical properties are investigated.
In Chapter 5, a design strategy based on Gaussian process modeling is proposed.
Possible extensions to the two strategies are discussed in Chapter 6.Chapter 2
A D-optimal design for estimation
of parameters of an
exponential-linear growth curve of
nanostructures
2.1 Introduction
Nanostructured materials and processes have been estimated to increase their
market impact to about $340 billion per year in the next 10 years. However, high
cost of processing has been a major barrier in transferring the fast-developing nan-
otechnology from laboratories to industry applications. The process yield of current
nano devices being very poor (typically 10% or less), there is a need of process im-
provement methodologies in nanomanufacturing. For this purpose, it is important
8Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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to understand the growth mechanisms of nanostructures better through controlled
experimentation. Statistical design of experiments are therefore expected to play an
important role (Dasgupta et al., 2008, Lu et al., 2009) in this area.
Let Y (t) denote the value of a quality characteristic (e.g., weight of nanostructures
grown, see Huang et al., 2011) of a nanostructure synthesized using the vapor-liquid-
solid (VLS) process at time t at a specic location. Huang et al. (2011) experimentally
investigated six weight kinetics models to study weight change of nanostructures over
time. In this paper we shall consider three of these models which are of the form
Y (t) = g(t) + ; t > 0; (2.1)
where g() is a parametric function of time t,  represents a parameter vector, and
the error terms  are independently and identically distributed as N(0;2). The three
models dier with respect to the specication for g(). The rst model has a pure
exponential growth function where
g(t) = 1e
 2=t; t > 0: (2.2)
In all future discussions, we shall refer to model (2.1) with g() dened by (2.2)
as model M1. The other two models, henceforth referred to as models M3 and M4
respectively (model M2 will be introduced later), are characterized by an exponential-Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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linear change-point growth function:
g(t) =
8
> <
> :
1e
 
2
t ; tmin  t < t0
a + bt; t0  t  tmax;
; (2.3)
where 1 > 0;2 > 0, b > 0; tmin and tmax denote respectively the (known) earliest
and latest time points at which it is feasible to conduct a trial; and t0 is an unknown
time such that the length L(t0) of a nanostructure at time t0 is the diusion length
dened in growth kinetics. Models M3 and M4 dier by the fact that the former has a
strong assumption of continuity and dierentiability of g(t) at t0, whereas the latter
relaxes the assumption of dierentiability and only assumes continuity at t0. It can
easily be seen (Section 2.2) that models M3 and M4 can be reduced to three and four
parameter models respectively.
Based on their experimental results, Huang et al. (2011) identied model M4 as the
most appropriate model among the three. They used an experimental strategy (i.e.,
selection of time points t 2 [tmin;tmax] at which growth was observed) which utilized
the prior knowledge that the change-point t0 was more likely to occur early on in
the growth process. Thus, instead of selecting equispaced points within tmin = 0:5
minutes and tmax = 210 minutes, they chose 19 time points that were more or less
equally-spaced on a log-scale. The basic experiment was replicated three times.
However, this experimental strategy of conducting 57 experimental runs to esti-
mate the parameters of the model was considered too expensive (gold is usually used
as a catalyst) and time consuming (terminating the process at a certain time t, tak-
ing the substrate out of the furnace, and measuring the weight using a high-precisionChapter 2: A D-optimal design for estimation of parameters of an exponential-linear
growth curve of nanostructures 11
microbalance). Naturally, scientists are interested in determining with an ecient
experimentation strategy that would: (i) allow available scientic knowledge to be
incorporated into the experimental design, (ii) involve as few trials as possible, and
yet (iii) allow precise estimation of model parameters. In this article, we derive a
locally D-optimal experimental design for the above estimation problem using a ge-
ometric approach and also propose a sequential Bayesian strategy that converges to
the locally D-optimal design at the true parameter values.
A locally D-optimal design for model M1 (in a slightly dierent form) was derived
by Mukhopadhyay and Haines (1995). In this paper we shall derive locally D-optimal
designs for models M3 and M4. To do this, we will introduce another model M2, which
has the same functional form of g() as M3 and M4 given by (2.3), but assumes that
the change point t0 is known. Note that model M2 is not of any practical interest;
we introduce it merely to explain the geometrical argument with a better logical ow
that starts with a two-dimensional problem.
There has been some recent work on Bayesian D-optimal design with change points
(Atherton et al., 2009). However, our problem does not have the typical \on-line"
nature that is associated with the problem considered by Atherton et al. (2009) and
most change-point problems. In our problem, an experimental unit (a substrate on
which nanostructures are grown) can generate only a single data point at the time
it is taken out of the furnace and examined under the microscope. Consequently,
the assumptions used in Atherton et al. (2009) (pre-specied distance d between
any two design points and no replicated observations) do not hold for the current
problem. There has also been some recent work on D-optimal designs for splineChapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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models (Biedermann et al., 2009).
This Chapter is organized as follows. In the following section, we give an overview
of locally D-optimal designs and state the work done for model M1. In Section 2.3,
we describe the geometric approach for obtaining D-optimal designs, and use it to
derive locally D-optimal designs for models M2 and M3. Since a D-optimal design for
a non-linear model like (2.3) will involve the true values of the parameters, in Section
2.4 we suggest a sequential Bayesian strategy to obtain designs that are expected to
converge to the true D-optimal design. In Section 2.5, we re-visit the experimental
strategy adopted by Huang et al. (2011) for estimation of parameters of model M3 and
demonstrate how the proposed strategy can help reduce the number of experimental
runs. Section 2.6 presents some concluding remarks and opportunities for future work.
2.2 Information matrix and locally D-optimal de-
signs
As mentioned in Section 2.1, the objective is to design an experiment that will
help us estimate the parameter vector  with a reasonably high degree of precision.
We need to determine at which time points t the trials should be conducted. Math-
ematically speaking, the design space X is the closed interval [tmin;tmax]. There is a
given {eld F of sets in X, containing all one-point sets, and a design measure ,
which is a probability measure on (X;F). Let  denote the class of all such design
measures. Finding an optimal design means selecting a measure  that will optimize a
certain criterion associated with the Fisher Information Matrix I(;) for the modelChapter 2: A D-optimal design for estimation of parameters of an exponential-linear
growth curve of nanostructures 13
under consideration. Specically, here we consider a D-optimal design (?Federov,
1972), which is obtained by maximizing the determinant of I(;) over the possible
designs . In other words, the optimal design measure  will be such that
det
Z
I(;
)
(dt)  det
Z
I(;)(dt); (2.4)
for all  2 .
We now derive the information matrices for the models M1 through M4.
Information matrix for model M1:
For model M1, the Fisher information matrix at a single design point t is:
I(;t) =
1
2e
 22=t
2
6
4
1  
1
t
 
1
t
2
1
t2
3
7
5;
where t denotes a one-point probability measure with support t and 2 is dispersion
parameter. The above matrix can be expressed in the form 1
2v1v0
1, where
v
0
1 = e
 
2
t (1; 
1
t
): (2.5)
Information matrices for models M2 and M3:
For models M2 and M3, using the continuity and dierentiability of g(t) at t = t0,
it is easy to see that
a = 1(1  
2
t0
)e
 
2
t0 ; and (2.6)
b =
12
t2
0
e
 
2
t0 ; (2.7)Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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so that model M2 is essentially a two-parameter model with  = (1;2), whereas
model M3 has three unknown parameters 1, 2 and t0.
For model M2, the Fisher information matrix can be expressed in the form 1
2v2v0
2,
where
v
0
2 =
8
> <
> :
e 
2
t (1; 
1
t ); t < t0
e
 
2
t0

1  
2
t0 +
2t
t2
0 ; 
1
t0 (2  
2
t0   t
t0 +
2t
t2
0 )

: t  t0
(2.8)
Similarly, the information matrix for model M3 can be expressed as 1
2v3v0
3, where
v
0
3 =
8
> <
> :
e 
2
t
 
1; 
1
t ;0

; t < t0
e
 
2
t0

1  
2
t0 +
2t
t2
0 ; 
1
t0 (2  
2
t0   t
t0 +
2t
t2
0 );
12
t2
0

2  
2
t0   2t
t0 +
2t
t2
0

: t  t0
(2.9)
Information matrix for model M4:
Since for model M4 the function g(t) is no longer dierentiable at t0, we have an
extra slope parameter b. The intercept a of the linear part can be obtained from
a = 1e
 
2
t0   bt0: (2.10)
In this model, the information matrix can be expressed in the form 1
2v4v
0
4, where
v
0
4 =
8
> <
> :
e 
2
t (1; 
1
t ;0;0); t < t0

e
 
2
t0 ; 
1
t0 e
 
2
t0 ;
12
t2
0 e
 
2
t0   b;t   t0

: t  t0
(2.11)
Note that in this case, v4 is no longer continuous at time t0.
The above representation of the information matrix I in the form vv0 will be seenChapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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to be very useful in derivation of the locally D-optimal design as well as the sequential
design. Note that since models M1 to M4 are intrinsically non-linear, the Fisher
information matrix in all three cases depends on the model parameters. Therefore
the optimal design  that maximizes the D-optimality criterion det
R
I(;)(dt)
will actually be a locally D-optimal design (Cherno, 1953) at . Moreover, since
dispersion parameter 2 serves as scalar variable for information matrices for M1 to
M4, it will not aect the optimization to obtain the locally D-optimal design.
Proceeding in lines with the proof of Theorem 1 in Mukhopadhyay and Haines
(1995), the following Theorem can be established.
Theorem 1. The locally D-optimal design for model M1 is a balanced two points
design with unique support at the points t
1;t
2, where
t

2 = tmax;
and
t

1 = max(
2t
2
2 + t
2
;tmin):
Proof. Consider the information matrix I(;t) for a single design time t. Then the
set f1;e 22=t; 1
te 22=tg forms a Tchebyche system on any xed interval. Then it
follows from the results of Karlin and Studden (1966, pg. 333) and of Federov (1972,
pg. 85-86) that, for any xed parameters, the D-optimal design is based on exactly
two points of support.
As observed by Mukhopadhyay and Haines (1995), a necessary and sucient con-Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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dition for a design  to be locally D-optimal is
d(;t) = tr[I(;t)I(;)
 1]   2  0; (2.12)
for all t in the design space.
For any design point t in the design space, it is easy to see that
d(;t) = 2e
 
22
t
e
 
22
t1 (1
t   1
t1)2 + e
 
22
t2 (1
t   1
t2)2
e
 22( 1
t1
+ 1
t2
)( 1
t2   1
t1)2
; (2.13)
and we want d(;t)  0 for all points between tmin and tmax. Taking derivative with
respect to t, we have
d
0
(;t) =
4e 
2
t
t2e
 22( 1
t1
+ 1
t2
)( 1
t2   1
t1)2
 (   1)[e
22
t1 (
1
t
 
1
t1
)
2 + e
22
t2 (
1
t
 
1
t2
)
2]: (2.14)
Plugging in t2 in (2.14), we nd d
0
(;t2)  0, which implies t2 = tmax.
Next, note that  will be a locally D-optimal design if d(;t) has a local maximum
value at t1. Setting d0
(;t) = 0, we nd t1 =
2t2
2+t2. If
2t2
2+t2 < tmin, then d
0
(;t) < 0
for t 2 [tmin;tmax). It follows that d(;t) is a decreasing function in [tmin;tmax]; thus
d(;t) will have its local maximum at tmin. Consequently, t
1 = max(
2t2
2+t2;tmin).
Also, by the denition of D-optimal design, the above design identies an ellipsoid
which contains all points on v1(t);t 2 [tmin;tmax] with minimum volume. There will
be two points,
2tmax
2+tmax;tmax at the boundary of the above ellipsoid.Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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2.3 A geometric approach to D-Optimal designs
and its application to models M2 through M4
The geometric interpretation of D-optimal designs has a long history. Silvey
(1972), Sibson (1972), Silvey and Titterington (1973), Ford and Silvey (1980), Haines
(1993) and Vandenberghe et al. (1998) have studied the geometric properties of D-
optimal designs, which actually follow from the dual of the optimization problem
given by (2.4).
Let  be a vector of k unknown parameters and suppose the k  k information
matrix I can be expressed in the form vv0, where v is a member of a compact subset V
of Rk. Then, the denition of D-optimality described earlier in Section 2.2 can be ex-
tended as follows (Titterington, 1975): the design that maximizes logdet
R
V vv0(dv)
is D-optimal for estimating . Sibson (1972) showed that the resulting information
matrix denes the ellipsoid of smallest volume, centered at the origin, that contains V.
It is also known (Vandenberghe et al., 1998) that the points that lie on the boundary
of the minimum volume ellipsoid are the only ones that have non-zero mass. In other
words, the points on the boundary of the ellipsoid will be the only support points of
the design.
Note that, all the D-optimal designs derived in this Section will actually be locally
D-optimal designs, which is the optimal design if the parameters are known to be close
to the true value (Cherno, 1953); however, for convenience, we shall drop the word
\locally" and simply refer to them as D-optimal designs.Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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2.3.1 D-optimal design for model M2
Consider the growth function g(t) given by (2.3) with 1 = 10;2 = 1:2;tmin =
5;tmax = 40 and t0 = 5. The left panel of Figure 2.1 shows the plot of Y (t) given
by (2.1) with  = 0:1. For this model, it follows from (2.8) that v = v2 = (v1
2;v2
2)
represents a two dimensional vector in the compact set V2 = f(v1
2(t);v2
2(t)) : tmin 
t  tmaxg, where
v
1
2(t) =
8
> <
> :
e 
2
t ; t < t0
e
 
2
t0
 
1  
2
t0 +
2t
t2
0

; t  t0
;
and,
v
2
2(t) =
8
> <
> :
 
1
t e 
2
t ; t < t0
 
1
t0 e
 
2
t0
 
2  
2
t0   t
t0 +
2t
t2
0

: t  t0
:
The right panel of Figure 2.1 shows all the points in the set V2 dened above
and the minimum volume ellipse centered at the origin that contains all these points.
Clearly, the ellipse must touch only two points on the curve; one of them is (x1;y1) =
(v1
2(tmax);v2
2(tmax)), which lies at one extreme of the curve. It is obvious that the
second point will be of the form (x2;y2) = (v1
2(t);v2
2(t)) for some t  t0. Minimizing
the volume of the ellipsoid passing through (x1;y1) and (x2;y2) with respect to t,
we obtain the second support point of the D-optimal design and hence arrive at the
following Theorem:Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
growth curve of nanostructures 19
Figure 2.1: Response function (left panel) and Minimum volume ellipse that contains
V (right panel) for Model M2 with 1 = 10;2 = 1:2; = 0:1;tmin = 0:1;tmax = 40
and t0 = 5.Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
growth curve of nanostructures 20
Theorem 2. Dene
 =
2
1   2
(tmax 2t0)t0 2(tmax t0)
t0(t2
0+2(tmax t0))
: (2.15)
The D-optimal design for model M2 is a balanced two-points design with unique sup-
port at t
1;t
2, where
t

2 = tmax and t

1 = max(;tmin)
Proof. Since the volume of the ellipse is given by 1=(AC  B2), to nd the minimum
volume ellipse we need to nd A;B and C that maximizes AC   B2 subject to
Ax2
1 +2Bx1y1 +Cy2
1 = 1 and Ax2
2 +2Bx2y2 +Cy2
2 = 1. Point (x1;y1) is v2(tmax) and
(x2;y2) is v2(t
1). The objective function can be written as
S = (AC   B
2) + L1(Ax
2
1 + 2Bx1y1 + Cy
2
1   1) + L2(Ax
2
2 + 2Bx2y2 + Cy
2
2   1);
where L1 and L2 are Lagrangian multipliers. Dierentiating S with respect to A;B
and C and equating them to zero, we obtain
A =  (L1y
2
1 + L2y
2
2); B = L1x1y1 + L2x2y2; C =  (L1x
2
1 + L2x
2
2): (2.16)
Substituting the values of A;B and C in the two constraints, we obtain
L1 = L2 =  1=(x1y2   x2y1)
2: (2.17)
The result follows by re-substituting (2.17) into (2.16). It is easy to check that
the determinant of the Hessian matrix is -2, which means the objective function isChapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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maximized. Substituting the nal expressions of A;B and C into 1=(AC   B2), the
volume of the ellipse is obtained as (x1y2   x2y1)2.
Here we have x1 = v1
2(tmax) = P  R and y1 = v2
2(tmax) = ( 1=t0)P  Q, where
P = e
 2=t0;
R = 1  
2
t0
+
2tmax
t2
0
; and
Q = 2  
2
t0
 
tmax
t0
+
2tmax
t2
0
:
Since t0 < tmax, it follows that Q < R.
Also, we have x2 = e 2=t
1 and y2 = ( 1=t
1)e 2=t
1 where t
1  t0.
In order for the ellipsoid to contain v2(t);t 2 [tmin;tmax], the ellipsoid should be
tangent with v2(t) at t
1, unless t
1 = tmin. Then we have:
(Ax2 + By2) + (Bx2 + Cy2)
dy
dx
(x2) = 0: (2.18)
By substituting A;B;x2;y2 and
dy
dx(x2) =

1
2  
1
t
1

into Equation (2.18), we have:

 
1
t0
PQ   PR

1
2
 
1
t
1

= 0: (2.19)
Equation (2.19) has only one zero point:
 =
2
1 +
2
t0
Q
R
: (2.20)
So if tmin < , t
1 = , otherwise t
1 = tmin.Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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It remains to prove the ellipsoid above contains all points of v2(t);t 2 [tmin;tmax].
Consider function:
f(t) = Ax(t)
2 + 2Bx(t)y(t) + Cy
2(t)   1;t 2 [tmin;t0] (2.21)
The derivative of f(t) is given by:
f
0(t) =  
R
2
t   R  
Q
t02
t2

Q
t0   R
t
 : (2.22)
The function f0(t) only has one zero point, which is . It is easy to show that
f0(t) < 0;t >  and f0(t) > 0;t < . Then f(t) will get its maximum at t
1 =  _tmin
for t 2 [tmin;t0]. Consequently, the above ellipsoid contains all points on v2(t);t 2
[tmin;t0].
The v2(t);t0 < t  tmax is a straight line. The ellipsoid contains both v2(t0) and
v2(tmax), so the ellipsoid will contain all the points between t0 and tmax.
In conclusion, we have nd the ellipsoid which contains all points, center at the
original with minimum volumes.
Remark 1. Clearly, as tmax ! t0, model M2 tends to model M1 with maximum
feasible time t0. Note that
lim
tmax!t0
t

1 = max(
2t0
2 + t0
;tmin);
which shows that the limiting value of t
1 as tmax ! t0 is the same as t
1 for model M1.
Thus, Theorem 1 can be deduced as a special case of Theorem 2.Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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2.3.2 D-optimal design for model M3
Figure 2.2: Plot of candidate points in V3 for Model M3 with 1 = 10;2 = 1:2; =
0:1;tmin = 0:1;tmax = 40.
Now we consider the case when the change-point t0 is unknown. For this model,
v = v3 = (v1
3;v2
3;v3
3) represents a three-dimensional vector in the compact set
V3 = f(v1
3(t);v2
3(t);v3
3(t)) : tmin  t  tmaxg, where v
j
3(t);j = 1;2;3 represent the
components of v3 given by (2.9). Note that they are dierent for t < t0 and t  t0.
Figure 2.2 shows all the points in the set V3 dened above. The points lie on a curve
in the X   Y plane for t < t0, and then fall on a straight line in the 3-D space till
t = tmax. In this case, the minimum volume ellipsoid must touch three of the points in
V3, one of which has to be (v1
3(tmax);v2
3(tmax);v3
3(tmax)), i.e., the point corresponding
to t = tmax. It is not dicult to see that if the minimum volume ellipsoid is made to
pass through this point, then the maximization problem reduces to maximization ofChapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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the projection of the ellipsoid on the X   Y plane. Consequently, we arrive at the
following Theorem:
Theorem 3. The D-optimal design for model M3 is a three points balanced design
with support at the following points:
t

1 = max(
2t0
2 + t0
;tmin); t

2 = t0; t

3 = tmax
.
Proof. In this case, we have a ellipsoid in three dimensions, which can be expressed
as:
Ax
2 + By
2 + Cz
2 + 2Dxy + 2Exz + 2Fyz = 1: (2.23)
Let the matrix 0
B B B B B
@
A D E
D B F
E F C
1
C C C C C
A
be denoted by S. Then the volume of the ellipsoid is det[S 1], which means, to obtain
the minimum volume ellipsoid, we need to maximize
det[S] = (AB   D
2)C   BE
2 + 2DEF   AF
2:
Now we know that the ellipsoid must pass through the point that corresponds toChapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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t = tmax. Denoting this point by(xM;yM;zM), we have from (2.23)
C =
1   Ax2
M   By2
M   2DxMyM   2ExMzM   2FyMzM
z2
M
: (2.24)
Substituting the above expression of C into det[S], we have
det[S] = (AB   D
2)
1   Ax2
M   By2
M   2DxMyM
z2
M

  2E
xM
zM
(AB   D
2)   2F
yM
zM
(AB   D
2)   BE
2 + 2DEF   AF
2
= (AB   D
2)
1   Ax2
M   By2
M   2DxMyM
z2
M

 2E1   2F2   BE
2 + 2DEF   AF
2;
(2.25)
where
1 =
xM
zM
(AB   D
2); and 2 =
yM
zM
(AB   D
2):
Taking the derivative of det[S] with respect to E;F, we have:
@ det[S]
@E
=  2EB + 2DF   21;
@ det[S]
@F
=  2FA + 2DE   22:Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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Equating the above partial derivatives to zero, we have:
0
B
@
 B D
D  A
1
C
A
0
B
@
E
F
1
C
A =
0
B
@
1
2
1
C
A (2.26)
Substituting E and F from (2.26) into (2.25), we have:
det[S] =
AB   D2
z2
M
: (2.27)
Since zM is a constant, the optimization problem in three dimension reduces to max-
imization of AB   D2, which is the projection of the ellipsoid on the X   Y plane.
Thus, applying the result of Theorem 1 with tmax = t0, the proof immediately follows.
Also, since the projection of the S on X  Y plane contains v3(t0), then the ellipsoid
S will contain points on straight line v3(t);t 2 [t0;tmax]. In conclusion, the ellipsoid
S contains v3(t);t 2 [tmin;tmax].
Remark 2. This result is quite intuitive. By Theorem 1, the D-optimal design for
the exponential part of the curve has to be a balanced two-point design with support at
points ft
1;t
2g, and it is obvious that for the linear part the D-optimal design is again
a balanced design with support at points ft
2;t
3g. As in Theorem 2, if we consider the
limit of this design as tmax ! t0, it is seen to converge to the D-optimal design for
model M1.Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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2.3.3 D-optimal design for model M4
Finally we consider the case when we drop the assumption of continuity of the rst
order derivative of g(t). For this model, v = v4 = (v1
4;v2
4;v3
4;v4
4) represents a four-
dimensional vector in the compact set V4 = f(v1
4(t);v2
4(t);v3
4(t);v4
4(t)) : tmin  t 
tmaxg, where v
j
4(t);j = 1;2;3;4 represent the components of v4 given by (2.11) and,
as before, are dierent for t < t0 and t  t0. Similar to model M3, the points lie on a
curve in the X  Y plane for t < t0. For t  t0, they fall on a straight line in the four-
dimensional space till t = tmax. In this case, the minimum volume ellipsoid must touch
four of the points in V4, one of which has to be (v1
4(tmax);v2
4(tmax);v3
4(tmax);v4
4(tmax)),
i.e., the point corresponding to t = tmax. After some tedious algebra, it can be seen
that if the minimum volume ellipsoid is made to pass through this point, then the
maximization problem reduces to maximization of the projection of the ellipsoid on
the X   Y   Z plane. Consequently, we arrive at the following Theorem:
Theorem 4. The D-optimal design for model M4 is a four points balanced design
with support at the following points:
t

1 = max(
2t0
2 + t0
;tmin); t

2 = t
 
0 ; t

3 = t0; t

4 = tmax;
where
t
 
0 = sup
tmin<t<t0
ft : g
0
(t) =
12
t2 e
 2=tg:
Proof. In this case, we have an ellipsoid in R4, which can be expressed as:
Ax
2 +By
2 +Cz
2 +Du
2 +2Exy +2Fxz +2Hyz +2Gxu+2Iyu+2Jzu = 1: (2.28)Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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Let the matrix 0
B B B
B B B B B
@
A E F G
E B H I
F H C J
G I J D
1
C C C
C C C C C
A
be denoted by S. For simplicity, we also refer to the ellipsoid dened by the above
matrix as ellipsoid S. Then the volume of the ellipsoid is det[S 1], which means, to
obtain the minimum volume ellipsoid, we need to maximize det[S].
The graph of v4(t) represents a straight line for t  t0. Let (xM;yM;zM;uM)
denote the point at which the ellipsoid intersects tmax. Then,
D =
1
u2
M
 1   Ax2
M   By2
M   Cz2
M   2ExMyM   2FxMzM   2HyMzM   2GxMuM   2IyMuM   2JzMuM
Now, det[S] can be written as:
det[S] = Ddet[S1]
  JfA(BJ   HI) + E(IF   EJ) + G(EH   BF)g
+ IfA(HJ   CI) + F(IF   EJ) + G(EC   HF)g
  GfE(HJ   CI) + F(HI   BJ) + G(BC   H
2)gChapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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where
S1 =
0
B B
B B B
@
A E F
E B H
F H C
1
C C
C C C
A
Plugging in D, we have:
det[S] =
1   Ax2
M   By2
M   Cz2
M   2ExMyM   2FxMzM   2HyMzM
u2
M
detfS1g
  2G1   2I2   2J3
  JfA(BJ   HI) + E(IF   EJ) + G(EH   BF)g
+ IfA(HJ   CI) + F(IF   EJ) + G(EC   HF)g
  GfE(HJ   CI) + F(HI   BJ) + G(BC   H
2)g
(2.29)
Setting
@det[S]
@G = 0;
@det[S]
@I = 0;
@det[S]
@J = 0, we have:
1 =  EHJ + BFJ + EIC   HIF   GBC + GH
2
2 =  EFJ + HJA   CIA + GEC   GHF + IF
2
3 =  ABJ + AHI   EIF   GEH + GBF + JE
2
(2.30)
Plugging in (2.30) into (2.29), we have:
det[S] =
det[S1]
u2
M
; (2.31)Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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which implies that it suces to maximize det[S1]. Note that S1 corresponds to the
projection of ellipsoid S into the x-y-z plane. It consists of two parts, the rst of which
is the information vector v4(t) when t < t0, and the other is v4(t0). Then, proceeding
as in the proof of Theorem 3, we can nd ellipsoid S1 with minimum volume which
contains v4(t);t 2 [tmin;t0]. Because of the discontinuity of information vector v4(t)
at t0, there will be three points
2t0
2+t0;t
 
0 and t0 on the boundary of the ellipsoid S1,
where t
 
0 = suptmin<t<t0ft : g0
(t) =
12
t2 e 2=tg. Also, since v4(t);t 2 [t0;tmax] is a
straight line and S1 contains v4(t);t 2 [tmin;t0], the resulting ellipsoid S contains all
points on v4(t);t 2 [tmin;tmax].
Remark 3. The dierence between t0 and t
 
0 is due to the discontinuity of the rst
order derivative of the growth curve. The locally D-optimal design for M4 can be
approximated by a design with 25% weight at each of the points t
1 and tmax, and 50%
weight in a small interval (t0   ;t0] including t0.
2.4 A sequential Bayesian strategy to generate the
D-optimal design
The D-optimal designs derived in Section 2.3 depend on the actual values of the
parameters in the model, which are unknown. The idea of sequential design for this
type of problem is natural (Box and Hunter, 1965; Cherno, 1973; Ford and Silvey,
1980; Hohmann and Jung, 1975; Silvey, 1980). Sequential strategies use currently
available data to choose the next design points, and can broadly be divided into two
categories: (i) sequential non-Bayesian strategies (Chaudhuri and Mykland, 1993)Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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where at each stage the local optimal design is computed at the current maximum
likelihood estimates of the parameters, and (ii) sequential Bayesian strategies (Dror
and Steinberg, 2008; Roy et al., 2009) where at each stage the optimal design is
obtained by optimizing the expected D-optimality criterion over a suitable prior dis-
tribution for the parameters. We prefer to use a sequential Bayesian strategy for our
problem mainly due to two reasons. First, the experimenters usually have some prior
information about the parameters of interest (e.g., the change point t0 is likely to
occur early in the growth process) which can be readily incorporated into a Bayesian
strategy. Second, statistical inference of the model parameters for small sample size
is more straightforward in a Bayesian set up.
Let (;2) denote a prior distribution for  and 2. Then, for model M4, the
sequential Bayesian procedure can be described in the following steps:
1. Assume n experiments have been conducted at points t1;:::;tn, generating
observations y1;:::;yn. Compute the posterior distribution  (;2jy1;:::;yn)
based on these observations.
2. The (n + 1)th design point tn+1 can be chosen by maximizing the function:
Z

log
 
det(
n X
r=1
I(;tr) + I(;tn+1))
!

 
;
2jy1;:::;yn

d
2d: (2.32)
where I(;t) = v4v0
4=2 is the information matrix for model M4. If n = 0,
posterior distribution will be simplied to the prior distribution. The above cri-
terion function has been used to generate Bayesian sequential D-optimal design
in Roy et al. (2009).Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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3. Generate a new observation yn+1 and obtain updated posterior distribution
based on paired observations (t1;y1);:::;(tn+1;yn+1).
4. Repeat steps 2-3 till convergence or budget constraints.
2.4.1 Prior distributions
For parameters 1, 2 and b, if no prior information is available, one can specify
non-informative priors
log(1) / 1; log(2) / 1; log(b) / 1:
with 1;2;b independently distributed. It is easy to check that the posterior distri-
butions under such prior are proper. In case the experimenter has some rough idea
about the lower and upper bounds of these parameters, one can specify uniform or
normal priors using those bounds. It is usually known that the change point t0 occurs
early on during the growth process. Therefore, we can assume the change point t0
to have a lognormal prior distribution that is centered around wtmin + (1   w)tmax,
where 1=2 < w < 1. The constant w reects the belief of the experimenter regarding
how early the change point is likely to occur. The parameters t0 and 2
t0 of the
distribution can be obtained by solving the equations
e
t0 = wtmin + (1   w)tmax; (2.33)
(e
2
t0 + 2)
q
e
2
t0   1 = 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where 1(> 0) represents the skewness of the distribution, for which the experimenter
can supply a value. Note that in equation (2.33), the left hand side et0, which
represents the median of the lognormal distribution, can be replaced by the mean
e
t0+2
t0=2.
For example, in the experiment reported by Huang et al. (2011) where tmin = 0:5
and tmax = 210, if we choose w = 3=4 and 1 = 1, then equations (2.33) and (2.34)
yield t0  4 and 2
t0  0:315. However, if the experimenter is not condent about
how early the change point may occur, it may be pragmatic to use a uniform[tmin;tmax]
prior for t0. For the dispersion parameter 2, which does not aect the locally D-
optimal design in the absence of information, one can specify the noninformative
prior:
log(
2) / 1
Again, it is easy to check the above prior leads to a proper posterior distribution.
2.4.2 Sampling from the posterior distribution, optimization
and stopping rule
After the prior has been specied, one can draw samples from the posterior dis-
tribution:

 
;
2jy1;:::;yn

/ p(;
2)
n Y
i=1
f(yij;
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using a Monte Carlo Markov Chain (Liu, 2002). The posterior draw can be obtained
from (2.35) by Gibbs Sampling, which is an ecient algorithm to generate a sequence
of multivariate samples from the joint probability distribution.
Moreover, when the prior distribution is not conjugate, it is not easy to derive
closed form expression of conditional distribution required by Gibbs sampling. In
such case, Metropolis Hastings Algorithm (Liu, 2002) has been used. In this project,
we have used Gibbs Sampling to simulate 200000 samples with a 100000 burnin and
thin rate 100. Also, Gelman-Rubin statistics for posterior sample with dierent initial
points are normally very close to 1, which indicate convergence of posterior sample is
reached.
After obtaining k posterior samples (1);(2) :::(k) and (2)
(1) ;(2)
(2) :::(2)
(k),
the criterion function given by (2.32) is approximated as:
1
k
k X
i=1
log
 
det(
n X
r=1
I(
(i);tr) + I(
(i);tn+1))
!
:
The next design point is obtained by maximizing the above expression.
A stopping rule for the design is specied in terms of the relative error of parameter
estimates. Let  denote a pre-specied threshold for the maximum relative error of
parameter estimates given by
max
j
  
^ 
(n)
j   ^ 
(n 1)
j
^ 
(n 1)
j
  ;
where j are the components of . The stopping time is then de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n = minfn : max
j
  
^ 
(n)
j   ^ 
(n 1)
j
^ 
(n 1)
j
   < g: (2.36)
2.5 Comparison to the naive design through sim-
ulation studies
We now investigate whether the proposed Bayesian strategy is able to create a
more ecient design compared to the naive experimental strategy adopted by Huang
et al. (2011). As mentioned in Section 2.1, Huang et al. (2011) chose 19 time points
that were more or less equally-spaced on [log(tmin);log(tmax)], where tmin = 0:5 minute
and tmax = 210 minutes and replicated the basic experiment twice to generate 57 data
points. Model M4 with parameters ^ 1 = 32:11, ^ 2 = 105:65, ^ b = 0:009, ^ t0 = 86:67
and ^ 2 = 0:086 provided a good t to the data. In the simulation studies to follow,
we assume this to be the true model and utilize it to generate values of the response
y(ti) at design points ti;i = 1;2;::: that our sequential design will generate. In
our simulation study, we consider non-informative priors for 1;2;b;2 and dierent
prior distributions for t0 as mentioned in Section 4.1.
2.5.1 Simulation results
The D-optimal design for this model will be a balanced four points design with
support at points 47:47, 86:67 , 86:67 and 210 where 86:67  is as dened in Theorem
4. We consider Bayesian sequential designs with three dierent sets of prior for
t0 : t0  unif[0:5;210];log(t0) / 1;t0  LN(4;:315), which shall respectively beChapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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referred to as Prior 1, Prior 2 and Prior 3 henceforth. It is seen that the Bayesian
sequential algorithm converges early (in about 20 runs) to the locally D-optimal design
for the true values of the parameters. (See Figure 2.3).
Figure 2.3: Two examples of convergence of Bayesian Sequential Design for prior 2
(left panel) prior 3 (right panel)
2.5.2 Sensitivity analysis with respect to dierent priors
Next we conduct simulations to assess the sensitivity of the results with respect to
the choice of prior distribution. The following three performance measures are used
for this analysis:
1. The rate of convergence of the design as determined by the stopping time n
given by (2.36) for a given threshold of relative error . Table 2.1 shows the
median value of n (obtained from 300 simulations) for  = :01;:005;:001 and
three dierent priors.Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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Table 2.1: Eect of priors on median stopping time
Stopping time (n) Relative error
0:01 0:005 0:001
prior 1 12 19 60
prior 2 9 17 58
prior 3 6 14 53
2. For designs with a pre-xed number of runs (nf), the mean-squared-error (MSE)
of parameter estimates over repeated simulations. Figure 2.4 shows the median
MSE (obtained from 300 simulations) corresponding to all parameters for nf =
10;20;30;40;50;60 and three dierent priors.
3. D-eciency measure, which, for a particular n-run design d consisting of points
ft1;:::;tng can be dened as the ratio
De(d) =
det
Pn
i=1 I(;ti)
(n=4)4 det
P
t2ft
1;t
2;t
3;t
4g I(;t)
; (2.37)
where  denotes the true value of , and t
1;t
2;t
3;t
4 represent the support
points of the locally D-optimal design (given by Theorem 4) corresponding to
 = . The point t
 
0 in Theorem 4 is replaced by t0   , where  is a small
positive number. This measure provides a direct comparison of this Bayesian
sequential design and locally D-optimal design at the true values of the pa-
rameters. The median D-eciencies, again obtained from 300 simulations, for
n = 10;20;30;40;50;60 and three dierent priors are shown in Table 2.2.
From Figure 2.4, Tables 2.1-2.2, we nd that the prior knowledge on t0 improves
the convergence, stability (particularly with respect to estimation of t0) and D-Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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Figure 2.4: Eect of priors on median MSE of parameters for designs of xed size nf.Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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Table 2.2: Eect of priors on median D-eciency
prior Size of design (n)
10 20 30 40 50 60
prior 1 0.43 0.58 0.67 0.74 0.78 0.79
prior 2 0.45 0.60 0.68 0.75 0.78 0.80
prior 3 0.47 0.63 0.71 0.77 0.80 0.82
eciency of the design. As expected, the MSE of estimated t0 is smallest when a
log-normal prior is used and largest when a uniform prior is used. The eect of prior
distribution on estimation eciency is more pronounced for small number of runs
( 20). The stopping time and D-eciency also seem to be somewhat aected by
the choice of prior distribution, although these eects are not as pronounced as the
eect of prior on the MSE of t0.
2.5.3 Comparison of the Bayesian Sequential Design and Naive
Design used by Huang et al. (2011)
Finally, we compare the performance of our design with the naive design strategy
adopted by Huang et al. (2011) to examine whether the proposed strategy really has
the potential to meet the experimenters' requirements as stated in the introductory
section.
We rst compare the two designs with respect to their eciencies of estimation
of parameters for a xed sample size. Using the same number of design points as
in Huang et al. (2011) (19 for no replication, 38 and 57 for one and two replications
respectively), the median root-mean-squared-error (RMSE) of each parameter, ob-
tained from 300 simulations, is computed for both designs. The results are shown inChapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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Table 2.3.
Table 2.3: Comparison of the two designs with respect to median RMSE of parameters
Median RMSE of parameters through repeated simulations for
Size of The naive design The proposed design
design (n) 1 2 t0 b 2 1 2 t0 b 2
19 4.32 9.34 5.81 9.8E-4 0.033 2.45 5.98 1.90 9.2E-4 0.035
38 3.59 7.01 3.31 9.4E-4 0.022 1.77 4.08 1.45 8.3E-4 0.025
57 2.41 4.50 1.72 8.4E-4 0.021 1.38 3.23 1.18 7.8E-4 0.020
Next we conduct simulations to compute the number of runs taken by the proposed
Bayesian sequential strategy to attain the same RMSE of parameter estimates as in
19, 38 and 57-run designs adopted by Huang et al. (2011). The empirical distribution
of the number of such runs obtained from 300 simulations is shown in Table 2.4.
Table 2.4: Number of runs required to attain the same eciency as Huang et al.
(2011) 19, 38 and 57-run designs
Quantile of number of runs
Number of design points for Bayesian sequential design
used by Huang et al. (2011) 2:5% 25% median 75% 97:5%
19 2 3 5 7 14
38 3 6 8 11 23
57 3 14 21 29 58
From Tables 2.3 and 2.4, the benets of the proposed design over the naive strat-
egy adopted by Huang et al. (2011) are immediately observed. The RMSEs of the
estimated parameters for the proposed design are much smaller than that of the naive
design. Also, the proposed design can help us achieve the same eciency of parameter
estimates in much fewer number of runs (the median number of runs for the proposed
design is about one-third of the number of runs for the naive design). Thus the pro-Chapter 2: A D-optimal design for estimation of parameters of an exponential-linear
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posed strategy is expected to be much more cost eective and ecient compared to
the design adopted by Huang et al. (2011) for the tting of M4.
2.6 Concluding remarks
In this chapter we have derived a locally D-optimal design for the exponential-
linear change point model that explains the growth of nanostructures. A Bayesian
sequential strategy that converges (as veried through simulation studies) to the lo-
cally D-optimal design corresponding to the true parameter values has been proposed.
Guidelines are proposed for incorporating the experimenters' perception or knowledge
about the change point into a Bayesian framework through appropriate prior distri-
butions. The eectiveness of the strategy in comparison to existing methods has been
demonstrated through a simulation study.Chapter 3
Space-lling design with unknown
constraints, Introduction,
Problems and Challenges
3.1 Introduction
Experiments constitute an integral component of almost every scientic endeavor.
Typically, experiments are conducted by varying several input variables within a
certain region, called the operable design space, and observing the response of in-
terests. Three of the several critical challenges encountered by modern day scien-
tists and technologists while conducting experiments are the following: (i) expensive
experimentation, demanding very ecient experimentation strategies, (ii) complex
response surfaces, that is, the observable output Y is a complex black-box function
of input variables making mathematical modeling extremely dicult, and (iii) un-
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known boundaries of a large infeasible experimental region, dened as a sub-region of
the operable design space within which an experiment does not yield any meaningful
result. Examples of such challenges can be found in both physical experiments as
well as in computer experiments (where the response is typically deterministic). For
example, Dasgupta et al. (2008) reported an example where a systematic exploration
of the optimal yield conditions for Cadmium Selenide nanostructures using a 5  9
full-factorial experimental design with two input variables (temperature and pres-
sure) was conducted. A very irregular response function and complete disappearance
of morphology in several regions of the operable design space made the exploration
extremely dicult.
Traditional experimental designs with multiple inputs like factorial or fractional
factorial design (Wu and Hamada, 2000) are usually inappropriate for the type of com-
plex experiments mentioned above. Regular space lling designs like Latin hypercube
design or LHD (Santner et al., 2003) are appropriate for exploration of complex re-
sponse surfaces, but would result in generating several design points (that do not
generate any meaningful data for model tting) in the infeasible experimental region,
thereby leading to a huge waste of experimental resources. It is evident that one
needs a sequential strategy robust to dierent models to create a set of design points
that will full the above objectives.
The problem of creating space-lling designs within constrained regions is rela-
tively new in experimental design research. Stinstra et al. (2003) proposed two al-
gorithms for computing space-lling designs for arbitrarily constrained regions where
the constraints are known apriori. Henkenjohann et al. (2005) proposed a sequentialChapter 3: Space-lling design with unknown constraints, Introduction, Problems
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design approach for generating space-lling designs within unknown feasible regions
based on the assumptions of convex boundaries, which is often too restrictive in most
of the intended applications. Joseph et al. (2010) have proposed a novel sequential
strategy called `sequential minimum energy design' (SMED) which is tailor-made for
sequential detection of the global optimum of a complex unknown yield function in
nanostructure synthesis.
However, most of above algorithms cannot be directly used in our problem. The
algorithm proposed by Stinstra et al. (2003) assumes that the boundary between
the feasible and infeasible region is known. Henkenjohann et al. (2005) assume the
unknown boundary is convex, which is an overly restrictive assumption in most ap-
plications. SMED, although somewhat tailor-made to carve out the infeasible region,
is a global optimization algorithm. The objective of the current research is dierent
from global optimization, in the sense that rather than an early convergence to a
global optimum, a more detailed exploration of the entire feasible region is needed.
The rest of this Chapter is organized as follows: the denition of the feasible region
and some intuitive examples of the problem are given in Section 3.2. An outline and
general framework of the sequential designs proposed in Chapters 4 and 5 is given in
Section 3.3.Chapter 3: Space-lling design with unknown constraints, Introduction, Problems
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3.2 Denition of a `feasible region' and some ex-
amples
Let y = f(x)  0 denote a continuous response function of input variables
x = (x1;:::;xp);0  xi  1;i:e:;xi 2 [0;1];i = 1; ;p. The design space 
 is a
p dimensional unit hypercube [0;1]p. Here we assume that the design space is nite
and countable. The infeasible region, which is the region with no meaningful result,
can be determined by a threshold value c. We use the notation D = fx : f(x) > cg
to denote the feasible region.
An example of the feasible region dened above can be found in Joseph et al.
(2010), and is shown in Figure 3.1. This gure shows the yield of nano structures on
a scale of 0 and 1 for dierent temperature and pressure conditions. The temperature
and pressure variables are both scaled to [0;1]. We observe a very irregular response
function and zero yield in several regions of the operable design space. Such zero-yield
regions are infeasible regions, which experimenters are keen to avoid. Thus, in this
example, the threshold c = 0. There are large infeasible region (deep green region).
Moreover, the shape of feasible region is non-convex and there are small infeasible
regions embedded within feasible regions.
We now cite an example for computer experiments where the output is determin-
istic. Considering the problem of sampling from computationally expensive density
functions. An example of such probability density function is non-normal bivariateChapter 3: Space-lling design with unknown constraints, Introduction, Problems
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Figure 3.1: Infeasible region (deep green) for nanostructure growth.
density that is conditionally normal from Gelman and Meng (1991), given by:
f(x1;x2) / exp

 
1
2
 
x
2
1x
2
2 + x
2
1 + x
2
2   8x1   8x2

;x1;x2 2 R (3.1)
The contour plot of the above function is shown in Figure 3.2.
Assume that the closed form expression of the true density is unknown, however,
it can be evaluated at any value of x1;x2. Further assume that the design space

 = [ 2;6][ 2;6]. We observe that there are large infeasible regions with extremely
low probability density (deep blue part) which should be avoided while sampling.
Then the threshold c will be determined by the function values, 0:005 for example.
We also observe that the shape of feasible region is complicated and nonconvex.Chapter 3: Space-lling design with unknown constraints, Introduction, Problems
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Figure 3.2: Contour plot of complex probability density function, Gelman and Meng
(1991).
The above two examples give intuitive descriptions of complex input output rela-
tionships and high irregularity of the infeasible region. In the rest of this thesis, we
make two simplifying assumptions on the design space: (i) The response is nonneg-
ative, (ii) The response is deterministic. We explore design strategies theoretically
and examine their eectiveness under the stated assumptions.
3.3 An outline of the proposed sequential strate-
gies
Due to the highly complex input-output relationships and irregularity of the fea-
sible region, a sequential strategy which can adaptively update information on the
response surface is a natural choice in conducting experiment design. As in mostChapter 3: Space-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sequential strategies in the experimental design literature, our proposed strategies
require an initial design with n0 points. Subsequently, the design algorithm selects
one point at a time by optimizing a certain design criterion. Each iteration of the
algorithm has the following two stages:
1. Function evaluation: The value of the response function at every single unsam-
pled candidate point is evaluated. The predicted value is used to distinguish between
the feasible and infeasible regions.
2. Selection of the next point: The next point is selected on the basis of a
pre-dened criterion function.
In this thesis, two dierent sequential strategies will be used. In the rst strategy,
an inverse distance weighting interpolator (Joseph and Kang, 2011) is used in function
evaluation and a maximin space-lling criterion (Johnson et al., 1990) is used to
select the next design point. In the second strategy, the response surface is modeled,
assuming it to be a sample path of a Gaussian process, and the Kriging method
is used for function evaluation. Two criteria related to prediction errors, Integrated
Mean Square Errors (IMSE) and Maximum Mean Square Errors (MMSE) are used
to select the next design point. The two strategies will be referred to as IDW-MM
and GP-IMSE/MMSE henceforth and are described in detail in Chapters 4 and 5.Chapter 4
The IDW-MM algorithm for
deterministic functions
4.1 Introduction
In this Chapter, we propose a simple and intuitive algorithm to generate a space-
lling design within the unknown feasible region and examine its properties through
analytical derivations and simulations. As mentioned in Section 3.3, the algorithm
involves two stages { (i) Functional evaluation at unsampled points, and (ii) Opti-
mization of a criterion to select a new design point at each iteration.
Because we assume that the response is deterministic, function evaluation involves
nding an interpolating function through the data points. Dierent interpolating
functions (Pozrikidis, 1998) have been proposed in literature. We focus on a simple
interpolating method { the inverse distance weighting (IDW) { proposed by Shepard
(1968). Although not as accurate as some of the more sophisticated interpolators
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like Kriging (Sacks et al. 1989), it is computationally simple and robust to dierent
models. Moreover, recently there has been renewed interested in IDW interpolators
(Joseph and Kang, 2011). In this Chapter, an adjustment of IDW interpolator, which
only uses its near neighborhood, will be proposed and discussed.
After the response surface is estimated, a specic criterion function should be used
for selecting the next design point. Dierent criterion-based space-lling designs have
been proposed and considered. Integrated Mean Square Error (IMSE) and Maximum
Mean Square Error (MMSE) criterion-based space-lling designs on a Gaussian pro-
cess model have been proposed and used in Sacks et al. (1989). Expected posterior
entropy, which measures the \amount of information" in an experiment (Sacks et al.,
1989), has also been used as a criterion to generate space-lling design. Designs based
on the Kullback-Leibler information criterion have also been considered in Jourdana
and Francob (2006). However, if a proper model is not available, model-free space-
lling criteria would typically be preferred. In this Chapter, a popular space-lling
criterion, maximin (MM) criterion, will be used to select the next point.
The rest of this Chapter is organized as follows: in Section 4.2, the k-nearest
neighbor inverse distance weighting (IDW) interpolator is introduced and discussed.
We then we briey introduce maximin space-lling design in Section 4.3. Next, the
sequential IDW-MM strategy is described in Section 4.4. In Section 4.5, some conver-
gence properties of the sequential strategy are established. In Section 4.7, extensive
simulations with standard test functions are used to evaluate the performance of the
space-lling strategy.Chapter 4: The IDW-MM algorithm for deterministic functions 51
4.2 The k-nearest neighbor inverse distance weight-
ing interpolator: Function evaluation method
for step 1
Let y1; ;yn denote the observed values of response at design points x1; ;xn.
The IDW interpolator at x is dened as (Joseph and Kang, 2011):
^ f(x) =
n X
m=1
vm(x)f(xm); (4.1)
where
vm(x) =
wm(x)
Pn
i=1 wi(x)
; (4.2)
for x = 2 fx1; ;xng and vm(xi) = 1 if i = m and 0 otherwise. Then by denition,
^ f(x) is an interpolating function. A common choice of the weighting function is:
wi(x) =
1
d2(x;xi)
(4.3)
where d(x;xi) = f
Pp
j=1(xj   xi;j)2g1=2 is the Euclidean distance between x and xi.
The major problem of IDW is its poor prediction power. As discussed in (Joseph
and Kang, 2011), dierent modications to IDW have been proposed. One modi-
cation is to replace the response values by locally tted polynomials (Franke, 1989).
Improvements can also be obtained by replacing the local polynomials with radial
basis functions (Lazzaro and Montefusco, 2002). Further modications discussed in
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tance (Lukaszyk, 2004). In Joseph and Kang (2011), regression terms have been used
with IDW interpolator to achieve more precise result. In this Chapter, we propose a
modication of the IDW method which is motivated by our objective of carving out
the infeasible region.
Most interpolation methods perform well when the sampled points are uniformly
distributed. In such cases, the distribution of points between the feasible region
and the infeasible region will be quite dierent as the points are generated, and
consequently the IDW method will lead to biased predictions. For example, when
a point in the infeasible region is to be estimated, a large number of points in the
feasible region will have an overwhelming impact on the estimation. Such a problem
can be avoided by including only those sampled points in the IDW prediction which
lie in a neighborhood of x. Two possible modications can be used to address this
issue. Joseph and Kang (2011) considered exponential decaying weights by which
the points in a neighborhood of x can have more inuence on interpolated value
^ f(x) than IDW. Here we incorporate k-nearest neighbor (k-NN) method into IDW
interpolation.
The k-NN method has been widely used in classication. It is an algorithm in
which an object is classied by a majority of its neighbors (Bremner et al., 2005).
The k-NN method has also been used in regression analysis (Yao and Ruzzo, 2006).
We use k-nearest neighbor inverse distance weighting interpolator (k-NN IDW)
for estimation of f(x). Only k nearest samples to x are considered when the value of
f(x) is to be determined. The k-NN neighborhood of x is dened as the open ball
which contains exactly k nearest neighbors fx(m);m = 1;2; ;kg and has radiusChapter 4: The IDW-MM algorithm for deterministic functions 53
r = maxmfd
 
x;x(m)
g. Let x1;:::;xn denote sampled points and y1;::;yn be the
observed response value. Then the k-NN IDW interpolator at x is dened by (4.2),
where vm(x) is dened as:
vm(x) =
Ik (xm;x)wm(x)
Pn
i=1 Ik (xi;x)wi(x)
(4.4)
for x = 2 fx1; ;xng and vm(xi) = 1 if i = m and 0 otherwise. The weighting function
wm(x) is the same as (4.3) and Ik (xi;x) is an indicator function which takes value
1, if xi falls into the k-NN neighborhood of x, and 0 otherwise. When f(xi) is to
be interpolated, vi(xi) is the only nonzero weights among vm(xi);m = 1;2; ;n.
Then ^ f(xi) =
Pn
m=1 vm(xi)f(xm) = f(xi). Thus k-NN IDW is also an interpolation
method.
A special case of k-NN IDW is nearest neighbor interpolation (Keys 1981), which
interpolates one point by the value of its nearest neighbor. The advantage of using k-
NN IDW is it will only estimate the function by its neighborhood. The sampled points
far away from the point to be estimated will not be considered in the estimation. The
k-NN IDW will give similar results with original IDW when the sampled points are
uniformly distributed within 
.
Another reason for using k-NN estimation is that the design process, precision
estimation of the response surface is not required. Instead, it will be more important
to classify the feasible region and infeasible region. So even though k-NN estimator
loses information while it uses only part of the data set, it can successfully make the
classi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4.3 Selection of next design point: Criterion for
step 2
Maximin and minimax distance design were proposed and discussed in Johnson
et al. (1990). Moreover, Johnson et al. (1990) explored several connections between
certain statistical and geometric properties of space-lling designs. Johnson et al.
(1990) showed maximin distance designs are asymptotically D-optimal for Gaussian
process models when the correlation between sites decreases as the distance increases.
Morris and Mitchell (1995) examined maximin distance designs constructed within
the class of Latin hypercube arrangements in computer experiment. Some other
extensions and discussions have also been given in Mitchell et al. (1995). A maximin
design tries to maximize the distance between any two points within the design set.
The intuition of maximin design is, the distance between any two points in the design
set should not be very small. Thus the design can maximize the sparsity of points
and thus achieve space-lling property. Because of simplicity of interpretation and
promising properties of maximin space-lling design, we will use this criterion in this
Chapter.
According to Johnson et al. (1990), given a design space 
, an n-points design
S = (x1;:::;xn) is called maximin space-lling design if:
Smaximin = argmaxSfmini;jd(xi;xj)g: (4.5)
where d(;) is Euclidean distance.
Two simple examples of maximin design on [0;1] and [0;1]  [0;1] from JohnsonChapter 4: The IDW-MM algorithm for deterministic functions 55
et al. (1990) can be found in Figure 4.1.
Figure 4.1: Examples of maximin distance design on [0;1] and [0;1]  [0;1].
Dierent methods have been used to identify maximin design (Johnson et al., 1990;
Morris and Mitchell, 1995). Since the boundary between feasible and infeasible region
is unknown, such algorithms cannot be directly used to generate a maximin design
within feasible region. We propose a greedy algorithm to sequentially approximate
the maximin design in 
. When n points fx1;:::;xng have already been sampled, the
next point will be selected as:
xn+1 = argmaxx min
i=1;:::;n
d(x;xi): (4.6)
The above algorithm is an approximation to the true maximin space-lling design.
It is simple and requires much less computational power.
In order to evaluate the space-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we compare designs generated by this strategy and Latin hypercube designs on unit
square [0;1][0;1] via repeated simulations. In each simulation, space-lling designs
by (4.6) and Latin hypercube designs with dierent design sizes n ranging from 15 to
100 are generated. Let fxSP
i gn
i=1 and fxLHD
i gn
i=1 denote the points generated by two
strategies. Then following two criteria are evaluated:
1(fxig
n
i=1) = min
1i<jn
d(xi;xj) (4.7)
2(fxig
n
i=1) =
 
2
n(n   1)
X
1i<jn
1
d(xi;xj)
2
! 1
2
(4.8)
The rst performance measure 1(fxign
i=1) evaluates minimum distance between the
generated points. The second performance measure 2(fxign
i=1) was proposed by Ba
and Joseph (2011). We want 1(fxign
i=1) to be large and 1(fxign
i=1) to be small.
The median of the two performance measures obtained from repeated simulations
with respect to dierent n is given in Figure 4.2.
Satisfactory space-lling properties are shown by the design generated by the pro-
posed sequential strategy. For both performance measures, the sequential strategy
outperforms the Latin hypercube design. Thus, although strategy (4.6) is only an
approximation to the true maximin design, it properly maintains space-lling prop-
erties.
4.4 The proposed IDW-MM algorithm
Now we can construct the sequential strategy by combining step 1 and 2 described
in Section 4.2 and 4.3. First an initial design will be chosen to explore the design spaceChapter 4: The IDW-MM algorithm for deterministic functions 57
Figure 4.2: Comparison between space-lling strategy (4.6) and Latin hypercube
design.

. Then in each iteration of the sequential strategy, we rst predict the response at
all the unsampled points using the k-NN IDW interpolation method. Next we use the
sequential maximin method given by (4.6) to select the next point. However, since
one goal is to carve out the infeasible region, the next design point, will only be chosen
from the set of points with estimated value greater than or equal to the threshold,
i.e. in estimated feasible region. In this way, the selection can maintain space-lling
property as well as carve out the infeasible region. The sequential algorithm to
generate n points can be described as follows:
Step 1. Choose an initial design consisting n0 points, using a standard space-lling
strategy, e.g. Latin hypercube sampling.
Step 2. For all unsampled points x, use the k-NN estimator to predict f(x). Let
^ fn(x) denote the predictor of point x when n points have been selected.Chapter 4: The IDW-MM algorithm for deterministic functions 58
Step 3. Select a new design point xn+1 = argmax ^ fn(x)cmini=1;:::;nd(xi;x).
Step 4. Stop if n + 1 = n. Else, return to Step 2.
The ow chart of the strategy can be found in Figure 4.3.
The strategy will be referred to as inverse distance weighting maximin design (IDW-
MM) hereforth.
4.5 Convergence Properties of Proposed Algorithm
In this section, we examine the convergence property of the proposed sequential
strategy. In the following theorems, let fxig1
i=1 denotes the sequence of points gen-
erated by the iterative IDW-MM procedure described in Section 4.4. The rst n0
points in fxg1
i=1 are initial design points. Also, we introduce the following notations:
 D = fx : f(x) > cg, the feasible region.
 @D = fx : f(x) = cg, the boundary of feasible region.
 D = D [ @D.
 D = fx : f(x) < cg, the infeasible region.
 O(x0) = fx : d(x0;x) < g, an open ball with radius  containing the point
x0.
 B(D;) =
S
x2D O (x).
Moreover, we assume the response surface is nonnegative in this section, i.e.
f(x)  0;8x 2 
.Chapter 4: The IDW-MM algorithm for deterministic functions 59
Figure 4.3: Flowchart of overall strategy.Chapter 4: The IDW-MM algorithm for deterministic functions 60
Theorem 5. Any arbitrary point x 2 D is not a limit point of the sequence fxig1
i=1.
Proof. If x is a limit point, then there exists a subsequence fxnlg1
l=1  D such that
xnl ! x. WLOG, we can assume the subsequence fxnlg1
l=1 is contained in the open
ball O4(x)  D. Let N0 be the index of the subsequence such that at least k points
from fxnlg1
l=1 are contained in O(x). When nl > N0, predicted response at all the
points inside O(x) is smaller than c (k-NN IDW), which is a contradiction that any
of these points can be chosen.
Remark 4. Theorem 5 can be interpreted as follows: every point in the infeasible
region is an isolated point of the sequence fxig1
i=1.
Theorem 6. If the feasible region D is path connected and there exists an initial
design point xI such that xI 2 D, then 8x 2 D, x is a limit point of the sequence
fxig1
i=1.
Proof. The proof of this theorem is relatively complicated, we prove it in several steps:
Lemma 1. For any arbitrary point x 2 D, if there exists an integer N such that
^ fn(x) > c for all n > N, then x is a limit point of the design sequence fxig1
i=1.
Proof. Suppose x satises the condition stated in the lemma. Assume that x is not
a limit point of fxig1
i=1. Then we can nd an open ball O (x) of radius  around x
such that no element of fxig1
i=1 lies in O (x). Then, mini=1;;n d(x;xi)   for all
n. However, since the whole design space 
 is compact, there exists a limit point x1
such that a subsequence fxnlg1
l=1 converges to x1. We also have:
min
i=1;;nl
d(xi;xnl)  d
 
xnl 1;xnl

(4.9)Chapter 4: The IDW-MM algorithm for deterministic functions 61
Since d
 
xnl 1;xnl

converges to 0, there exists N such that for all nl > N0:
min
i=1;;nl
d(xi;xnl) 

2
So when nl > N, x is in estimated feasible region while the mini=1;;nl d(x;xi) >
mini=1;;nl d(xnl;xi), which is contradiction that xnl can be chosen.
Lemma 2. Let xI be a point chosen among the n0 initial design points. If there exists
an open ball O4(xI)  D of radius 4 among xI, then, there exists a point x within
an open ball O(xI) of radius  among xI , which is a limit point of the sequence
fxig1
i=1.
Proof. Assume that no points in O(xI) is a limit point. Then, the open ball O(xI)
can only contain a nite number of points in fxig1
i=1. Let N0 = maxfi : xi 2 O (xI)g.
Then we can nd x 2 O(f(xI) c)
ck
(xI), such that after N0, k-NN neighborhood of x
includes xI. Then for n > N0,
^ fn(x) =
f(xI)
d(x;xI) +
Pn
i=1:xi2D;xI6=xi
Ik(xi;x)f(xi)
d(x;xi) +
Pn
i=1:xi2D
Ik(xi;x)f(xi)
d(x;xi)
1
d(x;xI) +
Pn
i=1:xi2D;xI6=xi
Ik(xi;x)
d(x;xi) +
Pn
i=1:xi2D
Ik(xi;x)
d(x;xi)
Since f(x)  0;x 2 
, then we have:
^ fn(x) 
f(xI)
d(x;xI) +
Pn
i=1:xi2D;xI6=xi
Ik(xi;x)f(xi)
d(x;xi)
1
d(x;xI) +
Pn
i=1:xi2D;xI6=xi
Ik(xi;x)
d(x;xi) +
Pn
i=1:xi2D
Ik(xi;x)
d(x;xi)

f(xI)
d(x;xI) +
Pn
i=1:xi2D;xI6=xi
Ik(xi;x)c
d(x;xi)
1
d(x;xI) +
Pn
i=1:xi2D;xI6=xi
Ik(xi;x)
d(x;xi) +
Pn
i=1:xi2D
Ik(xi;x)
d(x;xi)Chapter 4: The IDW-MM algorithm for deterministic functions 62
Since d(x;xI) <
(f(xI) c)
ck , we have:
f(xI)
d(x;xI)
>
c
d(x;xI)
+
ck

Then:
f(xI)
d(x;xI) +
Pn
i=1:xi2D;xI6=xi
Ik(xi;x)c
d(x0;xi)
1
d(x;xI) +
Pn
i=1:xi2D;xI6=xi
Ik(xi;x)
d(x;xi) +
Pn
i=1:xi2D
Ik(xi;x)
d(x;xi)
> c
Then we know that when n > N0, ^ fn(x) > c. By Lemma 1, x is a limit point of
fxig1
i=1.
Lemma 3. If x0 is a limit point of fxig1
i=1, then there exists x0 > 0 such that for
all x 2 Ox0 (x0), x is a limit point.
Proof. Consider 0 > 0 such that O40 (x0)  D. Since x0 is a limit point, we can nd
fxnlg1
l=1 ! x0. Then let Nx0 = minfnl :
Pnl
i=1 Id(x0;xi)<0g, where Id(x0;xi)<0 indicates
whether xi lies within open ball O0 (x0). Then for all x 2 O0 (x0), when n > Nx0,
all the nearest k sampled points to x will be inside of O40 (x0)  D. Thus we have
^ fn (x) > c, for all n > Nx0.
The 0 in Lemma 3 is not necessarily small. Actually, 0 can be max
4 ;max =
supf;O (x0)  Dg.
With above lemmas, we can begin to prove Theorem 6. For x0 2 D, let x be
the limit point identied in Lemma 2, since D is path connected, we can nd a path
f(t) 2 D;8tx  t  tx0g which connect x and x0, i.e., (tx) = x;(tx0) = x0.
Then by Lemma 3, we can 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point. Then we can nd x1 = @O x
2 (x)\(t) and construct a open ball around x1.
We can do this again and again until there is an open ball around xk including x0
and thus x0 is a limit point.
Theorem 7. Under the same condition of Theorem 6, 8x 2 @D, x is a limit point.
Proof. For all x 2 @D and for m 2 N, the set of natural numbers, we can nd a point
x 1
m 2 D \ O 1
m(x). Thus x 1
m 2 D and therefore from Theorem 6, it is a limit point.
Then we can nd xnm 2 fxig1
i=1 satisfying nm > nm 1 and xnm 2 O 1
m2 (xnm) \ D.
Then fxnmg1
m=1 is a subsequence converging to x.
Remark 5. Theorem 6 and Theorem 7 can be interpreted as follows: every point
inside or on the boundary of the feasible region is a limit point of the design sequence
fxig1
i=1. This means that the design sequence is dense within the feasible region. We
also nd that the sequential strategy is robust to the shape of the feasible region. Path
connection of the feasible region is the only shape restriction necessary for the results
to hold.
We also nd that the initial design is important for the above theorem to hold.
The theorems require that the initial design should have at least one point in
the feasible region. If this requirement is not satised, the sequential design can
possibly miss the entire feasible region. This motivates us to use a initial design with
good space-lling properties.
In case the feasible region is not single connected, as long as (i) the feasible region
is union of dierent path connected sets and (ii) the initial design generates points in
every set, it is easy to extend the above theorems to the following corollary.Chapter 4: The IDW-MM algorithm for deterministic functions 64
Corollary 1. If the feasible region D can be expressed as the union of path connected
sets, i.e. D =
Sm
j=1 Dj, where Dj is path connected set and there exists initial design
point xI;j 2 fxig1
i=1 for j = 1; ;m such that xI;j 2 Dj, then 8x 2 D, x is a limit
point.
Theorem 8. For all  > 0;8x 2 D \ B(@D;)C, then 9N;8n > N, ^ fn(x) > c.
Similarly, for all  > 0;8x 2 B(D;)C, then 9N;8n > N, ^ fn(x) < c.
Proof. For all x 2 D \ B(@D;)C, since x is a limit point, we can nd fxnlg1
l=1
converges to x. Since x 2 D, we can nd O4x (x)  D. Let Nx = minfnl :
P
xi2fxnlg1
l=1;inl Id(x;xi)<xg. Then when n > Nx, for all x0 2 Ox (x), the k-NN
neighborhood of x0 only includes points in the feasible region, and thus ^ fn(x0) > c.
Since D \ B(@D;)C is a closed bounded set, there will be nite number of balls,
Ox1 (x1);:::;Oxm (xm) which cover D \ B(@D;)C. Let N = maxfNx1;:::;Nxmg,
then for all x 2 D \ B(@D;)C, ^ fn(x) > c when n > N.
The second part of the theorem can come from similar argument.
Remark 6. This theorem can be interpreted as: the k-NN estimation method will
provide accurate classication between feasible and infeasible region except in small
area near the boundary of feasible region when the design sequence are generated.
This theorem also introduces two dierent types of error in estimation as below:
Type I error f(x) > c and ^ fn(x) < c.
Type II error f(x) < c and ^ fn(x) > c.
The rst type of error means we have mistakenly estimate a point in the feasible
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the infeasible region to be in the feasible region. Since our goal is to carve out the
infeasible region, the Type II error is usually more important in reality.
Another property related to the accuracy of k-NN estimation in the feasible region
comes from the following theorem:
Theorem 9. If f(x) is a continuous function in 
, then
lim
n!1max
x2D jf(x)   ^ fn(x)j = 0 (4.10)
Proof. We will prove for all  > 0, there exists N such that 8n > N, 8x 2 D,
jf(x)   ^ fn(x)j < 
For x 2 D, since f(x) is a continuous function, we can nd O4x (x)  D such
that 8x1;x2 2 O4x (x);jf(x1)   f(x2)j < 
2.
Moreover, since x is a limit point, we can nd a subsequence fxnlg1
l=1 converge to
x. Let Nx = minfnl :
P
xi2fxnlg1
l=1;inl Id(x;xi)<xg be the index while at least k points
from fxnlg1
l=1 are inside of Ox. Then when n > Nx, we have for all ~ x 2 Ox, the
k-NN neighborhood of ~ x is contained in O4x. Then we have:
j ^ fn(~ x)   f(~ x)j  j ^ fn(~ x)   f(x)j + jf(x)   f(~ x)j
=
 
Pn
i=1
Ik(xi;~ x)f(xi)
d(~ x;x(i))
Pn
i=1
Ik(xi;~ x)
d(~ x;xi)
  f(x)
  + jf(x)   f(~ x)j


2
+

2
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Then we know for each points x in D, there exists x and Nx, such that
max~ x2Ox\Dj ^ fn(~ x)   f(~ x)j  
Then by nite selection theorem, we can select nite number of open balls which
can cover D, which lead to the theorem.
Remark 7. This theorem can be interpreted as: when the points are sequentially
selected, the estimation of the response surface within feasible region is consistent
with the true value. This is important since our ultimate goal is to obtain a precise
estimation of the response surface in feasible region. The result does not hold for the
infeasible region.
However, the estimation provided by k-NN IDW may not be an optimal estimator
even though its consistency. In the next Chapter, another algorithm will be proposed
to generate precise estimation and optimal design simultaneously.
4.6 Adjusting the algorithm to reduce prediction
bias, selecting optimal k and choosing initial
design
4.6.1 Adjustment of k-NN estimator
Even though k-NN IDW is more robust than original IDW, it is still sensitive to
distribution of sampled points. As the points are sequentially selected, the distribu-
tion of points between feasible region and infeasible region becomes more dierent asChapter 4: The IDW-MM algorithm for deterministic functions 67
the infeasible region is carved out. Consequently, the predicted response at points
near the boundary of the feasible region is likely to be biased. Clearly, the k-NN
neighborhood of such points is likely to contain more points in the feasible region
compared to the infeasible region, resulting in an overestimation of the unsampled
points near boundary.
However, in reality, it is dicult to nd exact distribution of fxig1
i=1. So it will be
impossible to directly adjust the weights. However, a simple weight adjusted k-NN
estimator (k-NN IDW-adj) can be proposed to balance the weights if there are points
within the k-NN neighborhood lying in both the feasible and infeasible region.
If k-NN neighborhood of x consists of m points in D and k m points in D and
m > k
2. Then we can estimate ^ fn(x) as:
^ fn(x) =
1
m
Pn
i=1;xi2D
Ik(xi;x)f(xi)
d(x;xi) + 1
k m
Pn
i=1;xi2D
Ik(xi;x)f(xi)
d(x;xi)
1
m
Pn
i=1;xi2D
Ik(xi;x)
d(x;xi) + 1
k m
Pn
i=1;xi2D
Ik(xi;x)
d(x;xi)
: (4.11)
The idea of adjustment is to replicate points in the infeasible region to generate a
simple random sample in k-NN neighborhood of x. Moreover, since k is a pre-dened
integer, this adjustment will not aect the theoretical results in previous session.
All the theorems in Section 4.5 will still hold. The space-lling strategy based on
adjustment of IDW is referred as IDW-MM-adj henceforth.
4.6.2 Selection of k
In k-NN estimation, the selection of k is very crucial. A small k leads to inaccurate
estimation whereas a large k makes the interpolation more volatile to the distributionChapter 4: The IDW-MM algorithm for deterministic functions 68
of sampled points.
Here we propose an adaptive version of the IDW-MM algorithm based on an m-
fold stratied cross validation method (Picard and Cook, 1984), which can be used to
select the optimal k in the process of sampling. In the process of sampling, dierent
checkpoints are set, for example, every 10 points. At each check point, the stratied
cross validation is used to select the optimal k based on the points already sampled.
Then this value of k is used to select new points until the next checkpoint.
At each checkpoint, the m-fold cross validation algorithm can be described as
follows: suppose we have already sampled n points, among which n1 points are in the
feasible region. The n1 points in the feasible region and n n1 points in the infeasible
region are randomly assigned to m groups. Then for the ith group, i = 1;m, we use
points from all groups except the ith group to obtain k-NN estimates for the response
at design points in the ith group.
Type I and Type II errors for the ith group can be easily obtained. Let eri;1(k);eri;2(k)
denote the Type I and Type II errors in m-fold cross validation corresponding to the
points in feasible region in ith;i = 1; ;m group with the value k. Then we can
select the optimum k based on the following criterion function:
p(k) = 
m X
i=1
eri;1(k) + (1   )
m X
i=1
eri;2(k): (4.12)
The weights  can be chosen between 0 and 1 in the above criterion function.
Since Type II error is generally more important than Type I error, here we select
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4.6.3 Choice of initial design
The choice of initial design is important for the proposed algorithm, as discussed
in Remark 5. The initial design serves the task of exploration of the whole design
space 
. We use Latin hypercube design (LHD) (McKay et al., 1979) of a xed run-
size n0 as initial design in the proposed algorithm. Latin hypercube designs generate
distributions of plausible collections of parameter values from a multidimensional dis-
tribution. It is a generalization of Latin square to an arbitrary number of dimensions.
Dierent extensions to Latin hypercube design have been proposed. For example,
Tang (1993) proposed orthogonal array-based Latin hypercube design. Joseph and
Hung (2008) considered and discussed orthogonal maximin Latin hypercube design.
Computer codes which can generate Latin hypercube design are well established
in dierent computer languages. The `lhs' package in R has been used to generate
initial design. Two examples of LHD design with 16 points on [0;1]2 can be found in
Figure 4.4.
4.7 Performance of algorithms for deterministic
function
In this section, the performance of IDW-MM is evaluated for a certain deter-
ministic response function. The following measures are proposed to evaluate the
performance of the algorithm:
1. Expected percentage of points in the feasible region, dened as P = E
Pn
i=1 Ix2D
n

,Chapter 4: The IDW-MM algorithm for deterministic functions 70
Figure 4.4: Two Latin Hypercube Designs with 16 points on [0;1]  [0;1].
where the expectation is taken with respect to the random choice of the initial
design.
2. Ratio of minimum distance between sample in feasible region to minimum dis-
tance between sample obtained by sequential maximin design only in feasible re-
gion with same number of points, dened by RM = E

minxi;xj2DSEQd(xi;xj)
min~ xi;~ xj2DGREEDY d(~ xi;~ xj)

.
Design points set DSEQ = fxigm
i=1 represent points generated by IDW-MM/IDW-
MM-adj in the feasible region D. Design points set DGREEDY = f~ xigm
i=1 are
sequential space-lling design on D generated by maximin greedy algorithm
(4.6) with m =
Pn
i=1 Ixi2D.
3. Ratio of average of inverse distance between sample in the feasible region to
average of inverse distance between sample obtained by sequential maximin
design only in feasible region with the same number of points, dened by RA =Chapter 4: The IDW-MM algorithm for deterministic functions 71
E
  P
xi;xj2DSEQ
1
d(xi;xj)2
P
~ xi;~ xj2DGREEDY
1
d(~ xi;~ xj)2
 1
2
!
.
We want P to be large since it reects the percentage of points in the feasible
region. It measures whether the algorithm can successfully carve out the infeasi-
ble region. We also want RM to be large and RA to small. Both RM and RA
reect whether space-lling properties of the algorithms are properly maintained in
comparison to space-lling design generated by (4.6) within the feasible region.
We evaluate the performance of proposed space-lling algorithm with a standard
test function widely used in global optimization literature. Branin function (Branin,
1972), which is a popular test function used to evaluate the performance of opti-
mization algorithm will be utilized. The function has three global minima. Because
our objective is to generate a space-lling design within a feasible region rather than
global optimization, we use the following transformations of Branin function as in
Dasgupta (2007):
Let B(x;y) denote the negative of the Branin function such that
B(x;y) =  
 
(y   5x2=42 + 5x=   6)2 + 10(1   1=8)cos(x) + 10

; 5  x  10;0  y  15:
According to Dasgupta (2007), the above function achieves maximum ( 0:3979) at
( ;12:25);(;2:25) and (9.4248,2.25). The minimum is around 305. We transform
B to a function g with a domain [0;1][0;1] and range [0;1] by applying the following
transformation:
g(u;v) =
B (15u   5;15v) + 305
 :3979 + 305
;0  u  1;0  v  1:Chapter 4: The IDW-MM algorithm for deterministic functions 72
Finally, another transformation yields a large non-convex region with zero yields:
p(u;v) = maxf
g(u;v)   :8
:2
;0g;0  u  1;0  v  1: (4.13)
The contour plot of the adjusted Branin function p(u;v) is shown in Figure 4.5.
Two dierent versions of space-lling algorithms are used in simulation: (i) IDW-
MM and (ii) IDW-MM-adj. We use two dierent thresholds to test out algorithm: (i)
c = 0:2 and (ii) c = 0:7. Note that for c = 0:2, the feasible region is single connected;
however, for c = 0:7, it is union of three single connected sets. The sequence of design
points generated by IDW-MM and IDW-MM-adj with k = 5 and the two thresholds
are shown in Figure 4.6. We nd IDW-MM and IDW-MM-adj eectively carves
out the infeasible region and possesses space-lling properties. Moreover, although
for c = 0:7, the feasible region consists of three isolated single connected parts, the
proposed algorithm still works.
Intensive simulation has been done to evaluate the performance of IDW-MM and
IDW-MM-adj with respect to dierent choice of k. For each algorithm, repeated
simulations (500 times) with dierent initial Latin hypercube Design and k have been
implemented. In each simulation, IDW-MM and IDW-MM-adj sequentially generated
100 design points after 16 initial design points so that n = 116. The results reported
represent the median of each performance measure over repeated simulations and are
shown in Figure 4.7.
From Figure 4.7, we observe that for IDW-MM, k = 3 for c = 0:2 and k = 3 for
c = 0:7 can lead to highest percentage of points in the feasible region. For IDW-MM-Chapter 4: The IDW-MM algorithm for deterministic functions 73
Figure 4.5: Contour Plot of Modi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Figure 4.6: Example of proposed algorithm for two thresholds. The left one is with
threshold 0:2 and right one is with 0:7. The green points are initial design points.
The blue and red points are sequential design points in feasible and infeasible region.Chapter 4: The IDW-MM algorithm for deterministic functions 75
Figure 4.7: Performance of P, RM and RA for IDW-MM and IDW-MM-adj with
respect to dierent k.Chapter 4: The IDW-MM algorithm for deterministic functions 76
Figure 4.8: Performance of P, RM and RA for IDW-MM and IDW-MM-adj with
optimal k and dierent sequential design size.Chapter 4: The IDW-MM algorithm for deterministic functions 77
adj, k = 2 and k = 4 can lead to highest percentage of points in the feasible region for
the thresholds c = 0:2 and c = 0:7 respectively. We can nd the percentage of points
achieve maximum for some k between 1 and 10. When k is small, the prediction
is not accurate due to the small number of data in the k-NN neighborhood. When
k is large, the distribution of the sampled points lead to bias in prediction. Given
the optimal k for two thresholds, performance of IDW-MM and IDW-MM-adj with
respect to dierent size of design are shown in Figure 4.8, from which the following
conclusions can be obtained:
1. IDW-MM-adj leads to higher percentage points in the feasible region than IDW-
MM. We observe that the adjusted version of the k-NN IDW method provides
more accurate estimation.
2. When c = 0:2, RM and RA are very close to 1 for both IDW-MM and IDW-
MM-adj. This means space-lling property within the feasible region is properly
maintained. When c = 0:7, the space-lling property is worse than the case of
c = 0:2.
3. From Figure 4.8, when c = 0:2, the performance measures of IDW-MM and
IDW-MM-adj stabilize very quickly with respect to the size of design. IDW-
MM and IDW-MM-adj can achieve satisfactory space-lling property as well
as percentage of points in the feasible region very quickly. When c = 0:7, the
number of runs to achieve stability is much larger.
4. No signicant dierence in RM and RA is observed between IDW-MM and
IDW-MM-adj, for both thresholds. This means that while IDW-MM results inChapter 4: The IDW-MM algorithm for deterministic functions 78
possible bias in estimation, it does not inuence the space-lling properties.
Finally we have implemented the algorithm with cross validation. In cross valida-
tion, the value k is not required to be specied. The sequential design still consists
of 100 points after 16 initial design points. The cross validation is conducted every
10 points. Repeated simulations are used to evaluate the performance of cross vali-
dation. Performance measures P, RM, RA and the optimal choice of k at each check
points are shown in Figure 4.9 and Figure 4.10.
We nd that the cross validation can successfully identify the optimal k as well as
select the design points simultaneously. The choice of k is more or less in agreement
with the optimal k chosen earlier from Figure 4.7. Moreover, the performance of the
algorithm with cross validation is very similar to those generated by IDW-MM and
IDW-MM-adj with optimal k in Figure 4.8.
4.8 Summaries and Conclusion
Two space-lling strategies, IDW-MM and IDW-MM-adj are proposed in this
Chapter. The algorithms are seen to successfully carve out the infeasible region and
sequentially generate new points with space-lling property in the feasible region.
Convergence properties of the algorithm has been established and simulations has
been conducted to evaluate the algorithm. However, in spite of the above mentioned
advantages, the proposed space-lling design has the following weaknesses:
1. The function evaluation step of the algorithm suers from the inherited weak-
ness of the IDW predictor as discussed earlier. Use of a Gaussian process modelChapter 4: The IDW-MM algorithm for deterministic functions 79
Figure 4.9: Performance of P, RM and RA for IDW-MM and IDW-MM-adj with
cross validation.Chapter 4: The IDW-MM algorithm for deterministic functions 80
Figure 4.10: Optimal k at each check points in cross validation. The blue points
represent median of chosen k. The rectangle box represent 50% condence intervals
and lines represent 95% condence interval.Chapter 4: The IDW-MM algorithm for deterministic functions 81
based prediction approach may help the experimenter achieve improved predic-
tion performance.
2. In the second stage of the algorithm, we have used maximin criteria to select
the subsequent points. However, the proposed algorithm is heuristic in nature
and may not necessarily guarantee a true maximin design.
3. The proposed version of the algorithm is grid-based. The computational cost
required would be extremely high when the algorithm is applied to high dimen-
sional response functions.
In the next chapter, a sequential strategy based on Gaussian process model will be
proposed and discussed.Chapter 5
The GP-IMSE and GP-MMSE
algorithm for deterministic
functions
5.1 Introduction
In Chapter 4, IDW-MM has been proposed to obtain space lling design within
a `pre-dened' feasible region within a design space with a complex response surface.
The sequential design includes two part (i) function evaluation of the response surface
and (ii) selection of the next design points. The k-NN inverse distance interpolator
has been used for function evaluation and maximin criterion has been used to select
the next design point. The sequential strategy shows nice convergence properties and
performs well in simulation study.
Two advantages of IDW are its simplicity, computational advantage and robust-
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ness. However, its principle drawback is its poor prediction power (Joseph and Kang,
2011). Although some of the problems can be circumvented by using k-NN IDW, the
need to choose optimal k increases the computational load.
Selection criterion for the next design point should be specied after the response
surface has been estimated. In Chapter 4, maximin criterion has been used. The
maximin criterion is model independent. However, when a model is used to t the
response surface, it is reasonable to use a model-based criterion for the selection of
subsequent points.
The overall approach proposed in this Chapter is motivated by ecient global
optimization algorithm based on Gaussian process model. Two criteria that are based
on minimizing the prediction errors are proposed for iteratively selecting new design
points.
This Chapter is organized as follows: in Section 5.2 an introduction about Gaus-
sian process model is given. Then we briey introduce the ecient global optimization
(EGO) algorithm proposed by Jones et al. (1998) in Section 5.3. After that, two se-
quential strategies inspired by EGO are proposed and discussed. Simulations are used
to evaluate the performance of proposed strategies, and to compare them to the k-NN
IDW and other competing algorithms.Chapter 5: The GP-IMSE and GP-MMSE algorithm for deterministic functions 84
5.2 Gaussian process model for deterministic re-
sponse function and Kriging
In Gaussian process modeling, the deterministic response function is assumed to be
a realization from a Gaussian random function. A function y(x);x 2 
 is a Gaussian
random function if for any choice of x1;x2; ;xn, the vector (y(x1);y(x2); ;y(xn))
has a multivariate normal distribution (Santner et al., 2003). Then the function is
determined by their mean function E(y(x)) and covariance function:
C(x1;x2) = Cov(x1;x2) (5.1)
Given the responses obtained from sampled points, prediction of response from
unsampled points can be obtained using Kriging method (Santner et al., 2003). The
intuition of Kriging method can be explained as follows: since the response follows
a multivariate normal distribution, the mean and the covariance matrix are the only
two things required to completely specify the model. Once the mean and covariance
structure are estimated, the best linear predictor of the response function at any
arbitrary unsampled point can be obtained. From a Bayesian prospective, the Kriging
method identies the posterior distribution of the response surface given the data, if
a Gaussian process prior is given.
The Kriging method was rst developed by Georges Matheron, who used the
method to identify the distance-weighted average gold grades at the Witwatersrand
reef complex in South Africa. It has been widely used in geostatistics, for example, to
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origin, it is also proved to be a powerful interpolation method in many eld, including
computer experiment.
There are many dierent versions of Kriging methods. The most commonly used
Kriging methods are simple and universal Kriging. In simple Kriging, the mean of
the response surface, E(y(x)), is assumed to be a constant. In universal Kriging,
the trend of the response surface follows regression based model, which can provide
better prediction but involves more computational power. Examples of more advanced
Kriging methods include Kriging with qualitative and quantitative factors (Qian et al.,
2008) and Limit Kriging (Joseph, 2006).
Even though dierent versions of Kriging methods have been proposed, simple
Kriging can provide good estimation of complex response function (Jones et al.,
1998). In this Chapter, simple Kriging is used as function evaluation method. A
mathematical description of simple Kriging is given in the following subsection.
5.2.1 Gaussian process model for deterministic function
Let f(x) be a deterministic response function and x = (x1;x2; ;xp);xi 2 [0;1].
Assume that n points x1;x2; ;xn have been sampled and let the np matrix Xn =
(xT
1; ;xT
n)T denote all the sampled points. We also let y = (y1;y2; ;yn)T =
(y(x1);y(x2); ;y(xn))T denote the response vector. Then the response associated
with x is assumed to follow the following model (Santner et al., 2003):
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where  is the mean of the response surface and (x) is a Gaussian process with mean
E((x)) = 0;V ar((x)) = 2.
The error terms in Model (5.2) for dierent points are assumed to be correlated.
The correlation function is given by:
Cor((x1);(x2)) =
Cov ((x1);(x2))
p
V ar((x1))  V ar((x2))
=
C(x1   x2)
2 = R(x1   x2); (5.3)
where C();R() denote covariance and correlation functions respectively.
The covariance and correlation function should satisfy C(0) = 2;R(0) = 1.
They should also be symmetric about the origin. Moreover, both C();R() must
be positive denite functions, which means for any real numbers !1; ;!n and any
inputs x1; ;xn, we must have:
n X
i=1
n X
j=1
!i!jC(xi   xj)  0 (5.4)
In Santner et al. (2003), several examples of correlation functions have been given
and discussed.
One popular choice of correlation functions is the following:
R(h) = exp
 
 
p X
m=1
mjhmj
qm
!
(5.5)
where hm is the mth element of h and q = (q1; ;qp); = (1; ;p) are pre-dened
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The correlation function given by (5.5) can be interpreted as follows: if the dis-
tance between xi and xj is dened as:
d(xi;xj) =
p X
m=1
mjxim   xjmj
qm (5.6)
where xim;xjm are mth element of xi;xj, then the correlation between (xi) and (xj)
is an exponentially decaying function of the distance between xi and xj.
Properties of the correlation function given by Sacks et al. (1989) have been studied
by Jones et al. (1998) and Sacks et al. (1989). As noted by Sacks et al. (1989), the
case qm = 1;m = 1; ;p gives the product of Ornstein-Uhlenbeck process. The
case qm = 2;m = 1; ;p gives a process with innitely dierentiable paths. Due
to its wide usage in computer experiment and intuitive interpretation, we adopt this
correlation function to our problem.
5.2.2 Estimation of parameters
Model (5.2) has 2p + 2 parameters, 1;2; ;p, q1;q2; ;qp and ;2. The
parameters can be obtained through maximum likelihood estimation (MLE). Let
R(;q;2) denote the n  n matrix whose (i;j)th entry is Cov ((xi);(xj)). Then
the likelihood function is given by:
1
(2)
n
2 det(R(;q;2))
1
2
exp

 
(y   1n)0R(;q;2) 1(y   1n)
22

: (5.7)Chapter 5: The GP-IMSE and GP-MMSE algorithm for deterministic functions 88
Given the values of ;q, the MLE of  and 2 can be found in the following closed
form:
^  =
10
nR(;q;2) 1y
10
nR(;q;2) 11n
: (5.8)
^ 
2 =
(y   1n^ )0R(;q;2) 1(y   1n^ )
n
: (5.9)
Then by plugging (5.8) and (5.9) back into (5.7), the prole likelihood function can
be obtained, maximizing which the ML estimators ^ ; ^ q are obtained as follows:

^ ; ^ q

= arg min
(;q)

 
1
2
logdet(R(;q;
2))

(5.10)
5.2.3 The Kriging predictor
The predicted response at any unsampled point x can be computed as follows.
Let r(x) denote the n1 vector of correlations between the error at x and the error
terms of x1;x2; ;xn, i.e, ri(x) = Cor((x);(xi)). Then the best linear unbiased
predictor (BLUP) of y(x) (Santner et al., 2003) is given by:
^ y(x
jXn;y) = ^  + r
0 ^ R
 1 (y   1n^ ): (5.11)
where ^ R = R(^ ; ^ q; ^ 2) and ^ ; ^ q; ^ ; ^  are ML estimates given by (5.8) - (5.10).
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The mean square error (MSE) of prediction is given by:

2(x
jXn;y) = 
2
2
6
41   r
0 ^ R
 1r +

1   10 ^ R 1r
2
10 ^ R 11
3
7
5: (5.12)
The MSE (5.12) at any of the sampled points x1;x2; ;xn will be 0.
Consequently, the predicted value ^ y(xjXn;y) follows a normal distribution:
^ y(x
jXn;y)  N
 
y(x
jXn;y);
2(Xn;y)

: (5.13)
The Kriging predictor has the following advantages:
1. As mentioned earlier, Kriging method has a Bayesian interpretation. From a
Bayesian prospective, the response function is assumed to be a Gaussian random
function. If a prior following Gaussian process model is given to the response
surface, then the Kriging method identies the posterior distribution of response
from unsampled points, given the observed data.
2. The MSE of the predictor can be easily computed. Hence condence intervals
can be conducted around the predicted values.
A disadvantage of Kriging method is that, it requires a large amount of compu-
tational power. For estimation and prediction, the inverse of correlation matrix ^ R is
frequently evaluated and thus the required computational power is extremely large
when the sample size is large. A detailed discussion on the comparison between the
computational time required by IDW and Kriging can be found in (Joseph and Kang,
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that cost associated with the IDW method.
5.3 Ecient Global Optimization
The ecient Global Optimization (EGO) algorithm was proposed by Jones et al.
(1998). It is a sampling strategy that aims at identifying the global optimum of a
deterministic function based on expected improvement criterion. EGO is an algorithm
which generates a sequence of points approaching the minimum of a multi-dimensional
function. Let f(x) be the function and let Xn =
 
xT
1;xT
2; ;xT
n
T denote the n
sampled points, from which the response is observed. Let fmin = min(y1;y2; ;yn)
be the current best function value. The Kriging method in Section 5.2.3 is used to
t the response surface and the next point xn+1 is to be selected based on this t.
Intuitively, the next point xn+1 should be selected as the one which (i) minimizes ^ f(x)
and (ii) maximizes the MSE 2(x), because if the predictor at an unsampled point
x has a larger uncertainty, it will have a larger potential to be the global minimum
given the predicted value.
In Jones et al. (1998), improvement at x is dened as I(x) = max(fmin y(x);0).
The improvement is a random variable because of the randomness of y(x). Then the
expected improvement at x is given by:
Ey (I(x)) = Ey (max(fmin   y(x);0)): (5.14)
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(5.14) can be obtained, given by:
Ey (I(x)) = (fmin   ^ y(x))

fmin   ^ y(x)


+ 

fmin   ^ y(x)


: (5.15)
where () and () are the cumulative distribution function and density function of
the standard normal distribution. The point with maximum expected improvement
will be chosen.
EGO is a very successful global optimization algorithm. It performs very well in
numerical tests conducted by Jones et al. (1998). Dierent versions of EGO algo-
rithms have been discussed and compared in Jones (2001). Some follow up research
has also been done on EGO algorithm. Bull (2011) has investigated the convergence
rate of EGO algorithm. The idea of using expected improvement with Gaussian pro-
cess model has also been widely used with dierent objectives. For example, Ranjan
et al. (2008) used a sequential sampling strategy based on expected improvement to
obtain precise estimation of contour for complicated response surface.
However, EGO is an optimization algorithm. While it can successfully identify the
global optimum, it may not be able to generate space-lling design within the feasible
region. If the EGO algorithm is directly used to the modied Branin function given
by (4.13), the rst 100 points of the sampling sequence obtained by using the EGO
algorithm are shown in Figure 5.1. We observe that while the sequence of sampled
points converges to optimum very quickly, the space-lling property of the sampled
sequence over the feasible region is not properly maintained.
In the following section, a sequential design strategy motivated by EGO that
generates a space-lling design in the feasible region will be proposed.Chapter 5: The GP-IMSE and GP-MMSE algorithm for deterministic functions 92
Figure 5.1: Examples of sampling sequence of EGO on modied Branin function. The
green points are initial design points from Latin hypercube design. The red points
are rst 100 points in the sampling sequence.
5.4 The proposed sequential strategies
In Section 5.3, it was observed that directly using EGO does not generate a space-
lling design within the feasible region. We now propose two model based sequential
strategies, which are based on the following criteria: Intergrated MSE (IMSE) and
Maximum MSE (MMSE).
5.4.1 IMSE and MMSE on feasible region
The MSE is a measure of the precision of predicted response at unsampled points.
To ensure precision of estimation over the entire feasible region, we consider the
mean square error integrated over the feasible region. Consider an N points xed
design fxigN
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XN =
 
xT
1;xT
2; ;xT
N
T denote the matrix form of the sampled points fxigN
i=1. Then
the Integrated MSE(IMSE) on the feasible region is dened by:
IMSE(XN;yN) =
Z
f(x)c

2 (xjXN;yN)dx
=
Z



2 (xjXN;yN)Iff(x)cgdx: (5.16)
where Iff(x)cg is an indicator function which takes value 1 or 0 according as whether
x lies in the feasible region.
Criterion IMSE(XN;yN) is the integration of MSE of prediction over the feasible
region. The notion of IMSE was rst introduced by Sacks et al. (1989), in an attempt
to minimize IMSE over the entire design space. IMSE can be considered as a measure
of the overall uncertainty of prediction in the feasible region. Johnson et al. (1990)
provided a theoretical justication of the IMSE criterion in terms of the A-optimality
property.
The reason of using integration is that we want a design which leads to the same
levels of uncertainty of prediction everywhere in the feasible region. Dierent points
within the feasible region are treated equally. The integral in (5.16) can be evaluated
by dierent numeric integration algorithms.
The Maximum MSE (MSE) over the feasible region is dened by:
MMSE(XN;yN) = max
x2


2 (xjXN;yN)Iff(x)cg: (5.17)
While IMSE measures the overall level of uncertainty of prediction in the feasible
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region. Like the IMSE criterion, the MMSE criterion was also introduced and studied
by Sacks et al. (1989).
It is impossible to directly optimize IMSE(XN;yN) or MMSE(XN;yN) over
all possible xed N points designs fxigN
i=1, since the boundary of feasible region is
unknown. So a sequential strategy which can adaptively update the response surface
will be considered. Similar to Chapter 4, we assume that the experiment has been
conducted at fxign
i=1, from which the response y has been observed. Two dierent
strategies based on IMSE and MMSE will be proposed to select the next design point
xn+1.
5.4.2 Using IMSE to generate sequential design
The rst strategy is to select the next design point which can provide maximum
improvement on IMSE. However, in the expression of IMSE in (5.16), the indicator
function Iff(x)cg is unknown. So we use the expectation of the indicator function,
E
 
Iff(x)cgjXn;yn

= P(f(x)  cjXn;yn) to approximate Iff(x)cg. The quantity
P(f(x)  cjXn;yn), which is the probability that a given point is in the feasible
region, can be obtained from (5.13). Consequently an approximate form of (5.16) is
given by:
IMSE1(Xn;yn) =
Z



2 (xjXn;yn)P(f(x)  cjXn;yn)dx: (5.18)
Let x represent an unsampled point. Assume that if a new experiment is con-
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IMSE1(Xn;yn;x;y) can be calculated as:
IMSE1(Xn;yn;x
;y
) =
Z



2 (xjXn;yn;x
;y
)P(f(x)  cjXn;yn;x
;y
)dx:
(5.19)
Dene the improvement on the precision of estimation in feasible region given by
x;y as:
IP(x
;y
) = IMSE1(Xn;yn)   IMSE1(Xn;yn;x
;y
): (5.20)
IP(x;y) measures the improvement after a new experiment is conducted and the
response is obtained. The larger the value of IP(x;y), the better is the prediction
of the response surface in the feasible region at x;y.
The improvement IP(x;y) is a random variable since y is random. Similar to the
EGO algorithm, the expected improvement, dened as the expectation of IP(x;y)
over y can be evaluated. The point with maximum expected improvement will be
chosen at each iteration, i.e.:
xn+1 = argmaxxEy (IP(x
;y
)): (5.21)
Since IMSE1(Xn;y) is known from (5.20), the above algorithm is equivalent to:
xn+1 = argminxEy
Z



2 (xjXn;y;x
;y
)P(f(x)  cjXn;y;x
;y
)dx

: (5.22)
Clearly, the expectation on the RHS of (5.21) is very dicult to compute, and
unlike the EGO criterion in Jones et al. (1998), does not have a closed form solu-
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However, the uncertainties of the Monte Carlo simulation may lead to unsmooth
improvement surface, which may lead to diculty in search for the next points. A
simpler strategy is to use the predicted value ^ y(x) instead of y(x) to avoid taking
expectation over y(x) in evaluating the improvement. Thus, we propose the following
criterion to select the next point:
xn+1 = argmaxxIP(x
; ^ y(x
)): (5.23)
where the integral is evaluated through Quadrature rules.
Instead of calculating the expected improvement on IMSE, we assume that the
actual response from x is the predicted value ^ y(x). This algorithm is equivalent to:
xn+1 = argminx
Z



2 (xjXn;yn;x
; ^ y(x
))P(f(x)  cjXn;yn;x
; ^ y(x
))dx

:
(5.24)
This approximation will overestimate improvement since it ignores uncertainty of a
new observation. However, as long as it does not change the shape of the expected im-
provement surface over 
, the approximation (5.23) is not expected to have signicant
inuence on the sequential design.
To demonstrate this fact, a comparison of IP(x; ^ y(x)) and Ey (IP(x;y)) over
x 2 
 is conducted using modied Branin function dened earlier in Section 4.7.
We assume experiments have been conducted at a 25 points Latin hypercube design
on [0;1]2. Simple Kriging method is used to model the response surface. Dene grid
G as:
G = fx 2 
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For all unsampled points x 2 G, we would evaluate the improvement on IMSE
that x can provide. For IP(x; ^ y(x)), the observation is assumed to be ^ y(x). For
Ey (IP(x;y)), Monte Carlo simulation is used to evaluate the expectation. The
plots of improvement for two dierent methods are shown in Figure 5.2. We nd that
even though the improvement in left plot is larger than improvement in right plot,
their shape is very close to each other. So the approximation in (5.23) does not have
signicant inuence on the sequential experiment design.
Figure 5.2: Evaluation of approximated expected improvement. The left plot evalu-
ates IP(x; ^ y(x)) and the right plot evaluates Ey (IP(x;y)).
5.4.3 Using MMSE to generate sequential design
The objective function (5.23) is still dicult to evaluate because of the integration
over 
. The computation power required is very intense when the dimension p is high.Chapter 5: The GP-IMSE and GP-MMSE algorithm for deterministic functions 98
A simpler algorithm is thus proposed as below:
xn+1 = argmaxx
2 (x
jXn;yn)P(f(x
)  cjXn;yn): (5.26)
This algorithm directly selects the next point in the estimated feasible region with
maximum prediction uncertainty. The term P(f(x)  cjXn;yn) is used to carve out
the infeasible region. The proposed criterion is an extension of the Maximum MSE
(MMSE) criterion proposed by Sacks et al. (1989).
The above strategy will not directly optimize the expected improvement of IMSE
over the feasible region. However, after the response from xn+1 is received, the MSE at
xn+1, 2(xn+1jXn;yn;xn+1;y(xn+1)) will become 0. So it also provides improvement
to the IMSE criterion given by (5.16).
Even though algorithm (5.26) cannot provide direct optimization to criterion func-
tion (5.16), it will require much less computational power. In the simulation part,
both algorithms will be evaluated with dierent test functions.
5.4.4 Implementation
The implementation involves two stages: (i) Selection of the initial design and
(ii) Choosing subsequent design points sequentially. Similar to Chapter 4, Latin
Hypercube Design (LHD) is used as initial design. In each iteration of sequential
design, the response surface is estimated using a Kriging predictor. We assume qm =
2;m = 1; ;p where qm is dened in (5.4). Then the point which can optimize
(5.23) and (5.26) is selected. The sequential design is stopped when a pre-specied
number of points is sampled. The two strategies will be referred to as GP-IMSE andChapter 5: The GP-IMSE and GP-MMSE algorithm for deterministic functions 99
GP-MMSE hereforth.
5.5 Performance evaluation of the GP-IMSE and
GP-MMSE
We now evaluate the performance of the GP-IMSE and GP-MMSE algorithms
using simulations. The following performance measures are used to evaluate the
sequential strategies:
1. P, RM, RA dened in Section 4.7.
2. The IMSE in the feasible region, IMSEf, dened by:
IMSEf = E
Z
f(x)>c

2 (xjx1; ;xN;y)dx

: (5.27)
3. The MMSE in the feasible region, MMSEf, dened by:
MMSEf = max
f(x)>c
f
2 (xjx1; ;xN;y)g: (5.28)
4. A measure of the `average accuracy' of prediction within the feasible region,
given by:
EF = E
Z
f(x)>c
j^ y(xjx1; ;xN;y)   y(x)jdx

: (5.29)
Both IMSEf and MMSEf measure the uncertainty within the feasible region. We
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accuracy of the design. Since both IMSEf and MMSEf depend on Gaussian process
model, EF can provide a relative objective measurement on the prediction power of
response surface within the feasible region.
5.5.1 Test with Branin function
Here, we will again use the modied Branin function given by (4.13) to evaluate
the performances of GP-IMSE and GP-MMSE algorithms. A typical design with 100
runs generated by the GP-IMSE and GP-MMSE algorithms with threshold values
c = 0:2;0:7 are shown in Figure 5.3.
From the generated designs, , we nd that both GP-IMSE and GP-MMSE perform
signicantly better than IDW-MM/IDW-MM-adj (see Figure 4.6) in carving out the
infeasible region. The percentage of points in the feasible region is signicantly higher,
especially for the 0:7 threshold. Space-lling property within the feasible region also
appears to be maintained. Moreover, like IDW-MM/IDW-MM-adj, both GP-IMSE
and GP-MMSE are robust to the shape of feasible region.
Next, repeated simulations are conducted to evaluate the performance of GP-
IMSE and GP-MMSE. The median performance measures computed from 500 re-
peated simulations are reported. The results are shown in Figures 5.4 and 5.5. In
these gures, we also compare the IDW-MM, IDW-MM-adj and EGO algorithms to
GP-IMSE/MMSE using the same performance measures.
From Figure 5.4 and 5.5, we nd:
1. Both GP-IMSE and GP-MMSE can successfully carve out the infeasible region.
The percentage of points in the feasible region after generating 100 design pointsChapter 5: The GP-IMSE and GP-MMSE algorithm for deterministic functions 101
Figure 5.3: Space lling result by GP-IMSE and GP-MMSE for thresholds c =
0:2;0:7.Chapter 5: The GP-IMSE and GP-MMSE algorithm for deterministic functions 102
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is signicantly higher than IDW-MM and IDW-MM-adj with optimal choice of
k.
2. Performance measures IMSEf, MMSEf and EF decrease when the sequen-
tial designs are generated in GP-IMSE and GP-MMSE. Both methods perform
better than EGO.
3. Performance measures IMSEf is lower in GP-IMSE than GP-MMSE. On the
contrary, MMSEf is lower in GP-MMSE than GP-IMSE. This is not surpris-
ing since IMSE and MMSE are the criteria for GP-IMSE and GP-MMSE
respectively.
4. The GP-IMSE algorithm has the lowest EF, which means GP-IMSE can lead to
most accurate estimation on unsampled points. We also observe that IDW-MM
and IDW-MM-adj performs better than EGO.
5. The value of RM of GP-IMSE and GP-MMSE are lower than that of IDW-MM
and IDW-MM-adj. On the contrary, RA of GP-IMSE and GP-MMSE are higher
than IDW-MM and IDW-MM-adj. This means that the space-lling properties
of GP-IMSE/MMSE are worse than IDW-MM/IDW-MM-adj. Moreover, EGO
has the worst space-lling properties within the feasible region.
5.5.2 Preliminary test with modied Levy function
The space-lling design IDW-MM/IDW-MM-adj is based on grid-search. So it
would be extremely hard to be applied to high dimensional response function. Since
GP-IMSE/MMSE is not grid-based, it may be able to easily extend to high dimen-Chapter 5: The GP-IMSE and GP-MMSE algorithm for deterministic functions 105
sional response function. In this subsection, as a preliminary testing purpose, GP-
MMSE is used to generate space-lling design with modied Levy function.
Levy function (Levy et al., 1981) is a widely used testing function in global opti-
mization. The n dimension Levy function is dened as:
L(n;z1;z2; ;zn) = sin
2(y1)+
n 1 X
i=1
(yi 1)
2(1+10sin
2(yi+1))+(yn 1)
2(1+sin
2(2zn)):
(5.30)
where yi = 1 +
zi 1
4 ;i = 1;2; ;n and jzij  10.
The n dimensional Levy function achieve global minimum at (1;1; ;1)T. The
following modication can be used to adjust Levy function to [0;1]n:
L1(n;x1;x2; ;xn) = L(n;20x1   10;20x2   10; ;20xn   10): (5.31)
where xi 2 [0;1];i = 1;2; ;n.
Finally the following modication is used to make the function similar to growth
of nanowires:
f(n;x1;x2; ;xn) = max

1  
L1(n;x1;x2; ;xn)
100
;0

(5.32)
GP-MMSE is used to generate space-lling design on the above modied Levy
function with n = 4 and threshold c = 0:4. Since grid-based prediction on the
response surface is required to evaluate the performance measures IMSEf, MMSEf,
EF, RM and RA, only P will be reported in this section. The result can be found in
Figure 5.6. The preliminary result can show GP-MMSE is successful in carving outChapter 5: The GP-IMSE and GP-MMSE algorithm for deterministic functions 106
the infeasible region. Further evaluation would be conducted in future eort.
Figure 5.6: Performance of GP-MMSE on Levy function, c = 0:4.
5.6 Concluding remark
In this Chapter we have considered space-lling design with unknown constrains
based on Gaussian process model. The objective of the design is to obtain precise
estimation on the response surface of the feasible region. Estimation and prediction of
Gaussian process model has been given and discussed. Then two sequential strategies
which can enable precise estimation on response surface have been proposed and
discussed. Intensive simulation studies have been used to evaluate the algorithm.
Finally dierent extensions have been proposed for possible improvements on the
sequential strategies.Chapter 6
Extension of k-NN IDW to random
response function and possible
future work
In Chapters 4 and 5, two dierent types of strategies to generate space-lling de-
sign with unknown constraints on highly complex input-output response surface have
been proposed and discussed. The proposed sequential strategies have been evalu-
ated with simulation studies and have been seen to exhibit reasonably satisfactory
performances. However, so far the proposed algorithm assumes that the response
function f(x) is deterministic. However, as in the motivating examples, in many
situation the response is stochastic. For example, in Joseph et al. (2010), the growth
of nanowires are estimated from r samples collected in each experiment. Then the
observed yield f(x) at design point x can be represented as
Y (x)
r where Y (x) follows
a binomial distribution with parameters r and p(x), where p(x) is the true value of
107Chapter 6: Extension of k-NN IDW to random response function and possible future
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the response function. As an illustration, we assume that the true response function
p(x) is modied Branin function dened by (4.13). Then the observed response with
dierent values of r is shown in Figure 6.1.
Figure 6.1: Example of contour plot for stochastic response for the modied Branin
function. The sample size r is equal to 5 in left plot and 180 in right plot
As expected, when the sample size r is large, the observed response surface is
similar to the true Branin function. However, when r is small, signicant uncertainties
are observed from the observation.
The randomness of the response makes the problem more complicated. The ran-
domness introduces more uncertainties when we try to estimate the boundary and
carve out the infeasible region. Moreover, when the response is random, most of the
theoretical results derived in Chapter 4 do not hold.Chapter 6: Extension of k-NN IDW to random response function and possible future
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6.1 Performance of IDW-MM on random response
The algorithms proposed in Chapter 4 and 5 can still be used to generate space-
lling design on modied Branin function. Assume that the response represents a
binomial proportion, s simulation framework is set up.
The true response function p(x) is taken to be the modied Branin function in
(4.13) and r is varied between 5 and 180. The same performance measures P;RM;RA
dened in Section 4.7 are used to evaluate the algorithm. However, the expectation in
the P;RM;RA are taken not only for the initial design but also over the distribution
of the response function. The threshold c is assumed to be 0:2. Performance of
IDW-MM with respect to dierent choice of r is shown in Figure 6.2.
From the simulation results shown in Figure 6.2, we nd that the performance
measure P of IDW-MM is worse than the deterministic case, especially when r is
small. However, when r goes larger, the result will converge to the result in Figure
4.7. For IDW-MM, when k is large, the speed of convergence of P is fast since more
data is used in estimation. However, we can also nd performance measures RM and
RA are robust to the choice of r.
6.2 Extension of IDW-MM for random response
When the response is random, the IDW-MM does not provide as accurate esti-
mation as deterministic function. This is probably because, the weight function used
in IDW-MM is not smooth. When a point to be estimated is very close to a sampled
point, the weight given by that point will be much larger than other sampled points.Chapter 6: Extension of k-NN IDW to random response function and possible future
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Figure 6.2: Performance of IDW-MM on random function with dierent r.Chapter 6: Extension of k-NN IDW to random response function and possible future
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Consequently, the response from this sampled point will have an overwhelming im-
pact on the estimation at the new point. Although this may not create a problem for
a deterministic response, a random observation may lead to very poor estimates.
One possible improvement to the algorithm is to use more smoothing weights to
estimate the response surface. Here a nonparametric regression approach inspired by
Nadaraya-Watson (NW) kernel regression (Nadaraya, 1964) is explored to adjust the
estimation.
Assume that n points x1;:::;xn have been sampled. Then, the estimator based on
NW weights (k-NN NW) for x will be:
^ fn(x) =
Pn
i=1 Ik(xi;x)w(x;xi)f(xi)
Pn
i=1 Ik(xi;x)w(x;xi)
: (6.1)
In (6.1), the weight function w(x;xi) = (1   z3)
3, where z =
d(x;xi)
h , and h is the
radius of the k-NN neighborhood of x.
The above estimation is still based on k-NN framework. The theoretical results de-
rived in Chapter 4 will still hold when k-NN NW is applied to deterministic functions.
The advantage of NW weighting lies in the fact that the weight function w(x;xi) is
much more smooth than the one used in IDW weighting. This aspect allows the
method to incorporate information from more points into estimation, which is im-
portant when the response is random. It is worthwhile to note that, k-NN NW is no
longer an interpolation method, since the estimated values at sampled points are no
longer the same as observed values. However, this make sense since the response is
actually random.
We now use the k-NN NW to generate space lling design (referred as NW-MM)Chapter 6: Extension of k-NN IDW to random response function and possible future
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on modied Branin function with c = 0:2. The results are shown in Figure 6.3, from
which the following conclusions can be obtained:
1. The performance measures P are more robust to the choice of k than IDW-MM.
2. The smoothing weights given by k-NN NW can lead to space lling design much
more robust to the choice of r with respect to performance measure P. The
dierence between results obtained from r = 5 is much more similar with the
result obtained from r = 180. Satisfactory result can be obtained even when
r = 5.
3. The optimal k in NW-MM is larger than IDW-MM and IDW-MM-adj due to
the smoothing weights. Moreover, the value of P in NW-MM with optimal k
(0:787) is better than P obtained from IDW-MM with optimal k (0:776).
4. The performance measure RM and RV is similar to algorithm with IDW-MM.
Moreover, the values of RM and RV still do not depend on the choice of k or
r.
6.3 Other possible extensions and future work
There are several other ways we can possibly improve the proposed strategies:
1. Improving the precision of estimation: Both IDW and simple Kriging can be
improved by adding regression terms into the estimation. For example, IDW
with regression terms has been described in Joseph and Kang (2011). Universal
Kriging (Santner et al., 2003) and Blind Kriging (Joseph and Hung, 2008) areChapter 6: Extension of k-NN IDW to random response function and possible future
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Figure 6.3: Performance of IDW-MM on random function with di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extensions of simple Kriging in which the mean part of Gaussian process model
given by (5.2) is expressed as a linear combination of functions, i.e., (x) =
Pn
j=1 jfj(x).
2. Increase the eciency of optimization algorithms. The current version of IDW-
MM algorithm is based on a grid-search strategy. Possible optimization algo-
rithms which can avoid the grid framework may lead to more computational
ecient designs. Moreover, the possibility of improving the optimization algo-
rithm for GP-IMSE/MMSE also needs be explored to speed up the computation.Bibliography
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