We begin an exploration of the capacity of the stationary accretion shock instability (SASI) to generate magnetic fields by adding a weak, stationary, and radial (but bipolar) magnetic field to a spherically symmetric fluid configuration that models a stalled shock in the post-bounce supernova environment. Upon perturbation the SASI develops, and its lateral flows alternately advect the initially radial magnetic field towards and away from the polar regions. Lateral flows into the polar regions result in partially radial outflows along the symmetry axis, and over several SASI cycles the magnetic field parallel to the axis grows-even in the absence of rotation-to dynamical significance ( 10 15 G), finally saturating upon local equipartition in the polar regions. While the resulting field configuration creates low-density 'funnels' and enables energy transport along the field through MHD waves, it does not induce qualitatively new features in the global evolution of the shock.
Introduction
Key aspects of the core-collapse supernova explosion mechanism remain unknown. It is known that a shock wave forms when the central density of a collapsing massive star ( 8M ⊙ ) exceeds nuclear density, for at this point the repulsive short-range nuclear force stiffens the equation of state (EoS). This core-bounce gives rise to a compression wave that steepens into a shock when it reaches the sonic point that separates the subsonically collapsing inner stellar core from the supersonically collapsing outer core. As the roughly spherical shock wave propagates radially through infalling material it loses energy through dissociation of heavy nuclei and neutrino emission, eventually stalling to form an accretion shock at a radial distance of 100 − 200 km from the center of the star. It is expected that the shock is revived within a second or so, enabling it to disrupt the star's outer layers and give rise to the supernova; but the cause of shock revival is uncertain. Although a meager 1% of the gravitational energy released during collapse (most of which is carried away by neutrinos) is needed to account for the kinetic energy of the explosion, sophisticated spherically symmetric models fail to reproduce one of nature's most energetic events (Liebendörfer et al. 2001; Buras et al. 2003 ; Thompson et al. 2003) , except in the case of the lightest supernova progenitors with O-Ne-Mg cores (Kitaura et al. 2006) . The solution to the core collapse supernova problem will require multidimensional simulations, and probably involve a mixture of neutrino transport, nuclear physics, rotation, and (magneto)hydrodynamic instabilities (e.g., Mezzacappa 2005; Woosley & Janka 2005) .
Investigation of the role of magnetic fields in core-collapse supernovae began in the 1970s and 1980s (LeBlanc & Wilson 1970; Bisnovati-Kogan et al. 1976; Meier et al. 1976; Symbalisty 1984) . These studies seemed to show that both a strong magnetic field and rapid rotation were needed at the pre-collapse stage for the magnetic field to have any significant effect on the ensuing dynamics. The mechanisms responsible for magnetic field amplification in these studies were (1) compression during collapse, and (2) winding during the post-bounce phase. Compression occurs because the stellar core may be regarded as a perfect electrical conductor; hence the magnetic field is 'frozen-in' to the fluid, resulting in a boost of up to three orders of magnitude from compression during core collapse. Differential rotation-an inevitable outcome of the collapse of a stellar core with any initial rotation-winds the magnetic field up, amplifying the azimuthal component linearly with time. The inefficiency of these classic mechanisms in producing dynamically significant magnetic fields from typical progenitor stars, expected to have modest initial rotation and field strength, is one reason magnetohydrodynamic (MHD) effects were not seriously reconsidered for almost two decades.
While the relevance of magnetic fields to the supernova explosion mechanism remains unclear, the discovery of magnetars (neutron stars with magnetic fields in the range 10 14 − 10 15 G) (Duncan & Thompson 1992) , the generically observed asphericity of core-collapse supernova explosions (Wang et al. 2001) , the observation of collimated jets in supernovae associated with gamma ray bursts (GRBs) (Woosley & Bloom 2006) , and the theoretical discovery of the magnetorotational instability (MRI) (Balbus & Hawley 1991) have significantly increased recent interest in the role of magnetic fields in core-collapse supernovae (Kotake et al. 2004; Ardeljan et al. 2005; Obergaulinger et al. 2005; Thompson et al. 2005; Shibata et al. 2006; Burrows et al. 2007; Cerdá-Durán et al. 2007; Endeve et al. 2007; Suzuki et al. 2008; Mikami et al. 2008) . In particular, the work of Burrows et al. (2007) shows that a strong magnetic field, organized by rapid differential rotation into 'magnetic towers' along the rotation axis, can drive bipolar explosions when the evolution is followed for several hundred milliseconds after bounce.
In particular, the MRI, a weak-field instability, operates quite generically in differentially rotating fluids with a negative angular velocity gradient and may lead to exponential field growth on the rotation time scale. Akiyama et al. (2003) showed, in proof-of-principle calculations, that the MRI may operate in the region between the proto-neutron star (PNS) and the supernova shock to generate magnetic fields exceeding 10 15 G within a few 100s of milliseconds. The extent of operation and ultimate impact of the MRI are still uncertain, in large part due to the requirement of high spatial resolution to numerically resolve the MRI: Simple estimates suggest the wavelength of the fastest growing unstable mode to be roughly 100 m (e.g., Obergaulinger et al. 2005) , and must be resolved by ∼ 10 mesh points (Etienne et al. 2006) . Shibata et al. (2006) employed simplified high resolution magnetorotational simulations of stellar collapse and observed episodes of exponential field growth due to the MRI in localized regions shortly after bounce, but also found that the field generated by the MRI had little influence on the growth of the global magnetic energy, which was dominated by the field generated by the winding mechanism. Despite existing uncertainties, it is frequently argued that the MRI may operate efficiently in the post-bounce phase, and be responsible for generating the strong large-scale field that is needed to drive bipolar outflows (e.g., Burrows et al. 2007 ).
While rotation was long assumed to be essential to the observed asphericity of supernova explosions (perhaps in connection with magnetic fields), recent simulations of an idealized model constructed to mimic the stalled supernova shock wave have shown that the accretion shock is unstable to non-radial perturbations (Blondin et al. 2003, hereafter BMD03) , and that this 'stationary accretion shock instability' (SASI) may give rise to asymmetric explosion dynamics even without initial rotation. In axisymmetric, two-dimensional (2D) simulations the instability is dominated by ℓ = 1 (dipole) and ℓ = 2 (quadrupole) modes, leading to an asymmetric expansion of the supernova shock wave. Three-dimensional (3D) simulations of the same configuration (Blondin & Mezzacappa 2007) show that the non-axisymmetric m = 1 (spiral) mode may eventually dominate, and even result in significant spin-up of the PNS. Axisymmetric multi-physics supernova simulations have confirmed the existence of the SASI (Bruenn et al. 2006; Buras et al. 2006; Burrows et al. 2006; Scheck et al. 2008 ) and underscored its importance: the SASI may improve the conditions for energy deposition by neutrinos in the post shock gas (Scheck et al. 2008) , and result in natal pulsar kicks that explain the velocity distribution of young pulsars (Scheck et al. 2006) .
The fact that the SASI can generate phenomena previously attributed to progenitor rotationin particular, asymmetric shock expansion and pulsar spin-raises the question of whether the SASI can also generate strong magnetic fields in the absence of rotation. The above-referenced MHD studies of stellar core collapse have taken rotation for granted as a necessary ingredient, both as the energy source and mechanical agent of field amplification. In many of these studies the computational domain has been limited to one quadrant, and some of them have only been able to follow the simulations for a few 10s of milliseconds post-bounce, thereby excluding development of the SASI. In this study we extend the axisymmetric model of BMD03 to include an initially weak magnetic field. We then perturb the stationary initial condition and study the evolution of the magnetic field as the SASI develops. Our simulation results, which do not include rotation, show that the flows driven by the unstable ℓ = 1 and 2 modes are able to amplify the magnetic field to dynamically significant levels ( 10 15 G) on a time scale that is relevant to the supernova explosion. The simulations further suggest that, if supernovae were axisymmetric, rotation might play a less crucial role in magnetic field generation than previously thought.
Model Setup and Numerical Solution
In this section we describe our simplified model of the post-bounce supernova environment, briefly describe our numerical scheme, and demonstrate that our code can maintain a stationary unperturbed initial condition.
An Idealized Model
In this study of magnetic field generation by the SASI we adopt an idealized description of the post-bounce supernova environment. We ignore the effects of neutrino transport, general relativity, and a nuclear equation of state-crucial components of a realistic supernova model-and let the magnetized fluid be described by the non-relativistic ideal MHD equations:
In Eqs.
(1)-(4) ρ, u, Φ, and B represent mass density, fluid velocity, gravitational potential, and magnetic field respectively. The total (fluid plus magnetic) pressure is P ⋆ = P + B · B/(2µ 0 ), where µ 0 is the vacuum permeability; we adopt a polytropic equation of state, P ∝ ρ γ , with the ratio of specific heats γ set to 4/3. The fluid energy density is E = e + e kin + e mag , where e = P/ (γ − 1) is the internal energy density, e kin = ρu · u/2 is the kinetic energy density, and e mag = B · B/(2µ 0 ) is the magnetic energy density (also referred to as the magnetic pressure). The unit tensor is I. The evolution of the magnetic field is also constrained to satisfy the divergence-free condition, ∇ · B = 0. In the problem studied here we take the gravitational potential to be given by the point-mass formula Φ = −GM/r, where G is Newton's constant, M is the mass of the central object, and r is the radial distance from the center of the star.
Following BMD03, our initial setup resembles a post-bounce stalled supernova shock configuration. We place a steady-state, spherically symmetric accretion shock at r = R Sh = 200 km from the center of the star. At larger radii matter falls into the shock at the free-fall speed (2GM/r) 1/2 , and a constant, highly supersonic Mach number of 300 is used to set the pressure in the pre-shock gas. The mass of the central object is set to M = 1.2M ⊙ and is not allowed to change with time. We do not include the self-gravity of matter on the grid (which excludes the central object). The accretion rate is set to 0.36 M ⊙ s −1 , which is kept constant throughout the simulations. This accretion rate is large enough to increase the mass of the central object considerably over the time scales considered in this study (∼30 percent in one second), but in order to construct a steady state for the unperturbed initial condition, and compare against it, we set ∂M/∂t = 0 in all the models presented here. The Rankine-Hugoniot conditions (c.f., Landau & Lifshitz 1959) determine the hydrodynamic state just inside the shock, and the Bernoulli equation is solved for the fluid structure from the shock down to r = R PNS = 40 km, which serves as an inner 'cutout' boundary of our grid, and may be loosely interpreted as the surface of the proto-neutron star (PNS). Thus, we have R Sh /R PNS = 5. We allow fluid flow through the inner boundary in a manner that, in our experience, allows maintenance of a steady state in simulations with unperturbed initial conditions. First, the fluid velocity just inside the inner boundary is held fixed to its initial value. Second, power laws for mass density (ρ ∝ r −3 ) and pressure (P ∝ r −4 ) obtained from the Bernoulli equation near the PNS are used to dynamically interpolate values from zones just outside the inner boundary radius to ghost zones just inside the boundary radius.
Neither the strength nor the topology of the magnetic field in supernova progenitors is known with confidence. One-dimensional stellar evolution calculations indicate that the magnetic field at the onset of stellar core collapse may be dominated by the azimuthal component B ϕ ∼ 10 9 G, with a radial component about three orders of magnitude lower (Heger et al. 2005) . In this study we will only consider non-rotating models with a purely radial initial field. This choice is consistent with a steady-state initial condition, and in any case collapse will tend to drag any initial field into a more radial configuration. The radial field and the absence of rotation from the initial condition also allow us to focus on mechanisms for amplification of the poloidal magnetic field in the context of core collapse supernovae. During collapse the magnetic field is 'frozen-in' to the fluid, and its strength increases with density roughly as B ∝ ρ 2/3 . With an initial poloidal field of about 10 6 G-which is comparable to the magnitude of poloidal field expected from the stellar evolution calculations mentioned above-and five orders of magnitude density increase during collapse, the field strength in the collapsed core is a few times 10 9 G. In the base model presented in this study we set B 0 = 10 10 G, where B 0 is the strength of the magnetic field at r = R PNS . This poloidal field strength is not expected to have any influence on the dynamics in the early stages of the development of the SASI: the ratio of the magnetic energy density to the fluid pressure, β −1 = e mag /P , is less than 2 × 10 −11 everywhere inside the shock. The ratio of the magnetic energy density to the kinetic energy density, e mag /e kin , is about 2 × 10 −8 near the inner boundary, and falls off to about 10 −10 just inside the shock. We will also present results from models where we have varied the strength of the initial magnetic field, B 0 . Accordingly, to the fluid setup described previously we add a 'split monopole' magnetic field which, being purely radial, is consistent with a steady state. This is given by B = B r e r , with B r = sign (cos θ) × B 0 (r/R PNS ) 2 , where θ is the polar angle in a spherical coordinate system. The magnetic field has positive polarity in the northern hemisphere and negative polarity in the southern hemisphere (the opposite polarities in the two hemispheres imply the existence of a thin current sheet in the equatorial plane). The magnetic field is held fixed at the outer boundary throughout the simulations. At the inner boundary we copy magnetic field components parallel to the boundary face to ghost zones inside R PNS , so that any non-radial magnetic field that develops is advected with the fluid through the inner boundary. Because magnetic field components perpendicular to zone faces 'live' on the respective faces in our scheme, the component perpendicular to an inner boundary face is allowed to evolve freely.
Numerical Scheme
The simulations presented here were performed with our astrophysical simulation code GenASiS, in which we have implemented a time-explicit, second-order, semi-discrete central-upwind scheme (Kurganov et al. 2001; Londrillo & Del Zanna 2004) for the integration of the timedependent ideal MHD equations in the form they are presented in Eqs. (1)- (4). This finite-volume approach handles shocks, and preserves the divergence-free condition on the magnetic field via the method of constrained transport (Evans & Hawley 1988) . We use the HLL formulae given in Londrillo & Del Zanna (2004) to compute the fluid fluxes on zone faces and and electric fields E = −u × B on zone edges. Second-order temporal accuracy is obtained with a two-step RungeKutta algorithm (e.g., Kurganov & Tadmor 2000) . In order to achieve second-order spatial accuracy in smooth regions of the flow, while maintaining non-oscillatory behavior near shocks and discontinuities, we use slope-limited linear interpolation inside computational zones to slide variables to the appropriate faces and edges for the flux and electric field computations. In particular, we use a one-parameter family of minmod limiters to approximate the slopes inside computational zones (see for example Kurganov & Tadmor 2000) : the slope of an arbitrary variable f in (for example) the x-direction, in a zone whose center is indexed by (i, j, k), is
Here ϑ ∈ [1, 2], and the multivariable minmod function selects the least steep slope, provided all of the arguments have the same sign; otherwise it is zero. Smaller values of the slope weighting parameter ϑ make the scheme more dissipative. We have found that setting ϑ = 1.4 gives satisfactory results, with a combination of reduced oscillations behind the stationary accretion shock and low numerical diffusion. Setting ϑ = 1-which is equivalent to the traditional two-variable minmod that selects between only the left-and right-sided slopes-yields unacceptable results, as a significantly higher resolution (compared to ϑ > 1) is required in order to maintain the near-hydrostatic equilibrium inside the shock, near the PNS.
We use the 'Cartoon' method (Alcubierre et al. 2001) to perform axisymmetric simulations with Cartesian coordinates. This avoids complications associated with cylindrical and spherical coordinate systems, such as coordinate singularities and additional terms in the MHD equations. For instance, the Courant-Friedrich-Lewy (CFL) condition-which governs the maximum stable time step-becomes severely restrictive in curvilinear coordinates due to the unavoidably small zone widths near the origin and/or polar axis. It is true that in the models presented in this paper we use an inner boundary at finite radius that renders the origin irrelevant, that this inner boundary is in fact more cumbersome to handle in Cartesian coordinates, and that in 2D a coordinate singularity associated with the polar axis is not a practical problem. But we also plan to use this same code in the 3D version of this model, and for other physical problems that do include the origin; therefore, in terms of code development, it is more efficient for us to use the Cartoon method to enable use of the Cartesian coordinates we will use heavily in future work, than to deal with the complications of curvilinear coordinates for the sake of a particular restricted case. The Appendix contains a summary of the Cartoon method (including brief remarks on our use of it for the first time in MHD, to our knowledge), along with numerical tests of its implementation in our code.
The resolution we used for most of the models presented here was chosen to be high enough to give acceptable results in maintaining a steady-state unperturbed initial condition (see the next subsection). This was a zone width of ∆l ≈ 2.34 km, or ∆l/R PNS ≈ 0.06. We have also checked that the qualitative results of the perturbed models persist when the resolution is increased.
Maintenance of a Steady-state Initial Condition
We will now demonstrate GenASiS's ability to maintain the steady state initial condition in the absence of initial perturbations. We want to run our models to an end time that is comparable to the explosion time of a core collapse supernova-about 1 s. Thus, our code must be able to integrate the MHD equations accurately on this time scale. Because the analytic initial condition in not an exact solution to the discretized MHD equations, initial transients are expected; but the system should eventually settle to a stationary configuration.
One minor deviation from the initial steady state is the appearance of post-shock entropy oscillations, which commonly appear in numerical solutions of the MHD equations. Adjusting the slope weighting parameter ϑ reduces these oscillations in our simulations, but does not entirely suppress them. They are strongest at the beginning, and then damp out; they are not noticeable to the eye at the end of an unperturbed run. In particular, they are not sufficient to initiate the SASI, at least on a time scale of about 1 s. (See also the Appendix; as part of testing of our implementation of the Cartoon method for the MHD equations, we demonstrate the reduction in post-shock oscillations when ϑ is reduced.) Figure 1 illustrates the extent to which energy is conserved in an unperturbed model with our 'standard' resolution. We plot E int , E kin , E mag , and E grav , which are respectively the volume integrals of internal energy density e, kinetic energy density ρu · u/2, magnetic energy density B · B/(2µ 0 ), and gravitational energy density ρΦ. Using the magneto-fluid energy flux (3) and the gravitational energy flux F grav = ρΦu, we also keep track of the total magneto-fluid (internal + kinetic + magnetic) energy and gravitational energy that have been lost from the computational domain by fluid flow across its boundaries: in Figure  1 we plot the accumulated energies F − fluid and F − grav lost through the inner boundary enclosing the surface of the PNS, and also the accumulated energies F + fluid and F + grav 'lost' through inflow through the outer boundary at large radius.
The energies in the computational domain remain remarkably constant after a transient adjustment period. From t = 0 to 200 ms the shock adjusts to a steady state consistent with the discrete MHD equations; it starts off at R Sh = 200 km and expands a bit before settling at R Sh = 210 km. Because of this net initial expansion, the volume of shocked, high-density, subsonic material increases slightly; this corresponds to a small net increase in E int and small net decrease in E kin between t = 0 and 200 ms. The magnetic energy is many orders of magnitude below the scale of Figure 1 ; it is visible on a logarithmic scale in Figure 3 . For t > 200 ms the shock radius stays roughly constant, with relative variations smaller than 0.2%. During this period E int also remains constant to about 0.2%, while the kinetic energy varies at about the 1% level. These variations are caused by the numerically-induced small amplitude entropy oscillations behind the stationary accretion shock, which introduce perturbations to the radial flow inside the shock. These variations also induce small lateral motions, whose kinetic energy remains about 50 times smaller than the total kinetic energy in the shocked region, with relative variations at the few percent level, but no overall growth trend (which would be an indication that the SASI is developing (c.f., BMD03)). These lateral motions also induce ∼ 3% variations in the magnetic energy.
The sum of all the curves in Figure 1 should be constant over time; the actual result is acceptable for our purposes. The total energy shows a steady decrease, with a total change of about 0.07 B in 700 ms (a relative change of about 30%); but this is much larger than any of the variations in the individually integrated energies on the grid, and is due to the approximations to the surface integrals used to tally the energy flowing out of the computational domain. (Here we use the energy unit Bethe, 1 B = 10 51 erg.) Most of this, about 0.05 B, comes from the inner boundary surface at R PNS : the relation F 
.96 B for our simulation at t = 700 ms, which deviates from our numerical value by about 0.25%. This deviation from the analytical value is most likely due to the fact that we are approximating the spherically-shaped PNS boundary surface on a Cartesian grid. Moreover, we compute F ± fluid by summing the energy fluxes from the HLL formula over all faces on the boundary, while we compute F ± grav by multiplying the mass flux from the HLL formula with the gravitational potential on the face and summing over all boundary faces. Since we only use this approximation to the 1 For our steady state setup the total energy fluxes FE = F fluid + Fgrav through the inner and outer bounding surfaces are individually zero: at any point outside the shock the fluid is assumed to be in highly supersonic free-fall, and we have FE ≈`1 2 u · u + Φ´ρu = 0, while inside the shock we have FE = " gravitational energy flux to compute F ± grav , and not in the actual numerical scheme for the solution to the governing equations, the mismatch does not drive the system away from a steady state. We have also checked that energy conservation improves with resolution: we ran one model at twice the resolution, ∆l/R PNS = 0.03, and found the relative change in total energy over a time period of 700 ms to be less than 1%.
Having shown that our numerical scheme is able to maintain a steady state and acceptable energy conservation in the absence of perturbations, we will now discuss the outcome of perturbed initial conditions in which the SASI is initiated and the magnetic field evolution is nontrivial.
Magnetic Field Amplification
In this section we describe and explain the magnetic field amplification and saturation that result from axisymmetric, non-rotating, SASI-induced flows.
Initiation of the SASI requires a non-radial perturbation. BMD03 showed that the qualitative features of the SASI do not depend on the details of the perturbation. Our experience confirms this result: While the details of early evolution may vary, we find that adding a small-amplitude asymmetric perturbation to the radial velocity field, applying random pressure perturbations inside the shock, and introducing overdense regions outside the shock all result in qualitatively similar outcomes. In the particular simulation examined in this section the initial condition is perturbed by the introduction of two regions in the pre-shock flow-one in the northern hemisphere, and one in the southern hemisphere-whose density is increased by 20% compared to the unperturbed model. In axisymmetry these overdense regions constitute rings of two different radii around the symmetry axis, but with the same circular cross section and placed at the same radial distance from the PNS (similar to BMD03, as illustrated in the leftmost image of their Figure 6 after having fallen through the shock).
Overview of Magnetic Field Evolution
Figures 2 and 3 provide orienting overviews of the magnetic field evolution. In Figure 2 we plot four snapshots of the magnitude of the magnetic field, overlaid with selected density contours, an outline of the shock surface, and (in the right half of each panel) vectors indicating the orientation of the magnetic field. In Figure 3 we plot the time evolution of subsets of kinetic and magnetic energies inside the accretion shock. (See figure captions for further details.) Three epochs can be identified: an oscillatory phase that lasts, in this particular simulation, until about 350 ms; a period of prodigious rise in magnetic field strength from about 350 ms to about 450 ms; and a final phase in which the magnetic field remains saturated at more or less steady strength in the polar regions.
As in the simulations of BMD03, an ℓ = 1 'sloshing' mode heralds the onset of the SASI. In this early phase the shock remains quasi-spherical in shape, but its overall position with respect to the PNS shifts up and down along the symmetry axis with a period on the order of tens of milliseconds. The two extremes of one such oscillation are pictured in the two upper panels of Figure 2 , and the overall sloshing pattern is visibly traced by the alternating peaks in the red dashed and dotted curves of Figure 3 representing the kinetic energy in cylinders extending above and below the PNS respectively. Infalling matter strikes the shock at an oblique angle as a result of the displacement of the shock, and this introduces lateral flows inside the shocked cavity, whose share of kinetic energy steadily increases (note the trend of the dot-dashed red curve in Figure 3 for t ≤ 400 ms). Lateral flows towards and away from the symmetry axis compress and expand the magnetic field in the polar regions; this results in a tendency for the maximum magnetic field to grow and decline alternately near the north and south poles, superimposed on a gradual trend of overall increase in magnetic field strength. Near the end of this early oscillatory phase, as exemplified in the two upper panels of Figure 2 , these maxima and minima exhibit magnetic field strengths of about 10 12 G and 10 11 G respectively, already a noticeable increase from the initial condition's maximum magnitude of 10 10 G.
The increasing amplitude of the SASI's early oscillations eventually leads to a notably aspherical shock morphology with profound consequences for magnetic field growth. As the SASI wave develops nonlinearly and the flows beneath the shock become nearly tangential to the shock surface an internal shock forms in the post-shock gas around 360 ms. The internal shock is connected to the accretion shock in a triple point (c.f., Blondin & Mezzacappa 2007) , which is visible as a kink in the shock surface, located in the equatorial region in the lower left panel of Figure 2 . Ahead of the internal shock, which is traveling latitudinally southward at t = 424 ms, a fast stream of lessseverly-shocked (low-entropy) material penetrates down towards the PNS. Such plunging streams ultimately result in stronger and more persistent magnetic field compression at the symmetry axis. The total magnetic energy appears to rise continuously in Figure 3 , by roughly six orders of magnitude in about 100 ms during this phase, but the separate curves of magnetic energy in the northern and southern polar cylinders reveal that there are two episodes of steep increase towards saturation strength in each polar region. Within each polar region, these episodes are separated by a pause and partial decline; comparing the two polar regions, these episodes of strong growth alternate in time. At the moment during this overall steep rise captured in the lower left panel of Figure 2 the magnitude of the magnetic field is of order 10 14 G in both the northern and southern polar regions. Although the magnetic field strength in these regions has increased by four orders of magnitude at this time, it has not yet started to have a significant impact on the fluid flows. The magnetic stress has reached almost 10% of the fluid pressure in localized regions, and from Figure 3 we see that the magnetic energy in both polar regions is continuing to grow.
The magnetic field strength begins to saturate once it becomes dynamically significant. At the latest times displayed in Figure 3 the total magnetic energy in the shocked volume (solid black line) is still an order of magnitude smaller than the total kinetic energy in the shocked volume (solid red line); but in the polar regions (dashed and dotted lines), within which the overwhelming majority of the magnetic energy is concentrated, the kinetic and magnetic energies are comparable. Moreover the ratio of magnetic pressure to fluid pressure, β −1 , in these regions reaches and even exceeds unity (looking ahead, see for instance the white contour in the upper left panel of Figure  10 ). These observations indicate that saturation of the magnetic field strength is associated with a localized approximate equipartition among magnetic, kinetic, internal, and gravitational energies. And because of the strong contribution of magnetic stresses, the fluid pressure near the axis is smaller than that of material at comparable distance from the PNS but far from the axis. Through the equation of state this implies also a reduction in density, plainly visible in the 'funnel' structure traced by the density contours near the symmetry axis in the lower right panel of Figure 2 . The contours in the other three panels do not show this type of structure; it is only when the magnetic field reaches and exceeds dynamically significant values of order 10 15 G-as in the lower right panel of Figure 2 -that it is no longer simply dragged around by the fluid, but is able to exert stresses significant enough to affect fluid flows and equilibria.
We have also performed calculations with different initial magnetic field strengths: Figure 4 shows the evolution of the magnetic energy inside the accretion shock for four models in which the initial strength of the magnetic field at the surface of the PNS, B 0 , ranges from 10 8 G to 10 11 G. The early evolution of the magnetic field is identical in all models (except the curves are shifted according to the initial field strength). Also note that the magnetic energy inside the shocked cavity exhibits similar rapid growth after the development of the internal shock and saturates at the same level, regardless of the initial field strength.
Mechanism of Magnetic Field Amplification
The basic mechanism responsible for the growth of the magnetic field near (and parallel to) the symmetry axis can be summarized simply in physical terms: there is a tendency for more magnetic field to be advected towards the axis than away from it, resulting in an overall accumulation of magnetic field in the polar regions. SASI-induced lateral flows towards the symmetry axis carry the radial component of the magnetic field along with them, and the associated magnetic flux conservation results in a stronger field as the fluid is compressed against the symmetry axis. Under the constraint of axisymmetry, without a (at least momentarily) symmetry-breaking initiation of a toroidal flow, the fluid arriving at the axis is forced to turn parallel to it; therefore the field component parallel to the axis gets 'left behind' at this point, deposited near the axis, because only the field component perpendicular to the flow suffers advection. Upon encountering either the neutron star below or continuing infall from above, the fluid flows parallel to the axis must once again become lateral, now advecting magnetic field away from the axis. But to the extent flows impinging on the axis are preferentially diverted away from rather than towards the neutron star, the field they advect away at a larger radius is of lesser strength than the field previously left behind.
The phenomenon of near-axis field amplification is also easily understood mathematically in terms of Faraday's law of induction. As expressed in Eq. (4) for a perfectly conducting medium, the electric field E = −u × B. The stationary unperturbed initial condition-with axisymmetry, without rotation, and with u and B both radial-has vanishing E. Perturbations give rise to a lateral component of u, and while u and B remain poloidal, they are no longer strictly parallel or antiparallel. This results in a purely toroidal E, whose manifestly nonvanishing curl around the symmetry axis implies changes to B. In cylindrical coordinates (r ⊥ , φ, z),
where
Near the axis ∂E φ /∂r ⊥ → 0, and while u r ⊥ → 0 as well, u r ⊥ /r ⊥ remains finite. Therefore, to the extent the first term of Eq. (7) dominates in Eq. (6), B z is susceptible to episodes of exponential growth-or, in some instances early on, exponential decline-near the symmetry axis.
Two such episodes of exponential (or at least quasi-exponential) growth near the symmetry axis are illustrated in Figure 5 , which show the magnetic field strength |B| = B ≃ B z and the growth rate τ −1 B = B −1 (∂B/∂t) over time at r ≃ 50 km along the northern axis. Chosen are two epochs of rapid growth of the magnetic energy in the cylinder centered on the symmetry axis in the northern hemisphere: 340-393 ms and 410-460 ms (cf., Figure 3) . Results are shown for the same values of initial field strength pictured in Figure 4 . The growth rate is manifestly independent of field strength throughout the first growth period (left panels of Figure 5) ; this is as expected for exponential growth (or quasi-exponential growth, as instantaneous growth rates vary with time), which obtains until the magnetic field is strong enough to influence the fluid flow. Indeed the growth rate curves for models with weaker initial fields are indistinguishable in the lower left panel; a small deviation is only seen for the model with the strongest initial field (dash-dot blue line), for t > 370 ms, when the magnetic field strength for this model reaches about 10 14 G-high enough that the magnetic stress is a few to about 10 percent of the fluid pressure. During the second period of field growth (right panels of Figure 5 ) the growth rates for the different models are also similar until the magnetic field strength reaches ∼ 10 14 G. In particular, for the model with the weakest initial field (dashed red line) the magnetic field grows about four orders of magnitude in roughly 30 ms before it saturates at a level of about 3 − 5 × 10 14 G. While the time interval between successive data dumps is too large to make overly precise comparisons based on numerical time derivatives, we have nevertheless verified that the instantaneous growth rates are in fact of the same order of magnitude as u r ⊥ /r.
By way of further illustration, some episodes of magnetic field evolution near the symmetry axis are shown in Figures 6-10. Figures 6-8 -which share the same spatial scales for ease of comparisonillustrate a relatively early episode of growth and decline above the north pole. Progress of the dramatic rise associated with the advent of internal shocks and plunging streams is captured in Figure 9 , and the persistent saturated field is featured in Figure 10 ; these two figures also share the same scales (which are, however, different from those of Figures 6-8 ).
The rise towards the peak in magnetic energy at about 240 ms in Figure 3 is captured in Figure  6 , at 222 ms. The shock is at the northward extreme of a relatively gentle oscillation characteristic of the early phase of the SASI. Flows are generally more southward than average at this point, but the relative 'evacuation' associated with the expanded volume in the north also gives rise to an important exception: near the cutout representing the hot nascent neutron star, a strong, roughly radial flow into the equatorial region is induced northward, where it eventually impinges on the symmetry axis. Near the axis this impacting flow splits towards and away from the cutout, becoming nearly vertical. But particularly in the downward flow towards the cutout, in the region where the magnetic field is strongest, the velocity component towards the axis-smallish though it may be-nevertheless contributes to magnetic field amplification by the mechanism discussed above, as manifest in the panel displaying −∇ × E (= ∂B/∂t).
In Figure 7 , at 236 ms, the magnetic field is approaching a temporary peak in strength. This occurs as the southward swing of the shock is well underway. The northward flow along the cutout and then towards the axis is still present, and continues the magnetic field amplification near the cutout. However, the flow towards the axis is noticeably weakened relative to the situation in Figure 6 . In particular, the portion diverted parallel to the axis away from the cutout is mostly overwhelmed by the increasingly strong downward flow along the axis associated with the southward motion of the shock. And here, even as the increase in magnetic field continues, we also see the seeds of its decline. For as the strong downward flow encounters, beneath it, the continuing flow towards the axis, it is diverted laterally away from the axis, carrying the magnetic field with it and diverting its orientation away from vertical. At some distance above the cutout, then, the magnetic field strength begins to be reduced, as evidenced by a reversal in direction of −∇ × E. This is due in part to the field being advected away from the axis, but also to the fact that its change in direction exposes it more directly to being advected away by the downward flow. In this way the column of magnetic field strength gets 'eaten away' from the top down.
The decline following the peak in magnetic energy at about 240 ms in Figure 3 is captured in Figure 8 , at 256 ms. At this point the shock has paused at a southward extreme. A northward flow along the cutout still exists in the equatorial region, but does not find its way all the way to the symmetry axis: it has been quenched by a very strong downflow along the axis associated with a blob of material with low specific internal energy bearing down hard towards the cutout. (This material passed through the shock around the top of its upward swing; its progress towards the cutout is evident between Figures 7 and 8 .) The strong downward flow is still eventually forced away from the axis as it approaches the neutron star, and continues to eat away at the column of magnetic field. Indeed, this process seems nearly complete, as this column has been 'ground down' almost all the way to the cutout, its magnetic field having been advected in long streams down past the equatorial region. But here we also see the seeds of the next round of increase. At this southern extreme of the shock's oscillation, flows are generally more northward than average, and the global flow is such that at a large enough height above cutout the velocity has a significant component towards the axis. In this region the magnetic field parallel to the axis has been considerably weakened relative to its previous maximum; but some of it still persists, and is susceptible to another episode of exponential increase that seems to be just beginning, just above the region of continued strong decline.
A snapshot at 424 ms in Figure 9 illustrates the situation during a steep increase in magnetic field strength in the northern polar region. Ahead of the internal shock, a strong and persistent flow of material with low specific internal energy is able to penetrate virtually all the way to the symmetry axis. The velocity component towards the axis contributes to an extended period of magnetic field amplification. The black contours indicating a ratio β −1 of magnetic stress to fluid pressure of 10 −10 in Figures 6-8 have been replaced by a grey contour denoting β −1 = 10 −5 ; this is significantly higher than before, but still not high enough to affect fluid flows.
Figure 10 at 650 ms shows the more-or-less saturated state of the magnetic field. A white contour indicating β −1 = 1 is diagnostic of the fact that magnetic stresses are now dynamically significant, in particular, strong enough to prevent lateral flows from reaching the symmetry axis. Indeed, the typical magnitudes of the velocity and of −∇ × E (= ∂B/∂t) are smaller than in Figure  9 .
Dynamical Effects of the Amplified Magnetic Field
We now address the dynamical effects of the strong magnetic field generated by the mechanism described in the previous section. It impacts local dynamics through the formation of a low-density 'funnel', and as the mediator of wave phenomena with associated dissipative heating. Its impact on the global dynamics of the shock is not large, however. Finally, the Poynting flux through the inner boundary of our simulation implies neutron star magnetization.
Local Fluid Flows
The growth of the magnetic field saturates once it becomes dynamically significant-in particular, when local equipartition between fluid and magnetic energies is established. At this point the strength of the magnetic field in the polar regions, close to the surface of the PNS, exceeds 10 15 G; the magnetic field field is aligned with the symmetry axis; and B 2 /2µ 0 P . Away from the polar regions we generally have P ≫ B 2 /2µ 0 . Due to the quasi-equilibrium between the fluid and the magnetic field the sum P + B 2 /2µ 0 , when averaged over a time period of a few milliseconds, is independent of latitude out to about r = 100 km. This balance between the fluid and magnetic stresses results in the low-density funnel seen along the pole (cf., lower right panel of Figure 2 ). Over the course of one simulation, the lateral difference in density between regions of weak and strong magnetic field (at a fixed radial distance) can exceed a factor of five.
However, it should also be noted that although the magnetic field is dynamically significant in localized regions around the polar axis, its evolution can still be affected on occasion by large-scale SASI-driven flows. In particular, depending on the orientation of the impinging fluid flows with respect to the magnetic field, a strongly magnetized region can momentarily disappear, either by advection through the surface of the PNS (our inner boundary), or as it is carried away from the polar axis and decompressed. Generally, the disappearance of the strong field is a rare (only seen in some simulations) and transient phenomenon, and, when considering time scales larger than a few SASI oscillations, the strong magnetic field in the polar regions persists once it has been generated by the SASI.
Magnetohydrodynamic Waves
In addition to creating a low-density funnel, we find that the large magnetic field structures in the polar regions are the scene of wave phenomena that may give rise to local heating. Looking for a new mechanism to tip an otherwise failing supernova towards an explosion, Suzuki et al. (2008) studied heating by Alfvén waves in a simplified model with a prescribed wave energy flux, and pointed out that a sufficiently strong magnetic field ( 10 15 G) may provide the energy flux needed. We do not prescribe a wave energy flux, but solve the MHD equations self-consistently; and when the magnetic field becomes sufficiently strong, we are able to identify the presence of MHD waves propagating outwards along the magnetic field in the polar regions. As lateral flows driven by low-order SASI modes impinge on the nearly radial magnetic field in the polar regions, both compressible (magnetoacoustic) and incompressible (Alfvén) waves are generated near the surface of the PNS. Figure 11 shows a time series that illustrates radial wave propagation near the symmetry axis in the northern hemisphere in the model with B 0 = 10 10 G. This time series covers the period from 560 ms to 590 ms, when the magnetic field has reached a dynamically significant level; it exceeds 10 15 G near the PNS, and falls off roughly as r −2 out to about r = 350 km. In the left panel we plot W δu ⊥ = u r ⊥ /v A (dotted red line) and W δB ⊥ = B r ⊥ / |B| (solid black line) versus distance z along the polar axis for a constant cylindrical radius r ⊥ (= 8 km). Here v A = |B| / √ µ 0 ρ is the Alfvén speed. In the right panel we display a similar plot of the fluid pressure perturbation, δP = P/ P − 1. Here we have defined P = 1 T t 1 t 0 P (r, t) dt, with t 0 = 560 ms, t 1 = 590 ms, and
Several waves can be identified by inspecting Figure 11 , but here we focus on the disturbance located near z = 120 km for t = 560 ms. From the left panel of Figure 11 we see that this wave looks very much like an Alfvén wave, being characterized by W δB ⊥ ≈ −W δu ⊥ . This approximate relation holds quite well until t ≃ 576 ms, when the wave is located around z = 325 km. As the wave propagates in the region between z = 120 km and z = 325 km we find that W δB ⊥ stays roughly constant with a value of about −0.4.
Nonlinear effects are likely to play an important role as the wave propagates: |W δu ⊥ | is some-what larger than |W δB ⊥ | (up to 30% larger at some instances) in the same region, and the wave is not a pure Alfvén wave. Propagating from z ≃ 325 km to z ≃ 375 km (t = 576 ms to t = 584 ms), its resemblance to an Alfvén wave begins to disappear, and W δB ⊥ changes from −0.4 to 0. (A closer look at the left panel of Figure 11 reveals a wave, located around z = 360 km for t = 586 ms, propagating toward the PNS with the sign of W δB ⊥ and W δu ⊥ reversed-possibly a partial reflection of the wave described above.) Propagating along with the Alfvén-like disturbance is a strongly compressive part, seen in the right panel of Figure 11 . This compressive perturbation, also generated by the SASI modes, propagates with the Alfvén wave in the region from z ≃ 120 km out to z ≃ 250 km. For z 250 km (t 572 ms) the waves begin to separate, and the compressive wave takes an ever-increasing lead. (It should be noted that the compressive wave is strongly nonlinear and has steepened into a shock already at t = 560 ms.) Unlike the Alfvén-like wave, the compressive wave continues beyond z ≃ 400 km-it is located around 515 km for t = 590 ms-and eventually reaches the accretion shock.
Wave propgation of this type seems to be associated with heating of the fluid. Inside z = 250 km we find that v A c S = γP/ρ , while outside z = 350 km c S ≫ v A . A gradual transition between the two regimes takes place in the region from z ≃ 250 km to z ≃ 350 km in the time span shown in Figure 11 . Thus, only (magneto)acoustic waves are expected to propagate outside z ≃ 350 km. This is consistent with our numerical results. Nonlinear coupling between Alfvén and magnetoacoustic modes can occur because of plasma inhomogeneities or in regions where v A ≃ c s (e.g., Nakariakov et al. 1997; Bogdan et al. 2003) . In particular, nonlinear Alfvén waves may excite compressive motions. As acoustic modes propagate down the density gradient they steepen to form shocks which may dissipate wave energy and heat the fluid. It is beyond the scope of this study to proceed with a detailed analysis of any potential wave mode coupling that may occur, or the nonlinear dissipation of wave energy. (The lack of a realistic equation of state in our model also makes it less meaningful to do so.) But we point out that, in our simulations, when the SASI is well into the nonlinear regime and the magnetic field is strong, shock heating does occur as successive waves like those described above propagate along the magnetic field. Shock heating manifests itself as an increase in the polytropic constant, κ = P ρ −γ , which may increase discontinuously across a shock in adiabatic calculations like those presented here. During the course of a simulation many SASI-induced wave trains propagate along the strong magnetic field in the polar regions.
In Figure 12 we compare the magnetized model presented above (with B 0 = 10 10 G) to a model with no magnetic field. From the snapshots, taken at t = 650 ms, we see that in the polar region of the magnetized model (right) κ is significantly enhanced in the strong field region compared to the non-magnetized model (left). An inset to this figure shows profiles of the specific internal energy in the magnetized and non-magnetized cases; it is quite noticeably higher in the magnetized case. This effect is only seen, albeit to varying degrees, in our magnetized models.
Global Shock Dynamics
One might expect that the additional pressure provided by the Lorentz force and the wave heating associated with the amplified magnetic field might help the expansion of the accretion shock during the late-time SASI evolution, and/or alter its aspect ratio, but in the end we did not observe a very large impact in these respects. In order to investigate potential effects on shock dynamics we ran two models, one with and one without magnetic field, to a final time of 1.5 s. The results of these runs are illustrated in Figure 13 , where we plot the time evolution of the volume encompassed by the shock (left panel) and the aspect ratio (right panel), for both the magnetic model (solid black lines) in which the initial magnetic field is set to B 0 = 10 10 G, and the model without magnetic field (dashed red lines). In these axisymmetric models we have defined the aspect ratio by
, where R ⊥ and Z are the spatial extents of the accretion shock in the two cylindrical coordinate directions, respectively. The evolution of the two runs are identical up to about t = 580 ms, when the strength of the field in the magnetized model exceeds 10 15 G. For t > 580 ms, up to about t ≃ 1.1 s, the volume of the shocked cavity expands gradually with each SASI-cycle. In this time period the volume encompassed by the shock in the magnetic model attains larger maximum values than the model with no magnetic field (exceeding a factor of two around t = 1.1 s), and the time span between maxima is also larger (up to about 60% larger) in the expansion phase lasting from 580 ms to 900 ms. Beyond t = 1.1 s the shock expansion in both models seems to have leveled off and the shock volume have reached similar levels. From the right panel of Figure 13 we see that the aspect ratio curves separate around t = 580 ms and, apart from the apparent phase shift, there is no appreciable difference in the aspect ratios reached in the two models. Both models reach a maximum aspect ratio of about σ ≃ 2 during the entire evolution of 1.5 s.
The insensitivity of the global shock dynamics to the presence of the magnetic field may be attributed to the relatively small volume occupied by the SASI-generated strong magnetic field: Although the magnetic energy is comparable to the internal and kinetic energies in localized regions, the field is confined to a volume that is on the order of 1% (or smaller) than the volume encompassed by the supernova shock wave. In particular, the total magnetic energy saturates at about 10% of the total kinetic energy of the flows inside the shock (c.f., Figure 3 ).
Neutron Star Magnetization
The PNS is excised from our computational domain, but we can estimate the RMS magnetic field in the volume it occupies-and therefore the magnetic field strength of the nascent neutron star due to the flux of electromagnetic energy through our inner ('cutout') boundary. The ideal MHD Poynting theorem can be written as
where the Poynting vector is P = (E × B)/µ 0 = [u (B · B) − B (B · u)] /µ 0 , and the Maxwell stress tensor is T = BB/µ 0 − I(B · B)/2µ 0 . When the Maxwell stress on the right-hand side is neglected, an integral over the volume V occupied by the PNS gives the rate of accumulation of magnetic energy E mag in terms of the Poynting flux through the PNS surface ∂V . In particular
In our simulations we find E mag to be a few times 10 −3 B by t ≈ 650 ms. Thus the PNS is expected to be significantly magnetized (B RMS 10 14 G) from the accreted field generated in our axisymmetric SASI models.
This estimate directs attention to the fact that excision of the PNS prohibits treatment of some issues that may be worthy of further study. For instance, our neglect of the Maxwell stress in estimating the neutron star magnetization B RMS corresponds to the fact that excision of the PNS prohibits meaningful treatment of the 'back-reaction' of PNS magnetization on fluid flows and magnetic field evolution in the computational domain.
Summary, Discussion, and Conclusions
We have presented simulations of an idealized model of a stalled supernova shock, which demonstrate that axisymmetric SASI-driven flows are able-even in the absence of rotation-to amplify an initially insignificant magnetic field to a strength that impacts the evolution beneath the shock. The magnetic field amplification is independent of the initial field strength, is concentrated near the symmetry axis, and occurs on a time scale relevant to supernova explosions. The early evolution is characterized by relatively modest oscillations in the magnetic field strength superimposed on a trend of gradual overall increase. A robust result from our simulations is the quasi-exponential field growth at the emergence of the SASI-induced internal shock and its associated streams plunging toward the PNS and the symmetry axis. The field strength saturates above 10 15 G when approximate equipartition between kinetic, internal, and magnetic energies is reached in a region localized around the symmetry axis. The resulting field is strong enough to alter the equilibrium configuration near the PNS and enables energy transport along the field through MHD waves (excited by SASI modes), which may in turn dissipate in the fluid.
The evolution of the magnetic field in core collapse supernovae must ultimately be investigated in more sophisticated, three-dimensional models with neutrino transport and a nuclear equation of state, but our models offer proof of principle that (1) magnetic fields may be amplified rapidly to significant levels without rotation and (2) compression may serve as an effective field amplification mechanism in the post-bounce supernova environment, contrary to conclusions reached in past core collapse supernova simulations that included MHD (e.g., LeBlanc & Wilson 1970; Symbalisty 1984) .
Despite the significant field amplification in our models, the direct impact of the strong magnetic field on global features of the shock evolution, such as the volume enclosed by the shock and its aspect ratio, are noticeable but not terribly significant qualitatively or quantitatively. The magnetic energy in our axisymmetric models is limited by the kinetic energy of the SASI-driven post-shock flows: The magnetic field is amplified to dynamical strengths, but the global magnetic energy saturates at approximately 5 × 10 −3 B, about an order of magnitude lower than the kinetic energy of the flows beneath the shock, and is not sufficient to produce MHD-driven outflows. A larger energy reservoir-e.g., a large rotational energy reservoir-appears to be needed for MHD effects to play a more significant role in a supernova explosion. The simulations presented in this study do not include rotation. The rotational energy, E rot , of a nascent neutron star with a rotation period of a few milliseconds is in the range of 1 − 10 B (e.g., Ott et al. 2006) , and the free energy available due to differential rotation is about 10% of E rot (Shibata et al. 2006) . Burrows et al. (2007) estimate free energies exceeding 3 B for their fastest spinning models. However, the energy available due to rotation may be significant in aiding explosion even for more slowly rotating progenitors.
Indeed, past studies have concluded that rotation is needed both as the energy reservoir and for amplification of the post-bounce magnetic field. In particular, the conventional wisdom has been that rapid rotation is needed to amplify the magnetic field to dynamical significance before any rotational energy can be magnetically tapped to drive outflows. Both field line wrapping and the MRI require differential rotation and result in field amplification on the rotation time scale. The MRI may lead to exponential field growth in the differentially rotating fluid between the PNS and the supernova shock, and perhaps result in magnetorotationally-driven outflows (e.g., Burrows et al. 2007 ).
The lack of rotation in our models excludes the development of the MRI, but an interesting question for future work is whether the SASI may (perhaps in conjunction with the MRI) generate the strong magnetic fields required to efficiently extract rotational energy from the PNS and drive outflows-in particular, for slowly-to moderately-rotating progenitor stars. Moderate rotation alone may not be able to generate a strong magnetic field; but if a strong magnetic field can develop with the help of the mechanism discussed in this paper, the ('modest') rotational energy available to be harnessed by that field still might be significant enough to impact explosion dynamics. In other words, the SASI may be able to extend the range of progenitor rotation for which magnetic fields become important in their explosion.
The continued focusing of fluid flows toward the polar axes in our models may be largely an artifact of the imposed symmetry, as flows directed toward the axis are forced to turn parallel to it. The magnetic field is advected into the polar regions, 'combed' parallel to the polar axes by the fluid flow, and left behind. A similar scenario might also occur in 3D, along the axis defined by the ℓ = 1 mode, but it is unclear what evolutionary path the ℓ = 1 'axis' and the resulting magnetic structure would follow when the assumption of axisymmetry is removed. Non-axisymmetric flows could destabilize the structure of strong magnetic fields seen here; but in the event that the strong magnetic field is not sustained when the 'support' provided by the axis of symmetry is removed, the need for fully 3D simulations to avoid spurious effects is underscored.
On the other hand, non-axisymmetric development of the SASI could lead to other means of magnetic field amplification. For instance, recent 3D simulations by Blondin & Mezzacappa (2007) and the 2D simulations by Blondin & Shaw (2007) show that the m = 1 mode can grow on a time scale that is comparable to the growth of the ℓ = 1 mode and can generate pulsar spin-even from non-rotating initial conditions-as angular momentum due to counter-rotating flows between the PNS and the supernova shock is deposited onto the PNS. The shear between the counter-rotating flows would be another candidate site of magnetic field generation, by wrapping and possibly the MRI. Extrapolating even further, the pulsar rotational energy generated by the spiral mode might then be extracted via a SASI-generated magnetic field. Therefore one can imagine a scenario in which the SASI could be the source of both pulsar spin and a magnetic field that serves to extract that rotational energy; in this way, magnetorotationally-aided (or perhaps -driven) explosions might arise even from non-rotating, weakly magnetized progenitors. Such possibilities must ultimately be explored with 3D simulations. 
A. Numerical tests of the 'Cartoon' method
The results presented in this study are computed with the assumption of axisymmetry, using the 'Cartoon' method (Alcubierre et al. 2001) . In this method Eqs. (1)- (4) are discretized on a 3D mesh which is only one zone thick in the y-direction. In the x-z plane (centered on y = 0) the equations are solved using the regular Cartesian computational stencil. Axisymmetry is imposed by applying an interpolation-rotation operator for the computation of the components of the fluid fluxes F y and electric fields E x , E z located at y = ±∆y/2, where ∆y is the cell width in the y direction. For instance, a flux in the y-direction through the inner face of a computational cell is centered on the point with coordinates (x i , −∆y/2, z k ). In order to compute, say, the mass flux through this face one would need ρ and u y centered on this point. This is realized by interpolating the variables that make up the flux expression along the x-direction from x i to x ′ i = x 2 i + (∆y/2) 2 , using a polynomial of degree two constructed with variables from zones with x-coordinates x i−1 , x i , and x i+1 . Scalar variables are invariant under rotations through angles ϕ i = tan −1 (∆y/2x i ) about the z-axis, but the components of vectors centered on y = 0 are transformed by multiplication with the rotation matrix
before they are used to compute the fluxes and electric fields. It is straightforward to show that the interpolation and rotation operators commute. Due to the imposed symmetry, the same values are used for the left and right states of the HLL formulae for the y-component of the fluid fluxes. The y-component of the magnetic field (B y ) is generally non-zero for y = 0. In particular, B y is needed for the evaluation of the electric field components E x and E z . B y is already located on the y = ±∆y/2 planes, and this variable is sloped (subject to the slope limiter of Eq. (5) to the correct location in the x or z direction. Again, due to axisymmetry, the four-state HLL functions for E x and E z reduce to two-state functions.
In addition to our demonstration in Section 2 of the ability of our code to maintain a stationary initial condition, we further validate the implementation of the Cartoon method in GenASiS by computing some tests with known solutions. These include two versions (cylindrical and spherical) of the shockless uniform collapse problem and the (non-magnetic) spherical version of the Noh shock problem (Noh 1987) . These tests are chosen to demonstrate the code's ability to correctly compute magnetic field compression and the propagation of a strong shock. In particular, the spherical test problems are truly multidimensional in the sense that the flow is generally not aligned with any of the coordinate directions. The results presented below were computed with a Courant number of 0.5.
A.1. Uniform collapse
This problem tests the code's ability to correctly compute magnetic field compression and maintain a smooth solution near the symmetry axis (including the origin). The fluid obeys a polytropic equation of state with γ = 1.4. The test starts out with uniform mass density ρ = 1 and pressure P = 0.01. For t > 0 the fluid is compressed due to an initial velocity profile. We compute two versions of this test: in 'cylindrical collapse' the initial velocity is u = −u 0 x e x ; in 'spherical collapse', u = −u 0 (x e x + z e z ). For both problems we set u 0 = 1. The initial magnetic field is parallel to the symmetry axis, B = B 0 e z , with B 0 = 1. With the 'frozen-in' condition of ideal MHD it is easy to show that B ∝ ρ and B ∝ ρ 2/3 for the cylindrical and spherical problems respectively. The magnetic field should also remain parallel to the symmetry axis in the regions of nonzero (and, ideally, uniform) density. These problems have been calculated on a relatively large computational box (of length L x in the x direction) so that the region near the symmetry axis is unaffected by the outer boundary condition over the course of the calculation. The spatial resolution we use is given by L x /N x = 1/12, where N x is the number of uniformly-spaced zones in the x direction.
The results from these shock-less compression tests are shown in Figure 14 . In the left panel we plot the log of the magnetic field magnitude versus density in the zone closest to the origin during the two collapse problems, along with reference lines showing the expected increase proportional to ρ and ρ 2/3 . In the right panel we show a scatter plot of the density (black) and magnetic field strength (red) versus radius (r 2 = x 2 + z 2 ) at four selected time steps for the spherical collapse problem. The two profiles start out at the same initial value, and after three orders of magnitude increase in density, the magnetic field strength has increased to 100. Both the density and magnetic field profiles remain relatively flat near r = 0 throughout the calculation.
A.2. Noh's constant-velocity shock problem
As a second test we include the constant-velocity shock problem of Noh (1987) . This wellknown and challenging hydrodynamical test problem, involving a strong shock emanating from the origin, has an analytic solution. The problem starts out with a constant density, ρ = 1, and a constant velocity directed toward the origin, with |u| = 1. In the original problem the pressure is initially zero, but we solve it with a constant, finite pressure, P = 10 −6 . For γ = 5/3 the exact solution at t = 0.6 consists of a shock located at r = 0.2, with the post-shock gas at rest with a constant density of ρ = 64. The pre-shock density profile is given by ρ = (1 + 0.6/r) 2 .
In Figure 15 we show a scatter plot of the density (upper left), speed (upper right), and pressure (lower left) for several runs with different spatial resolution. Our results are competitive with results obtained with other codes (c.f., Liska & Wendroff 2003) . The numerical results approach the analytic solution as the spatial resolution is increased; in particular the correct shock location is obtained. The effect of wall heating is apparent in the density profile near the origin. Wall heating is not caused by the particular choice of coordinate system, but is due to numerical dissipation in the differencing scheme (Noh 1987) . As can be seen in Figure 15 , the amount of wall heating is sensitive to numerical diffusion because of both the spatial resolution and the value of the slope weighting parameter ϑ (we have not made any special effort to reduce the amount of wall heating produced by our code). As the shock propagates away from the origin, post-shock oscillations develop. The oscillations originate mainly along the coordinate directions. From the lower right panel of Figure 15 , the reduction in post-shock oscillations is evident when the slope weighting parameter ϑ is reduced. Fig. 1. -Energy conservation in an unperturbed model (1 B = 10 51 erg). Plotted versus time are the internal energy (black solid line), kinetic energy (black dotted line), magnetic energy (black dash-dot line), and gravitational energy (black dashed line) on the grid; the magneto-fluid energy (internal plus kinetic plus magnetic) and gravitational energy lost from the grid through the inner boundary (red and blue dashed lines respectively); the magneto-fuid energy and gravitational energy lost from the grid through the outer boundary (red and blue dot-dashed lines respectively); and the sum of all these (thick black solid line), which ideally should be constant. The magnetic field direction is indicated by arrows in the right half of each panel. The thin black lines are contours of constant density; starting with the innermost, they denote ρ = 10 10 , 10 9 , 3 × 10 8 , and 6 × 10 7 g cm −3 (the fourth contour appearing only in the lower two panels). The thick black contour indicates the location of the shock. The spatial scales of the upper and lower panels differ by a factor of two. Fig. 3 .-Kinetic and magnetic energies (1 B = 10 51 erg) as a function of time in a perturbed model, represented by the red (upper) and black (lower) curves respectively. Solid lines represent energies integrated over the entire volume enclosed by the shock. Dashed and dotted lines represent energies integrated over cylindrical regions centered on the symmetry axis in the northern and southern hemispheres respectively, with radius equal to R PNS and extending from the PNS surface (cutout boundary) to the shock. The red dot-dashed line represents the lateral kinetic energy in the volume enclosed by the shock. Also plotted for comparison is the magnetic energy in the volume enclosed by the shock in an unperturbed model (black dot-dashed line), which remains at its initially tiny value as expected. In the left panel we plot W δu ⊥ = u r ⊥ /v A (dotted red line) and W δB ⊥ = B r ⊥ / |B| (solid black line). In the right panel we plot the pressure perturbation δP = P/ P − 1. In order to vertically separate the curves representing different times we have added a dimensionless constant C (t) = 0.5 × [(t/ms) − 560] to each individual curve. Fig. 12. -Snapshot of the polytropic constant, κ = P ρ −γ , taken at a time t = 650 ms for the magnetized base model with B 0 = 10 10 G (right panel) and for a model with no magnetic field (left panel). In the right panel we also plot the contours where B 2 2µ 0 P = 1 (solid black curves). The insert in the upper left corner shows a plot of the specific internal energy, ǫ = e/ρ, (in units of 10 18 erg g −1 ) along the polar axis (r ⊥ =8 km; along semitransparent vertical line) for the magnetic (black line) and non-magnetic (red line) model. (on a log-log scale) in the zone closest to the origin during the uniform collapse for a cylindrical (solid red line) and spherical (solid black line) configuration, respectively. The dashed red and black reference lines are offset by constant factors for visibility and have slope of 1 and 2/3, respectively. The right panel shows a scatter plot of the mass density (black) and magnetic field strength (red) versus radius (on a linear-log scale) at selected times during the spherical collapse problem. Fig. 15 .-Noh's constant-velocity shock problem: Scatter plots of mass density (upper left), speed, |u| (upper right), and pressure (lower left) versus radius, taken at t = 0.2 for three spatial resolutions; ∆l = 1/128 (red), 1/256 (green), and 1/512 (black), respectively. In the lower right panel we plot the mass density at t = 0.2, with ∆l fixed to 1/256, for calculations where the slope weighting parameter, ϑ (cf. Equation 5), has been set to 2.0 (red), 1.4 (green), and 1.0 (black), respectively.
