Abstract-When transmitting over multiple-input-multipleoutput (MIMO) channels, in the case of total power constraints and complete channel state information (CSI) the optimum power distribution is obtained by water-filling the squared singular values of the channel matrix H. In this paper, we consider the case that nature behaves as an opponent to the optimum transmit strategy in choosing the channel as bad as possible. Interpreting the mutual information as payoff function for two players, the transmitter and a malicious nature, this approach may be seen as a two person zero sum game.
Abstract-When transmitting over multiple-input-multipleoutput (MIMO) channels, in the case of total power constraints and complete channel state information (CSI) the optimum power distribution is obtained by water-filling the squared singular values of the channel matrix H. In this paper, we consider the case that nature behaves as an opponent to the optimum transmit strategy in choosing the channel as bad as possible. Interpreting the mutual information as payoff function for two players, the transmitter and a malicious nature, this approach may be seen as a two person zero sum game.
We first analyze maximum points of the payoff function for a fixed channel matrix under general power restrictions and characterize such points via directional derivatives. Worst channel behavior must be separated from the zero channel where no transmission is possible at all. Loewner semi-ordering of nonnegative Hermitian matrices is employed to ensure minimum channel quality. It is shown that a Nash equilibrium exists for general power constraints. Concrete results are achieved for a limited total power budget and limiting the maximum available power for each subchannel.
I. INTRODUCTION
Multiple-input-multiple-output (MIMO) channels are an important means to improve the performance of wireless systems. Recent seminal work in [1] and [2] has shown that the use of multiple antennas at both ends significantly increases the information-theoretic capacity far beyond that of singleantenna systems in rich scattering propagation environments.
In this paper, we choose two complementary approaches to describe the capacity of MIMO channels. First, we investigate a scenario where the channel state is known. In case of total power constraints at the transmitter, the capacity and the associated optimum power strategy is characterized via directional derivatives of the objective function. Using this characterization the well known water filling solution, see [2] , [3] , [4] , can be easily verified as the optimum point. Analogous results are obtained when the maximum power is bounded. The optimum solution here is also characterized, and explicitly determined, by directional derivatives.
Secondly, we consider the set of all channel matrices which are bounded from below with respect to the Loewner semiordering. The approach is embedded into a game theoretic framework. A two-person zero sum game is considered where the two players are the transmitter and a malicious nature. The payoff function is the mutual information. This setup has also been developed in [5] . The authors [5] obtain a uniform power allocation as the solution of the game under the assumption that channels are isotropically unconstrained. This essentially means that any unitary transformation of some channel matrix H, i.e., any other direction of the subchannels, is also an option for nature to choose. We generalize the approach in merely requiring convexity of the set of power distributions and a lower bound for H*H in the Loewner semi-ordering to avoid the trivial zero solution.
Related minimax problems have been considered in [6] in the framework of worst case analysis, and [7] for the case that possible channels satisfy tr(H*H) > Q.
This paper is organized as follows. We start by introducing the mathematical techniques used throughout the paper in Section II. In Section III we present the system model and investigate a MIMO channel under the assumption that the channel state is known and fixed. The optimum power strategy is characterized by directional derivatives of a concave function. In the case of total power restrictions the well known water filling solution is confirmed. Analogously, for restrictions on the maximum power an explicit solution and a dual characterization is given. We deal with the case of an unknown channel state in Section IV. The underlying twoperson zero sum game is shown to have a saddle point. A short summary and a discussion of future work is given in Section V. whenever Vf, the derivative of f in the strong sense, exists. Optimum points are characterized by directional derivatives as follows, for a proof see [8] .
Proposition 1: Let C be a convex set and f: C -) R a concave function. Then the maximum of f is attained at if and only if Df(x, x) < 0 for all x Dividing the right hand side of (7) and (8) According to (8), the maximum value of (4) which is the right hand side of (10).
IV. MINIMAX AND MAXIMIN: THE WORST CASE CHANNEL In Section III the optimum power strategy Q of the transmitter is characterized by directional derivatives of the function log det (I + HQH*) when the channel state is known and fixed. If total power restrictions tr Q < L apply the well known water filling solution is approved, while Q = LIt is the optimum strategy when maximum power is limited.
We now discuss that the channel behaves as an opponent against the optimal strategy of the transmitter. This approach has a game theoretic interpretation as a In the case of maximum power constraints by Amax (Q) < L the maximum of (16) is attained at Q = LIt. Propositions 5 and 7 provide characterizations of both solutions, respectively.
We conclude with a numerical example. In Figure 2 , log det(I + HQH*) is plotted as a function of the signalto-noise ratio SNR = tL for different channel matrices H and different covariance matrices Q and for r = t = 4. (HH*,Q) as a
The lower two curves correspond to the worst channel, i.e.
to HH* = B = diag (10, 8, 6, 4) , where the solid line represents the solution to the maximin-problem treated in this section. We consider a second, arbitrary channel defined by HH* = 10. B and the two covariance matrices Qi = L I and Q2 = L diag(0.5, 0.2, 0.2, 0.1). As expected, the curve belonging to the covariance matrix L I is always the best.
V. CONCLUSION
The central methodology in this paper are directional derivatives of the mutual information in MIMO channels. Hereby, optimum power distributions for complete channel state information are generally characterized. This result is used to explicitly derive the capacity in the case of total and maximum power constraints, the first of which recovers the well known water filling solution. Furthermore, capacity is investigated when nature behaves as an opponent to the optimum strategy in always deteriorating the channel to a given lower bound. This approach can be interpreted as a two person zero sum game. It turns out that an equilibrium point exists whenever the worst case channel is bounded from below.
,uture work will be devoted to determining optimum power ,ributions for general power constraints, e.g., by fp-Norms, 1. The extreme cases p = 1 and p = oo are treated in present paper. We will moreover investigate other lower nds on the minimum guaranteed channel quality and the queness of corresponding solutions. ACKNOWLEDGMENT 'his work was supported by DFG grant Ma 1184/11-3.
