Studying the impact of genetic variation on gene regulatory networks is essential to understand the biological mechanisms by which genetic variation causes variation in phenotypes. Bayesian networks provide an elegant statistical approach for multi-trait genetic mapping and modelling causal trait relationships. However, inferring Bayesian gene networks from high-dimensional genetics and genomics data is challenging, because the number of possible networks scales super-exponentially with the number of nodes, and the computational cost of conventional Bayesian network inference methods quickly becomes prohibitive. We propose an alternative method to infer high-quality Bayesian gene networks that easily scales to thousands of genes. Our method first reconstructs a node ordering by conducting pairwise causal inference tests between genes, which then allows to infer a Bayesian network via a series of independent variable selection problems, one for each gene. We demonstrate using simulated and real systems genetics data that this results in a Bayesian network with equal, and sometimes better, likelihood than the conventional methods, while having a significantly higher overlap with groundtruth networks and being orders of magnitude faster. Moreover our method allows for a unified false discovery rate control across genes and individual edges, and thus a rigorous and easily interpretable way for tuning the sparsity level of the inferred network. Bayesian network inference using pairwise node ordering is a highly efficient approach for reconstructing gene regulatory networks when prior information for the inclusion of edges exists or can be inferred from the available data.
Introduction
A Bayesian network with n nodes (random variables) is defined by a DAG G such that the joint 
where Pa j denotes the set of parent nodes of node j in the graph G . We only consider linear Gaussian 
112
The likelihood of observing a data matrix X ∈ R n×m with expression levels of n genes in m indepen-113 dent samples given a DAG G is computed as
Using Bayes' theorem we can then write the likelihood of observing G given the data X, upto a normalization constant, as P G | X ∝ p X | G P(G ) 
G4
Figure 1: Schematic overview of the method. A. For each gene G i , the cis-eQTL L i whose genotype explains most of the variation in G i expression is calculated; shown on the left are typical eQTL associations for three genes (colored blue, green and red) where each box shows the distribution of expression values for samples having a particular genotype for that gene's eQTL. B. Pairwise causal inference is carried out which considers in turn each gene G i and its eQTL L i to calculate the likelihood of this gene being causal for all others; shown on the left is a typical example where an eQTL L i is associated with expression of G i (red) and with expression of a correlated gene G j (blue), but not with expression of G j adjusted for G i (green), resulting in a high likelihood score for the causal ordering G i → G j . C. A maximum-weight directed acyclic graph having the genes as its nodes is derived from the pairwise causal interactions, which induces a "genetic" node ordering. D. Variable selection is used to determine a sparse Bayesian gene network, which must be a sub-graph of the maximumweight graph (red edges, Bayesian network; gray edges, causal orderings deemed not significant or indirect by the variable selection procedure); the signs of the maximum-likelihood linear regression coefficients determine whether an edge is activating (arrows) or repressing (blunt tips).
where P(G ) is the prior probability of observing G . Note that we use a lower-case 'p' to denote probability density functions and upper-case 'P' to denote discrete probability distributions.
116
Our method is applicable if pairwise prior information is available, i.e. for prior distributions satisfying log P(G ) ∝ ∑ j ∑ i∈Pa j f i j , with f i j a set of non-negative weights that are monotonously increasing in our prior belief that there 117 exists a directed edge from node i to node j (e.g. f i j ∝ − log p i j , where p i j is a p-value). Note that 118 setting f i j = 0 excludes the edge (i, j) from being present in G . 
Bayesian network model for systems genetics data

120
When genotype and gene expression data are available for the same samples, instrumental variable 121 methods can be used to infer the likelihood of a causal interaction between every pair of genes [42] [43] [44] [45] [46] [47] [48] .
122
Previously, such pairwise probabilities have been used as priors in conventional score-based Bayesian 123 network inference [23, 33] , but this is unsatisfactory, because a prior, by definition, should not be 124 inferred from the same expression data that is used to learn the model. Other methods have addressed 125 this by augmenting the gene network model with genotypic variables [25, 26] , but this increases the 126 size and complexity of the model even further. Here we introduce a model to use pairwise causal 127 inference that does not suffer from these limitations.
128
Let G and X again be a DAG and a matrix of gene expression data for n genes, respectively, and let 129 E ∈ R n×m be a matrix of genotype data for the same samples. For simplicity we assume that each gene 130 has one associated genotypic variable (e.g. its most significant cis-eQTL), but this can be extended 131 easily to having more than one eQTL per gene or to some genes having no eQTLs. Using the rules of 132 conditional probability, the joint probability (density) of observing X and E given G can be written,
133
upto a normalization constant, as
The distribution p(X | G ) is obtained from the standard Bayesian network equations [eq. (2)], and we 135 define the conditional probability of observing E given X and G as
where E i , X i ∈ R m are the ith rows of E and X, respectively, and P(L i → G i → G j | E i , X i , X j ) is the 137 probability of a causal interaction from gene G i to G j inferred using G i 's eQTL L i as a causal anchor.
138
In other words, conditional on a gene-to-gene DAG G and a gene expression data matrix, our model 139 assumes that it is more likely to observe genotype data that would lead to causal inferences consistent 140 with G than data that would lead to inconsistent inferences. Other variations on this model can be 
with g i j monotonously increasing in the likelihood of a causal inference L i → G i → G j .
144
Combining eqs. (3) and (5) with Bayes' theorem and a uniform prior P(G ) = const, leads to an expres-145 sion of the posterior log-likelihood that is formally identical to the model with prior edge information,
As before, if g i j = 0, the edge (i, j) is excluded from being part of G ; this would happen for instance 147 if gene i has no associated genotypic variables and consequently zero probability of being causal for 148 any other genes given the available data. Naturally, informative pairwise graph priors of the form 149 log P(G ) = ∑ j ∑ i∈Pa j f i j , can still be added to the model, when such information is available. 
Bayesian network parameter inference
151
Given a DAG G , the maximum-likelihood parameters of the conditional distributions [eq. (1) weights in model (6), i.e. we set g i j = log P i j . To verify the contribution from the inferred pairwise 177 regulations, we also generated random pairwise probability matrices which were treated in the same We inferred findr and lasso-findr Bayesian networks for the DREAM datasets, using Findr and lassopv 279 respectively (Methods). The Findr method predicts targets for each regulator using a local FDR 280 score [63] which allows false discovery control (FDC) for either the entire regulator-by-target matrix,
281
or for a specific regulator of interest [43, 48] . However, the enforcement of a gene ordering/Bayesian 282 network partly broke the FDC, as seen from the linearity test (Methods) in Figure 2A . By performing 283 an extra lasso regression on top of the acyclic findr network, proper FDC was restored in the lasso- We compared the inferred Bayesian networks from all methods against the groundtruth network of 306 the DREAM challenge. We drew precision-recall (PR) curves, or points for the binary Bayesian 307 networks from bnlearn-based methods. As shown in Figure 3 , the findr, lasso-findr, and lasso-random 308 Bayesian networks were more accurate predictors of the underlying network structure. The inclusion 309 of genotypic information improved the precision of bnlearn methods, but it remained less optimal than 310 findr and lasso-based Bayesian networks. parents is trained based on the Bayesian network structure inferred from each training set, to predict 315 expression levels of all genes in the test set (Methods). Predictive errors were measured in terms of 316 root mean squared error (rmse) and mean log squared error (mlse; the score optimized by bnlearn-hc). The root mean squared error (rmse, A) and mean log squared error (mlse, B) in test data are shown as functions of the numbers of predicted interactions in five-fold cross validations using linear regression models. Shades and lines indicate minimum/maximum values and means respectively. Root mean squared errors greater than 1 indicate over-fitting. DREAM dataset 1 with 100 samples was used.
Lasso Bayesian networks do not need accurate prior gene ordering 324
Interestingly, the performance of lasso-based networks did not depend strongly on the prior ordering, 3.6 Lasso Bayesian networks mistake confounding as false positive interactions
330
We then tried to understand the differences between lasso and Findr based Bayesian networks, by 331 comparing three types of gene relations in DREAM dataset 1, both among genes with a cis-eQTL in 332 Figure 6A , and when also including genes without any cis-eQTL as only targets in Figure 6B . Both 333 findr and lasso-findr showed good sensitivity for the genuine, direct interactions. However, when 334 two otherwise independent genes are directly confounded by another gene, lasso tends to produce a 335 false positive interaction, but not findr. As expected, to achieve optimal predictive performance, lasso 336 regression cannot distinguish the confounding by a gene that is either unknown or ranked lower in the 337 DAG. 
Findr and lasso Bayesian network inference is highly efficient 339
The findr and lasso Bayesian networks required much less computation time compared to the bn-340 learn Bayesian networks, therefore allowing them to be applied on much larger datasets. To infer 341 a Bayesian network of 230 genes from 100 samples in DREAM dataset 1, Findr required less than 342 a second, lassopv around a minute, but bnlearn Bayesian networks took half an hour to half a day 343 (Table 1) . Moreover, since bnlearn only produces binary Bayesian networks, multiple recomputation 344 is necessary to acquire the desired network sparsity.
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A B Figure 6 : The significance score of findr (posterior probability; x-axis) and in lasso-findr (-log P-value; y-axis) for direct true interactions (red), directly confounded gene pairs (cyan), and other, unrelated gene pairs (black) on DREAM dataset 1; in A, only genes with cis-eQTLs are considered as regulator or target, whereas in B targets also include genes without cis-eQTLs. Higher scores indicate stronger significances for the gene pair tested. interactions inferred from ChIP-sequencing data ( Figure 7A ,B); neither method predicted TF targets 356 inferred from siRNA silencing with high scores or accuracy better than random ( Figure 7C ).
357
Comparisons on the predictive power yielded results similar with the DREAM datasets, where pre-358 dictive scores were again hardly able to distinguish network directions. wise prior information is available or can be inferred from auxiliary data, such as genotype data.
367
Our evaluation of the method using simulated genotype and gene expression data from the DREAM5 368 competition, and real data from human lymphoblastoid cell lines from the GEUVADIS consortium,
369
revealed several lessons that we believe to be generalizable. however, is not available yet in bnlearn.
383
Our method reconstructs a Bayesian network as a sparse subgraph from a maximum-weight DAG 384 determined by pairwise causal relationships inferred using instrumental variable methods. We con-385 sidered two variants of the method: one where the edge weights in the maximum-weight DAG were 386 truncated directly to form a sparse DAG, and one where an additional L1-penalized lasso regression 387 step was used to enforce sparsity. The lasso step was introduced for two reasons. (Figure 2) . Hence, at least in the datasets studied, adding a lasso step for better 407 false discovery control did not overcome the limitations introduced by confounding interactions.
408
On the other hand, the lasso-random network used solely transcriptomic profiles, yet provided better 
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In addition to comparing the inferred network structure against known ground-truths, we also com- 
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Cardiometabolic risk loci share downstream cis and trans genes across tissues and diseases. 
645
A Bayesian network for a set of continuous random variables X 1 , . . . , X n , represented by nodes 1, . . . , n,
646
is defined by a DAG G and a joint probability density function that decomposes as in eq.
(1). We are 647 interested in linear Gaussian networks, which can be defined alternatively by the set of structural
where Pa j is the set of parent nodes for node j in G and ε j ∼ N (0, ω 2 j ) are mutually independent 650 normally distributed variables. The matrix B = (β i j ), with β i j = 0 for i ∈ Pa j can be regarded as a 651 weighted adjacency matrix for G . With this notation, the conditional distributions in eq.
(1) satisfy
The values of B and ω 2 1 , . . . , ω 2 n are the parameters of the Bayesian network which are to be determined along with the structure of G . The conditional distributions (S2) result in the joint probability density function being multi-variate normal,
with inverse covariance matrix
where Ω = diag(ω 2 1 , . . . , ω 2 n ). It follows that the gene expression-based term in the log-likelihood
653
[eq. (6)] can be written as (up to an additive constant)
where as before X ∈ R n×m is the data matrix for n genes in m independent samples. From these basic 655 results, the following can be derived easily:
656
• For a given G , L X can also be written as
where X j ∈ R m is the expression data vector for gene j. It follows that the maximum-likelihood parameter valuesβ i j are the ordinary least-squares linear regression coefficients,ω 2 j = 1 m X j −
659
∑ i∈Pa jβ i j X i 2 are the residual variances, and L X evaluated at these maximum-likelihood values 660 is the log of the total unexplained variance, up to an additive constant
• Adding more explanatory variables always reduces the residual variance in linear regression. HenceL X as a function of G is maximized for fully connected DAGs with n(n − 1)/2 edges 1 . A fully connected DAG G defines a "topological" node ordering ≺ by the relation
Equivalently, a node ordering defines a permutation π such that nodes are ordered as 
• Conversely, eq. (S3), and hence also eq. (S5), is easily seen to be invariant under any reordering 667 of the nodes. Hence no edge directions can be inferred unambiguously from observational 668 expression data without further constraints or information.
669
S1.2 Pairwise node ordering
670
To infer Bayesian gene networks, we first consider the log-likelihood score (6) without sparsity constraints,
where it is implicitly understood that the maximum-likelihood parameters are used in
Because L X and L P = ∑ j ∑ i∈Pa j g i j are both maximized for fully connected DAGs, and because 672 the value of L X is the same for all fully connected DAGs, it follows that to maximize L , we need 673 to find the maximum-weight DAG which maximizes the pairwise score L P . As stated in the main 674 text, this is an NP-hard problem with no known polynomial approximation algorithms with a strong 675 guaranteed error bound. The greedy algorithm we used is the standard heuristic for this type of • calculate the largest (most stringent) value of λ j for which i would be selected as a parent of j
702
(i.e. have non-zero lasso regression coefficient);
703
• calculate the probability (p-value) of a randomly generated predictor having the same or larger
704
'critical' λ j .
705
This results in a set of p-values p i j for all pairs π i < π j , which achieve optimal false discovery control, i.e. they can be transformed into q-values q i j by standard FDR correction methods such that if we 707 keep all q i j ≤ α, the expected FDR is less than α. Moreover for sufficiently small thresholds α, there 708 is a corresponding penalty parameter value λ j (α) such that the set of regulators with p i j (or q i j ) less 709 than α is precisely the set of regulators with non-zero lasso regression coefficient [57] . Hence in our 710 method we can use thresholding on the p i j directly to obtain sparse Bayesian networks.
711
In addition to the lasso regression based method for inducing sparsity, we also considered a simple thresholding on the pairwise prior information to obtain a sparse DAG. In eq. (6), if we set The following terminology is used repeatedly in this paper:
717
• "Node ordering": a permutation of the nodes.
718
• "Edge constraint": a set of ordered node pairs C = {(i, j)} in a DAG G , that constrains the 719 edges permitted in G as ∀ i ∈ Pa j , (i, j) ∈ C. Each DAG can be subject to more than one edge 720 constraint.
721
• "Topological node ordering": a node ordering ≺ to a DAG G , that acts as an edge constraint
723
• "Fully connected DAG": a DAG G in which no edge can be added. On a DAG with n nodes and 724 with no edge constraint, it is fully connected if and only if it has n(n − 1)/2 edges, because the 725 addition of even a single edge is guaranteed to introduce a cycle, that is, G would cease being 726 a DAG. There is a one-to-one correspondence between node orderings and fully-connected 727 DAGs.
728
• "Maximum-weight DAG": a DAG that solves the maximum acyclic subgraph problem, identified by its parent sets
for some set of non-negative prior weights g i j . As discussed in the manuscript, there is no 729 known algorithm for solving the maximum acyclic subgraph problem exactly. For simplicity,
730
we also use the term "maximum-weight DAG" to refer to its heuristic, i.e. the local optima 731 found by the greedy algorithm. Figure S4 : The histogram of significant regulator counts for each target gene in the bnlearn-hc-g Bayesian networks with AIC penalty 9.5 to 13 (A to I) and step 0.5 on DREAM dataset 1. 1.25 mlse random findr lasso-random lasso-findr bnlearn-hc bnlearn-hc-g bnlearn-fi bnlearn-fi-g Figure S7 : The root mean squared error (rmse, A) and mean log squared error (mlse, B) in training data are shown as functions of the numbers of predicted interactions in five-fold cross validations using linear regression models. Shades and lines indicate minimum/maximum values and means respectively. Root mean squared errors greater than 1 indicate over-fitting. DREAM dataset 1 with 100 samples was used. 
