Abstract-A fundamental management responsibility is securing information systems. Almost all applications that deal with safety, privacy, or defense include some form of access control. There are a plethora of access control models in the information security realm such as role-based access control and attribute-based access control. However, the initial development of access control policies (ACPs) can be very challenging. Most organizations have high-level requirement specifications that include a set of ACPs, which describe allowable operations of the system. It is time consuming and error-prone to manually sift through these documents and extract ACPs. In this paper, we propose a new framework towards extracting ACPs from unrestricted natural language documents using semantic role labeling (SRL). We were able to correctly identify ACP elements with an average F 1 score of 75%, which bested the previous work by 15%. Furthermore, as SRL tools are often trained on publicly available corpora such as Wall Street Journal, we investigated the idea of improving SRL performance using domain-related knowledge. We utilized domain adaptation and semi-supervised learning techniques and were able to improve the SRL performance by 2% using only a small amount of access control data.
identities and access control lists (DAC), security labels, clearances and classifications (MAC) and roles (RBAC). ABAC was proposed as a general model that could overcome the limitations of the dominant access control models (i.e, discretionary-DAC, mandatory-MAC and role-based-RBAC) while unifying their advantages.
Prior to deploying these access control models, an organization needs to identify its initial set of policies. Despite the advantages these models provide, manual development of initial policies can be difficult, expensive, labor-intensive, and error prone. Because of the large number of business processes, users, and permissions in an organization, such a process is a rather difficult task, human intensive, and believed to be slow, and not scalable [1] , [2] . Most of the organizations have high-level requirement specifications that are normally expressed in human understandable terms and hence not directly implementable in an access control mechanism. These documents are a rich source of information that could be used in the process of developing initial policies. We refer to these documents as natural language access control policies (NLACPs), which are defined as "statements governing management and access of enterprise objects. NLACPs are human expressions that can be translated to machine-enforceable access control policies" [1] . These documents are unstructured and may be ambiguous and thus hard to convert to formally actionable elements. Therefore, the enterprise policy may be difficult to encode in a machine-enforceable form. In order to properly enforce the security policies, these ACPs should be translated to machine-readable policies, which is done manually and is a labor intensive and error prone process [2] .
Our goal is to automate this process to reduce manual effort and human error. We propose to develop techniques and tools that will support effective development of trust-worthy ACPs through automatically extracting formal ACPs from unrestricted natural language documents. This will allow organizations to use existing natural language texts such as requirements documents for inferring ACPs. We propose to use semantic role labeling (SRL) [3] as a suitable method of identifying policy elements from NLACPs. SRL extracts contextual information and environment conditions, which is beneficial in the proper definition of other access control models such as ABAC.
In the past years, supervised learning algorithms have received significant attention for SRL research, especially because of the availability of manually labeled corpora, such as PropBank [4] and FrameNet [5] . SRL is addressed as a multi-class classification task in which features are generated from an annotated corpus. Several machine learning approaches have been proposed for SRL such as decision trees (DT) [6] and Support Vector Machines (SVMs) [7] . In this paper, we will also compare the performance of the best SRL systems in properly identifying ACP elements. A current limitation of real-world SRL application is its domain dependence. PropBank's text was taken from the Wall Street Journal and includes a significant amount of financial news. FrameNet covers a wider variety of text, as its material is taken from the genre-balanced British National Corpus, but still suffers the shortcoming of only including predicates from certain predetermined semantic frames. As a consequence, applying current SRL systems on other domains yields lower performance than desired since each domain has its own predicate-argument structure and often these predicates are not found in annotated corpora like PropBank and FrameNet. For example, Pradhan et al. tested SVMs trained on PropBank data on a new test set from the AQUAINT corpus. Switching domains resulted in around a 10% drop in precision and recall [8] . To address this issue, we utilize domain adaptation and semi-supervised learning. Specifically, in addition to comparing the performance of various SRL systems, we will also provide a proof of concept of how to adapt these systems to our specific domain in order to improve their performance. This will be done by rebuilding the SRL system's model using domainrelated knowledge. Our goal is to allow organizations to use existing, unconstrained natural language texts such as requirements documents for inferring ACPs. Our approach could be used as a standalone top-down approach or as a hybrid approach in combination with bottom-up policy mining approaches.
To the best of our knowledge, there is not much work in the literature that addresses this issue and this is the first report on the effectiveness of applying SRL to a large and diverse set of ACPs.
This paper makes the following main contributions:
• We introduce SRL as a means to identify ACPs in unrestricted NLACPs.
• We compare the performance of different SRL systems in extracting ACPs from unrestricted natural language documents.
• We take advantage of domain adaptation and semisupervised learning techniques to further improve the performance of SRL for ACP extraction.
•
We perform experiments to show the effectiveness of the proposed approach. Our evaluation results show that we can improve SRL performance by using unlabeled domain data in addition to using existing labeled non-domain data.
The rest of the paper is organized as follows: We start with an overview of previous literature and background information in section 2. In section 3, we present our proposed ACP extraction framework and its components. The experiments and results are presented in section 4, followed by discussions and comparison with literature in section 5. Finally, the conclusion and future work will be presented in section 6.
BACKGROUND AND RELATED WORK
This section describes the state-of-the-art in NLP techniques and their application for ACPs and related areas as well as top-down and hybrid role engineering approaches in the literature. We also provide an overview of SRL, semisupervised learning, and domain adaptation.
NLP Techniques for Privacy Policies
Breaux et al. have manually analyzed privacy policies to map natural language policy statements into frame-based and first-order logic representations [9] , [10] . They have also analyzed regulatory text and developed natural language heuristics, some expressible as simple regular expressions, which can be used to identify frame-based representations of actions [11] and whether actions on information are permitted, required, or prohibited with various conditions, exceptions, and purposes [12] . Ammar et al. conducted an experiment to use NLP methods and crowdsourced annotations from the "Terms of Service; Didn't Read" project to train a classifier to answer a single question: whether a privacy policy is considered clear (by humans) about a particular set of procedures pertaining to sensitive user data [13] . The ongoing Usable Privacy Policy Project aims to build on recent advances in NLP, privacy preference modeling, crowdsourcing, and formal methods to semi-automatically extract key privacy policy features from natural language website privacy policies [14] . The focus of this project is website privacy policies while our project is focused on ACPs.
Controlled Natural Language and Access Control
Schwitter defined a controlled natural language (CNL) as "an engineered subset of a natural language whose grammar and vocabulary have been restricted in a systematic way in order to reduce both ambiguity and complexity of full natural language" [15] . While a CNL provides semantic interpretations, it limits policy authors to the defined grammar and requires language-specific tools to stay within the language constraints. The SPARCLE Policy Workbench [16] , [17] employs shallow parsing technology to extract privacy policies based on a pre-defined controlled grammar for forming policies in a structured form. The policies are then translated to a machine-readable form, such as XACML [18] . Inglesant et al. proposed a similar tool, PERMIS, which used a role-based authorization model [19] . However, they reported issues with users not comprehending the predefined building blocks imposed by using a CNL. Recently, Shi and Chadwick [20] presented another tool to write static rules using a CNL. Their tool did not support conditions such as previous actions that must be taken before a user could access data. Our methodology removes all the constraints and process original, unconstrained texts.
NLP and Access Control
Natural language sources have been analyzed to infer and generate ACPs. Fernandez et al. presented a basic overview of extracting RBAC from use cases [21] . Fontaine proposed an approach based upon goal-based requirements engineering to extract authorization and obligation rules from natural language texts into a policy language [22] . He et al. proposed an approach to generate ACPs from natural language based upon available project documents, database design, and existing rules [23] . Using a series of heuristics, developers manually analyze the documents to find ACPs whereas our approach seeks to automatically extract ACPs. Recent approaches have taken advantage of manually labeled data and predefined patterns to find ACPs. Xiao et al. proposed Text2Policy [24] , which uses shallow parsing techniques with finite state transducers to categorize a sentence into one of four possible access control patterns. If such a match can be made, it uses the annotated portions of the sentences to extract the subject, action, and object from the sentence. However, using predefined patterns requires a globally accepted language for describing policies and currently there is no such consensus. In contrast, the semisupervised learning approach proposed in this paper does not rely on manually defined patterns, but instead learns the patterns using unlabeled data. They also did not take into account the presence of contextual information or environment conditions, which is a challenging task. Slankas et al. proposed access control rule extraction (ACRE) [25] , which applies inductive reasoning to find and extract ACRs while Text2Policy applies deductive reasoning based upon existing rules to find and extract ACRs. While these two early works are promising, they suffer from several weaknesses. ACRE uses a supervised learning approach to identify sentences containing ACRs, which requires a labeled dataset similar in structure and content to the document being analyzed. This data is hard to come by. Text2Policy does not require a labeled data set, but it misses ACRs that do not follow one of its four patterns. It is reported that only 34.4% of the identified ACR sentences followed one of Text2Policy's patterns [25] . Additionally, Text2Policy's natural language parser requires splitting longer sentences as the parser cannot handle complicated sentence structures. These approaches assume all necessary information for an ACP is contained within the same sentence, and they do not handle resolution issues. Neither one of these approaches take into account the presence of contextual information or environment conditions, which is a very challenging task.
Semantic Role Labeling
A key part of comprehending natural language is understanding events and their participants: who, what, when, where, etc. Generating this shallow semantic representation of the sentence is called semantic role labeling (SRL).
SRL consists of detection of semantic arguments associated with a verb (or more generally, a predicate) in a sentence and their classification into specific roles. SRL often labels verb-argument structure using the notation defined by the Propbank [4] project, identifying who did what to whom by assigning roles to constituents of the sentence representing entities related to a specific verb. These semantic arguments are a key to find the answers to questions such as who, when, what, where, why, etc., which are particularly important in extracting ACPs from sentences.
The following sentence exemplifies the annotation of semantic roles:
Here, the roles for the predicate assign (assign.01, that is, the roleset of the predicate) are defined in the PropBank Frames scheme as:
Another approach for structuring SRL is FrameNet [5] , which is focused on semantic frames. Semantic frames are defined as a schematic representation of situations involving various participants, props, and other conceptual roles [26] . While both Propbank and FrameNet attempt to label semantically related verbs, PropBank is mostly aimed at providing data for training statistical systems [4] .
The following subsections present the various SRL systems used in the experiments.
SENNA
Semantic/syntactic Extraction using a Neural Network Architecture (SENNA) is a SRL program trained on the PropBank corpus [27] . SENNA is a multilayer neural network architecture that can handle a number of NLP tasks such as POS tagging, chunking, NER, and SRL with both speed and accuracy. It does not rely on the extraction of syntax trees for assigning semantic roles to sentence constituents and instead uses a radically different approach compared to the existing SRL systems: By skipping the time consuming step of generating syntax trees, SENNA's neural network architecture was trained directly on some basic, quickly derivable sentence features. SENNA's output is a sentence annotated with PropBank arguments delivering roles such as subject, argument, negation, location, manner, and others. Depending on the sentence length, the parsing speed of SENNA is between 25 and 390 ms/sentence [28] .
SwiRL: The Semantic Role Labeler
SwiRL is a SRL system for English constructed on top of full syntactic analysis of text [29] . The syntactic analysis is performed using the Charniak parser [30] . SwiRL trains one classifier for each argument label using a rich set of syntactic and semantic features. The classifiers are learned using a one-vs-all AdaBoost algorithm. SwiRL provides a large array of syntactic and semantic analysis. It has strong performance and ranked fifth among the systems that participated at the CoNLL-2005 shared task evaluation [31] . It is fairly robust and can work with both case-sensitive and case-insensitive text 1 . A major advantage of SwiRL compared to other SRL systems is its trainability, which is important when working with domain-specific data.
EasySRL
EasySRL builds logical forms for natural language sentences, by jointly modelling combinatory categorial grammar (CCG) and SRL [32] . CCG is a lexicalized grammar formalism, which associates words with lexical categories [33] . EasySRL uses an efficient A* parsing algorithm, meaning it can be used to process large corpora.
Mate-tools Semantic Role Labeler
Mate-tools Semantic Role Labeler consists of a three-stage analysis that uses the output of a dependency parser to identify the arguments of the predicates in a sentence [34] . The first stage consists of a set of independent classifiers. They carried out the predicate disambiguation with a set of greedy classifiers, where one classifier is trained for each lemma occurring in the training data. Then using a beam search to identify the arguments of each predicate and to label them yielded a pool of candidate propositions. The second stage consists of a reranker that they applied to the candidates using the local models and proposition features. They combined the score of the greedy classifiers and the reranker in a third stage to select the best candidate proposition. They evaluated their semantic parser on a set of seven languages (Catalan, Spanish, Chinese, Czech, English, German, and Japanese) provided by the organizers of the CoNLL-2009 shared task. The proposed system achieved an average labeled semantic F 1 of 80.31, which corresponded to the second best SRL score overall in CoNLL-2009.
Semi-supervised Learning
Semi-supervised learning is a class of machine learning tasks and techniques that is concerned with the study of how natural systems such as humans and computers learn in the presence of both labeled and unlabeled data [35] . Learning is usually studied in either a supervised paradigm (e.g. classification) where all of the training data is labeled, or in an unsupervised paradigm (e.g. clustering, outlier detection) where all the data is unlabeled. However, these settings are not optimal in all the cases. There are several cases in which it is not practical to label enough data to employ a supervised paradigm and it would not be effective or appropriate to employ unsupervised learning. ACP extraction is an example where we have a limited amount of labeled domain data but a lot of unlabeled data, and we need to take advantage of both labeled and unlabeled data to have an accurate prediction. Semi-supervised learning is attractive here because it can potentially utilize both labeled and unlabeled data to achieve better performance than supervised learning utilizing only the labeled data [35] .
Semi-supervised learning makes use of both labeled and unlabeled data for training typically a small amount of 1 . http://www.surdeanu.info/mihai/swirl/ labeled data with a large amount of unlabeled data. It falls between unsupervised learning (without any labeled training data) and supervised learning (with only labeled training data). The goal is to understand how combining labeled and unlabeled data may change the learning behavior, and design algorithms that take advantage of such a combination. The intuition behind using semi-supervised learning is that the acquisition of labeled data for a learning problem often requires a skilled human agent and the cost associated with the labeling process thus may render a fully labeled training set infeasible, whereas acquisition of unlabeled data is relatively inexpensive. From a different perspective, semi-supervised learning may achieve the same level of performance as supervised learning but with fewer labeled instances. This reduces the annotation effort, which leads to reduced cost.
Domain Adaptation
The task of domain adaptation is developing learning algorithms that can be easily ported from one domain to another-say, for example, from newswire to software requirements documents. This scenario arises when we aim to adapt a classifier learned from a source data distribution to a different target distribution. This issue is particularly interesting in NLP because we are often in the situation that we have a large collection of labeled data in one source domain (say, Wall Street Journal news articles) but truly desire a model that performs well in a second target domain such as requirement documents.
The problem of domain-dependence in SRL systems has been previously studied by He and Gildea through bootstrapping unlabeled data in new domains [36] . They explored the possibility of a weakly supervised approach by using self-training and co-training, making use of both labeled and unlabeled data and comparing two machine learning techniques, decision lists, and maximum entropy. They found that while the decision list system is designed to take advantage of distinct features in order to enable the "two views" of the co-training algorithm to bootstrap one another, it did not show signicant improvement from adding unlabeled data. They found that the higher overall performance of the maximum entropy system outweighed any benefits from the decision list approach [36] .
THE PROPOSED ACP EXTRACTION FRAME-WORK
In order to construct a formal model for an NLACP, we must extract the necessary elements of ACPs from the NLACPs. The ACPs describe who has access to what resource in what way. By processing these documents, our methodology will extract ACP elements. An overall view of the proposed methodology is shown in Figure 1 . In the following sections, we describe each of these steps in detail.
Lexical Parser
In order for the input text to be ready for evaluation, the first step is to identify all sentences and separate them by a carriage return, so that each sentence will be on a separate line. We read each NLACP entirely and perform Fig. 1 : Overview of the proposed framework sentence segmentation and tokenization. Sentence segmentation identifies the boundaries of sentences whereas Tokenization detects individual words, punctuation, and other items from the text. For this purpose, we use the CoreNLP tool kit [37] .
Coreference Resolution
Coreference resolution (sometimes written co-reference) determines whether or not two expressions in a document refer to the same entity or event. The goal is to identify all expressions that refer to the same entity in a text. For example, consider the following sentence where HCP stands for healthcare professional:
The HCP opens the message to which he or she wishes to reply.
Here, "HCP", "he", and "she" all refer to the same entity. The goal of coreference resolution is to decide which mentions or references, whether pronominal or full noun phrases, are referring to the same real world referents. Because each sentence will be evaluated separately, having a clear idea of each pronoun is a key point in identifying the correct ACP elements. We adopt the approach proposed in [38] , which is a fast and robust algorithm for this purpose.
ACP Sentence Identification
Often NLACPs contain content that describes functional requirements that are not necessarily related to ACPs. Attempting to extract ACPs from the whole document is an error-prone and tedious process since many of the sentences do not contain ACPs. Therefore, we need to determine which sentences have ACP content and then perform further analysis in order to extract ACP elements on those sentences. Previous literature [25] proposed a k-nearest neighbors (k-NN) classifier to identify sentences containing ACPs. K-NN is an instance-based classifier that attempts to locate the k-nearest neighbors of an instance in an instance space and labeling that instance with the same class as that of most neighbors. Since our focus is mainly on correctly identifying ACP elements and using those ACPs to create various access control models such as attribute based and role based, we use the same sentences identified in previous work as ACP and make no further contribution in this paper for identifying ACP sentences (sentences that describe ACP).
Semantic Parser
An issue prior to developing an ACP for any access control model is the information that needs to be encoded is typically buried within existing natural language artifacts, hence difficult to interpret. For example, consider the following ACP sentence for iTrust [39] , "System displays only the applicable input entries to the UAP." This ACP sentence is not amenable for automated verification, requiring manual effort in extracting the necessary elements (e.g., ACP subject, object, and action) from this sentence. To address this issue, some researchers have proposed approaches for automatically generating machine-enforceable ACPs from natural language software documents in different formats such as eXtensible access control markup language (XACML) [24] . ACRE [25] used an iterative algorithm to discover patterns that represent ACP rules in sentences. They seeded this algorithm with frequently occurring nouns matching a subject-action-resource pattern throughout a document. The algorithm then searched for additional combinations of those nouns to discover additional patterns. The instances found were assumed to represent ACPs and the elements of the ACP were then extracted.
In this work, we proposed to use SRL to automatically identify predicate-argument structure in ACP sentences. SRL is very important in making sense of the meaning of a sentence. Such semantic representation is at a higher-level of abstraction than a syntax tree. For instance, the sentence "A professor can review the same project at most one time" has a different syntactic form but the same semantic roles as "The same project can be reviewed by a professor at most one time". In general, given a sentence, the task of SRL consists of analyzing the propositions expressed by all the predicates in the sentence, and for each, determining which constituents in that sentence fill which semantic roles. Here, we use the following notation to describe ACPs:
Where A stands for Arg 0 , B stands for predicate and C stands for Arg 1 . Arg 0 is the PropBank role that usually denotes agent or experiencer for the predicate and Arg 1 denotes the theme (what the predicate affects).
Post-processing
ACPs usually do not conform to a predefined template unless there is a controlled grammar being used. After generating predicate-argument structures using the SRL tool, additional processing of the output is required. This is due to the fact that the NLACPs are typically stated by analysts using their own language and grammar (e.g. some sentences contain more than one ACP). In order to increase the specificity of the extracted ACPs, additional processing is required. As a comparison between the identified semantic arguments and the actual ACPs shows, SRL's output can be interpreted as an abstract form for ACPs, so we need to expand this abstract form to generate all of the related ACPs. This expansion could be in the form of extracting all named entities and other standalone nouns in the Arg 0 as the ACP subjects and also extracting independent entities from Arg 1 as the ACP objects. For example, in this case, NER identifies Customer Service Reps and Pharmacists as organizations. After extracting entities, we list all of their combinations for each predicate. For example, the above verb-argument listing can be expanded as the following rules:
• customer service rep; collect; customer name 
Policy Extractor
The policy extractor utilizes the ACP components extracted by the SRL tool to define new policies for different access control models. The ACPs are in the form of subject, object, action, where many of the extracted subjects correspond with the job functions within the organization (e.g., doctor, pharmacist, nurse, healthcare professional, etc.), which typically represent roles. Hence, the extracted information can be used to define roles, which can be used to build an RBAC model. A naïve approach would be to just look at the ACPs, find the ones with the same subject, group them together in one role, and use all the ACPs with that subject to build the corresponding role permission assignment relationships. The object and operation elements of the ACPs are used to define permissions in RBAC, which should be assigned to the roles corresponding to the associated ACP subject.
The SRL tools also provide other information such as the non-numbered arguments of ArgM -T M P and ArgM -LOC, where ArgM -T M P refers to the time associated with the proposition and ArgM -LOC refers to it's location. As an example, consider the following sentence:
[ This additional information is often associated with environment attributes and alongside other arguments can be used to build an ABAC model. In conclusion, depending on the required access control model, policy authors can leverage the extracted information to define new policies.
EXPERIMENTS
The evaluation consists of three independent experiments. In the first experiment, we compare the performance of the four SRL systems, described in section 2.4, in correctly identifying ACP elements. In the second experiment, we analyze ACP sentences using the best performing system from section 4.3. Finally, the third experiment provides a proof of concept for how to improve the performance of SRL system using domain adaptation and semi-supervised learning techniques. We present and answer the following research questions in this section.
• RQ1: How effectively can the subject, action, and resource elements of ACPs be extracted from ACP sentences using SRL?
• RQ2: Which SRL tool performs better on extracting ACP elements?
• RQ3: Can we improve the performance of SRL in the ACP domain?
Datasets
We perform our experiments on four dataset(s) that have been used frequently in the literature. These datasets include documents from different domains, specifically, the healthcare, education, and conference management domains. For the healthcare domain, we use an ACP dataset created by Xiao et al. [24] extracted from iTrust [39] , an open source healthcare application that includes various features such as maintaining medical history of patients, identifying primary caregivers, storing communications with doctors, and sharing satisfaction results. For the education domain, we employ use cases from the IBM Course Registration System used by Slankas et al. in prior research [25] . For the conference management domain, we use requirements documents from CyberChair [40] , which has been used by hundreds of different conferences and workshops. We also use a combined document of 114 ACP sentences collected from 18 sources (published papers, public web sites, etc.) [24] . The total number of ACPs, sentences, and also SRL arguments for each dataset is shown in Table 1 . More details on how this labeling was done can be found in [25] .
Evaluation Criteria
Given an ACP sentence, we want to know how effectively the semantic roles of each predicate are extracted. For this purpose, the results are evaluated with respect to recall, precision, and the F 1 score of the predicate arguments. Recall (R) is the proportion of all gold-standard arguments that are found or predicted by a system, whereas, Precision (P ) is the proportion of arguments predicted by a system that are correct. To compute these values, we categorize the classifier's predictions into four categories: True positives (TP) are correct predictions of semantic arguments, True negatives (TN) are predictions where the classifier correctly predicted that a constituent was not a semantic argument of the predicate in question, False positives (FP) are cases where the classifier mistakenly identified a constituent as an ACP argument when it was not, and False negatives (FN) occur when the classifier fails to correctly predict an actual ACP argument. Using these values, Precision is calculated according to P = T P T P +F P and recall according to R = T P T P +F N . Finally, the F 1 score is the geometric mean of precision and recall, giving an equal weight to recall and precision. F 1 is computed by the following equation:
Access Control Policy (ACP) Extraction
RQ1: How effectively can the subject, action, and resource elements of ACPs be extracted from ACP sentences using SRL?
Experiment Setup
In order to evaluate the effectiveness of our proposed approach, we use the dataset(s) that were manually labeled by Slankas et al. [25] . They were able to find a total of 1070 ACPs in the iTrust dataset, 375 ACPs in the IBM Course Registration System dataset, 386 ACPs in the CyberChair dataset, and 258 ACPs in the Collected ACP documents. More details on how the labeling was done can be found in [25] . In this experiment, we apply SENNA on all five datasets. The evaluation results as well as comparison with the most recent system (ACRE) are presented in Table 2 .
Experimental Results
As the results show, our approach based on SRL performs very well and outperforms the ACRE approach in most cases. The algorithm used in ACRE requires repetition in sentence structure as well as subjects and resources throughout the document to perform well. This algorithm performed best on iTrust because it contained repetitions throughout the document, but performed poorly on the Collected ACP document because there is not enough repetition in that document for finding an initial set of known subjects and resources and expanding the patterns. However, SRL does not require repetition as every sentence will be considered separately, independent of the other sentences. As long as there are role sets defined for that predicate, SRL can find most of the arguments. This is why the results of SRL are more stable throughout all documents regardless of their structure. In terms of precision, however, our approach does not perform very well. One issue with using SRL is that it extracts all arguments for all of the predicates in a sentence. Sometimes only a portion of these verbs such as "set", "add", etc., describe ACPs. Here, only three of the verbs, namely "add", "start", and "update" address ACPs. In the experiments, we eliminate "To Be" and "Modal" verbs because usually they are part of other verbs such as can assign and do not express ACPs on their own. There are also other verbs such as click, include, etc., that do not express ACPs and hence increase the false positive rate. In the future, we plan to create a dictionary of the verbs that are associated with ACPs and will only consider those verbs which will improve the results significantly. Another issue with our approach is that sometimes the SRL tool is unable to correctly identify all predicates and their arguments. This is due to the complex structure of some sentences. This issue, however, can be resolved by retraining the SRL tool using domain adaptation and semi-supervised learning techniques (more on this in next section). Although our approach does not perform very well in terms of precision, if we consider the F 1 scores, we can see that our approach outperforms ACRE and for some dataset(s) the difference is very substantial (82% compared to 29% for the collected ACP documents). Only for the IBM Course Management dataset, SRL is outperformed by ACRE and it is because the precision is very low, which leads to a lower F 1 score. In addition to offering better recall and F 1 score, another advantage of our approach over ACRE is that it does not require any labeled data set whereas ACRE uses a supervised learning approach and requires a labeled dataset similar in structure and content to the document being analyzed to set up the classifiers. One technical challenge concerning the use of SRL is that sometimes our tool is unable to find the arguments in some sentences. The reason is that SRL tools are often trained on corpora from a very different domain, such as the Wall Street Journal. This means that the predicate-argument frames are often not well suited for processing information such as access control requirements documents. In the next section, we address this issue by adapting the SRL tool to the ACP domain to improve its predicate-argument coverage.
Comparing SRL Systems
RQ2: Which SRL tool performs better on extracting ACP elements?
Experiment Setup
In order to compare the performance of different SRL systems, we manually labelled all arguments in all predicates that were previously identified by Slankas [25] and consider it as the gold standard. We convert this labeling to CoNLL-2005 format, alongside necessary corrections such as fixing argument boundaries. Then we feed this data without gold labels to our four SRL systems and predict new labels. SENNA and SwiRL return the output in the CoNLL-2005 format; however, the EasySRL and Mate-tools do not. Hence, we transform their output to CoNLL-2005 format with necessary adjustments. Then we compare the results using the official CoNLL-2005 shared task scoring software. Results in terms of F 1 are presented in Table 3 .
Experimental Results
It is worth emphasizing that our goal is not to evaluate SRL systems in the general domain, but rather to focus on their performance on ACP-relevant sentences. The reason for low performance is mainly because of the strict scoring of the official CoNLL-2005 software. The software requires the phrase boundaries of arguments to match exactly, however, since some of the SRL systems only identify parts of an argument, they receive no credit. This is because sometimes they miss word(s) that should have been included as part of the argument, or include word(s) that should not have been part of the argument (for example, sometimes a preposition such as "in" should be included in the argument and sometimes it should not). An issue with transforming the output of Mate-tools is that sometimes different arguments of the same predicate share a word and it is not possible to add all of those arguments to the output given the CoNLL-2005 format, as the scoring tool produces errors; hence, we exclude some words from specific arguments. An issue with EasySRL is that it gives the lemma of each predicate instead of the actual predicate. This causes some issues when there are more than one ACP in a sentence and those ACPs have predicates that have the same lemma (e.g. sends and send in: "The PCC sends the papers and review forms to the reviewers, who must fill in the review forms and send these to the PCC"). Results are not the only consideration in choosing an SRL tool, as processing time can be significant for large documents. Hence, we compare the processing time of these systems in Figure 2 . The time is the total time of processing the whole document plus that of loading required models. It is obvious that SENNA clearly outperforms the other SRL systems. This can be attributed to it's simple architecture, which does not rely on the output of existing NLP systems and also since it was written completely in the C language.
As we mentioned in previous sections, the current SRL tools use a pre-trained model that was generated by learning from out-of-domain data. When we apply these tools on our access control domain, they will not perform as well because of the differences in the grammatical style and word usage. We believe that by retraining the SRL tool's model using domain specific data, we will be able to improve results. As Table 3 and Figure 2 show, SENNA would appear to be the best choice, as it combines high processing speed with high SRL accuracy. However, after studying the structure of SENNA and contacting the authors, we concluded that SENNA is not easily trainable and would require a timeintensive detailed examination of the source code. Instead, in the following experiment, we take advantage of the userfriendly nature of SwiRL and the ability to easily retrain its model. We chose SwiRL as a proof of concept to show that by using enough domain-specific knowledge, we can significantly improve the performance of the SRL system. This methodology can be applied to any SRL system in order to improve its results. 
Experiment Setup
As discussed in previous sections, applying current SRL systems on other domains yields lower performance than desired since each domain has its own predicate-argument structure and often these predicates are not found in annotated corpora such as PropBank and FrameNet. In this section we use SwiRL to provide a proof of concept for how to eliminate this limitation using a small amount of domain-specific data. SwiRL was originally trained using the PropBank corpus and does not generalize well to the predicate-argument structure in the ACP domain. These differences will yield lower performance when applying SwiRL on ACP datasets. To address this issue, we rebuild SwiRL's model using domain adaptation. For this purpose, we first manually label a small amount of ACP data, add it to SwiRL's initial training set, and then retrain the model. For the semi-supervised learning experiment later in this paper, instead of using manually labeled data, we predict the labels using the original SwiRL model. Then we add this newly labeled data to the initial training set and retrain the model. These techniques and their results are discussed in more detail in the next section. We perform three different experiments with the goal of improving the performance of ACP extraction. We divide each dataset into 70% training data and 30% test data. For the baseline, we apply the SRL, trained on PropBank, to each test set. The evaluation results are presented in Table 4 . As the results show, SwiRL performed reasonably well in terms of precision on most of the datasets.
Using a simple form of domain adaptation to improve the performance of ACP extraction
As a current issue with semantic role labelers, they are not consistent with specific target domains like ACP domain.
This is due to the fact that they were trained on publicly available corpora such as PropBank, which was taken from the Wall Street Journal. This means that the predicateargument frames are usually specific to that domain, in this case, largely financial articles. Many real world applications are in need of applying SRL and they have their own datasets expressed in their specific domain. To address this issue, we aim to transfer knowledge from our domainspecific datasets and create a SRL adapted to requirements documents and ACP-specific language in order to achieve better performance on our specific domain. To the best of our knowledge, this is the first report on retraining a semantic role labeler for ACP extraction. As indicated previously, after manually labeling datasets, we divide each dataset into 70% training data and 30% test data. For this experiment, we add the combined 70% training data to the semantic role labeler's original training corpus and retrain it. The evaluation results after applying the newly trained model on the test sets are presented in Table 4 (DA columns). As Table 4 shows, retraining the semantic role labeler yields about a 2% increase in F 1 for most of the datasets compared to baseline. Although this was expected, the reason for such a low increase is that the original SwiRL training corpus has over 1 million training examples and the training data that we added to that corpus is roughly 10 thousand examples, about 1% of the total size. The original corpus dominates the training phase, and hence the new model is heavily biased by that data. We will investigate this issue in the future by finding a balance between the size of the source (initial) domain and the target domain.
4.5.3
Using semi-supervised learning to improve the performance of ACP extraction As we mentioned earlier, there is very little labeled data in the ACP domain and previous works are heavily based on using the labeled data. Manually labeling such data is labor-intensive, expensive, and time consuming. In the previous experiments, we took advantage of manually labeled domain-specific data and achieved higher performance, but as the manual labeling is expensive, we decided to propose another solution that has competitive performance without the additional labeling. For this task, we propose to use semi-supervised learning techniques to take advantage of unlabeled ACPs and functional requirements. To do this, we utilize the SwiRL model trained on out-of-domain data to label the unlabeled in-domain training data. With that being said, we ignore all the labels that we have for our training data from human annotation and instead use SwiRL to predict the labels for our training data. We add the automatically labeled data to the semantic role labeler's training corpus. Finally, we retrain SwiRL using this new data and build a new model. Applying the newly trained SwiRL on our test data yields the results presented in Table 4 (SSL columns), which on average are just as good as the results obtained from manually labeling that same data.
Discussion and comparison with the state-of-the-art
The trends for recall, precision and F 1 for each dataset are drawn in Figure 3 . The increase suggests improvement in all aspects based on the conducted experiments. Although it is reasonable that using human labeled domain-specific data Fig. 3 : Precision, recall and F 1 trend analysis yields a higher performance than semi-supervised learning in some cases, the difference is slight. The fact that manually labeling dataset(s) is expensive and time-consuming makes the semi-supervised learning results even more appealing. Furthermore, by adding more unlabeled data, we should be able to improve over the performance using gold-standard labeled data.
To further evaluate the performance of our system, we compare the model that was trained using semi-supervised learning with the most recent work, the ACRE system proposed by Slankas [25] . ACRE uses a supervised learning approach and requires a labeled dataset similar in structure and content to the document being analyzed to train the classifiers. The comparison results are shown in Table 5 . This experiment is performed at ACP level where we are more concerned with the whole ACP rather than individual arguments. Our proposed system mostly outperforms ACRE in terms of recall and F 1 ; However, precision seems low. The reason for a lower precision is the fact that the SRL tool produces arguments for all predicates in the sentence, thereby resulting in many false positives. One direction of future work would be to create a list of ACP predicates and then try to filter out SRL results based on the list. Another direction would be to train a classifier to determine which predicates/propositions are relevant. An issue with ACRE is that it requires manually labeled datasets, which are expensive and time-consuming to create. Our goal is to reduce the burden of labeling datasets by using the unlabeled data directly. After getting ACP sentences, another type of labeling (identifying subject, object, action, etc.) is required for extracting policies. Our proposed methodology does not require this labeling as we utilize semi-supervised learning to predict those labels, whereas previous work tried to manually identify the subject, object, and action elements. ACRE performed best on iTrust because it contained repetitions throughout the document but performed poorly on the Collected ACP Document, because there are not enough repetitions in that document for finding the initial set of subject and resource seed patterns, before expanding the patterns using their proposed bootstrapping method. However, since the SRL tool has already been trained using a very large model, it considers each sentence separately, independent of the other sentences. As long as there are rolesets defined for a specific predicate in the initial training set, SRL can identify that predicate's arguments. An instance of this roleset was described in section 2.4. SwiRL trains on the Wall Street Journal data annotated per the PropBank frames/roll sets. PropBank has numerous rolesets defined for each predicate. We effectively added more related rolesets by retraining SwiRL using ACP data.
DISCUSSION
SRL systems are usually dependent on large quantities of annotated training data. There is lack of annotated data for access control domain and it is both difficult and highly expensive to produce such data. Hence, being able to generalize SRL systems to access control domain could offer a huge benefit. However, generalization of these systems to a new domain different than the domain used to train the system, is a challenging task. A major impediment to the widespread application of SRL across different domains is the degradation of performance, when a supervised SRL system is faced with unseen data. A particular difficulty is that a predicate in the target domain may exhibit a behavior not contemplated in the dictionary of frames at training time. It also remains unclear to what degree generalization is constrained by other components such as tagging and syntactic parsing. Furthermore, the relation of semantic roles to other semantic knowledge (e.g., WordNet, named entities) has barely been addressed in the design of current SRL models. A deeper understanding of these type of questions could help in developing methods that yield improved generalization, and that are less dependent on large quantities of annotated training data. Our system was able to label semantic roles automatically with fairly high F 1 , indicating promise for applications in various security-related natural language tasks. Although SwiRL's current model is fairly accurate on the data covered by the training set, the different nature of the ACP target domain led us to introduce new knowledge sources in order to extend SwiRL's feature set and design a more complex learning model which in turn resulted in better performance on the target domain. In light of this, there is a question of why adding unlabeled data and retraining the model improves the performance. To answer this question, we need to consider that our classifier learned how to find arguments for each predicate when it was trained using the PropBank corpus, but it is not able to generalize its model in new domains because it simply has not seen instances from the target domain to build a great feature space. What we are looking for is a classifier that generalizes to unseen test documents. The assumption is that when the labels are not available, perhaps they can be guessed. When adding unseen data to the classifier's training data, if we can outperform the class priors, we can find a better classifier using this data. Another benefit of adding unlabeled data is that the classifier finds a new range of feature values due to new data and so will create a better or more general model, thereby improving the generalizability of the model to the new domain.
Our trained models showed a noticeable improvement over our baseline (about 2% by domain adaptation and 3% by semi-supervised learning). However, this could be increased considering that we have not been able to fully exploit the potential of our models. Still, by only adding a small fraction of in-domain data (additional in-domain data was only about 1% of the size of the initial training dataset, thereby increasing the training set size by a mere 1%), our system's performance is in line with a state-of-the-art system. Many aspects of our system are still quite preliminary in identifying ACPs. For example, our system currently assumes knowledge of the correct frame type for the target predicate to determine the semantic roles of its arguments. However, some predicates have several meanings depending on the context being used. Some predicates are also inherently negative (e.g., "prohibit") which is not captured by our current system. Our system is able to identify some negative modal verbs such as "shall not" in "An administrator shall not be permitted to read or write to medical elements of a patient record.", however, it is unable to capture other forms of negation such as "No doctors can view patient records.". A more generalized system would thus require a module for frame disambiguation and negative sentence identification.
Much remains to be done to apply the system described here to the interpretation of general policy documents. Our system does not currently identify conditions in ACP sentences, which is critical to the meaning of some ACPs. For example, in "If the invoices total amount exceeds one million, then two different supervisors must authorize the invoice.", our system considered "If the invoices total amount exceeds one million" as an adverb for predicate "authorize", which, if not taken into account as a condition, results in an invalid policy. The system also missed on some important arguments in more complex ACP sentences. For example, in "An email alert is sent out to the iTrust user in the event of a changed password, status change in laboratory procedure, comprehensive report requested and generated. ", the system missed on considering "in the event of a changed password, status change in laboratory procedure, comprehensive report requested and generated.
" as an argument for predicate "send". This resulted in extracting a policy that is not usable. A more comprehensive training set is thus a necessity. The system also showed inconsistencies in identifying temporal and location arguments. One technique would be the combination of SRL training data with named-entity systems for recognizing entities (e.g., times, dates, and locations), the effort that has gone into recognizing these items should complement the training data.
Generalization to predicates for which no annotated data are available may be possible by incorporating more resources (such as WordNet, FrameNet) or automatic clustering of predicates. Automatically learning generalizations about the semantics and syntactic behavior of predicates is an exciting problem for the years to come. We believe it is critical for the future of SRL that research broadens to include wider investigation of unsupervised methods.
CONCLUSION AND FUTURE WORK
This paper explores using semantic role labeling as a technique for correctly identifying access control policy elements. We compared four high performance SRL systems. Using the best performing SRL system allowed us to identify ACP elements with an average F 1 score of 75%, which bested the previous work by 15%. Moreover, as current semantic role labelers are domain dependent due to being trained on specific corpora such as PropBank, applying them to other domains yields lower performances than desired. To address this issue, we proposed using domain adaptation and semi-supervised learning techniques. We were able to increase the performance in terms of recall and F 1 for most of the datasets. It is worth emphasizing that the additional in-domain data only increased the training dataset size by 1%. We believe that by adding enough unlabeled data from the ACP requirements domain, we can specifically adapt the tool to perform well on the new domains and outperform the state-of-the-art systems. In the future, we aim to use other domain adaptation and semi-supervised learning techniques to further increase the performance of the SRL tool. We also plan to automate the process of migrating to new access control models such as attribute-based access control using the extracted ACP elements.
