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Abstract
Phase separation and nanoscale fluctuation in strongly correlated systems are
known to exist around their phase transitions. They are directly connected to
the ordering mechanisms that cause magnetic orders, density waves, or super-
conductivity. These orders likely have their origins rooted in the differences in
the correlation lengths of the underlying competing orders. Therefore study-
ing materials in size that is comparable to these fluctuations can disentangle
the complexity of the mechanism. To serve this purpose, we studied magnetic
domain formation in La1−xSrxMnO3 (LSMO) nanowires. In theory, a 1D fer-
romagnetic wire is not capable of forming a single domain without an applied
field. Therefore, it is meaningful to study how the spatial confinement con-
tributes towards magnetic domain formation. In particular, how its phase tran-
sition differs from that of the bulk, how magnetization density distributes inside
the nanowires, and what the domain sizes are inside the nanowires. For this
purpose, we fabricated arrays of nanowires 30nm tall, 80nm wide from LSMO
thin films using e-beam lithography. Magnetization measurements performed on
these wires showed an anomalous increase in the magnetization at temperatures
far below the Curie point of the bulk material. Around this temperature, co-
existing phase separated domains were observed with transport measurements.
To understand these observations, resonant soft x-ray scattering studies were
performed on Mn L-absorption-edge with an applied field and varying polariza-
tion at different temperatures. Our results suggest nontrivial magnetic domain
formation inside the nanowires that may be phase separated at low tempera-
ture. In the end, we suggest a phase retrieval model to reconstruct the real
space evolution of the magnetization density in nanowires to better understand
the magnetic systems measured with resonant soft x-ray scattering.
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Chapter 1
Background
Modern technological advancements are largely driven by our ability to make
things smaller. For example, transistor size has decreased by four orders of
magnitude since the 1970s. Even today, a continuous effort is made by the
semiconductor industry to fabricate smaller transistors to keep up with Moore’s
law. Thanks to this effort, a reliable technique to fabricate materials at the
nanoscale has been developed. We can say that our technological advancement
has been taking a top-down approach: we started in big, then approached small.
With the ability to fabricate materials at the nanoscale, now we can take a
bottom-up approach: we can use nanoscale systems to study physical properties
of the bulk. This approach is especially useful in the field of strongly correlated
systems. For example, in recent years, we have realized that nano-to-mesoscale
inhomogeneous orders can coexist in these materials even in their most stable
state. This phenomena is called phase separation. Often, phase separated states
are easier to detect when we spatially confine a system to the scale of these inho-
mogeneous orders. Therefore, fabrication of nano-to-meso scale systems allows
us to study the nature of phase separation. In addition, nanofabrication allows
us to study interface effects. Spatial confinement increases surface-to-volume
ratio and therefore enhances the interface effect. Finally, creating an artificial
lattice by nanofabrication can be a useful tool to study strongly correlated sys-
tems. We can isolate a single interaction and study its effect.
In this thesis, I will discuss the spatial confinement effects in La1−xSrxMnO3
nanowires studied with resonant soft x-ray scattering (RSXS). In this chapter,
possible effects of spatial confinement are discussed with a broad literature re-
view. Chapter 2 reviews experimental techniques and the theory of RSXS.
In Chapter 3, we will look at spatial confinement effects in La1−xSrxMnO3
nanowires. Finally, in Chapter 4, we will discuss a developing method to recon-
struct magnetization density measured with RSXS in real space.
1.1 Effects of spatial confinement
Spatial confinement can be caused in several stages. When a sample is spa-
tially confined in a single direction, we have a thin film. When confined in two
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directions, we have a nanowire. When confined in three directions, we have a
nano-particle. Spatial confinement is a useful tool to study material properties.
1.1.1 Phase separation and emergence of new order
Phase separation in strongly correlated systems
It has become more clear in recent years that many strongly correlated materials
are inhomogeneous by nature. Growing experimental evidence shows that two
or more competing orders can co-exist in a system to form a mixture of nano-
to-meso scale clusters. This phenomena is called phase separation. In general,
phase coexistence can occur in the vicinity of a first order phase transition.
What makes phase separation in strongly correlated systems unique is its wide
coexistence region in the phase diagram, whose origin is not well understood.
Unlike pinned domains by impurities, phase separation can be an emergent
phenomena that does not have a preferred domain nucleation site.
The term ‘phase separation’ is widely used in different systems like mangan-
ites, cuprates, or nickelates in recent years [1]. In these materials, the competing
phases may or may not have different electronic density, but they usually have
different symmetry breaking patterns. For example, a stripe phase, the spatial
modulations of spin or charge density, was observed in La1.6−xNd0.4SrxCuO4,
La2NiO4.125 [2] and La1.67Sr0.33NiO4 [34]. Incommensurate spin-density mod-
ulations were found in La1.8Sr0.2NiO4 and La2−xSrxCuO4 [3, 4]. Especially in
manganites, the presence of phase separation is prominent. Scientists hope that
by studying phase separation in manganites, important physics that is shared
by many strongly correlated materials may be uncovered, and may lead to un-
derstanding the mechanism of high-temperature superconductivity.
In manganites, the competing phases are typically ferromagnetic (F) and
antiferromagnetic (AF). Their size can range from nano to mesoscale. Observa-
tion of nanoscale phase separation in manganites dates back to the 1950s, when
both F and AF peaks were observed with neutron scattering in La1−xCaxMnO3
[6]. Since then, nanoscale phase separation was observed in many systems. For
example, with neutron diffraction studies on Nd0.5Sr0.5MnO3, three phases (F
metallic, CE-type AF charge-order, A-type AF) were found to coexist in the
low temperature phase [7]. Mesoscale phase separation refers to inhomogeneous
phases separation in the sub-micron scale and has been observed in systems
like La0.625−yPryCa0.375MnO3 and La0.7Ca0.3MnO3 with a typical domain size
of ∼ 0.2 - 0.5µm [8, 9] using electron microscopy and scanning tunneling mi-
croscopy. In both cases, phase separation involving both metallic and insulat-
ing phases were observed, indicating the existence of electronic inhomogeneity
around the metal-insulator transition (MIT). These results suggest a connection
between colossal magnetoresistance (CMR) and phase separation. In Figure 1.1,
a schematic illustration of the sub-micrometer coexistence of two phases is pre-
sented.
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Figure 1.1: Schematic illustration of the sub-micrometer-scale coexistence of
the charge-order insulating (dark area) and F metallic (white area) domains.
The typical size of domains is 0.5µm. In zero field (a), the magnetizations of F
domains are random. With applied field of about 4 kOe (b), all magnetizations
of F domains can be aligned.(Image borrowed from [8].)
Recent advancements of imaging techniques allow us to directly image nano-
to-mesoscale patches that are phase separated. For example, phase separation
in La1−xCaxMnO3 was revisited using the scanning electron nanodiffraction
technique[12]. Upon cooling La0.55Ca0.45MnO3 through its Curie temperature,
the system phase separated to two different Ca compositions (78% x=0.45, 22%
x = 0.60) (Figure 1.2 (a)). This result contributes to additional evidence that
nanoscale phase can make a significant contribution to the CMR. In addition, a
mesoscopically textured phase with coexisting charge-order and ferromagnetic
order were observed in L0.5Ca0.5MnO3 using holography and transmission elec-
tron microscopy [16] (Figure 1.2 (b)). The ferromagnetic phase is magnetically
homogeneous. Whether this phase is structurally homogeneous is under debate
[1].
For the specific case of CMR manganite La1−xSrxMnO3, phase separation
seems to be highly related to their orbital degrees of freedom [10, 11].
Phase separation in nanostructures
Phase separations can sometimes be easier to detect under spatial confinement.
For example, when La0.325Pr0.3Ca0.375MnO3 (LPCMO) is made to a nanowire,
coexisting F metal and charge ordered insulator domains was observed using
transport [13]. As in Figure 1.3 (a), in bulk (i), LPCMO shows a typical bulk
CMR behavior around the Curie temperature. However, in nanowires (ii), an
additional metal-insulator transition (MIT) reemerges at a lower temperature.
This result can be explained by two phase separated regions in the nanowire that
have different MIT temperatures. Domains of each phase span the width of the
wire (Figure 1.3 Right) so that unlike the bulk, current needs to pass through
both regions. From the transition temperatures, we can learn the origin of the
two phases.
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Figure 1.2: (a) Phase separation in La1−xCaxMnO3 observed with scanning
electron nanodiffraction. (b) Phase separation in L0.5Ca0.5MnO3 observed with
holography (color overlay) and transmission electron microscopy. (Left) Three
grains observed. Grain 1 is ferromagnetic and grain 3 is in a charge-ordered
phase. Grain 2, viewed in dark field (Right) shows mesoscopically textured
bright regions of strong charge-order appear that coincide with the fully ferro-
magnetic domains. (Images borrowed from [12, 16])




Figure 1.3: Experimental evidence of phase separation in nanoscale materi-
als. (a) (Right) Spatially confined domain structure. (Left) Resistivity of
La0.325Pr0.3Ca0.375MnO3 (i) in bulk and (ii) in nanowires. Reemergence of
metal-insulator transition is observed in (ii). (b) Magnetic inhomogeneity in
nano-sized La0.7Sr0.3MnO3 particles observed with nuclear magnetic resonance.
NP1 indicates particles with 50-200nm size. NP2 indicates particles with 20nm
size. (Images borrowed from [13, 14])
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This example points out the advantage of spatial confinement: by restricting
samples to the sizes of the underlying competing orders, we can enhance the
effects of phase separation.
Alternatively, spatial confinement itself is predicted to cause a phase separa-
tion. Chernyshev et al. predicted that edge states, e.g. a charge density wave,
can exist in doped antiferromagnetic nanowires [15]. Their calculation shows
that various edge states can form with different doping compositions.
1.1.2 Interface effect
Spatial confinement is also a useful tool to study the interface effect. This is
because an increase in surface-to-volume ratio would naturally mean an en-
hancement of the interface ratio.
Interface effects can occur in several forms. It can be an interface between
material and air (surface layer), an interface of two materials (substrate and film
or super lattice interface) or a boundary between two phases (phase boundary).
Spatial confinement can be beneficial to study the first two.
For example, magnetic inhomogeneity was found in nano-sized La0.7Sr0.3MnO3
particles [14]. Nuclear magnetic resonance study was performed on two groups
of nanoparticles: one with size 50-200nm, the other with 20nm. The study
showed that weak and strong double exchange coexist only in 50-200nm parti-
cles, but not in 20nm particles (Figure 1.3 (b)). This effect is attributed to the
existence of a surface layer in nanoparticles whose double exchange is weaker
than the bulk. Similar study done on La0.7Sr0.3MnO3 nanotubes show that this
surface layer is about 2 nm thick, constituted by small ferromagnetic clusters in
a frustrated configuration [17].
1.1.3 Artificial lattice
In real crystals, it is often hard to connect a physical phenomenon directly
to a particular cause. This is because the underlying orders are complex and
entangled. With lithographically made artificial lattices, we can sometimes
isolate a single interaction, and therefore identify a phenomenon with its cause.
For example, we can create artificially frustrated lattices to study frustra-
tion in spin ice materials, or artificially create a disorder to study its relation
to a phase transition. In their paper, Mengotti et al. studied two-dimensional
artificial kagome spin ice with synchrotron X-ray photoemission electron mi-
croscopy [18]. By fabricating isolated single domain nanomagnets, they were
able to observe magnetic interaction among them and therefore directly visual-
ize monopole-type defects. This lattice structure simulates the 2D analogue of
a pyrochlore spin ice. Their study isolated the effect of geometrical frustration
and showed how frustration can affect domain formation in a real system.
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Chapter 2
Resonant Soft X-ray
Scattering
In this chapter, we will review experimental and theoretical concepts of resonant
soft x-ray scattering (RSXS) from electrons. Specifically, we will see how the
x-ray beam is created with synchrotron light sources, and how our scattering
geometry enables us to reach particular positions in k-space of interest. We will
review the theoretical formalism behind light interacting with charges, spins,
and orbitals, as well as scattered intensity dependence on the polarization of
light, scattering geometry, and wavelength of photons.
RSXS is an experimental technique that utilizes the bright monochromatic
x-ray beam created in a synchrotron radiation source. It uses the property
of photo-absorption by electrons to attain elemental and orbital information.
Absorption spectrum, energy dependence of photon absorption by electrons, is
unique for each element in the periodic table. Absorption spectra often show
sudden jumps when incident photon energy corresponds to a characteristic bind-
ing energies of atomic core electrons. These energies are called absorption edges.
In resonant scattering experiments, we tune the incident photon energy to these
absorption edges. This is why, by measuring scattered photons, we attain in-
formation on elements and electron orbitals.
Photons in the soft energy range is most suitable to study transition metal
oxides. This is because the absorption edges of the elements that contributes to
strongly correlated behavior are in the soft x-ray energy range. In Figure 2.1
and 2.2, energy range of soft x-ray and absorption edges of tradition metals
in soft x-ray range are presented. For example, in La1−xSrxMnO3, unpaired
electron spins in the outer most Mn valence orbital (3d orbital) contribute to
 1 m  100 nm  10 nm  1 nm  0.1 nm = 1Å
 10 keV
 CuK
 2a0
 SiK OK CK SiL
 1 keV
 Photon energy
Wavelength
 100 eV 10 eV 1 eV
IR VUV
Hard X-raysUV Extreme Ultraviolet
Soft X-rays
 CuK?
Figure 2.1: Electromagnetic spectrum. (Figure borrowed from [37])
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Figure 2.2: Absorption edges of transition metal. (Figure borrowed from [19].)
the magnetism. RSXS studies this orbital and therefore magnetism by exciting
an electron in the core level (2p orbital) to this 3d orbital (Figure 2.3). This
transition is governed by the ∆ = ±1 selection rule, and this particular ab-
sorption edge is called the Mn L-edge. From spin-orbit coupling, the core 2p
orbital splits into two energy levels with angular momentum j = 3/2 and j =
1/2. Photon absorption by these energy levels are known as L2 and L3 edges
respectively.
2.1 Synchrotron light sources and scattering
set-up
Synchrotron radiation is electromagnetic radiation emitted by highly relativistic
electrons. Synchrotron light sources are facilities where synchrotron radiation
is created for scattering or imaging experiments. Synchrotron facilities usually
can be divided into two parts: where x-ray beam is created (booster ring and
storage ring) and where scattering experiments are performed (beamlines) (see
Figure 2.4). Here, we give a brief overview of synchrotron facilities with empha-
sis on beamlines NSLS X1B and ALS BL4.02, where most of our experiments
were performed.
2.1.1 Storage ring
The storage ring is a high-vacuum circular tube in which electrons circulate
around. Historically, 1st generation storage rings were used for particle collision
experiments. X-rays were byproducts, and only part of a ring was opened for
experiments. Modern storage rings (2nd or 3rd generation) are only designed
for synchrotron radiation. They consist of many straight sections that store
7
Figure 2.3: Mn L- absorption edges. (Figure partially borrowed from [19])
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Figure 2.4: Synchrotron source at ALS (Figure from [37])
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Figure 2.5: Undulator radiation in lab frame and electron’s rest frame. a′ shows
direction of electron oscillation. E(r) indicates electric field at position r. E(r),
a′, and r are always in one plane, and E(r) and r are always perpendicular to
each other. (Figures are partially borrowed from [37])
alternating magnets called undulators. In these sections, electrons are period-
ically accelerated by magnets and therefore radiate x-rays. Electrons change
their directions due to bending magnets in between the straight sections. The
size of storage rings varies with different synchrotron sources, and are bigger as
the electron intensity increase. For example, the ring diameter of NSLS (2nd
generation) is about 60m, and that of ALS (3rd generation) is about 100m in
diameter. The new light source NSLSII (3rd generation) has a ring diameter of
260m and will be 104 times brighter than NSLS.
Electrons that circulate in a storage ring are created first by a cathode. Then,
electrons multiply their energy by going through a Linac and a booster ring.
Accelerated electrons are then injected into the storage ring. Most electrons in
a storage ring are tightly controlled both in size and divergence so that they are
confined to a narrow beam. However, some electrons, while circulating, can lose
their energy by either deflecting away or colliding with each other. Therefore
there is a lifetime to the electron beam. We need to ‘refill’ electrons in the ring
periodically by injecting electrons using the same process starting at a cathode.
Electrons, accelerated through undulators, create radiation (soft x-ray in
our case). In the simplest case of linearly polarized light, undulators consist
of periodic dipole magnets positioned vertically above and below the electron
beam pass. Going through an undulator, electrons are steered by magnets to
oscillate in a horizontal plane. As a result, electrons create dipole radiation
in its rest frame and a Doppler shifted narrow forward cone in the lab frame
(Figure 2.5). The energy bandwidth of the radiation is constrained by the
periodicity of an undulator and has natural bandwidth of 1/N , where N is the
9
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Figure 2.6: Typical soft-xray beamline setup. (Figure partially from [37])
number of undulator oscillations. The advantage of undulators is that they allow
us to gain strong radiation intensity in a narrow energy band. In addition, the
radiation energy can be altered by changing the undulator gap distance. When
undulator magnets are brought closer, electrons oscillates with larger amplitude
and therefore propagate with lower frequency. This results in radiation with a
longer wavelength. When undulator magnets are brought further, it results to
a radiation with shorter wavelength. The typical electron flux and beam spot
size from undulators are 2.8GeV and a few mm for NSLS, and 1.9GeV and few
hundred µm for ALS. To generate both linear and circularly polarized light, a
pair of crossed undulators are used (see Section 2.4.3 for definition of photon
polarizations).
2.1.2 Beamlines
At the end of each undulator, radiation leaves the storage ring and is directed
into a beamline for experiments. Figure 2.6 shows a typical scattering beamline
setup. An undulator beam goes through various equipment and is shaped into
an ideal beam spot before it reaches the sample. Pairs of spherical mirrors
collect and focus the beam into a monochromator. A monochromator consists
of several (three at X1B) reflection gratings, each of which corresponds to a
different spectral region. Gratings narrow down spectrum by separating the
spectra to different angles. An exit slit following the monochromator selects a
spectrum with a small bandwidth for an experiment.
Synchrotron source is suitable for resonant scattering experiments because
it produces a broad energy band that can reach the K− or L−absorption edges
for most elements. In the soft x-ray energy range, an ultra-high vacuum (UHV)
environment is crucial. Without UHV, soft x-rays will lose their flux rapidly,
absorbed by particles in the air. This is because the soft x-ray penetration depth
is much shorter compared to hard x-rays where UHV is not necessary. For this
reason, soft x-ray beamlines need to be entirely under UHV.
Endstations are the destination of beamlines, where experiments are per-
formed. Each beamline can have multiple endstations, and usually each end-
10
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Figure 2.7: Inside soft x-ray chambers at NLSL X1B and ALS BL4.02. Samples
are cooled through the cold finger, heated by a heater attached on the sample
holders. Diffractometers are consisted of motors for translational and angular
movements of a sample.
station is built for a unique scattering technique. At RSXS endstations, exper-
iments are performed in a UHV chamber called the scattering chamber. The
photon beam comes in the scattering chamber from a fixed direction. A scat-
tering chamber contains all the motors needed to move a sample to a particular
scattering geometry in order to reach the momentum transfer q of interest. In
Figure 2.7, the scattering chambers at endstations X1B and BL4.02 are shown.
In addition to motors, a scattering chamber contains a sample holder, a detec-
tor, and a temperature control. In order to perform a scattering experiment, a
sample needs to be put in the center of rotation of all the motors, and the x-ray
beam should be focused and positioned at the sample center of rotation. After
the sample is in the center of rotation, three motors (TH, CHI, PHI) rotate the
sample in a spherical surface. Together with the motor on the detector arm
(TTH), we have enough angles of freedom to reach a large area in k-space.
2.2 Introduction to x-ray scattering
X-ray scattering is a photon-in, photon-out process. The scattered intensity, I,
is the ultimate output of a x-ray scattering experiment. This is measured by
counting the number of photons hitting a detector per second, and has units of
Hertz. Intensity depends on photon polarization and energy, as well as scattering
geometry. In practice, measured scattered intensity is usually a relative quantity
because its brightness depends on light sources and the experimental setup. To
give an absolute scale to the intensity, we need to fit the scattered intensity
11
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Figure 2.8: Scattering cross-section. Λ2aus is a constant related to the length
from the scatter to the detector.
to an existing absolute quantity, e.g. Henke-Gullikson factors. This topic is
discussed in Section 2.4.
The scattered intensity is proportional to scattering cross-section dσ/dΩ:
I ∝ dσ
dΩ
. (2.1)
Cross section has units of [length2/solid angle], and measures the amount of
incident photon that falls onto the area dσ, scattered into a solid angle dΩ
(Figure 2.8).
The scattering length f describes scattering of a photon from a single site
(usually an atom), and is defined so that its square is the differential cross-
section of an atom: (
dσ
dΩ
)
atom
= |f |2 , (2.2)
and has units of [length * number of electrons/atom].
To understand the role of the scattering length to the total scattered in-
tensity, let us compare scattering from a single electron, a single atom, and a
crystal lattice.
Single Electron
The scattering length of a single particle depends only on the photon polariza-
tion, and therefore
f = fe (
′, )
= ro 
′ · , (2.3)
where is ro is the classical electron radius. Hence the scattered intensity of
single electron is
I ∝
(
dσ
dΩ
)
Th
= |fe (, ′)|2 . (2.4)
fe is known as the Thomson scattering length, and (dσ/dΩ)Th is called the
Thomson cross-section.
12
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Figure 2.9: Scattering from a lattice. Atomic positions and unit cells positions
are defined by vectors Rm and rn respectively. Each different atom has its own
scattering length.
Single Atom
An atom consists of many electrons. Therefore, wave scattered from each elec-
tron can interfere with each other. This allows scattered photons to have mo-
mentum transfer (Q ≡ k − k′ ) dependence. In addition, electrons in different
orbitals absorb a photon at different photon absorption energies. Therefore,
atomic scattering length and intensity from a single atom are
f = fatom (~ω, , ′,Q) . (2.5)
I (Q) ∝
(
dσ
dΩ
)
atom
= |fatom (~ω, , ′,Q)|2 (2.6)
Crystal Lattice
Consider a lattice that is expressed by Rm, vectors pointing at unit cells, and
rn, vectors pointing at atoms in a unit cell (Figure 2.9).
A unit cell consists of one or more atoms. Therefore the scattering length of
a unit cell is
f =
∑
n
fn (~ω, , ′,Q) n ∈ {atoms in unit cell} , (2.7)
where the sum is over all the atoms in a unit cell. If we only scatter from a
unit cell, the scattering cross-section is the sum of the atomic scattering length
multiplied by their positions in momentum space over all atoms in the unit cell:
(
dσ
dΩ
)
uc
=
∣∣∣∣∣∑
n
fn (~ω, , ′,Q) eiQ·rn
∣∣∣∣∣
2
. (2.8)
We have a unit cell at every lattice point at Rm. Therefore, the total inten-
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sity scattered by the lattice is
I (Q) ∝
(
dσ
dΩ
)
lat
=
∣∣∣∣∣ ∑
n,m
fn (~ω, , ′,Q) eiQ·(Rm+rn)
∣∣∣∣∣
2
=
∣∣∣∣∣ ∑
n
fn (~ω, , ′,Q) eiQ·rn
∣∣∣∣∣
2
×
∣∣∣∣∣ ∑
m
eiQ·Rm
∣∣∣∣∣
2
. (2.9)
The first multiplier of this equation is called the unit cell structure factor, and
describes the interference of wave and particles in a unit cell. The second part
is called the lattice sum and describes the scattering from the lattice sites. fn
is the atomic scattering length that solely describes the material properties and
is independent of the position of atoms in real or momentum space. eiQ·rn
is the geometric-relative phase of the scattering sites in a unit cell. The unit
cell structure factor is a continuous surface (density) in k-space for 2D (3D)
systems. Therefore, in x-ray scattering, we observe points on unit cell structure
factor (which is a continuous surface or density) picked out by the lattice sum
(which are discrete delta functions at Q points). A simple example is shown in
Section 4.1.2 to address this point.
In the next section, we will calculate fn using time-dependent perturbation
theory.
2.3 Resonant soft x-ray scattering
The scattering length for a single scattering site can be calculated using time-
dependent perturbation theory to the second order.
Photons alter their quantum states when they interact with electrons in
solids. This is how scattering gives us information about the material. When
the electromagnetic wave interacts with electrons, the free electron Hamiltonian
Ho = p
2/2m will be modified by replacing p by p − eA/c. The resulting
interacting Hamiltonian is
Hint =− e
mc
p ·A + e
2
2mc2
A ·A
≡ H1 +H2, (2.10)
where A is the quantized electromagnetic field
A (r, t) =
√
2pi~c
V
∑
i,k
1√
k
i
(
ak,i (t) e
ik·r + a+k,i (t) e
−ik·r
)
. (2.11)
a+k,i and ak,i are photon creation and annihilation operators, while the sum is
over all the wave vector k and polarization i. The spin-dependent terms, being
relativistic and scaling as ~ω/mc2, are ignored in this formalism because they
are much smaller compared to the charge dependent terms.
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Since x-ray scattering is a photon-in, photon-out process, we need pairs
of creation and annihilation operators to conserve the number of photons and
therefore to express the physical process. In the first-order perturbation, A ·
A (second term of interacting Hamiltonian) satisfies this requirement. In the
second order perturbation, (p·A)·(p·A)+ (first term in interacting Hamiltonian)
satisfies this requirement. As a result, the transition probability per unit time
or transition rate, Tif , from initial state |i〉 to final state |f〉 is described to the
second order by
Tif =
2pi
~
∣∣∣∣∣〈f |H2 |i〉+∑
I
〈f |H1 |I〉 〈I|H1 |i〉
Ei − EI
∣∣∣∣∣
2
δ (Ei − Ef ) ρ (Ef ) , (2.12)
where |I〉 is the intermediate state and the sum is over all the possible inter-
mediate states of energy EI . The transition rate has units of [1/time], and is
the time derivative of the probability of a system to transition from state |i〉 to
state |f〉. The first term of this relation is originally derived by Dirac, and is
called the ‘Fermi’s Golden Rule’. The second terms are derived by Kramers and
Heisenberg, and is called the ‘Kramers-Heisenberg relation’. Since we deal with
elastic scattering experiments, the electronic initial and final stats are both in
the ground states of the electrons |G〉. Together with photon quantum states,
we can explicitly write
TRSXS =
2pi
~
∣∣∣∣ e22mc2 〈G, k’, ′|A ·A |G, k, 〉
+
e2
m2c2
∑
n
〈G, k’, ′| (p ·A)+ |I〉 〈I|p ·A |G, k, 〉
EI − EG − ~ω − iΓI/2
∣∣∣∣∣
2
δ (EF − EG − ~ω) ρ (EF ) . (2.13)
The first term expresses non-resonant Thompson scattering. The second term
expresses resonant scattering where a photon with (k, ) excites an electron into
its intermediate state, followed by the electron decaying back to the ground
state, emitting another photon (k′, ′). A schematic illustration of these pro-
cesses is shown in Figure 2.10.
The total cross section, σ, is the transition rate divided by the total incident
photon flux Φo
σ =
Tij
Φ0
, (2.14)
and therefore the differential cross section is
dσ
dΩ
=
Tij
Φ0dΩ
. (2.15)
15
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Figure 2.10: Schematics of resonant and non-resonant elastic scattering. (a)
Non-resonant Thomson scattering. (b) resonant scattering.
The diffraction cross section for a single electron is
dσ
dΩ
= r2o
∣∣∣∣∣  · ′ 〈G| ρ (Q) |G〉 −m∑
I
〈G| ′ · J (k′) |I〉 〈I|  · J (k) |G〉
EI − EG − ~ω − iΓI/2
∣∣∣∣∣
2
,
(2.16)
where ro ≡ e2/mc2 is the classical electron radius, ρ (Q) is the Fourier transform
of the charge density, and J (k) is the current operator defined as 1/m
∑
l ple
ik·rl .
Energy was integrated over all the finial states.
In the soft x-ray energy range, we can use the dipole approximation to elim-
inate k-dependence in the matrix element. The dipole approximation assumes
that the size of the absorbing atomic shell is smaller compared to the size of the
wavelength. As the result, |r|  1/|k| = λ/2pi, and therefore, eik·r ≈ 1. Under
the dipole approximation, we have
dσ
dΩ
= r2o
∣∣∣∣∣  · ′ 〈G| ρ (Q) |G〉 − 1m∑
I
〈G| (′ · pl)+ |I〉 〈I| ( · pl) |G〉
EI − EG − ~ω − iΓI/2
∣∣∣∣∣
2
.
(2.17)
In addition, since 2m [Ho, r] = −2i~p, we can replace p with the commutator
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[Ho, rl]. Along with the definition (2.2), the scattering length is:
fn (~ω, , ′) = ro  · ′ 〈G| ρ (Q) |G〉+ k2e2
∑
I
〈G| (′ · rl)+ |I〉 〈I| ( · rl) |G〉
EI − EG − ~ω − iΓI/2
= fT (Q, , ′) + ∆f (~ω, , ′) . (2.18)
The first term is the non-resonant Thomson scattering length, and the second
term is the resonant Kramers-Heisenberg scattering length.
2.3.1 Free magnetic atom
When studying magnetically ordered materials, a simplified version of the ∆f
is often used as an approximation. This requires us to make an assumption
that spin moments are the only element in the system to break its spherical
symmetry. Then we can express ∆f as
∆f = R(0)′∗ · − i R(1) (′∗ × ) · mˆ + R(2) (′∗ · mˆ) ( · mˆ) , (2.19)
where R(0,1,2) are energy dependent matrix derived from 〈G| (′ · rl)+ |I〉 〈I| ( · rl) |G〉
using the single atom assumption. They consists of the squared sum of dipole
matrix elements of the Racah spherical tensors. We will see the exact expres-
sion of R(0,1,2) in the following section. However, note that these values are
experimentally obtainable.
2.4 X-ray absorption and dichroism
In this section, I aim to provide experimental methods used to determine the
scattering length f , as well as their theoretical background. I will first dis-
cuss how we can obtain the imaginary part of the scattering length from x-ray
absorption spectroscopy (XAS). Then, I will introduce the Kramers-Kronig re-
lation, through which the real part of the scattering length is obtainable. I will
apply this method to show that we can isolate the terms R(0,1,2), and therefore
obtain these values independently by using XMCD and XMLD. In addition, I
will explain the use of Henke-Gullikson table and its relation to the scattering
length of off-resonant data.
2.4.1 X-ray absorption and Kramers-Kronig relation
Absorption cross-section and Optical theorem
In section 2.3, we formulated the non-resonant and resonant scattering processes
of RSXS. We can rewrite the scattering length (2.18) into its real and imaginary
17
parts as the following:
f (~ω, , ′) = fT (Q, , ′) + ∆f (~ω, , ′)
=
[
fT (Q, , ′) + ∆f ′ (~ω, , ′)
]− i∆f ′′ (~ω, , ′) , (2.20)
where ∆f ′ and ∆f ′′ are the real and imaginary parts of ∆f . Now, we will relate
the imaginary part of the scattering length ∆f ′′ to the absorption.
Photon absorption is the first part of the resonant process (i.e. a photon is
absorbed by an electron and produces a photoelectron). Therefore, we should
expect a relation between resonant scattering length and the absorption cross-
section.
Absorption involves annihilation of a photon. The corresponding contribu-
tion from the interacting Hamiltonian (2.10) is (p ·A). To first-order perturba-
tion, the transition rate is
Tabs =
2pi
~
∑
F
|〈F |p ·A |G〉| 2 δ (EF − EG − ~ω) ρ (EI) . (2.21)
Using similar steps discussed in Section 2.3, the scattering cross-section can be
written as
dσabs
dΩ
=
4pi2
k
rom
∑
F
|〈F |  · J (k) |G〉| 2 ρ (EI)
=
4pi
k
rom Im
[∑
I
〈G| ′ · J (k′) |I〉 〈I|  · J (k) |G〉
EI − EG − ~ω − iΓI/2
]
=
4pi
k
Im [∆f ] . (2.22)
We used the equality Im[(EI −EG − ~ω − iΓI/2)−1] = ρ(EI) to get the second
equality from the first. This result shows that we can obtain the imaginary part
of the resonant scattering factor from an absorption measurement. This relation
between the scattering cross-section and the imaginary part of scattering length
is called the optical theorem.
Experimentally, the absorption cross-section dσabs/dΩ is measured using
x-ray absorption spectroscopy (XAS). XAS studies the energy dependence of
photon absorption to materials. The experimental aspects of XAS are explained
in Section 2.4.4.
Kramers-Kronig relation
The corresponding real part of the resonant scattering length can be calculated
with Kramers-Kronig relation. Kramers-Kronig relation connects the real and
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imaginary parts of the scattering length in the following way:
Re [∆f (ω)] =
2
pi
P
∫ ∞
0
ω′Im [∆f (ω′)]
ω′2 − ω2 dω
′
Im [∆f (ω)] = −2ω
pi
P
∫ ∞
0
Re [∆f (ω′)]
ω′2 − ω2 dω
′, (2.23)
where P indicates principle part of the integral. In order to evaluate these
integrals, we often use experimental data at the near-resonance region, and
read off values from Henke-Gullikson table for energies away from the resonance
region. In the following section, the usage of Henke-Gullikson table is explained.
2.4.2 Henke−Gullikson table: a method to obtain
scattering length at off-resonant energies
The Henke-Gullikson table shows tabulated values of the scattering length under
forward scattering approximation for each atom in the periodic table. Forward
scattering approximation assumes Q = 0 and  = ′. Under such assumption,
the scattering length is
f (~ω) =
[
fT + ∆f ′ (~ω)
]− i∆f ′′ (~ω)
= ro ([Z + F
′ (~ω)]− iF ′′ (~ω))
= ro (f1 (~ω)− if2 (~ω)) . (2.24)
Z is the total number of atomic electrons. F ′ and F ′′ are called resonant scatter-
ing factors. f1 and f2 are the real and imaginary parts of scattering length under
forward scattering approximation, and are called Henke-Gullikson atomic scat-
tering factors, or just atomic scattering factors (compare with Equation (2.20)).
f2 is measured with XAS, and f1 is calculated from f2 using the Kramers-
Kronig relation. They correspond to the dispersive and absorptive processes
respectively. Henke-Gullikson table gives tabulated values of the scattering fac-
tors f1 and f2.
Even though the Henke-Gullikson table only contains atomic information,
we can often use it as an estimate for the off-resonance scattering length of a
compound. In the near-resonance region, electrons are excited to a valence or-
bital. Therefore, absorption is sensitive to the local bonding and spin moments
of the absorbing atom. On the other hand, away from near-resonance region,
electrons are excited into the continuum. Therefore, the excitation cross-section
is atom specific and varies smoothly with energy. The spectra of a compound
away from its resonance energies is atomic-like and varies smoothly. As a result,
away from resonance, the scattering length of a compound is just a superposi-
tion of all the individual atomic scattering length given by the Henke-Gullikson
factors.
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2.4.3 Dichroism: a method to obtain scattering length at
near-resonant energies
X-ray dichroism is a technique that was developed long before RSXS. It is the po-
larization dependence of the x-ray absorption spectroscopy (XAS) and measures
electronic or magnetic anisotropy in materials. Like RSXS, it is also carried out
with synchrotron radiation. In literatures, dichroism is usually expressed as the
intensity difference of two XAS measurement of different photon polarizations.
There are mainly four types of dichroism: natural linear dichroism (XNLD),
natural circular dichroism (XNCD), magnetic linear dichroism (XMLD) and
magnetic circular dichroism (XMCD). In this section, we will focus on the lat-
ter two because our charge anisotropy has a magnetic origin. They only exist
below Nee´l or Curie temperature or are paramagnetic with an external field ap-
plied. XNLD and XNCD are used when charge anisotropy comes from chemical
bonding alone.
As we will see below, it turns out that we can use polarization dependent
x-ray absorption to selectively determine any absorptive component (imaginary
part) of R(0,1,2). This is because the relationship in (2.22) also holds for dichroic
absorption and scattering. Then, we can use the Kramers-Kronig relation to
get the dispersive component (real part). This way, we obtain the scattering
length fn on resonance.
In the discussion that follows, the photon polarization is conventionally de-
fined as the following:
linear polarization
⊥ to the scattering plane −→ σ polarization
// to the scattering plane −→ pi polarization (2.25)
(See Figure 2.6) Linear unit polarization vectors in pi and σ direction are
denoted as pi and σ. Linear unit polarization vectors are real.
circular polarization
Right and left circular unit polarization vectors are defined as
R = −1
2
(pi + iσ)
L =
1
2
(pi − iσ) . (2.26)
Circular unit polarization vectors are complex.
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XMLD
XMLD studies the linear polarization dependence of the absorption spectra.
XMLD effects arises from a nonspherical distortion of the atomic charge by the
spin-orbit interaction when the atomic spins are axially aligned by the exchange
interaction. XMLD is sensitive to both ferromagnet and antiferromagnet, but
is usually used to detect antiferromagnetic order. It is often used to determine
the orientation of an antiferromagnetic order or image their domains.
XMLD spectra are the measured difference of two XAS
∆IXMLD = IXAS (E ‖M)− IXAS (E⊥M) . (2.27)
For a system with magnetic axis in the z-direction, we can write XMLD
in terms of the angular dipole matrix elements of Racah spherical tensors (see
Appendix B for Racah spherical tensors)[19]
∆IXMLD =
AR2
2
∑
states
2 |Co|2 − |C−1|2 + |C+1|2 , (2.28)
where A is a proportionality factor linear in ~ω, R is the radial transition matrix
element 〈a| r |n〉, and C{0,−1,+1} are Racah tensors in short-hand notation for a
transition from |a〉 to |n〉
|Cq|2 =
∣∣∣〈a|C(1)q |n〉∣∣∣2 . (2.29)
XMCD
XMCD studies the circular polarization dependence of the absorption spectra.
The XMCD effect arises from directional spin alignment. If the total moment
of the system is zero (i.e. antiferromagnet), XMCD measures no signal. When
a saturating magnetic field is applied, the XMCD is directly proportional to
the number of empty holes in the valence band. The property of XMCD that
measures both size and direction of moments is called the XMCD sum rules.
XMCD spectra are the measured difference of two XAS
∆IXMCD = IXAS
(
L−ph ‖M
)
− IXAS
(
L+ph ‖M
)
, (2.30)
where L
{−,+}
ph corresponds to the angular momentum of the photon in left and
right circular polarization. Alternatively, we can get the same result by flipping
the magnetic moment direction while fixing the photon polarization.
For a system with a magnetic axis in the z-direction, we can write XMLD
in terms of the angular matrix elements of the Rachah spherical tensors
∆IXMCD = AR2
∑
states
|C−1|2 − |C+1|2 . (2.31)
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Crossover with scattering
In Section 2.3, we derived the resonant scattering length ∆f and wrote out an
simplified equation for a free magnetic atom in (2.19). Here, we will formulate
(2.19) in detail and see how, with this simplification, we can obtain R(0,1,2) from
XMCD and XMLD.
As in (2.18), the resonant scattering length is
∆f (~ω, , ′) = k2e2
∑
I
〈G| (′ · rl)+ |I〉 〈I| ( · rl) |G〉
EI − EG − ~ω − iΓI/2 . (2.32)
Assume we have a free magnetic atom with a single spin in the zˆ quantization
direction (i.e. mˆ = zˆ). We can express the matrix element in terms of the
Racah spherical tensors in the following way [21]:
〈G| (′ · rl)+ |I〉 〈I| ( · rl) |G〉 =R
2
2
[(
′+ · ){|C+1|2 + ∣∣C−1∣∣2}
+i
(
′+ × ) · mˆ{|C−1|2 + ∣∣C+1∣∣2}
+
(
′+ · mˆ) ( · mˆ){2 |C0|2 − |C−1|2 − ∣∣C+1∣∣2} .] .
(2.33)
Therefore in (2.19)
∆f = R(0)′∗ · − i R(1) (′∗ × ) · mˆ + R(2) (′∗ · mˆ) ( · mˆ) , (2.34)
R(0), R(1), and R(2) correspond to
R(0) = k2e2
R2
2
∑
I
|C+1|2 +
∣∣C−1∣∣2
EI − EG − ~ω − iΓI/2 (2.35)
R(1) = k2e2
R2
2
∑
I
|C−1|2 +
∣∣C+1∣∣2
EI − EG − ~ω − iΓI/2 (2.36)
R(2) = k2e2
R2
2
∑
I
2 |C0|2 − |C−1|2 −
∣∣C+1∣∣2
EI − EG − ~ω − iΓI/2 . (2.37)
If we compare R(1) and R(2) with XMCD intensity in (2.31) and XLCD intensity
in (2.28), we find that they share the same form. Therefore, the second term in
(2.34) describes magnetic circular dichroism and rotates the photon polarization
on scattering. The third term in (2.34) describes magnetic linear dichroism and
it rotates the photon polarization in a more complicated way, due to its quadratic
nature in the magnetization direction.
Now that we have related XMCD and XLCD to the resonant scattering,
we can obtain R(0), R(1), and R(2) using x-ray absorption and the Kramers-
Kronig relation. Here, we consider a transmission type of absorption experiment
(forward scattering).
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Figure 2.11: Dispersive and absorptive component of matrix component G(0,1,2)
for LSMO obtained with XMCD and XLCD. (courtesy of P.Shafer, ALS)
For circular polarized incident photons, ′+ · = 1 and (′+×) = ko. X-ray
absorption is in the form
f2 (~ω)circular ∝ R(0) ∓ (ko · mˆ) R(1). (2.38)
Therefore, we obtain R(0) from the circular polarized absorption sum, and R(1)
from the circular polarized absorption difference.
For linearly polarized incident photons,  is real and therefore the XMCD
term vanish. X-ray absorption is of the form
f2 (~ω)linear ∝ R(0) + | · mˆ|2 R(2) (2.39)
With R(0) known from f2 (~ω)circular, we can obtain R
(2) from the linear po-
larized absorption and R(0) difference.
In experiments, R(0,1,2) are often measured in terms of G(0,1,2), where
G(0,1,2) = R
(0,1,2)/
(
k2e2R2
2
)
. (2.40)
In figure 2.11, experimentally measured Im[G(0,1,2)] and Re[G(0,1,2)] obtained
from the Kramers-Kronig relation is displayed.
2.4.4 Experimental methods
Two common experimental techniques to obtain absorption spectra are x-ray
fluorescence yield (FY) and electron yield (EY). When a photon excites an elec-
tron in the core level (photoionization), it is followed by an emission process
of either a photon or an electron. The process of emitting a photon is called
fluorescence, where an electron from the next shell drops in and emits a char-
acteristic radiation. The second process is called the Auger process, where a
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Figure 2.12: Fluorescent emission and Auger process. (Figure borrowed from
[37])
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Figure 2.13: Fluorescence and Auger emission yields. (Figure borrowed from
[37])
electron from the next shell drops in and emits another electron in the same
orbital (Figure 2.12). FY and EY uses these two types of relaxation processes.
The probability of each process occurring depends on the interactions among
electrons and the nuclear potential. The general trend of the probability is
shown in Figure 2.13. In the soft x-ray range (for example, look at Mn atomic
number at 25 for L-subshell), the Auger process dominates over fluorescence.
Therefore, EY is commonly used to measure absorption in this energy range.
FY measurements
FY measures photoelectrons produced in fluorescent emission. In order for
photoelectrons to reach a detector, they need to escape the sample with some
kinetic energy. Photoelectrons created close to a sample surface are easier to
escape and reach the detector. This is why the FY signal reflects the absorption
of photons. If more photons are absorbed, more photoelectrons are produced
close to the sample surface. Experimentally, the sample and detector angles need
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Figure 2.14: Electron and fluorescent yield spectra measured at X1B with pi
polarized incident beam.
to be placed so that the FY signal reflects the amount of photon absorption. In
our experiment, usually the incident light, sample, and detector are placed to
almost make a right angle.
EY measurements
EY measures electrical current created in the Auger process. EY is directly
proportional to the probability of the x-ray absorption because EY is surface
sensitive with sampling depth of ∼2 nm. Most photoelectrons will escape a sam-
ple when biased voltage is applied to pull photoelectrons away from the sample.
With the thin film approximation, the absorption spectrum is directly propor-
tional to the absorption cross-section. Experimentally, there are two ways to
obtain the EY spectra. One needs a channeltron detector to collect scattered
photoelectrons (X1B). The other needs a detector (picoammeter) to measure
the photoelectrons drained by a biased voltage that is connected to the sample
(ALS BL4.02). In the first case, the detector should face toward the sample
surface for maximum detection of photoelectrons.
In Figure 2.14, FY and EY spectra for the LSMO L-edges are compared.
XMLD and XMCD study polarization dependence of these spectra. The figure
shows a deviation in the EY and FY spectra. In fact, FY is not reliable to obtain
a correct scattering length. This is because an additional scattering from the
inelastic decay channels contributes to the intensity [22].
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Chapter 3
Magnetism in nanowires
La1−xSrMnO3 (LSMO) is a typical colossal magnetoresistive (CMR) compound
whose phase diagram is well understood in its bulk. At a doping level of x =
0.33, it goes through paramagnetic to ferromagnetic phase transition at a Curie
temperature of Tc ≈ 360K. This chapter is dedicated to the experimental study
of the spacial confinement of LSMO.
For this purpose, we fabricated nano-scale LSMO wires from LSMO thin
film using e-beam lithography. We studied magnetic domain formation using
both magnetic property measurement systems (MPMS) and resonant soft x-ray
scattering (RSXS). Some of our results, unique to nano-scale LSMO, indicate
the effects of spatial confinement.
3.1 CMR manganite La1−xSrxMnO3
3.1.1 CMR manganites
CMR manganites has the general chemical formula of RE1−xMxMnO3, where
RE represents rare earth trivalent ions such as La, Pr, or Nd, and M represents
divalent ions such as Ca Sr or Ba. Because of the mixed valence nature of Mn
ions, these compounds show complicated electric and magnetic phase diagrams
indicative of electron-electron and electron-lattice interactions. In addition to
negative magnetoresistance, known as CMR, they also show phase separation
in the vicinity of metal-insulator transition (MIT) for certain compositions of
x.
The crystal structure of CMR manganites is three dimensional perovskite-
like. It has the form of ABO3, where A is mixed RE and M ions, and B is
a Mn ion (Figure 3.1 (a)). Mn ion is in the center of a oxygen octahedral
structure. This structure enables the exchange interaction between Mn and
O, which contributes largely to the electric and magnetic properties of CMR
materials.
In general, isolated Mn ions have five degenerate 3d orbitals. They share
three or four electrons depending on the trivalent or divalent nature of the ion
A. With a crystal field, these orbitals splits into two energy levels known as t2g
and eg orbitals (Figure 3.1 (b)). Hund’s rule ferromagnetic coupling forces them
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Figure 3.1: (a) Perovskite crystal structure. (b) Energy level of Mn4+ ions in
oxygen octahedral structure.
to align in the same spin direction. In the case of Mn3+ ion, orbitals further split
into four energy levels, resulting in the Jahn-Teller distorted oxygen octahedron.
If the end member REMnO3 has an elongated octahedron, the distortion will
be reduced as M doping (Mn4+) is increased.
Magnetic models for CMR manganites are based on indirect exchange in-
teractions. In an indirect exchange interaction, magnetic interaction (spin hop-
ping) of two non-neighboring Mn d-orbitals is mediated by O p-orbital in be-
tween. For manganites with single valency such as REMnO3 with Mn
4+-O-
Mn4+ bond, superexchange mediated antiferromagnetic (AF) coupling occurs.
As in Figure 3.2 (a), opposite spin on Mn sites allow for spin hopping mediated
by a central O ion. This way, magnetic electrons are delocalized and there-
fore the system’s kinetic energy is reduced. On the other hand, for manganites
with mixed valency such as RE1−xMxMnO3 with Mn4+-O-Mn3+ bond, double
exchange mediated ferromagnetic (F) coupling occurs. As in Figure 3.2 (b),
electrons at O can hop to the empty eg orbital on the Mn site only if its spin
direction is the same as the ones in the t2g orbital. Otherwise, Hund’s rule will
forbid the hopping. Since kinetic energy is lower when electrons are delocalized,
it forces all t2g spins to align. Therefore, a system with double exchange exhibit
ferromagnetism. The complexity of the magnetic phase diagram of CMR man-
ganite is a result of a competition between double exchange ferromagnetism and
superexchange antiferromagnetism.
CMR manganites with strong double exchange interaction exhibit negative
magnetoresistance upon cooling. When double exchange dominates in the sys-
tem, CMR manganites are usually paramagnetic (P) semiconductor or insulator
at high temperature and FM metal at low temperature. The transition tem-
perature of the two phases is called the Curie temperature (Tc). In general,
27
 
Figure 3.2: (a) Superexchange mechanism. (b) Double exchange mechanism.
the resistivity of P phase increases with decreasing temperature, and resistiv-
ity at FM phase decreases with decreasing temperature. As a result, transport
measurements shows a dome at Tc, and the lower the transition temperature
is, bigger the CMR effect becomes. For FM metals, application of a magnetic
field removes Tc and magnetization persist to a higher temperature. There-
fore, application of the magnetic field increases the transition temperature and
therefore suppresses the CMR effect.
Nonetheless, the ordering mechanism of most CMR manganites cannot be
explained solely by the simple model of competing indirect exchanges. Their or-
dering mechanism is still an intensely studied topic in condensed matter physics.
One of the emerging explanation is phase separation scenario.
Nanoscale phase separation is known to occur in CMR manganites. Phase
separation is a state of matter where two competing phases co-exist in a system
to form inhomogeneous nanoscale domain patterns. Phase separation in man-
ganites are confirmed, for example, in La0.55Ca0.45MnO3 [12]. Based on recent
scientific reports, phase separation is known to amplify the CMR effect, which
is much bigger than can be explained by double-exchange alone. [8]. Phase
separation is intensely studied in recent years also because of its analogies to
cuprates. Phase separation exists in cuprates like La1.6−xNd0.4SrxCuO4 [2].
Studies of phase separation may shed light on other problems such as high-Tc
superconductors. In addition, with increasing evidence of coexisting competing
orders in other materials like Nicklates, a question is raised in theories that are
based on homogeneous state. The question of whether some compounds are
intrinsically inhomogeneous is in debate.
Finally, in addition to spin, lattice degrees of freedom also couple to M
doping. Orthorhombic to rhombohedral structural phase transition is observed
with a change in doping or temperature. Within some doping range, application
of magnetic field is also known to switch the structure from one lattice to the
other [25]. These are because the change in the Mn-O-Mn bonding angle is
directly related to magnetic and structural order. Lattice and magnetic order
are coupled through M doping.
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Figure 3.3: Phase diagram of La1−xSrxMnO3. Abbreviations are for: PI: para-
magnetic insulator, CI: canted insulator, FI: ferromagnetic insulator, PM: para-
magnetic metal, FM: ferromagnetic metal. (Image borrowed form [27])
3.1.2 CMR manganite La1−xSrxMnO3 in bulk
La1−xSrxMnO3 (RE = La, M = Sr) is a well studied member of CMR mangan-
ites. It has Tc of 360K (x ∼ 0.3), and therefore is a good candidate for industrial
applications such as magnetic storage devices. Its end members LaMnO3 and
SrMnO3 are both AF insulators at their ground state. LaMnO3 is an AF metal
below 120K and is an A-type AF Mott insulator: it has F order in a-b plane
from the cooperative Jahn-Teller effect, but AF order along the c-axis from su-
per exchange. As Sr ion is doped, some Mn eg orbitals become empty. Now,
the system has mixed valency and therefore double exchange coupling will com-
pete with superexchange coupling. Spins in the system start canting, and at a
doping level of x ∼ 0.16, FM coupling becomes the ground state of the system
below the Curie temperature [28]. Electrons on eg orbitals are delocalized and
therefore resistivity decreases. In Figures 3.3, 3.4, and 3.5, the LSMO phase
diagram and its doping dependent resistivity and magnetization measurements
are shown.
3.2 Fabrication
La0.67Sr0.33MnO3 (LSMO) thin films are grown on top of (001) SrTiO3 (STO)
and (001) La0.3Sr0.7Al0.65Ta0.35 (LSAT) substrates using molecular beam epi-
taxy or pulsed laser deposition. After growth, films are carefully checked with
AFM and MPMS to study their surface morphology and magnetic quality. We
use LSMO films with smooth surface and well defined Curie temperature to
perform nanostrcuture fabrication.
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Figure 3.4: Resistivity vs. temperature
of La1−xSrxMnO3 with different dop-
ings. (Figure borrowed from [26])
Figure 3.5: Magnetization of
La1−xSrxMnO3 with different dopings.
(Figure borrowed from [29])
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Figure 3.6: Schematics of fabrication process
From thin films of LSMO, arrays of nanoscale wires were fabricated using
the technique of e-beam lithography. E-beam lithography involves similar steps
characteristic of photolithography.
The fabrication process involves the following steps (schematics in Figure 3.6):
(a) Spin coat 150 nm layer of PMMA950 A2 resist on the surface of a epi-
taxially grown LSMO thin film of thickness ≈ 30 nm. Cure the resist for 10 min
at 170 Co.
(b) Use focused electron beam to write nano-size patterns on the PMMA
resist by breaking their polymer bonds. Raith eLine Nano engineering worksta-
tion was used for this purpose operating in line-exposure mode. A 100 µm×
100 µm write field was used with 20kV and 20nm aperture size of the beam.
Arrays of wires with 200nm separation was written in 1 mm × 1 mm area as
the result.
(c) Develop the film above for 60 seconds in a 3 : 1 = MIBK : IPA solution.
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Figure 3.7: Picture of a patterned LSMO film.
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Figure 3.8: A typical wire image observed with AFM
Rinse with IPA for 30 seconds and dry.
(d) Deposit Titanium as an etch mask using e-beam evaporator. The height
of the mask, ≈ 30nm, is material-specific, and is calibrated for LSMO before-
hand.
(e) Use Argon+ ion gas to mill through the LSMO layer. For 500 V and
50 A, the milling time is approximately 90 sec, but this number is to be cali-
brated for different machine. Titanium thickness in the previous step should be
calibrated so that when LSMO is milled to STO substrate, Ti is milled to LSMO.
Through this process, we obtained ≈ 8000 wires with dimensions 1 mm long,
80 nm wide, and 30nm tall with the wire pitch of 200nm. Figures 3.7 and 3.8
show pictures of a typical patterned sample and its AFM image of the wires
respectively. For STO substrates, wires are patterned along the (100) axis.
31
0 100 200 300 400
0
50
100
150
200
250
M
o
m
e
n
t  
( e
m
u
/ c
m
3
)
Temperature (K)
C
 F
 K
(Zero-field cool data are multiflied by 5)
	


	
	
	


	


0 100 200 300 400
0
100
200
300
400
500
M
o
m
e
n
t  
( e
m
u
/ c
m
3
)
Temperature (K)
 0     Oe
 100 Oe
	

	

	





Figure 3.9: Temperature dependence of in-plane magnetization of LSMO (a)
film and (b) nanowires compared. For nanowires, magnetization along the wires
(M ‖ wires) and across the wires (M ⊥ wires) were measured. Both zero-
field cool (ZFC) and filed-cool (FC) data are shown. SrTiO3 was used for the
substrate. Moment is normalized to the volume of the wires.
3.3 Magnetization and transport
measurements
Magnetization measurements
Magnetization measurements were performed on LSMO samples before and after
e-beam lithography. Figures 3.9 and 3.10 show typical in-plane magnetization
measurements of LSMO that compares the changes in magnetization. The
LSMO film before patterning shows a typical temperature vs. magnetization
curve that has a clear transition from PM to FM at Tc around 340K. After
the patterning, zero-field cooled (ZFC) magnetization of the nanowires is sig-
nificantly smaller compared to that of the bulk. In addition, the coercive field
of nanowires is much higher than that of a film. This suggests the existence of
many small magnetic domains inside the nanowires that are pointed in random
directions even at temperatures below Tc. However, the data also shows that
magnetization along the wires (red curve) is stronger than magnetization across
the wires (black curve). It indicates that the magnetization easy axis is along
the wires, and more domain magnetizations point parallel to the wire.
When a magnetic field is applied upon cooling (blue curve), nanowires show
an interesting behavior. An additional transition temperature emerges around
100K. Below this temperature, magnetization increase at a faster rate. This
behavior was also observed with magnetization measured across the wires.
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Figure 3.10: Field dependence of magnetization of LSMO (a) film and (b)
nanowires compared. For nanowires, magnetization along the wires (M ‖ wires)
and perpendicular the wires (M ⊥ wires) were measured. Measurements were
performed at 10K.
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Figure 3.11: Transport measurements on LSMO nanowires. LaAlO3 (LAO) was
used for the substrate. (a) Field dependence of wire resistivity. (b) AFM image
of a nanowire and four probe for transport measurements.
Transport measurements
Transport properties of nanowires were measured by our collaborators1 with
a four probe method. Single LSMO nanowire of 1 µm was prepared with the
same fabrication process. After nanowire is fabricated, four gold patches were
attached to the wire for resistivity measurements (Figure 3.11 (b)). The prelimi-
nary results are summarized in Figure 3.11. At a temperature around 120K, the
reemergence of a metal-insulator transition was observed (see light blue curve
for instance, and compare with Figure 1.3 (a)). This second transition follows
a CMR behavior where its resistivity drops as an increasing field is applied.
Below this transition, a telegraph noise was measured, indicating coexistence of
more than one phases with different resistivity coexisting in the wire.
1Measurements performed in collaboration with Nick Bronn in Mason’s group at UIUC.
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Figure 3.12: Comparison of scattering geometry at X1B, NSLS and BL4.02,
ALS.
3.4 RSXS experimental result
RSXS data were taken at NSLS X1B and ALS BL4.02. They are both resonant
soft x-ray beamlines whose set ups are as described in Section 2.1. Scattering
setups for our experiments (sample orientation w.r.t. to the beam, type of detec-
tor used, and polarization of photon in which data were taken) are summarized
in Figure 3.12. Scattering data were taken on different samples of nanowires
patterned from LSMO thin films. Even though data can be slightly different
from sample to sample, we observed an overall tendency of temperature de-
pendence. In this section, RSXS data on LSMO nanowires are presented. For
convention, x-axis is taken perpendicular to wires, y-axis is taken along the
wires, and z axis is taken out of the wires. The corresponding k-space coordi-
nates are qx = 2piH/a, qy = 2piK/b, and qz = 2piL/c respectively (a = 200nm,
b = semi-infinite, c = 30nm were used).
3.4.1 Experimental setup and data acquisition
Beamline 4.02 at ALS
BL4.02 is equipped with a CCD detector. A CCD detector consists of two
dimensional arrays of charge-coupled devices, and each pixel acts like a point
detector. Data acquisition is much faster with CCD detectors, but its analysis
is more involved. In Figure 3.13, we show a typical diffraction pattern of the
wire structure taken by the CCD detector using the geometry in Figure 3.12.
The CCD detector does not discriminate final polarizations, which means it
integrates over all polarizations of scattered photons. In the figure, diffraction
peaks are in an arc, reflecting the periodic structure of nanowires with k-space
vector qx. In the following discussion, we will call these peaks as grating peaks
because of their resemblance to diffraction gratings. Specular reflection is a
mirror reflection of the x-ray on the sample surface. The arc connecting all the
peaks are in the qx direction and each peak corresponds to the integer number in
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Figure 3.13: Typical CCD image of grating peaks at BL4.02 ALS.
H. Because of the soft photon energy, this line is curved, following the curve of
its Ewald sphere. Diffraction peaks has a 1D linear structure because nanowires
are semi-infinite in the y-direction.
Position of each CCD pixel was converted to a k-space coordinate according
to Appendix A. In Figure 3.14 we show the intensity distribution in the (qx, qz)
plane. Data in qz direction were taken by simultaneously moving the TH and
TTH angles while fixing specular reflection on the same pixel on the CCD. In
this plot, each point corresponds to background subtracted integrated intensity
of a diffraction peak on the CCD detector. The oscillation in qz direction is anal-
ogous of thickness oscillation of a specular peak, and is reflecting the wire height
profile. Similar scans were taken for different polarizations and temperatures to
study dynamics of the magnetic domain structure inside nanowires.
Beamline X1B at NSLS
X1B is equipped with a channeltron detector. A channeltron, also known as
channel electron multipliers, detect photons through photo-induced secondary
electrons. The detector size is limited to 1 mm wide and 1 cm long by a slit in
front of the detector. Channeltron detector does not discriminate between final
polarizations, which means it integrates over both pi → σ and pi → pi scattering
channels.
Energies were calibrated by matching the measured Mn absorption edge of
LSMO to the elemental Mn absorption edge. Figure 2.14 shows a typical EY
and FY spectrum of Mn L edges (see 2.4.4 for EY and FY). Tabulated values of
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Figure 3.14: (left) Scattering data plotted in (H,L) plane. (right) Sample ori-
entation in real and phase space.
L2 and L3 edges for Mn atoms are 649.9eV and 638.7eV. However, in a lattice,
these values are known to vary.
RSXS measurements were performed on Mn L-edges with energy resolution
of 0.2eV. In Figure 3.15, we show a typical detector (TTH motor) scan over
the grating peaks on and off resonance of Mn L3-edge. TTH scan with X1B
diffractometer geometry corresponds to a cut in the qx direction through the
diffraction peaks in Figure 3.13. The specular peak, too strong to show in the
same figure, would appear in the center of the graph, where the data points are
missing. Figure 3.15 clearly shows a resonance effect from Mn contribution.
3.4.2 Zero-field cool Data
When the sample is zero-field cooled, a series of superlattice peaks appeared
below ∼ 85K. These peaks are H ∼ 0.2 away from the grating peaks (H =
integers), and are observed clearly at H ∼ ±1.8 away from the central specular
peak (Figure 3.16 Center). Data were taken with the same sample on which the
magnetization measurements in Figure 3.9 was performed. This temperature
is close to the second magnetic transition we observed in Figure 3.9, where
magnetization in nanowires increased in a faster rate. Temperature dependence
of a superlattice peak and a neighboring grating peak is plotted in the same
figure. We can see that as the superlattice peak appears around 85K, the grating
peak intensity decreases and its shape broadens. Broadening behavior was also
observed in all the grating peaks. To understand the nature of the superlattice
peak, its energy dependence was studied (Figure 3.17). Our result shows that
the peak only exists on resonance at Mn L3-edge, and therefore the peak has a
magnetic origin. If the charge density in the sample changed, we would see the
peak at off-resonant energy as well.
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Figure 3.15: A typical Channeltron scan over grating peaks. On and off res-
onant scan was taken at photon energy at 639.8eV (Mn L3-edge) and 630eV
respectively.
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Figure 3.16: Superlattice peak of LSMO nanowires appeared under 100K. (Cen-
ter) Scan over H = -2 grating peak and a H = -1.8 superlattice peak. (Left) Tem-
perature dependence of H = -2 grating peak. (Right) Temperature dependence
of H = -1.8 superlattice peak. A cut through each temperature corresponds to
a peak scan like the one in the center.
37
Figure 3.17: Energy dependence of superlattice peak.
3.4.3 Field cool data
The sample is field cooled while its magnetization evolution is monitored at
three different temperatures at 320K, 200K, and 80K by taking RSXS data of
grating peaks at different polarizations. A field of ∼0.3T was applied with a
pair of permanent magnets fixed at two sides of the sample. In Figure 3.18-
3.23, temperature dependence of right and left circular polarization and their
difference at each H is summarized to show the presence of magnetic scattering.
A set of 3 by 3 contour plots are shown for each H in the figures. Each
contour plot shows an energy dependence of an H peak in Figure 3.14 (Left)
for a section in L (i.e. energy dispersion along L for each H). Data were taken
so that at least one oscillation in L direction is captured. The first two rows
in the 3 by 3 plots show the data taken with right and left circular polarized
incident photons. The third row shows their difference with an XAS spectra
taken for LSMO film overlapped. It is clear from these data that the dynamics
of magnetization in the wires change in a nontrivial way from one temperature
to the other.
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Figure 3.18: Temperature dependence of energy dispersion along L for H = 1
and -1
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Figure 3.19: Temperature dependence of energy dispersion along L for H = 2
and -2
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Figure 3.20: Temperature dependence of energy dispersion along L for H = 3
and -3
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Figure 3.21: Temperature dependence of energy dispersion along L for H = 4
and -4
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Figure 3.22: Temperature dependence of energy dispersion along L for H = 5
and -5
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Figure 3.23: Temperature dependence of energy dispersion along L for H = 6
and -6
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Figure 3.24: Temperature dependence of right and left circular polarization
difference of energy dispersion along L is plotted for different grating peaks at
H = 1 - 6. (Left) Absolute intensity. (Right) Log of squared intensity.
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3.5 Discussion
Our experimental data shows that the nanowires consists of many small domains
that are unable to form bigger domains by their own even below Tc. With an
applied field, however, nanowires go through a nontrivial magnetic evolution
over a large range of temperatures. Here, we hope to provide some possible
interpretation of these data.
Magnetization and Resistivity
The additional magnetic transition (in the following, we will call this MT2) in
Figure 3.9 (b) is unlikely just a surface effect. Suppose the surface layers of
the nanowires consists of unaligned ferromagnetic domains pinned by surface
roughness at high temperature. It is then true that we can see an increase in
magnetization at a temperature (∼100K in our case) when the applied field
wins over the surface roughness pinning such that surface domains align with
the bulk. However, according to Curiale et al., the surface layer with magnetic
inhomogeneity is about 2nm [17]. Comparing the surface-to-bulk volume ratio
(∼0.1), the increase we see in magnetization (two times stronger) is too big to
attribute only to the surface layer.
We might also suspect that the STO structural phase transition is the cause
of MT2. At 105K and 65K, STO goes through consecutive structural phase
transitions from cubic to tetragonal to orthorhombic [32, 31]. The magneti-
zation increase cannot come from the STO substrate itself, because STO is
diamagnetic and our FC magnetization measurement on the STO substrate
shows a decrease in magnetization with decreasing temperature. However, STO
structural change can induce a lattice strain on LSMO. Structural transition is
spontaneous when no magnetic field is applied, and therefore lattice twinning is
usual. Twinning in STO induced by transition at 105K is known to also induce
twinning in LSMO [30]. A magneto-optical study on LCMO also shows stripe-
like twinned domains revealed on LCMO films [33]. In fact, we can see this
effect on the ZFC LSMO film data in Figure 3.9 ((a), in Black) at 105K. Since
the magnetization increases after the STO transition, we know that the magnet-
ically twinned domains are bigger than some F domains before the transition.
However, this effect is very small for the nanowires as we can see no abrupt
changes in ZFC magnetization in Figure 3.9 ((b), in Red and Black) at 105K or
65K. This indicates that magnetic domains in nanowires energetically prefer to
be misaligned when no field is applied. When nanowires are field cooled, it is
more likely that the magnetic easy-axis goes along the applied field direction.
As a result, FC magnetization is 10 times larger compared to ZFC magnetiza-
tion up to MT2 temperature. Whether the STO structural phase transition can
further align magnetic domains and induce MT2 is debatable. From data of
the LSMO film (Figure 3.9 ((a), in Red)), this seems unlikely. An applied field
should cause a much stronger effect compared to the lattice strain.
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One explanation that takes account of both resistivity and magnetization
results is the phase separation. Notice neither the temperature of MT2 in mag-
netization nor reemergence of MIT in transport (both ∼100K) corresponds to a
AF to F transition temperature in the bulk LSMO phase diagram. We should
interpret this as the sample, at least partially, being consisted of electrically
phase separated domains whose property deviates away from the bulk. These
domains show the property of LSMO with a lower x-doping, likely in canted
insulator phase. As discussed earlier, these domains do not belong to a surface
dead layer, but exist inside the nanowires.
Zero-field Cool RSXS
Strangely, around the MT2 temperature, we see a broadening of the grating
peaks along with an appearance of the superlattice peaks. The side peaks show a
clear signature of magnetic origin (Figure 3.16). These diffuse scattering suggest
some rearrangement or formation of magnetic domains at this temperature. The
observation of the grating peak broadening cannot be understood by the STO
structural phase transition. The length scale calculated from the peak width is
one order of magnitude higher than the change in the STO lattice parameter.
Superlattice peaks were only observed in one side of the grating peaks. This
can be explained by a small scattering factor at those q-values. Existence of the
superlattice peaks at H = 0.2 away from grating peaks suggests the existence
of a magnetic correlation between 5 neighboring nanowires.
Field Cool RSXS
Each energy dispersion of H includes some information about magnetization
density at a periodicity on the order of 200nm/H. With applied field along the
wires, we can assume that most signal comes from the XMCD related second
term in (2.19), and that the component from the XLCD related 3rd term is very
small for our scattering geometry (see Section 2.4). In addition, the difference of
RCP and LCP will vanish unless the contribution from the 2nd term is present.
Therefore, we can learn a few things from the RCP and LCP intensity difference
alone.
Overall intensity change in different H can be easily identified in Figure 3.24
(Right). For a small H (H = 1 or 2), we see a clear intensity change from 320K
to 200K. Small H corresponds to the length scale of 100nm ∼ 200nm. Therefore,
it indicates a change in the total magnetization in the wires from 320K to 200K,
which is a signature of PM to FM transition. On the other hand, for a large
H (H = 6 or 7), we see a clear intensity change from 200K to 80K. Large H
corresponds to the length scale of ∼30nm. Our data shows that a small cluster
of domains are still evolving at low temperature.
If we focus on H = 5 in Figure 3.22, we find something rather interesting.
While its energy dispersion changes dramatically from 320K to 200K, the circu-
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lar polarization difference vanishes at both temperatures. It is likely that at this
particular q , the structure factor related to the second term in (2.19) is very
small, revealing the hidden contribution from the third term proportional to
(′∗ · mˆ) ( · mˆ). Notice this cannot come from charge, since the charge density
of wires cannot change from 320K to 200K. The third term of (2.19) correspond
to the spins pointing perpendicularly to the photon momentum direction k.
Therefore, the signal indicates that not all the domains in the nanowires are
pointed toward the magnetizing field in yˆ, but some are in the plane of xˆ and
yˆ. These domains affect the magnetization in nanowire significantly in between
of 320K and 200K. We can associate this with PM to FM transition, where at
high temperature, spins can point in any direction because of the higher kinetic
energy, but align at low temperature to form a magnetization along yˆ .
In many H, as in Figure 3.19 or 3.20, when temperature is decreased from
200K to 80K, we observe an increased intensity in circular polarization difference
at 641eV (blue region), while the intensity at 643eV (red region) remains the
same. This means that as the temperature decreases, an additional energy
level becomes available for the photons to be scattered. As explained before,
in LSMO both Mn3+ and Mn4+ coexist in the system. When Mn3+ is in the
center of the oxygen tetrahedron, Jahn-Teller distortion creates an additional
electron energy level whose energy is lower than t2g in Mn
4+. For this reason,
one way to interpret the intensity increase at 641eV is to associate it with the
increase of Mn3+ ions. Charge disproportionation in LSMO at low temperature
is previously reported with a pulsed XMCD experiment [34]. Authors in the
paper explained it as an interface effect between STO and LSMO, where, below
125K, a 7.5 uc thick Mn3+ enriched region appears at the STO-LSMO interface.
To learn in which region the majority domains form, we simulated correlation
between magnetic domain profile and the peak position in L. Figure 3.25 (Top)
shows the simulated shift of oscillation in L for 1% and 2% change in wire profile
height. If magnetization forms evenly in the wires as temperature decreases, we
should not expect any shift in the L peak positions. In Figures 3.25 (a) and (b),
we mapped the peak position shifts for two different temperature range from our
data. In (a), we do not see a shift in peak position, while in (b), we see a shift
in the peak position. This indicates that the surface layers of nanowires are less
likely to align compared to the inside of the wires in the process of PM to FM
transition. This agrees with the previously reported ‘magnetically dead layer’
in LSMO [17]. Since no shift in L can be observed from 200K to 80K, it suggest
that the ‘magnetically dead layer’ remains ‘dead’ even at low temperature.
Finally, when we compare E vs. L dispersion plots for the positive H and
the negative H in Figure 3.18-3.23, we see that the shapes for small H are
similar, but for large H are very different. This indicates that the magnetization
distribution is uneven across the wire. This is natural because our wire shape
is not symmetric in the first place.
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Figure 3.25: Relationship between height of magnetic profile and peak position
in L. (Top) Simulated change in L for 1% and 2% change of wire height.
(Bottom) Change in L for (a) 320K to 200K (b) 200K to 80K.
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Chapter 4
Toward magnetization
reconstruction in the real
space
The aim of this section is to establish a method to reconstruct charge and
magnetization density in nanowires in real space from our RSXS data. To
achieve this goal, we need to overcome the ‘phase problem’. The phase problem
is one of the most classic problem in scattering. As described in Chapter 2,
scattering length fn is an complex quantity. On the other hand, the quantity
we measure, the intensity, is proportional to square of the scattering length.
Therefore, we lose the phase information of a material.
Various efforts have been made to overcome this problem of loss of informa-
tion. Crystallographic methods for hard x-ray scattering are well established
and many software are available to solve the phase problem to reconstruct real
space lattice positions. These mainly use recursive least-square algorithm where
linear error between data and a fit can be made within a few percentage. Un-
fortunately, these algorithm and software are mainly established in hard x-ray
energy range in order to study crystallographic symmetry group.
As technology has advanced and more percentage of coherent light is avail-
able at synchrotron sources, vast improvements were achieved in recent years
by using an recursive method called Rietveld refinement to retrieve phase in-
formation and therefore macroscopic real-space charge density (i.e. study of
lattice strain) and magnetization (i.e. study of domain structure). This power-
ful method, however, has its weakness because it does not guarantee the fitted
result to be physical. In reality, people need to compare refined structure with
other microscopy measurements. In addition, this method works well when data
is evenly distributed over a large area in the phase space. For these reasons,
the technique of Rietveld refinement is not established for all kinds of scattering
data. Particularly, reconstructing ferromagnetic magnetization in real space has
not been done.
In this chapter, we will discuss a model to reconstruct ferromagnetic mag-
netization density of nanowires from our scattering data and first efforts at its
implementation.
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4.1 Formalism
4.1.1 Model: A theoretical construction
RSXS intensity includes both charge and magnetic information. In this sec-
tion, we will discuss how we can isolate charge and magnetization density from
scattered intensity.
We will start with the atomic scattering factor F (ω) for electrons in atoms.
The atomic scattering factor is fn/ro. Form (2.18) and (2.40), we have
F (ω) = Z +
~ω2α
2cro
[
(∗2 · 1) G˜0 (ω) + i (∗2 × 1) · mˆ G˜1 (ω)
]
. (4.1)
For simplification, the third term associated with linear dichroism is gener-
ally much weaker than the first two, and therefore is omitted from this formal-
ism. However, this formalism will still be the same if the third term is included.
This crystallographic form factor, however, deals with atomic electrons, and
therefore is not suitable in the reconstruction of macroscopic charge or magne-
tization density such in our case. Therefore, rewriting in macroscopic quantity
of dielectric susceptibility tensor in real space, we have
χ (ω, r) = −reλ
2
pi
n (r) = −reλ
2
pi
∑
n
Fn (ω) δ
3 (r − ri) , (4.2)
where re is the classical electron radius, λ is wavelength, and n(r) is the effective
electron density at macroscopic position r in the wires. χ is related to f because
refractive index nr = 1 − 12piNroλ2F (ω) [40] and n =
√
1 + χ ≈ 1 + 1/2χ.
Therefore intensity I ∝ |F |2 ∝ |χ|2.
Writing out susceptibility for each element, we have
χ (ω, r) = −reλ
2
pi
∑
i
[
FLa (ω) δ3
(
r − rLai
)
+ FSr (ω) δ3
(
r − rSri
)
+ FMni (ω) δ
3
(
r − rMni
)
+ FO (ω) δ3
(
r − rOi
)]
. (4.3)
Note that FMni is the only scattering length that depends on the electron orbital
position because electrons in Mn orbitals are the only ones that contribute to the
magnetization of LSMO when scattering is performed around the Mn L-edge.
To simplify notations, we define (in SI units)
atom ≡ {La, Sr,Mn,O} ; natom (r) ≡
∑
i
δ3
(
r − ratomi
)
;
χatom (r) ≡ −reλ
2
pi
F atomchargen
atom; and Fcharge (ω) ≡ Z + ~ω
2α
2cro
[
(∗2 · 1) G˜o (ω)
]
.
(4.4)
Using these notations, the susceptibility in (4.3) can be separated to charge and
51
spin dependent terms in the following way:
χ (ω, r) =− reλ
2
pi
[
FLachargen
La (r) + FSrchargen
Sr (r) + FOchargen
O (r)
+
∑
i
FMni (ω) δ
3
(
r− rMni
)]
= χLa,Sr,O (ω, r)− reλ
2
pi
∑
i
FMni (ω) δ
3
(
r− rMni
)
= χLa,Sr,O (ω, r)− reλ
2
pi
∑
i
{
Z +
~ω2α
2cro
[
(∗2 · 1) G˜0 (ω)
+ i (∗2 × 1) · mˆ G˜1 (ω)
]}
Mn
δ3
(
r− rMni
)
= χLa,Sr,O (ω, r) + χMn (ω, r)
− reλ
2
pi
∑
i
δ3
(
r− rMni
) ~ω2α
2cro
[
i (∗2 × 1) · mˆ G˜1 (ω)
]
= χLa,Sr,Mn,O (ω, r)
− i reλ
2
pi
· ~ω
2α
2cro
G˜1 (ω) (
∗
2 × 1) ·
[∑
i
δ3
(
r− riMn
)
mˆ
]
= χLa,Sr,Mn,O (ω, r)− i reλ
2
pi
· ~ω
2α
2cro
G˜1 (ω) (
∗
2 × 1) ·M (r) , (4.5)
where M (r) is the macroscopic magnetization density in the wire. The first
term in the last equation, χLa,Sr,Mn,O, is the charge contribution to the scat-
tering that is independent of magnetism. It depends on polarization, G˜o, and
charge density nLa,Sr,Mn,O. Since polarization and G˜o are known quantities
(see Section 2.4), we can use off-resonant x-ray data to fit for the charge density
nLa,Sr,Mn,O. The second term is the magnetic contribution to the scattering
because we selectively scattering off electrons in 3d orbitals that contribute to
the magnetization. It depends on 1,2, G˜1, and M(r). Since 1,2 and G˜1 is
known quantities, we can use resonant x-ray data to fit for the magnetization
density M(r). In this way, we can separate M(r) from nLa,Sr,Mn,O. In sum-
mary, fitting process is:
1. Fit for charge density nLa,Sr,Mn,O using non-resonant scattering data
χLa,Sr,Mn,O. This is possible because the charge term is large even off-resonance.
2. After nLa,Sr,Mn,O is known, fit for magnetization density M(r) using
resonant scattering data χ(ω, r).
4.1.2 Solving the phase problem
To fit for χ(ω, r), we need to solve the phase problem as discussed earlier. This
is because we measure |χ(ω,Q)| 2, which is a real value. We approach this
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Figure 4.1: Triangular structure of LSMO wires.
problem by fitting for the shape of charge or magnetization density inside a
cross section of a wire so that it’s Fourier transform will match our diffraction
data.
The quantity we fit is a cross section of single wire. Physically, it means
the average charge or magnetization distribution of all the wires in beam spot
transposed to a single cross section of a wire. In case of charge, it is analogous
to refining an average unit cell in crystallography. This topic is discussed in
detail in ??. The fitting starts with a good initial guess of our wire density
χ (x, z) obtained by atomic force microscopy (AFM). In our fit, each iteration
is to make this initial guess better so that the square of its Fourier transform
F [χ (ω, x, z)] ≡ χ (ω, kx, kz) =
∫ ∞
−∞
dx
∫ ∞
−∞
dz χ (ω, x, z) e−i(kxx+kzz) (4.6)
will match our diffraction data.
As an example, in the following, we will see how a triangular wire shape
appear in k-space.
Example: Triangular wire
Consider a structure made our of a series of wires with triangular cross section
that has susceptibility χ(x, z). A single triangle in this series is shown in
Figure 4.1. The height function of the wire f(x) of nth wire can be expressed
as the following:
f (x) =

t+ 2tw x,
(−w2 + nd < x < nd)
t− 2tw x,
(
nd < x < w2 + nd
)
0, otherwise
(4.7)
where d is the distance between each triangle in x direction. Integrating over z
first.
χ (x, kz) =
∫ ∞
−∞
dz χ (x, z) e−i(kzz)
=χLSMO
∫ f(x)
0
dz e−i(kzz) = χLSMO
1
ikz
(
1− e−ikzf(x)
)
, (4.8)
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Figure 4.2: H (kx, kz) (triangular
wave)
Figure 4.3: HG (kz) in log scale (tri-
angular wave)
where χLSMO is related to fcharge and can be predetermined from x-ray absorp-
tion as discussed in Section 2.4. Now we integrate over x according to (4.7).
χ (x, kz) is a convolution of two functions h (x, kz) and g (x, kz), where h (x, kz)
is a single triangle and g (x, kz) is a series of delta functions that are separated
by the distance d. Hence
χ (kx, kz) = χ
G (kz) = χLSMO H
G (kz) (4.9)
where HG (kz) is the Fourier transform of h (x, kz) evalulated at Bragg reflec-
tions G obtained from the Fourier transform of periodic wire position g (x, kz).
χG (kz) may be interpreted as the kz- dependence of the intensity of the Bragg
reflection G, integrated along the kx direction. Written out explicitly, we have
H (kx, kz) =
∫ w
2
−w2
dx χ (x, kz) e
−ikxx
=
2e−
1
2 i(2kxt+kxw)t
(
−2e ikxw2 kxw + eikzt
(
2kzt+ kxw + e
ikxw (−2kzt+ kxw)
))
4kxk2zt
2 − k3xw2
.
(4.10)
In Figure 4.2, and 4.3, function H (kx, kz), and H
G (kz) are shown respec-
tively.
Least-squares fitting
In practice, we parametrize the shape and density of a wire cross section, and
use a method of least-squares to fit for these parameters.
Least-square fitting is a method to iteratively minimize the summed square
of residuals by fitting sets of parameters called predictor data. The residual for
the ith data point, ri, is defined as the following,
ri = y
data
i − yfiti (4.11)
where ri is residual of i
th data point and its fit, ydatai is i
th scattering data point
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Figure 4.4: Intensity I(H,L). Each point corresponds to a data point ydatai
in k-space, yfiti is i
th fitted response using current predictor data. In our case,
yfiti is the Fourier transform of predicted wire cross section.
yfiti = Fi
[
χpredicted (ω, x, z)
]
, (4.12)
and each i correspond to a data point taken in k-space, and has coordinate
(kx, ky). Figure 4.4 shows a typical data in k-space.
The sum of the residual error R is
R =
n∑
i
r2i =
n∑
i
(
ydatai − yfiti
)2
, (4.13)
where n is the total number of points measured in k-space. Consider an iterative
sequence of optimization (t = 1, 2, ..., t, t+ 1, ...) of χ(ω, r) that produces y
data
t .
At tth iteration, we have tth approximate solution χt(ω, r). A new predictor
χpredictedt+1 (ω, r) then will be calculated by certain algorithms, and this process
is repeated until R is minimized for the system. In our case, nonlinear least-
squares model is used because Fourier transform is a nonlinear process.
Nonlinear models are more difficult to fit than linear models because simple
matrix techniques cannot be used to solve for the minimum. Instead, an iterative
approach is required. In our fit, the ‘trust-region reflective’ algorithm was used
for this purpose. In each iteration, this algorithm defines a region called ’trust
region’ calculated from a pre-defined algorithm. Then, the next predictor’s step
discretion will be selected from this region.
Variations of R and their physical meanings
In general, profile plots are much more informative than R values for guiding
a refinement. Finding a best function to fit comes with trial and error. Some
candidates of variation of R are discussed below. We call this set of candidates
{Rv}.
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1. Overall scattered intensity
R1 =
n∑
i
r2i =
n∑
i
(
ydatai − yfiti
)2
, (4.14)
This is the same equation as in (4.13), normally the definition of residual. This
value, however, is sensitive to large intensities and not suitable when the data
ydata has large variation but small variation in their errors.
2. Overall scattered intensity (linear)
R2 =
n∑
i
∣∣∣ydatai − yfiti ∣∣∣ (4.15)
This quantity take care of the problem of R1, and is more sensitive to the small
values inf fdata. This quantity is commonly used in crystallography refinement
methods.
3. Peak position in L-direction
R3 =
m∑
i
(
P dataj − P fitj
)2
, (4.16)
This quantity uses the property that each H has an oscillatory behavior along
L (see Figure 4.4). Pi correspond to ith peak position in L in the figure, and
m is the total number of oscillations. This is a good quantity to fit, because
despite all the possible experimental errors, these peaks positions are not likely
to change.
4. Logarithm of Intensity
R4 =
n∑
i
(
log
(
ydatai
)− log(yfiti ))2 , (4.17)
This quantity puts equal weight to high and low intensity data points. This is
suitable to use when the error is small for all ydata values. If the data ydata is
noisy, this will not work.
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Chapter 5
Conclusion
In this thesis we discussed magnetic domain formation and possible phase sep-
aration in magnetic LSMO nanowires. Arrays of LSMO nanowires were fabri-
cated from thin films using e-beam lithography technique. These wires are about
100 nm wide, 30 nm tall and 1 mm long with an inter-wire distance of 200 nm.
Transport, magnetization and RSXS measurements were performed to study
the temperature dependence of magnetic domain evolution. From our study,
we learned that the nanowires consists of many small domains that are unable
to form bigger domains by their own even below Tc. However, with an applied
field, nanowires go through a nontrivial magnetic evolution over a large range
of temperatures. Specifically, our transport and magnetization data suggests an
existence of phase separated domains in the system. These domains order with
the rest of the system at a temperature much lower than Tc. Our RSXS data
confirmed the existence of a small cluster of domains that still evolves at low
temperature even with an applied field of ∼0.3 T. In addition, charge dispropor-
tionation of Mn3+ and Mn4+ was observed upon cooling from 200K to 80K. We
confirmed a magnetically inhomogeneous surface layer that does not order with
the bulk. Finally, our data suggests a magnetic inter-wire correlation between
five neighboring wires. With the new formalism to reconstruct magnetization
in real space, we hope to understand magnetism in a more visual, and intuitive
way.
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Appendix A
Changing CCD detector
coordinate to HKL
Figure A.1, shows the scattering geometry at BL4 at ALS. The beam comes
into the sample with an angle θ, scatters off with an angle 2θ = 2 ∗ θ. The
Detector CCD always moves in the way that the line connecting sample COR
and detector center makes an right angle with the CCD plane. In the following,
we will calculate the corresponding momentum space coordinate of a point on
the detector (w, h). Angles φ and χ are assumed to be fixed, but we can include
these angles with little complication to the following analysis.
We first calculate L′ in sample coordinate:
L’ =Lo + ∆L
=
 0Lo cos (θ)
Lo sin (θ)
+
 h−w sin (θ)
w cos (θ)

=
 hLo cos (θ)− w sin (θ)
Lo sin (θ) + w cos (θ)
 (A.1)
Momentum transfer ∆k is the difference of incoming beam kin and out-going
beam kout. These vectors are
kin = k = |k|

0
cos (θ)
sin (θ)

kout = k
′ = |k| · L′/ |L′|
(A.2)
∴ ∆k = |k|
 h/ |L
′|
(Lo cos (θ)− w sin (θ)) / |L′| − cos (θ)
(Lo sin (θ) + w cos (θ)) / |L′|+ sin (θ)
 , (A.3)
where |k| is photon momentum. Figure A.2 shows CCD detector coordinate in
k-space for the case of θ = 15◦ and photon energy E = 640eV . The distance
Lo is 160mm, and detector size is 1024 × 27µm. Color bars indicate H, K, L
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Figure A.1: Scattering geometry.
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Figure A.2: (H,K,L) coordinate of CCD detector at ALS BL4 for θ = 15Deg
and photon energy E = 640eV .
values with lattice spacing a = 200nm, b = 200nm, and c = 30nm. a = 200nm
is the period of wires, and c = 30nm is the approximate height of wires.
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Appendix B
How to write dipole
operators in terms of
Racah’s spherical tensor
operators
1 The matrix terms of scattering length (2.18) depend on the polarization de-
pendent dipole operator ( · r). The electron position vector r can be written
as
r = xex + yey + zez. (B.1)
For instance, for specifically polarized light with k // z, we have
±z · r = ∓
1√
2
(x± iy) = r
√
4pi
3
Y1,±1, (B.2)
where Y1,±1 is the spherical harmonics with l = 1 and m = ±1. For simplicity,
dipole operator is often written in terms of Racah’s spherical tensor operators
defined as
C(l)m =
√
4pi
2l + 1
Yl,m (θ, φ) ,
(
C(l)m
)∗
= (−1)m C(l)−m. (B.3)
In terms of Racah’s spherical tensor, (B.2) is
±z · r = r
√
4pi
3
Y1,±1 = rC
(1)
±1 . (B.4)
In general, dipole operator can be expressed in terms of Racah’s spherical tensor
as the following:
qα · r = r
∑
m=0,±1
aqα,mC
(1)
m = r
(
aqα,1C
(1)
1 + a
q
α,0C
(1)
0 + a
q
α,−1C
(1)
−1
)
, (B.5)
where aqα,p is the normalization factor. In figure B.1, linear and circular polar-
ization terms of dipole operator (defined as qα ·r ≡ P qα) is presented. According
to this formalism, matrix terms in the absorption length or the scattering length
can be written in terms of Racah’s spherical tensor.
For instance, XAS intensity for polarization direction α and polarization
1This appendix is written according to Siegmann Ch.9 [19]
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−linear polarization
E ‖ x: P 0x = x = r 1√
2
[C
(1)
−1 − C(1)1 ]
E ‖ y: P 0y = y = r i√
2
[C
(1)
−1 + C
(1)
1 ]
E ‖ z: P 0z = z = rC(1)0
circular polarization
k ‖ x: P+x = − 1√
2
(y + iz) = −r i√
2
C
(1)
0 − r
i
2
[C
(1)
−1 + C
(1)
1 ]
P−x =
1√
2
(y − iz) = −r i√
2
C
(1)
0 + r
i
2
[C
(1)
−1 + C
(1)
1 ]
k ‖ y: P+y = − 1√
2
(z + ix) = −r 1√
2
C
(1)
0 − r
i
2
[C
(1)
−1 − C(1)1 ]
P−y =
1√
2
(z − ix) = r 1√
2
C
(1)
0 − r
i
2
[C
(1)
−1 − C(1)1 ]
k ‖ z: P+z = − 1√
2
(x+ iy) = rC
(1)
1
P−z =
1√
2
(x− iy) = rC(1)−1
Figure B.1: Polarization dependent dipole operators P qα, expressed in terms
of Racah tensors C
(1)
m where α indicates the direction of k or E (field) and
q = 0,+,− characterizes the photon angular momentum.
states q can be written as
Ires = A |〈b|P qα |a〉|2
= A |〈Rn′,l (r) ; l,ml, s,m′s |P qα|Rn,c (r) ; c,mc, s,ms〉|2
= A
∣∣∣∣∣δ (m′s,ms) 〈Rn′,l (r)| r |Rn,c (r)〉 ∑
mc,ml,p
aqα,p 〈l,ml|C(1)p |c,mc〉
∣∣∣∣∣
2
= AR
∣∣∣∣∣δ (m′s,ms) ∑
mc,ml,p
aqα,p 〈l,ml|C(1)p |c,mc〉
∣∣∣∣∣
2
, (B.6)
whereA is the proportionality factor, |Rn,c (r) ; c,mc, s,ms〉 and |Rn′,l (r) ; l,ml, s,m′s〉
are the initial and final states of radial component of the core shell.
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Appendix C
Other Projects
C.1 Publications
[1] X. M. Chen, C. Nugroho, A. J. Miller, Y. I. Joe, A. Kogar, J. D. Brock, J.
Geck, E. Fradkin, D. J. Van Harlingen, and P. Abbamonte, Impurity effect
on the phase transition between IC and NC-CDW phases of Ti doped
1T-TaS2, (To be published)
[2] Y. I. Joe, X. M. Chen, P. Ghaemi, K. D. Finkelstein, G. A. de la Pea, Y.
Gan, J. C. T. Lee, S. Yuan, J. Geck, G. J. MacDougall, T. C. Chiang, S. L.
Cooper, E. Fradkin, and P. Abbamonte, Emergence of charge density wave
domain walls above the superconducting dome in TiSe2, Nature Physics
10, 421425 (2014)
[3] C. C. Lee, X M. Chen , Y. Gan , C. L. Yeh, H. C. Hsueh , P. Abbamonte,
and Wei Ku, First-principles method of propagation of tightly bound
excitons: verifying the exciton band structure of LiF with inelastic
x-ray scattering, Phys. Rev. Lett. 111, 157401 (2013)
[4] M. Kim, X. M. Chen, X. Wang, C.S. Nelson, R. Budakian, P. Abbamonte,
S.L. Cooper, Pressure- and field-tuning the magnetostructural phases
of Mn3O4: Raman scattering and x-ray diffraction studies, Phys. Rev.
B 84, 174424 (2011)
[5] M. Kim, X. M. Chen, Y.I. Joe, E. Fradkin, P. Abbamonte, and S.L. Cooper,
Mapping the magneto-structural quantum phases of Mn3O4, Phys.
Rev. Lett. 104, 136402 (2010)
62
C.2 Influence of Ti doping on the
incommensurate charge density wave in
1T-TaS2
Abstract
We report temperature-dependent transport and x-ray diffraction measure-
ments of the influence of Ti hole doping on the charge density wave (CDW)
in 1T-Ta1−xTixS2. Confirming past studies, we find that even trace impurities
eliminate the low-temperature commensurate (C) phase in this system. Sur-
prisingly, the magnitude of the in-plane component of the CDW wave vector
in the nearly commensurate (NC) phase does not change significantly with Ti
concentration, as might be expected from a changing Fermi surface volume. In-
stead, the angle of the CDW in the basal plane rotates, from 11.9◦ at x = 0 to
16.4◦ at x = 0.12. Ti substitution also leads to an extended region of coexis-
tence between incommensurate (IC) and NC phases, indicating heterogeneous
nucleation near the transition. Finally, we explain a resistive anomaly origi-
nally observed by DiSalvo [ F. J. DiSalvo et al., Phys. Rev. B 12, 2220 (1975)
] as arising from pinning of the CDW on the crystal lattice. Our study casts
doubt on the validity of a simple nesting scenario for the CDW, and highlights
the importance of commensuration effects in the NC phase, particularly at x ∼
0.08.
(To be published)
Figure C.1: Resistive anomaly observed by DiSalvo compared to NC-CDW posi-
tion measured with x-ray scattering. (Left) Ti doping dependence of resistivity
in NC phase CDW. Our measurements (red) agree with DiSalvo. The resistivity
at x ∼ 0.08 is the closest to the resistivity of C phase of pure TaS2. (Right) X-
ray scattering measurements show that among all the NC-CDW peak position,
x ∼ 0.08 is the closest to the C-CDW position of pure TaS2.
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C.3 First-principles method of propagation of
tightly bound excitons: verifying the
exciton band structure of LiF with
inelastic x-ray scattering
Abstract
We propose a simple first-principles method to describe the propagation of
tightly bound excitons. By viewing the exciton as a composite object (an ef-
fective Frenkel exciton in Wannier orbitals), we define an exciton kinetic kernel
to encapsulate the exciton propagation and decay for all binding energies. Ap-
plied to prototypical LiF, our approach produces three exciton bands, which we
verified quantitatively via inelastic x-ray scattering. The proposed real-space
picture is computationally inexpensive and thus enables study of the full exci-
ton dynamics, even in the presence of surfaces and impurity scattering. It also
provides an intuitive understanding to facilitate practical exciton engineering in
semiconductors, strongly correlated oxides, and their nanostructures.
(Phys. Rev. Lett. 111, 157401 (2013))
Figure C.2: (a) Imaginary part of dynamical linear response function χ in se-
lected directions. The theoretical intensity for q ≤ 1:5 is reduced by 2.6 to
mimic screening by the plasmon pole. (b) Exciton dispersion measured by in-
elastic x-ray scattering in the same directions. The correspondence in the q
dependence of the intensity is good. The dispersion and branching are also in
good agreement. Vertical dashed lines indicate the Brillouin zone boundaries.
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C.4 Pressure- and field-tuning the
magnetostructural phases of Mn3O4:
Raman scattering and x-ray diffraction
studies
Abstract
We present temperature-, magnetic-field-, and pressure-dependent Raman
scattering studies of single crystal Mn3O4, combined with temperature- and
field-dependent x-ray diffraction studies, revealing the novel magnetostructural
phases in Mn3O4. Our temperature-dependent studies show that the commen-
surate magnetic transition at T2 = 33 K in the binary spinel Mn3O4 is associated
with a structural transition from tetragonal to orthorhombic structures. Field-
dependent studies show that the onset and nature of this structural transition
can be controlled with an applied magnetic field, and reveal evidence for a field-
tuned quantum phase transition to a tetragonal spin-disordered phase for H
‖ [110¯]. Pressure-dependent Raman measurements indicate that the magnetic
easy-axis direction in Mn3O4 can be controlledand the ferrimagnetic transi-
tion temperature increasedwith applied pressure. Finally, combined pressure-
and magnetic-field-tuned Raman measurements reveal a rich magnetostructural
phase diagramincluding a pressure- and field-induced magnetically frustrated
tetragonal phase in the P-H (pressure-magnetic field) phase diagramthat can be
generated in Mn3O4 with applied pressure and magnetic field.
(Phys. Rev. B 84, 174424 (2011), Phys. Rev. Lett. 104, 136402 (2010))

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Figure C.3: (a) Contour plot of the T2g(1) phonon mode intensity as a func-
tion of energy and increasing temperature measured with Raman spectroscopy.
(Inset) Contour plot of the T2g(1) phonon mode intensity between 7-290 K. (b)
Temperature dependence of γ (the angle between the a- and b-axis directions) as
functions of increasing (closed symbols) and decreasing (open symbols) temper-
ature measured with x-ray scattering. (Inset) Temperature dependence (in K)
of lattice constants a (squares), b (triangles), and c (circles) (in A˚) for Mn3O4
with decreasing (open symbols) and increasing (closed symbols) temperature.
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Figure C.4: [A] Contour plots of the T2g(1) phonon mode intensities as functions
of energy and field for H ‖ [110¯] (a) T = 14 K, (b) 19 K, (c) 29 K, and (d) 39 K. (e)
Illustrations of the Mn3O4 structure in (I) the orthorhombic with magnetic easy
axis along [110], (II) tetragonal, and (III) orthorhombic structure of Mn3O4 with
magnetic easy axis along [110]. (f) H-T phase diagram for H ‖ [110], where blue
corresponds to structure I, white corresponds to structure II, red corresponds
to structure III, SD is spin-disordered phase, and C is commensurate (cell-
doubled) magnetic phase. [B] Contour plots of the (440) reflection intensities as
functions of 2θ angle and field for H ‖ [110]. (a) T = 10 K, (b) 15 K, (c) 25 K,
and (d) 40 K. (e) Illustrations of the Mn3O4 structure in (I) the orthorhombic
with magnetic easy axis along [110], (II) tetragonal, and (III) orthorhombic
structure of Mn3O4 with magnetic easy axis along [110]. (f) H-T phase diagram
for H ‖ [110] based on the x-raymeasurement results, and illustrations for the
corresponding structures.
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