Breast cancer is one of the most common and deadliest types of cancer among women and early detection is of major importance to decrease mortality rates. Microcalcification clusters and masses are two major indicators of malignancy in the early stages of this disease, when mammography is typically used as the screening technology. Computer-Aided Diagnosis (CAD) systems can support the radiologists' work, by performing a double-reading process, which provides a second opinion that the physician can take into account in the detection process. This paper presents a CAD model based on computer vision procedures for locating suspicious regions that are later analyzed by artificial neural networks, support vector machines and linear discriminant analysis, to classify them into benign or malignant, based on a set of features that are extracted from lesions to characterize their visual content. A genetic algorithm is used to find the subset of features that provide the greatest discriminant power. Our results show that the SVM presented the highest overall accuracy and specificity for classifying microcalcification clusters, while the NN outperformed the rest for mass-classification in the same parameters. Overall accuracy, sensitivity and specificity were measured.
Introduction
Breast cancer is one of the most common and deadliest types of cancer among women in the world. It is reported that this disease is found in 25 of every 100,000 persons, of which 99% are women [1] . Early diagnosis and effective medical treatment are the only options we have to decrease mortality rates, since there is no way to effectively prevent this disease. Consequently, women should undergo breast exams in a regular basis, which can include physical exams, mammograms, ultrasonography, among others. However, out of all the available exams, screening mammograms are the best tool when it comes to early diagnosis of breast cancer because they can detect lesions even before they become palpable. A successful detection of this disease in its earliest stages is a key point for patient survival, since it brings the opportunity to follow the appropriate medical treatment to cure this affection [2] .
A mammography is a non-invasive screening tool, recommended for young women who have symptoms of breast cancer or have a high risk of breast cancer, given their family history, as well as for women older than 40 even if they have no signs of the disease. Breast cancer lesions that mammography may reveal include calcifications, masses, architectural distortions and asymmetric densities.
Breast cancer screening by way of mammography provides a sensitivity of 79% and a specificity of 90% [3] , and is often complemented with other clinical studies that include biopsy, which has a very high specificity, or even a second diagnosis performed by a different radiologist, which is a redundant process that increases sensitivity in 15% [4] .
Therefore, several research efforts have been directed towards the design and development of Computer-Aided Diagnosis (CAD) tools, often based on artificial intelligence techniques, which can support the radiologists' work, by performing a separate analysis which provides a second opinion that the physician can take into account.design and develop a CAD system that can be able to automatically detect and diagnose breast cancer lesions in early stages.
Our work describes an implementation of a CAD system that analyzes digital mammograms to detect and classify microcalcification clusters and masses, which are known to be the two major indicators of malignancy as stated in [7] . We use computer vision techniques for the detection of suspicious areas that may contain the aforementioned lesions and, afterwards, we use three AI-based classification methods to assess their malignancy, namely: artificial neural networks, support vector machines and linear discriminant analysis.
This document begins with a description of several related works. Then we present the methods and materials which we used to develop our research, describing the stages considered within our CAD and the implemented procedures, from preprocessing the input image from the classification of the lesions that were found. Finally, the experimentation phase is described and the assessment of performance of the considered classifiers is presented in the results.
Related Work
Breast lesions have a wide range of features that can indicate malignancy. However, not all changes in breast tissue are malignant; they could be benign and sometimes cannot be distinguished from the surrounding tissue, which makes the detection and diagnosis process even more difficult for physicians. In fact, it is reported that 65% to 90% of the biopsies of suspicious lesions turn out to be benign [10] , as a result of medical misintermpretation of some cases that finally lead to a large number of false positives.
Hence, it is of major importance to develop methods capable of increasing the lesion-detection and cancerdiagnosis accuracy, for physicians to make better decisions regarding an appropriate follow-up and biopsy. One powerful option is the use of computers in processing and analyzing biomedical images, such as mammograms, since they provide the radiologist with relevant information, which may not be readily observed by the physician, resulting in an enhanced detection/diagnosis process.
An important step in a CAD system is the segmentation of the image to detect the lesions. In [11] , authors considered regions determined by binarized images to segment lesions at multiple threshold levels. Their method achieved a sensitivity of 80% and 2.3 false-positives per image. Another study [12] proposed a methodology for estimating the probability of each pixel in an image as being part of a lesion, based on the concept of using Gaussian mixture models.
Once the segmentation phase has found suspicious regions of interest (ROI) containing abnormalities, a feature extraction phase is performed. In [13] authors analyzed the performance of temporal features as detector of masses, implementing a pixel-level algorithm; in each ROI, they extracted 20 texture features, 3 spiculation features and 12 morphological features. The study remported in [14] claimed that entropy, standard deviation and the number of pixels is the best feature set to distinguish a benign microcalcification pattern from a malignant one. They took into account 14 features, which were combined and analyzed with a neural network, in order to find out what was the most appropriate combination.
As one can see there are several mammographic features that can be taken into account for classifying lesions, and it is important to know which subset of them provides the highest discriminant power to determine which lesions are benign and which malignant.
To achieve this goal, once a set of features has been computed, they should go through a feature selection step, in which several techniques have been explored. In [9] authors present a method called PSO-kNN based on Particle Swarm Optimization (PSO), that serves to select parameters in an heuristic way and uses a k-nearest neighbor (kNN) technique method for classification of lesions. The study presented in [15] , compared a genetic algorithm (GA) approach for selecting the most relevant features extracted from both individual microcalcifications and microcalcification clusters (MCC), against the methods used in [16, 17] , where features are ordered according to their class separability.
The final step, after the subset of most discriminant features has been computed, is to classify lesions into benign or malignant. Several techniques have been explored in this stage, including Support Vector Machines (SVM), Artificial Neural Networks (ANNs), Evolutionary Artificial Neural Networks (EANNs), among others. An approach to classify mammographic masses as malignant or benign, by using interval change information was presented in [18] . In [19] , authors proposed a procedure for the classification of MCCs in mammograms using three EANNs. Moreover, EANNs have also been applied in different classification tasks like in [20] . Authors in [8] proposed a SVM-based approach to distinguish microcalcifications from other ROIs. A study on the performance of several classifiers is presented in [6] , including SVM, ANN, Bayesian and kNN techniques.
An extensive survey of related literature can be found in [5] .
Methods and Materials
Our CAD system includes several processes aimed at the automatic detection of microcalcification clusters and masses in digital mammograms that are fed as input, and the assessment of their malignancy. As an output, the system provides an image with overlaid marks in the regions where lesions where found, and an indication of whether the lesion is considered benign or malignant. Figure 1 depicts the overall design of our CAD system. The first stage implements a pre-processing mechanism, which has the objective of eliminating the elements in the mammographic image that could negatively affect the subsequent processes of detecting potential lesions, both calcifications and masses. Those detection processes are performed separately and once the lesions are segmented and extracted as ROIs, a set of features are computed in order to characterize their visual content. Then, using a GA, our system determines the subset of features that provides the highest classification performance, which is finally used in the classification step to determine whether the detected lesion is considered a malignant case or not.
An insight of the inner workings of each phase in our CAD system is provided in the following sections.
Pre-Processing
Mammograms often present noise and artifacts that were acquired during the creation of the x-ray image and/or during the digitization of a hard mammography, due to changes in illumination and distortions in the properties of the digitized image. Besides, the background of a typical mammogram contains labels and marks that are not useful for the analysis of breast cancer itself; and therefore have to be removed, to prevent the subsequent stages from being negatively affected.
This pre-processing method takes the original mam- mography as input and applies a median filter to eliminate noise located in the background, while keeping important features of the image, like the breast tissue. In this process, a 3 × 3 mask was used, centered in each pixel within the image, and the value of that pixel was replaced by the median of the surrounding mask pixels. The size of this mask was chosen empirically, trying to avoid the loss of local details, as described in [15] . Furthermore, the background marks and the isolated regions are deleted, for the image to contain only the breast tissue, by way of a binarization process in which all pixels that are not within the group of those corresponding to the breast are removed. The complete process is depicted in Figure 2 .
Detection of Lesions
As depicted in Figure 1 , once the image has been preprocessed, the next steps are the automatic detection of microcalcifications and masses. Figure 3 describes the stages related to the process of detecting clusters of microcalcifications, applied to a representative case, shown in Figure 3 (a). The first step is to highlight microcalcifications, by way of contrast adjustment, followed by a negative filter and, lastly, a mean filter with a 2-pixel window since calcifications are usually represented by small regions.
Next, the resulting image is used to find the edges of microcalcifications, by applying an edge detector based on a Difference of Gaussian (DoG) filter with a 26-pixel window and a theta value of 0.363. The resulting image is shown in Figure 3(b) . Then, we execute a Gaussian Blur filter with a 3-pixel window and a theta value of 4.8 to smooth the image for further processing. The third step consists in binarizing the image, using a gray-scale threshold that narrows the complete scale (0 -255) to a more representative 25 -230 scale, resulting in the image shown Figure 3(c) . Finally, we use the binarized image as a mask to segment the original image and extract the regions of interest, providing the image presented in Figure 3(d) as a result.
On the other hand, the detection and segmentation of masses was performed by using seven procedures: location of masses using an adaptive global threshold, edge detection, region growing edges, elimination of overlaps, union of edges, internal binarization and segmentation. Figure 4 illustrates the stages of this process.
In order to determine the location of suspicious masses, we use a global adaptive threshold segmentation process, which analyzes the global information of the image based on its histogram and determines an appropriate threshold to segment different areas [21] . At this point the masses have been located in the image and the following procedures will focus only on those regions containing masses.
Once the masses have been located, we proceed to detect its edges, in order to determine its shape and contour, with the objective of obtaining necessary information for the following phases. The technique used for this purpose is edge detection based on wavelet transform. This edge detection algorithm accumulates the multiscale-wavelet edges and generates an image with some points that do not necessarily represent the margin, as depicted in Figure 4(b) . Thus, a refinement process should be conducted.
Consequently, in order to refine the line of the margin of the mass, we use a region-growing edge technique, that starts from some seed points and it continues by adding representative pixels iteratively verifying the neighbors of pixels that meet certain criteria [22] . Figure  4(c) shows the resulting image up to this point.
Once the edges of the masses have been identified, we perform a process aimed to connect the edges that were found. This union process draws straight lines from the end of one edge to the start of its nearest one, as depicted in Figure 4(d) .
Once we got a continuous line as the border of the mass we run the binarization process, which results in the image presented in Figure 4 (e). The purpose of the binarization of the internal region surrounded by the edge is to have a binary image that will serve as a mask for cutting the area comprising the mass in the original image. Finally, the segmentation procedure extracts the area corresponding to the mass to perform subsequent calculations over this area, as depicted in Figure 4 (f).
Feature Extraction
Once the lesions were detected and extracted as ROIs, they are used to compute a set of features that describe their visual content, with the objective of enabling a classification algorithm to discriminate between benign and malignant cases.
Having detected all individual calcifications in one image, an algorithm for locating regions where density (the amount of them per cm 2 ) is higher was performed, in order to detect so-called clusters of microcalcifications. For this, all pairs of individual microcalcifications within a Euclidean distance less than an empirically defined threshold of 100 pixels are regarded to be a subset of neighboring microcalcifications; these subsets are explored to find the one with the highest density and select it as a new cluster. The process is then repeated with the remaining ungrouped microcalcifications until all are included in a labeled cluster.
Afterwards, all detected clusters are passed on to the feature extraction process, in which 30 features, listed in Table 1 , are computed from them. There are 14 features which define the shape of a cluster, 6 which describe the area of the individual microcalcifications and 10 for the absolute contrast between the calcifications and their background, as described in our previous work reported in [15] . Also, once all masses have been detected in a mammogram, they are passed on to the feature extraction process, in which 50 features are computed from them. The complete list of features for masses is shown in Table 2. There are 7 features that describe the signal contrast, 7 features that define background contrast, 3 features for representing the relative contrast of the image and 20 features for shape. There also are 6 features for contour sequence moments and 7 features that describe the first invariant moments.
Once the features for each ROI have been extracted, the whole set goes through a feature selection process that will result in a subset of them that provides the highest performance for a given classifier, with a reduced Number of calcifications, convex perimeter, convex area, compactness, microcalcification density, total radius, maximum radius, minimum radius, mean radius, standard deviation of radii, maximum diameter, minimum diameter, mean of the distances between microcalcifications, standard deviation of the distances between microcalcifications.
Area of microcalcifications (6 features)
Total area of microcalcifications, mean area of microcalcifications, standard deviation of the area of microcalcifications, maximum area of the microcalcifications, minimum area of the microcalcifications, relative area.
Microcalcification contrast (10 features)
Total gray mean level of microcalcifications, mean of the mean gray levels of microcalcifications, standard deviation of the mean gray levels of microcalcifications, maximum mean gray level of microcalcifications, minimum mean gray level of microcalcifications, total absolute contrast, mean absolute contrast, standard deviation of the absolute contrast, maximum absolute contrast, minimum absolute contrast. 
Background contrast (7 features)
Maximum gray level, Minimum gray level, Median gray level, Mean gray level, Standard deviation of the gray level, Gray level asymmetry (skewness), Kurtosis of gray level.
Relative contrast (3 features)
Absolute contrast, Relative contrast, Portional contrast.
Shape (20 features)
Area, convex area, background area, filled area, perimeter, maximum diameter, minimum diameter, orientation, eccentricity, Euler number, circular diameter equivalent, solidity, Extent, shape factor, roundness, aspect ratio, enlongation, compactness 1, compactness 2, compactness 3.
Contour sequence moment (6 features)
Contour sequence moment 1, contour sequence moment 2, contour sequence moment 3, contour sequence moment 4, mean radii, standard deviation of radii.
First invariant moments (7 features)
Invariant moment 1, invariant moment 2, inva-riant moment 3, invariant moment 4, invariant moment 5, invariant moment 6, invariant moment 7. dimensionality of the dataset. For this process we implemented a wrapper approach that considers a GA to analyze the performance of three different classifiers, namely: a feed-forward back-propagation neural network (NN) [23] , a Support Vector Machine (SVM) classifier [24] and a Linear Discriminant Analysis (LDA) method [25, 26] . This feature selection process was carried out separately for clusters of microcalcifications and masses.
The chromosomes of the individuals in the GA contain an amount of bits equal to the total number of features, i.e. one bit for each extracted feature. The value of the bit determines whether that feature will be selected or not and consequently if it will be considered in the subset of features that will serve as an input to the classifier. Thus, each individual is evaluated by constructing, training and testing a given classifier algorithm and reporting the overall accuracy of the model as the fitness of the individual.
The GA can stop due to two reasons: either the generations limit has been reached or no improvement on the evaluation of the best individual has been observed during five consecutive generations. Afterwards, the classifier with the best performance is obtained along with the subset of features that have the highest discriminant power.
Classification of Lesions
Once we have performed the feature selection process and, found the subset of features that are more relevant for the classification task, it is necessary to assess the performance of the aforementioned classifiers of interest. This analysis is performed separately for microcalcification clusters and masses. Consequently, with this test we can determine which is the best classification approach for each one of those lesions, independently.
In this stage a 10-fold crossvalidation scheme is performed, in which the accuracy, sensitivity and specificity of each classifier was measured. The dataset of features of lesions and the corresponding diagnosis was divided into ten non-overlapping splits, considering 9 of them (90% of the data) for training and the remaining split (10% of the dataset) for testing. The process was repeated ten times, each one using a different split on the data for testing.
Experiments and Results
The mammographic database used in this research work was provided by the Mammographic Image Analysis Society (MIAS) [27] . All experiments were performed in MATLAB Version 7.8.0.347 (R2009a), under a 2.8 GHz Intel Xeon processor with 3.48 GB of memory.
For the process of selecting features from clusters of microcalcifications and masses, we used a wrapper method with a GA. In the case of microcalcification clusters, the GA contained individuals with chromosomes of 30 bits of length, representing the inclusion (or exclusion) of each one of the 30 features extracted from the clusters. For mass-related features, individuals had a length of 50 bits.
In both cases, a simple GA was used, with a population of 50 individuals, binary tournament selection, twopoint crossover and fitness based reinsertion. The probability of crossover was set to p c = 0.7 for cluster-features and p c = 0.9 for mass-features; the probability of mutation was p m = 0.1 in both processes. The initial population of the GA was initialized uniformly at random and ran for 50 generations.
This feature selection process was replicated separately for clusters and masses. In both executions, the process was performed three times, one for each of the classifiers of interest (NN, SVM, LDA).
The NN had a single neuron in the output layer and complying with Kolmogorov's theorem [28] , one hidden layer with 2n + 1 neurons, where n is the number of input units. All neurons had the sigmoid hyperbolic tangent as transfer function. The data (inputs and targets) were scaled in the range [−1, 1] and divided into ten nonoverlapping splits, containing 90% of the data for training and 10% for testing. As for the SVM, we used the Gaussian Radial Basis Function kernel, with a scaling factor of σ = 2.0 and the Quadratic Programming technique to find the separating hyperplane. Finally, we also considered the Linear Discriminant Analysis method to construct as the third classifier. Table 3 shows the results of the feature selection process for cluster-related features, considering the GA scheme described previously. Overall accuracy, sensitivity and specificity are presented as classification performance measures, in which we can observe that the SVM and LDA had the highest accuracy and specificity; however, the SVM presented a slightly higher sensitivity than the LDA. On the other hand, the NN had a lower performance on all three parameters when we compare it against the other two approaches, but regarding overall accuracy and specificity the NN also had a high performance.
Results for Clusters of Calcifications
Finally, we can see in Table 4 the set of selected cluster features, which represent the best individual found in the GA-based feature selection process, for each of the three classifiers of interest. The SVM was the classifier which required the least amount of features, using only five of them, while the NN required 10 of them and the LDA selected 8 features.
Considering the set of selected features, we can now Number of calcifications, compactness, microcalcification density, minimum radius, maximum diameter, minimum diameter, mean area of interest, number of microcalcifications, standard deviation of the mean gray levels of microcalcifications, maximum mean gray level of microcalcifications, and minimum absolute contrast.
SVM (5 features)
Microcalcification density, standard deviation of thedistances between microcalcifications, mean area of microcalcifications, minimum area of the microcalcifications, standard deviation of the mean graylevels of microcalcifications
LDA (8 features)
Microcalcification density, minimum diameter, standard deviation of thearea of microcalcifications, maximum area of the microcalcifications, minimum area of the microcalcifications, mean of the mean gray levels of microcalcifications, maximum mean gray level of microcalcifications, and maximum absolute contrast. measure the performance of the three classifiers, regarding their ability to classify clusters of microcalcifications. Once again, overall accuracy, sensitivity and specificity were measured for each classifier. Table 5 shows the results of the cross-validation process, in which we can see that the SVM obtained a higher overall accuracy than the other methods and also the highest specificity. On the other hand, the LDA had the best sensitivity while the other two algorithms presented a much lower performance regarding this parameter. In conclusion, the SVM and LDA clearly outperformed the NN in all parameters. However, it should be noted that the sensitivity of the SVM and NN was too low when compared to their other parameters.
Results for Masses
The same process performed in the feature selection and classification regarding microcalcification clusters was replicated for the detected masses, considering the aforementioned mass-related features and parameters of experimentation.
In Table 6 we provide the results of the feature selection process. It can be observed that the LDA had the highest over-all accuracy but the SVM outperformed all others regarding sensitivity and specificity, having an overall accuracy slightly lower than the LDA. Once again, the NN was outperformed in all three parameters. Table 7 presents the set of selected mass-related features, which represent the best individual found in the GA-based feature selection process, for each of the three classifiers of interest. The NN required 9 features, representing the smallest subset required by the classifiers of interest, while the SVM and LDA used 26 and 20, respectively.
Finally, Table 8 shows the results of the 10-k crossvalidation process. It can be observed that in this case the 
Conclusions
In this research effort we developed a CAD model that is able to automatically detect and diagnose clusters of microcalcifications and masses, which are lesions that are evidence of breast cancer. A large set of features was extracted from ROIs containing lesions aimed at describing its visual content. Then, a feature selection process based on a wrapper technique with a GA was performed to find the subsets of features that provide the highest discriminant power for classifying between benign and malignant cases. All three classifiers of interest presented a high performance in this stage.
The final classification stage provides results that show the performance of each method of interest, in which we can observe that they presented a higher performance in classifying masses than in the classification of clusters of microcalcifications.
Future work will include research towards the enhancement of the classification process, by considering different features extracted from ROIs, in order to have a wider experimentation platform to determine which combination of features result in a higher performance. Additionally, a training mechanism will be design with the objective of using the database of cases to retrain or modify the internal parameters of the classifiers in an on-line basis.
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