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Chapter 1: General introduction 
 
 
According to the recent global changes of climate including the global warming, the needs 
for atmospheric sensor which realizes remote and long range measurement are getting 
increasing.  For this needs, light detection and ranging (LIDAR) systems [1] have been 
developed by many researchers since these can offer both high resolution and high precision 
atmospheric measurements.  This doctoral thesis shows the researches and developments of the 
fiber-based LIDAR systems especially for sensing of atmospheric wind and carbon dioxide 
(CO2) concentration, which the author has made effort based on the needs for compact, reliable, 
and low-cost LIDAR for atmospheric sensing. 
In the following of this chapter, conceptual explanation on LIDAR is shown first.  Then, 
the history of LIDAR for atmospheric sensing are reviewed and existing LIDAR methods and 
their applications are introduced.  After that, present issues of LIDAR systems are investigated.  
Then, development of the coherent optical fiber communication technology, which is important 
to overcome the above mentioned issues, is described.  Additionally, the reason why the author 
has focused on the application of wind and CO2 sensing, by following the above mentioned 
development of technology, is explained.  Finally the contents and structure of this paper is 
explained. 
 
1.1. Outline of LIDAR system 
A schematic of LIDAR system is shown in Fig. 1.1.  This system transmits a laser light 
and receives a backscattered light from a target.  Atmospheric properties can be predicted by 
analyzing the backscattered lights.  For example, a time of flight, a received intensity, and a 
frequency shift including the Doppler shift can be measured as a first order value.  Using these 
measured values, the range of the target, the backscatter coefficient, concentration, velocity, and 
so on can be obtained. 
Compared with microwave radio detection and ranging (RADAR) systems, which are 
widely used for atmospheric sensing, LIDAR systems uses much shorter wavelengths (the ratio 
is from 10-6 to 10-4).  Owing to this feature, LIDAR systems have many advantages.  First, 
transmitting directivity beams of LIDAR systems can be narrow with a same aperture size.  
Consequently, this offers high special resolutions and rejects a clatter noise which often 
becomes a problem in RADAR systems.  Therefore, LIDAR systems can be used easily for an 
atmospheric sensing in urban areas.   Second, shorter wavelength also offers high resolution 
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for line of sight (LOS) direction.  Third, for application of velocity measurement using 
Doppler shift, the shift frequency becomes much larger for LIDAR systems since the shift 
frequency is proportional to the carrier frequency.  This becomes an advantage for precise 
measurement when the target speed is low.  These advantages are schematically shown in Fig. 
1.2. 
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Fig. 1.1.  Schematic of LIDAR systems. 
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Fig. 1.2.  Comparison between LIDAR and RADAR system. 
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1.2. History of LIDAR, existing methods, and their applications 
Nowadays, the word “LIDAR” has the same meaning with “laser RADAR”.  However, 
the exact definition of this word is the remote sensor using “light” and not only “laser light”.  
Respectively, development of LIDAR started before the invention of laser [2] in 1960.  In 
1930s, measurements of atmospheric echo using search lights were already reported [3-6].  In 
1951, the first measurement of a vertical profile of atmospheric echoes was reported [7].  In 
this literature, the measurement was done by scanning a receiver field of view along with a 
search light.  In 1953, the first monostatic LIDAR was reported [8].   
After the above mentioned invention of laser in 1960 and the first demonstration of a 
Q-switched pulsed laser [9] in 1961, LIDAR technology started to proceed dramatically.  
Following the first measurement of atmospheric echoes using a ruby laser [10], almost all 
existing LIDAR methods were proposed in a decade.  The existing LIDAR methods are 
basically categorized as follows. 
(i) Elastic-backscattered LIDAR 
(ii) Raman LIDAR 
(iii) Florescence LIDAR 
(iv) Differential absorption LIDAR (DIAL) 
(v) Doppler LIDAR 
In the followings, the above mentioned methods are shortly reviewed. 
 
1.2.1. Elastic-backscatter LIDAR 
The elastic-backscatter LIDAR includes two kinds of method and classified to the 
Mie-scattering LIDAR and Rayleigh-scattering LIDAR.  A Mie-scattering LIDAR utilizes the 
Mie-scattering from aerosols and clouds.  This is the most basic method of atmospheric 
sensing LIDAR and has been researched since the beginning of 1960s [11].  .This LIDAR 
enables the measurement of a vertical profile of an aerosol number density using intensities of 
received lights.  In addition, this offers an aerosol size measurement, by using 
multi-wavelength and analyzing a wavelength dependence of backscattered intensities of 
aerosol echoes.  On the other hand, a Rayleigh LIDAR utilizes the Rayleigh scattering from 
atmospheric molecules.  This LIDAR is mainly used for the atmospheric measurements for 
upper altitudes where there are almost no aerosols.  Results of temperature and pressure 
measurements have been reported since 1970s [12].  These measurements utilized temperature 
or pressure dependence of Rayleigh scattering intensity or spectral broadening. 
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1.2.2. Raman LIDAR 
A Raman LIDAR utilizes the Raman frequency shift generated in a scattering by a specific 
molecule.  This LIDAR can be used for density measurements of a specific molecule by 
utilizing that a molecule has a specific shift frequency.  In 1967, the first demonstration of O2 
and N2 measurement using this principle was reported [13]. In 1971, a temperature 
measurement Raman LIDAR using scattering from N2 was reported [14]. 
 
1.2.3. Florescence LIDAR 
This LIDAR utilizes air florescence lights which are generated in scattering process.  
Florescence is classified into the resonance and non-resonance scattering.  The former is 
generated when the laser wavelength matches to a molecular or an atomic absorption line.  A 
resonance florescence LIDAR is suitable for measurements of the metal atomic layer in the 
mesopause around the altitudes of 100 km.  The Na Layer measurement LIDAR using this 
method was reported in 1969 [15].  Methods for temperature sensing by detecting Doppler 
broadening of resonance scattering [16] and wind sensing by detecting Doppler shift [17] were 
also developed.  Efficiencies of the resonance florescence are generally low in a high pressure 
condition because of the extinction caused by molecular collision.  Therefore, it is difficult to 
use this LIDAR for measurements in lower altitudes.  For the application to measurement in 
lower altitudes, non-resonance scattering LIDAR have been used for pollution detection, and in 
1972, the first demonstration of NO2 detection using this method was reported [18].  Further, 
this type of LIDAR can be used for detection of oil film drifting on the sea surface, and detected 
results have been reported since the beginning of 1970s [19]. 
 
1.2.4. Differential absorption LIDAR (DIAL) 
There are two types of DIAL, hard-target and soft-target DIAL.  The former type is one of 
the systems which the author reports in this doctoral thesis.  A schematic of the hard-target 
DIAL method is shown in Fig. 1.3.  This LIDAR is usually used for a gas concentration 
measurement by measuring the optical absorption by the gas.  Since the amount of absorption 
depends on the gas concentration, the concentration can be predicted from the measured 
absorption amount.  For this measurement of absorption, this system uses two wavelengths.  
One of these wavelengths is set at near the absorption line of the gas and has a strong absorption 
coefficient.  The other is set so as to prevent this absorption.  The former and latter 
wavelengths are called ON and OFF wavelengths.  By transmitting and receiving these 
wavelengths, the amount of absorption can be measured from the intensity ratio of the received 
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lights for two wavelengths.  On the other hand, a soft-target DIAL utilizes aerosol backscatter 
and can offer a vertical profile of gas concentration.  The first demonstration of a hard-target 
DIAL system was reported in 1975 for O3 sensing [20], and in 1979, a vertical profile of O3 
concentration which used a soft-target DIAL was demonstrated [21].  After these works, 
several gas measurements including NO2, NO, N2O, SO2, CH4, HCL, NH4, H2O, and CO2 have 
been performed up to now. 
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Fig. 1.3.  Schematic of DIAL system (hard-target DIAL). 
 
1.2.5. Doppler LIDAR 
The Doppler LIDAR is usually used for wind sensing in atmospheric sensing applications.  
In this system, a single frequency coherent laser light is used, and a transmitted laser light is 
backscattered by aerosols or molecules which are drifting in the air.  Since these targets move 
with a wind velocity, Doppler frequency shift appears in the backscattered light.  A LOS wind 
velocity can be detected by a detection of the shift frequency. 
There are two types in Doppler LIDAR systems; the coherent Doppler LIDAR (CDL) and 
incoherent Doppler LIDAR.  The CDL is one of the systems which the author reports in this 
doctoral thesis and the schematic is shown in Fig. 1.4.  In this system, Mie-scattered lights 
from aerosols are received and these lights are detected by coherent (heterodyne or homodyne) 
detection using local oscillation lights.  A Doppler shift is detected directly from a frequency 
of this detected signal.  Since this system uses a coherent detection, a shot noise limit, which is 
an ideal state for optical detection, can be realized easily.  Therefore, this enables the very high 
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receiving sensitivity, and consequently, high precision and real-time measurement.  The first 
wind-sensing CDL system was reported for wake vortex detection in 1970 [22].  After that, 
this system has been developed for several applications including meteorological sensing and so 
on. 
On the other hand, the incoherent Doppler LIDAR utilizes Rayleigh scattering from 
atmospheric molecules.  Since Rayleigh scattered lights have spectral broadenings and are not 
so coherent, coherent detection cannot be used.  The frequency shift of the broadened lights 
can be detected by measuring the transmission of optical filters by using setting the transmission 
band at the edge of the broadening area.  Since this LIDAR uses the direct detection in the 
optical detection, the receiving sensitivity of this LIDAR is lower than that of the CDL.  
However, this LIDAR has an advantage in wind sensing of upper altitude where there are 
almost no aerosols, for example, the stratosphere.  Although the concept of this LIDAR was 
proposed in 1970 already [23], actual developments of this LIDAR have been performed since 
1989 [24]. 
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Fig. 1.4.  Schematic of wind sensing CDL. 
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1.3. Issues for existing LIDAR systems 
As mentioned above, LIDAR have been recognized as an attractive tool for atmospheric 
sensing which has been a socially important application.  However, many of them have been 
used only by researchers, and it has been rare that they were in practical use.  The reasons of 
this situation are investigated here. 
First, optical circuits and optical components have had issues in reliability.  Since LIDAR 
is an active sensor, requirement for alignment is severe.  For example, transmitting and 
receiving beam must be matched although their directivities are very narrow.  Alignment for 
optical circuit in a system is also severe to keep system efficiency high.  These have caused 
many troubles not only in the production process but also after the production since these 
alignments are easily broken by shocks and temperature variation. 
Second, the size was also an issue.  Since many LIDAR systems had a size which 
occupied a container house, they had a problem especially in portability. 
The third issue was in the eye-safety.  Since a LIDAR system transmits a laser light to the 
atmosphere, safety for human eyes must be paid attention.  For example, it is easy to transmit a 
high power laser stably by using a mature Nd: YAG laser if the wavelength is 1 µm band.  
However, eye-safety of this wavelength band is low, and there is a strict restriction in a 
transmittable power.  This has also been an obstacle for a spread of this sensor. 
Further, LIDAR has had an issue in its cost.  An atmospheric sensing LIDAR system 
needs special components depending on its measurement object especially for a laser transmitter.  
Although people understand this sensor’s importance, there were no needs for mass production 
since the applications of them have been limited in research area.  Consequently, a cost of this 
sensor has remained high up to now. 
 
1.4. Development of coherent optical fiber communication technology 
To overcome the above mentioned issues for the spread of LIDAR systems, the author paid 
attention to the recent development of the coherent optical fiber communication technology.  
Here, this technical development is shortly reviewed.  The first demonstrations of the coherent 
optical fiber communication were presented in 1980 [25-27].  After that, this technology had 
been developed steeply, owing to the advantages in the high sensitivity in receiving, 
transmission quantity using wavelength division multiplexing technique, and so on.  Especially 
in the application to a LIDAR technology, (i) developments of narrow line-width laser sources 
and (ii) optical fiber amplifiers for 1.5 µm range are paid attention.  
The laser source has become mature after the first development of narrow line-width 
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distributed feed-back laser diode (DFB-LD) in 1990 [28].  Nowadays there are many 
commercially available products which have narrower line-width than this first DFB-LD.  The 
narrow line-width erbium-doped fiber laser (EDFL) which had an line-width of 60kHz was 
demonstrated in 1990 [29], and now there are many commercially available EDFL which have a 
line-width of 1kHz order. Concerning with the fiber amplifier for 1.5 µm range, erbium-doped 
fiber amplifier (EDFA) was firstly demonstrated in 1987 [30], and after that it had been 
developed steeply owing to the demonstration of the high efficiency pump laser diode in 1989 
[31,32].  The fiber amplifier technology became practical in 1990s, and now, the amplifiers 
which have output powers of a few tens of watts are commercially available. 
 
1.5. Focus on fiber-based LIDAR system for wind sensing and CO2 sensing applications 
According to the above mentioned development of the coherent optical fiber technology, 
the author considered to apply this technology to LIDAR technologies.  Especially, the author 
focused on the application of wind sensing and CO2 sensing LIDAR. 
Figure 1.5 shows the basic configuration of a fiber-based LIDAR system, and for 
comparison, a conventional system which uses a specially connected optical circuit.  Although 
this figure is an example which corresponds to a coherent LIDAR, the basic features of this 
fiber-based LIDAR are the same for other types.  In the fiber-based LIDAR systems, the 
optical circuit consists of optical fibers.  Further, .optical components including a laser source, 
an optical amplifier, an optical coupler, and an optical circulator are all optical fiber type.  For 
example, the optical amplifier is EDFA.  In the followings, the reason of the above mentioned 
author’s focusing. 
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Mirror
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T/ R Switch
Laser transmitter
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Optics Optics
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Figure 1.5.  Schematic of conventional and fiber-based systems in the case of coherent 
LIDAR. 
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1.5.1. Merits of using optical fiber components for LIDAR systems 
Here, the merits of using optical fiber components for LIDAR systems are described.  
First, the wavelength of 1.5 µm band used in the optical fiber communication systems has very 
high safety for human eyes.  Figure 1.6 shows the wavelength dependence of maximum 
permissive emission (MPE).  It is shown that MPE in 1.5 µm range is about 6 orders higher 
than 1 µm range and very safe for human eyes.  Therefore, 1.5 µm LIDAR can be easily 
applied for measurements in urban area compared with 1 µm LIDAR. 
The fiber-based system is suitable for production because skills for manufacturing are not 
so required, and the problem of severe alignment in conventional LIDAR systems can be 
prevented dramatically.  Examples of photographs of conventional and fiber-based LIDAR 
systems are shown in Fig. 1.7.  It is known that the conventional system needs stiff holders for 
optical components and a stiff container.  Consequently, the container becomes heavy and a 
difficulty in the alignment becomes high.  On the other hand, in the fiber-based system, an 
ideal optical circuit can be easily realized by just connecting optical fibers.  Therefore, the 
problems in conventional systems can be solved by using this fiber-based optical circuit. 
The spread of the optical fiber communication systems has caused improvements of 
reliability of optical fiber components.  Nowadays, there are many commercially available 
products, which are guaranteed with the severe Telcordia standard.  Thanking to this 
improvement, the fiber-based optical circuit works stable even under vibration, shocks, and 
temperature variation. It provides long lifetime without maintenance.  The above mentioned 
spread also caused drop in prices owing to the effect of mass production. 
According to these considerations, the author considered that the issues in the practicality 
of past LIDAR systems could be overcome by diverting the coherent optical fiber 
communication technologies.  In the next section, the reasons, why the author paid attention to 
the atmospheric sensing LIDAR systems especially for wind and CO2 sensing, are described. 
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Fig. 1.6.  Wavelength dependence of MPE. 
 
 
（a）Conventional circuit 
 
（b）Fiber-based circuit 
Fig. 1.7.  Photographs of conventional and fiber-based circuit for LIDAR system. 
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1.5.2. Suitability for wind sensing coherent LIDAR 
For wind sensing applications, there are many needs, for example, in (i) monitoring of 
urban environment, (ii) aviation safety for clear air turbulence (CAT) and wake vortex detection, 
(iii) wind power generation for turbine control and research of wind condition (see Fig. 1.8).  
There are conventional wind sensors other than a Doppler LIDAR, in concrete, a cup 
anemometer, ultrasonic anemometer, Doppler RADAR, and Doppler sonic detection and 
ranging (SODAR).  However, these sensors can not be applied for the above mentioned field.  
A cup anemometer and ultrasonic anemometer are in situ sensors and are not suitable for 
measurement of wide range wind field.  A Doppler RADAR utilizes a atmospheric Bragg 
reflection and detects a Doppler shift of the received electromagnetic waves.  This sensor is 
practical for meteorological sensing in some cases since this offers a long range measurement 
(more than a few kilometers).  However, this sensor essentially requires a large receiving 
aperture to realize a high special resolution because of the long wavelength of the 
electromagnetic waves.  A Doppler SODAR also has the same issue as a RADAR has because 
of the same reason and a measurable range is limited up to 1 km by the large attenuation of 
ultrasonic waves in the atmosphere.  On the other hand, wind sensing LIDAR can overcome 
these issues by utilizing its short wavelength.  Especially, the above mentioned fiber-based 
CDL is very attractive, since the requirements for compactness, portability, reliability, and cost 
are especially severe for the applications shown in Fig. 1.8.  Therefore, the fiber-based CDL is 
very meaningful from the point of view on social contribution.  
From technical point of view, fiber-based configuration has some additional advantages.  
In coherent optical fiber communication systems, shot noise limit regime, which is ideal for 
optical receiving, is realized using coherent detection.  This high sensitivity receiving 
technology can be applied directly for wind sensing CDL.  In general, atmospheric sensing 
LIDAR systems need high sensitivity receiving since they must detect weak atmospheric echoes.  
Therefore, coherent detection technique offers a distinct advantage in LIDAR systems.  There 
is no difficulty in alignment of transmitting and receiving beams since both beams use only one 
same fiber.  Thus there is no misalignment in principle.  Furthermore, both beams are almost 
ideal diffraction limited because the fiber is a mature single mode fiber.  In general, system 
efficiency of CDL systems is very sensitive about misalignment of beams and unideal beam 
diffraction, since transmitting and receiving beams are extremely narrow.  Therefore, these are 
distinct advantages of all-fiber CDL systems especially in realizing high system efficiency. 
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Fig. 1.8.  Applications of wind sensing CDL. 
 
1.5.3. Suitability for CO2 sensing DIAL 
Here, the reason of the author’s interest in CO2 sensing DIAL is explained.  CO2 sensing 
is important from the viewpoint of a social contribution.  Many researchers have said that the 
recent global warming has been caused by the increasing of CO2 concentration (see Fig. 1.9, 
ppm is parts par million).  To monitor this climate change, the need for global CO2 sensing 
from a satellite is getting increasing.  For this monitoring, in situ sensors, which utilize 
differential optical absorption, have been used by locating many points on the ground.  
However, the monitoring using in situ sensors is not enough as a global sensing.  In 2009, 
greenhouse gases observing satellite (GOSAT) was launched and global CO2 sensing just started 
using Fourier transform spectrometer [33] (see Fig. 1.10).  Since this is a passive sensor which 
utilizes sunlight backscattering from the ground, it is impossible for this sensor to measure in 
night time.  Further, the measured results of this sensor are influenced severely by unwanted 
backscattering from aerosols and clouds.  Therefore, there is a large expect for the active 
sensor (i.e. DIAL) in satellite-borne sensing.  There are severe requirements for satellite-borne 
sensor in size and reliability, in addition to high precision measurement.  Even for these 
requirements, the fiber-based LIDAR system can be a solution. 
In CO2 sensing, DIAL is considered as the most effective LIDAR method.  In this method, 
laser wavelengths must be locked near an absorption line of the target gas (see Fig. 1.3).  In 
DIAL measurement, a received intensity ratio between two wavelengths is measured.  So a 
distinct optical absorption, which generates the above mentioned intensity ratio, is needed to 
realize high precision measurement.  Consequently, the suitable wavelength range for DIAL 
measurement is determined inevitably if the target gas is determined.  From this point of view, 
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the fiber-based LIDAR is suitable for CO2 sensing.  CO2 has absorption lines which have large 
absorption coefficients in wavelength region from 1.57 µm to 1.6 µm.  Fortunately, the LD and 
fiber amplifier for coherent optical fiber communication technology cover this wavelength 
range (see Fig. 1.10).  Further, there is no H2O absorption line having large absorption 
coefficient, which usually cause unwanted interference in CO2 sensing.  The potential of using 
this wavelength region also offers suitability to the fiber-based LIDAR system.  In addition, 
there is a merit in using DFB-LD for coherent optical communication technology.  In DIAL 
measurement, stabilization of optical absorption is essential for high precision measurement.  
Consequently, a high wavelength stability of order of 1MHz is needed.  Fortunately, the 
line-width of this laser satisfies this requirement. 
 
 
Fig. 1.9.  Recent increasing of atmospheric CO2 concentration 
(http://climateprogress.org/2009/02/13/noaa-global-carbon-dioxide-co2-levels-2008/). 
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Fig. 1.10. Example of global CO2 concentration from a satellite using Fourier transform 
spectrometer (http://www.jaxa.jp/press/2009/10/20091030_ibuki_e.html). 
 
CO2 CH4
Wavelength region for fiber amplifier
 
Fig. 1.11.  Wavelength dependence on optical absorption  
(http://www.jaxa.jp/press/2009/02/20090209_ibuki_e.html). 
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1.6. Contents of this thesis 
As the result of the above mentioned investigations, the author considered that the golden 
opportunity had come for making LIDAR systems practical.  Therefore, the author has 
continued to research the fiber-based LIDAR systems for wind and CO2 sensing.  In the 
followings of this thesis, the author summarizes about the research results. 
In chapter 2, theories for design and evaluation for these LIDAR systems are explained.  
In concrete, the author newly derived the CDL equation (equation to obtain signal to noise ratio 
(SNR)) for wind sensing.  By this derivation, the author simplifies the conventional equation 
after keeping calculation precision.  Then, the simulation theory to obtain the signal processing 
performance in wind sensing CDL is introduced.  Using this theory, relation between SNR and 
wind velocity estimation precision, which can be applied directly to the system design, is newly 
derived.  This relation is important for the system design of the wind sensing CDL.  For CO2 
sensing DIAL, the author introduces the equations to obtain random and systematic error for gas 
concentration measurement.  The equations for the latter error are the ones which the author 
derived by himself.  In chapter 3, fiber-based LIDAR systems are demonstrated for both wind 
and CO2 sensing. Especially for CO2 sensing, the author invented the continuous wave (CW) 
modulation DIAL, and the development is introduced in detail.  In chapter 4, the author 
performs a feasibility study especially for future CO2 sensing from a satellite.  Finally, the 
author concludes in chapter 5. 
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Chapter 2: Theory of wind sensing CDL and CO2 sensing hard-target 
DIAL for system design and performance evaluation 
 
 
2.1. Introduction 
In the system design and performance evaluation of LIDAR systems, the following theories 
are important. One is the SNR, and the other is the relation between SNR and sensing 
performance.  Concretely, in the CDL system design, the SNR of a received signal is 
predicted by using the CDL equation; the LOS velocity estimation precision is then predicted 
from the relation between the SNR and the performance of velocity estimators (see section 2.2).  
In the DIAL system design, the SNR of a received signal is determined by the carrier-to-noise 
ratio (CNR) and the speckle-related SNR.  A differential absorption optical depth (DAOD) 
precision, which is directly proportional to a gas concentration precision, is predicted from the 
SNR of a received signal (see, section 2.3). 
In the process of author’s development which paid attention to broadening of LIDAR 
technology, we considered that simplicity is very important.  To realize this need, we 
considered as followings.  First, the equations should be analytic keeping precision as much 
as possible.  Second, if an analytic expression is impossible, there should be a summary (foe 
example, tables), which is obtained by numerical simulation and can be referred for general 
cases. 
In this chapter, the theory of wind sensing CDL and CO2 sensing hard-target DIAL is 
summarized.  Especially in wind sensing CDL, we derives a new semi-analytic CDL equation.  
Additionally, we derives a new summary on performance of discrete Fourier transform (DFT) 
based velocity estimators which are commonly used.  This summary is made in the 
Kolmogorov turbulence regime which is a general wind regime.  About these new points, we 
describe the background and the motivation for these derivations in each section.  We also 
summarize equations for a CW modulation hard-target DIAL system, which we developed in 
this research and development.  Especially, the equations for systematic error caused by 
unwanted backscattering are the ones which we originally derived. 
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2.2. Theory of wind sensing CDL 
 
2.2.1. CDL equation 
 
2.2.1.1. Review of conventional equation and motivation for semi-analytic equation 
The first CDL equation for wind sensing was reported by Sonnenschein and Horrigan in 
1970; they presented an analytical expression for cases of both no turbulence and no beam 
truncation [1].  Frehlich and Kavaya denoted an equation for a system including the turbulence 
effect [2].  Their equation was analytically derived by assuming that the beam truncation 
appearing at the telescope aperture has a transmittance with a Gaussian spatial distribution.  
Although this is a good approximation to derive the analytical expression, the truncation is 
known to appear at circular apertures in actual cases.  Therefore, numerical calculations for 
beam propagation, such as numerical Fresnel integration (NFI), are required to consider the 
effect of beam truncation.  For the analytical expression of the truncation effect, nearest 
Gaussian approximation (NGA) is an interesting concept for the CDL equation. System 
efficiencies of CDL obtained using NGA have been compared with NFI solution for several 
beam truncation ratios [3], and the differences were shown to be less than 1 dB for the far-field. 
In the followings of section 2.1.1, we combine the concepts of NFI and NGA and introduce 
a semi-analytic CDL equation for coaxial and apertured systems.  We have derived the 
equation for a pulsed system since it is more major than the CW system.  In this equation, the 
system efficiency at the focal range obtained using NFI and a correction factor for the beam 
diameter obtained by NGA are introduced.  The accuracy of the equation was confirmed in 
terms of the range dependence of the SNR by comparison with the NFI solution. Furthermore, 
we studied the optimum beam truncation depending on the atmospheric refractive index 
structure constant Cn2, which was not considered in past literature. 
 
2.2.1.2. System efficiency at focal range obtained using NFI 
When truncation is caused at the circular aperture, the system efficiency cannot be 
expressed analytically.  However, NFI provides a precise solution.  In this paper, we derive a 
semi-analytic expression using the system efficiency at a focal range in section 2.2.1.4. In this 
section, we introduce the system efficiency obtained by NFI as follows. 
We use the same definition for the system efficiency as that in Ref. [4].  The receiving 
geometry is schematically shown in Fig. 2.1 using the back-propagated local oscillator (BPLO) 
approach.  Although the geometry shown in Fig. 2.1 is slightly different from the one shown in 
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the reference, the expression given in Fig. 2.1 is reasonable, as denoted in a later study [5].  
This system efficiency includes the coupling efficiency and transmittance of both the 
transmitted light and BPLO at the aperture.  We assume that the CDL is the coaxial type with a 
circular aperture and that both the transmitted light and BPLO are Gaussian beams with the 
same diameter.  This type of CDL is the most common type developed.  Using this 
assumption and the additional assumption of negligible Cn2, the system efficiency considering 
the effect of beam truncation can be precisely obtained using Eq. (45) given in Ref. [4]; this 
equation was derived using NFI.  When the beam size and curvature of the transmitted light 
and BPLO are identical to each other, the system efficiency at a focal range is 
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−− −=
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41
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where x = r/D, y = r ′ /D, r is the distance from the center at the aperture plane (m), r ′  is the 
distance from the beam center at the target plane (m), D is the diameter of the circular aperture 
(m),  and ρΤ is the beam truncation ratio (= Db/D, Db: 1/e2 intensity diameter of Gaussian beam 
(m)).  FN = piD2/(4λL), where λ  is the laser wavelength (m) and L is the range (m).  J0(Z) is 
the Bessel function of the zero-th order and argument Z.  In Ref. [4], numerical calculations 
showed that the system efficiency about a focal range of the laser beam in the atmosphere does 
not depend on the aperture diameter, wavelength, and range when FN < 10.  Instead, the system 
efficiency at a focal range depends only on the truncation ratio.  
 
Local light
Beam splitter
Circular aperture
r L
Backscattered light
BPLOPhoto detector
Target plane
r′
 
Fig. 2.1. Schematic of receiving geometry.  The transmitted beam is not shown but it is 
identical with the BPLO. 
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2.2.1.3. Nearest Gaussian approximation 
In NGA, the actual truncated transmitting beam is approximated as the ideal 
diffraction-limit Gaussian beam having the maximum correlation factor with the actual beam.  
The beam diameter of the nearest Gaussian beam is defined as the diameter of the ideal 
Gaussian beam that maximizes the cross-correlation function at the aperture plane.  The 
cross-correlation function is given by 
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where AP denotes the aperture plane, and Db' is the beam diameter of the nearest Gaussian beam.  
E(Db, r) and EN(Db', r) are the electrical fields of the actual transmitting and nearest Gaussian 
beam given by 
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where LF is the phase curvature (focal range) of the actual transmitting and nearest Gaussian 
beam and k is the wave number (= 2pi/λ).  As denoted in Ref. [3], the nearest Gaussian beam 
defined at the aperture plane is valid at any range L for loss-free propagation. 
 
2.2.1.4. Semi-analytic pulsed CDL equation 
We show here the semi-analytic pulsed CDL equation using NFI and NGA. This equation 
is based on the conventional analytical equation for pulsed system [1,2] and is expressed for a 
soft target as 
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where h is Planck’s constant (Js), EP is the transmitting pulse energy (J), B is the receiver 
bandwidth (Hz), β  is the atmospheric backscatter coefficient (m–1 sr–1), and K is the 
atmospheric transmittance (km–1).  For hard targets, 2ρ / (f∆t) is substituted for λβpi in Eq. 
(2.5), where ρ is the target reflectivity, f is the laser frequency (Hz), and ∆t is the full width half 
maximum (FWHM) pulse width (s).  ( )LDη  is the system efficiency given by 
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where AC is the correction factor obtained by NGA and ACD is the beam diameter of the nearest 
Gaussian beam.  S0(L) is the transverse coherent length (m), and if Cn2 (m–2/3) is constant along 
the beam path, S0(L) is approximated by ( ) 5/3221.1 −nLCk . 
If the conventional equation corresponding to no-beam truncation [1] is used rather than 
this semi-analytical expression, Fη  is the product of the transmittance of the transmitted and 
local light and is equal to [1– exp (–2 2Tρ )]2, AC = 1, and D approximates for Db. 
Equation (2.6) shows that the range dependence of the system efficiency is expressed by 
using the nearest Gaussian beam diameter instead of the untruncated Gaussian beam in the 
conventional equation.  The remaining system efficiency apart from ( )LDη , which is not 
related to beam truncation (e.g., quantum efficiency, transmission of optical components, etc.), 
is beyond the scope of this discussion and has not been discussed here. 
In the proposed equation, the precise system efficiency can be obtained at the focal range 
(L = LF) when Cn2 = 0 (i.e., S0(L) = ∞ ), since the value of Eq. (2.6) becomes Fη  as obtained 
by NFI.  Under the same condition, the range dependence of the system efficiency is well 
expressed using the nearest Gaussian beam diameter of ACD since the influence experienced by 
the actual transmitting beam in the propagating process is approximately the same as that by the 
nearest Gaussian beam.  When Cn2 is not negligible, the nearest Gaussian beam diameter can 
be used in the third term of the denominator of Eq. (2.6) for the same reason.  The calculated 
result for the system efficiency at focal range Fη  and correction factor AC corresponding to 
each truncation ratio is shown in Fig. 2.2.  As denoted in Ref. [4], the optimum condition for 
the truncation ratio is 0.8.  Figure 2.2 shows that the correction factor is 0.71 when the 
truncation ratio is this optimum condition. 
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Fig. 2.2. System efficiency at given values of focal range and correction factor versus 
truncation ratio.  The system efficiency is obtained using NFI, and the correction factor is 
obtained using NGA. 
 
2.2.1.5. Range dependence of SNR obtained using the semi-analytic equation 
Here, we confirm the accuracy of the semi-analytic equation by comparing the range 
dependence of the SNR obtained by the equation with an NFI solution.  The calculated range 
dependencies of SNR when LF = ∞  and when beam truncation ratios are 0.6, 0.8, 1.0, and 1.2 
are shown in Fig. 2.3.  Here, the range is normalized by piD2/(4λ).  The vertical axis is the 
normalized SNR, which is equal to ( ) 2/ LLDη , normalized by the value in the near-field when 
Db/D = 0.6.  In this calculation, Cn2 is not considered, and in this case, the precise SNR can be 
obtained by NFI.  This figure shows that there is very good agreement between range 
dependence of the SNR and the NFI solution for not only the far-field (i.e. near the focal range) 
but also the near-field for each beam truncation ratio.  Since the agreement for these two fields 
is very important for predicting the system performance for whole range, the semi-analytic 
equation is convenient for the system design.  Unfortunately, the agreement described above 
cannot be explained mathematically and requires further study in the future.  For the 
expression of range dependence of SNR, the approach of using the correction factor has been 
denoted in Ref. [6] for only the optimum truncation ratio (i.e. Db/D = 0.8).  However, the 
correction factor denoted in this reference is 0.61 and not 0.71 which is derived in this paper.  
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If the value of 0.61 is used as the correction factor instead of 0.71, the SNR obtained by the 
semi-analytic equation in the near-field becomes 2.6dB higher than the NIF solution.  Thus, 
we are sure that the value in Ref. [6] is an unreported error.  The accuracy for the range 
dependence of the SNR was also confirmed experimentally, as discussed in Appendix 2.A. 
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Fig. 2.3.  Comparison of range dependence of normalized SNR obtained using the 
semi-analytic equation (i.e., Eq. (2.6), solid lines) with NFI solution (dashed lines) for 
several truncation ratios.  The range is normalized by piD2/(4λ).  The vertical axis is the 
normalized SNR, which is equal to ( ) 2/ LLDη  normalized by the value in the near-field 
when Db/D = 0.6.  The focal range is set at infinity. 
 
2.2.1.6. Study on optimum beam truncation ratio considering atmospheric turbulence 
Although the optimum beam truncation ratio when Cn2 is negligible is denoted in Fig. 2.2, 
the optimum ratio is considered to change depending on the Cn2 condition since there is a limit 
to the improvement in the SNR when the beam diameter is increased.  Figure 2.4 shows the 
system efficiency at focal range as obtained by Eq. (2.6) when L = LF versus the beam 
truncation ratio for some values of S0(LF)/D, which are determined using the value of Cn2.  
Figure 2.5 shows the optimum ratio as a function of S0(LF)/D.  The corresponding Cn2 
normalized by range, wavelength, and the aperture diameter is also shown in the figure; the 
optimum ratio decreases as Cn2 increases. 
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Fig. 2.4.  System efficiency for focal range as obtained by Eq. (2.6) when L = LF versus the 
beam truncation ratio for some values of S0(LF)/D as determined by Cn2. 
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Fig. 2.5.  Optimum truncation ratio considering the influence of Cn2 versus transverse coherent 
length normalized by aperture diameter (i.e., S0(LF)./D).  The second vertical axis shows Cn2 
normalized by the range, wavelength, and aperture diameter, which corresponds to the value of 
the horizontal axis. 
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2.2.2. Performance on signal processing in velocity estimation 
 
2.2.2.1. Review of past study on velocity estimators, and motivation for summarization of 
DFT-based estimators in Kolmogorov turbulence regime 
After prediction of the SNR of a heterodyne-detected signal by using the CDL equation 
denoted in section 2.2.2, the LOS velocity estimation precision is predicted from the SNR and 
the velocity estimator (i.e., digital signal processing algorithm).  Therefore, a simulation tool to 
estimate the performances (relationships between the SNR, estimation precision, and signal 
detection probability) of the estimators is required to realize end-to-end simulations for the 
design.  Because it is difficult to express the performance analytically, it has been studied 
using computer simulations. 
The first study conducted on the performances of velocity estimators for a CDL system was 
reported in [7] and the performance of the DFT-based velocity estimator was studied and 
compared with that of the pulse pair (PP) estimator.  The difference between the estimation 
precision of the DFT-based estimator and the approximated Cramer-Rao lower bound (CRLB), 
which is the theoretical limit on estimation, was discussed by Rye and Hardesty [8]; they 
compared the performance of the DFT-based estimator with that of other estimators, including 
the maximum likelihood (ML), PP, and signal matching (SM) estimators in [9].  The exact 
CRLB was derived by Frehlich [10], and the heterodyne-detected signal model used in the 
simulation was refined by Frehlich and Yadlowsky [11].  Further, in [11], the performances of 
the PP, ML, and time series estimators of the auto regressive (AR) and minimum variance (MV) 
time series models were investigated and compared with the exact CRLB.  The performances 
of these estimators for low SNR values were investigated in [12]. 
All the studies described above were conducted on the basis of the approximation that the 
spectrum or the covariance of the heterodyne-detected signal was Gaussian; the realistic wind 
field was not assumed.  A well-known, realistic wind field regime is the Kolmogorov 
turbulence.  The performances of the ML and MV (or Capon) estimators in the Kolmogorov 
turbulence regime and the effects of turbulence were investigated in [13].  The performance of 
the MV estimator for general wind regimes and wavelengths was presented in [14] and shown 
to be valid for a weak to moderate signal regime. 
The studies described above offer meaningful information on the performances of velocity 
estimators.  However, from a system designer’s point of view, the results of these studies are 
not convenient or sufficient to be applied directly to system design because of the following 
reasons.  First, in studies other than [14], the concrete wavelength regions of 2 µm and 10 µm 
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were considered but, the 1.5 µm wavelength region, which was not commonly used for CDL 
systems when the studies were conducted, was not considered.  Second, the performances of 
simple and real-time DFT-based estimators were not studied in the realistic wind field regime 
(i.e., Kolmogorov turbulence), although these estimators were the major estimators used in 
many CDL systems [15]–[21]. 
In the followings of section 2.2.2.2, we summarize the performances of DFT-based 
velocity estimators for wind sensing CDL systems in the Kolmogorov turbulence regime by 
using the Monte-Carlo simulations.  In addition to the basic DFT estimator, we study the SM 
estimator, which performs post-processing on the periodogram obtained by DFT.  In section 
2.2.2.2, the signal model and simulation procedure are explained.  In section 2.2.2.3, 
algorithms of the estimators are reviewed.  In section 2.2.2.4, the simulation conditions are 
described.  The conditions are set according to the general measurement conditions for wind 
sensing CDL systems.  In section 2.2.2.5, results obtained from simulations of the 
performances of the estimators are presented; in this section, the relationships between the SNR, 
velocity estimation precision, and signal detection probability are summarized.  The effects of 
SM estimation and the influence of turbulence are confirmed.  The performances in the 
Kolmogorov turbulence regime and those in the Gaussian auto-covariance signal model are 
compared.  A comparison of the three wavelength regions described above is provided.  To 
our knowledge, this is the first summary on simple and real-time DFT-based velocity estimators, 
which can be directly used for system design of wind sensing CDL systems.  
 
2.2.2.2. Signal model and simulation procedure 
 
2.2.2.2.1. Expression of the Time Sample in the Digital Domain 
In this paper, heterodyne-detected signals are expressed as the summation of incoherent 
backscattered signals from small atmospheric ranges and detector noise.  In general, 
heterodyne-detected signals with intermediate frequencies and complex time samples are 
generated using an in-phase / quadrature-phase detector and two channel analogue to digital 
(A/D) converters.  Consequently, the signals in the digital domain are expressed as 
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where m denotes the sample number in the time gate; M, the total sample number in the gate 
which determines the range resolution; n, the accumulation number; i, the iteration number in 
the Monte-Carlo simulations; τR, the small atmospheric range number; TS, the sampling interval 
(s).  SNRW denotes the wideband SNR, which is the signal-to-noise ratio of the average signal 
power to the average noise power.  This is the definition of SNR in this paper.  Noise denotes 
the complex amplitude of the white Gaussian detector noise having normalized average power 
of 1, and x(τR, n, i) denotes the complex amplitude of the signal from each range and the 
complex statistically independent zero mean Gaussian variable with normalized average power 
of 1.  This statistical property expresses the speckle effect of the signals.  v(τ, i) denotes the 
LOS wind velocity of each small range (m/s) which corresponds to the assumed wind field.  
The number of atmospheric ranges considered in the simulation is 2P + 1; and this value should 
be considerably greater than M.  This model is the same as that described in [13], except for 
the assumption that the SNR is constant in the gate and the spectrum of the transmitting pulse is 
the Fourier transform limit. 
 
2.2.2.2.2. Kolmogorov Turbulence 
The simulation algorithm for the Kolmogorov turbulence is similar to that provided in [13]; 
the algorithm is briefly explained here.  In the Kolmogorov turbulence regime, the standard 
deviation (SD) of LOS wind velocity between two range locations is expressed by 
 
,
40
9 3/13/1 LCvturb ∆= εσ     (2.8) 
 
where Cv denotes the Kolmogorov constant (≅ 2); ε, the energy dissipation rate (m2s–3), which 
indicates the degree of turbulence; and ∆L, the distance between the two range locations (m).  
The wind field which corresponds to the Kolmogorov turbulence is expressed by 
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where q denotes the complex zero mean Gaussian random variable, expressed by 
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where Q(l) is a variable expressed by 
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U(k) is a variable expressed by 
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It must be noted that only half the simulated field is usable.  Thus, in the simulation, first, wind 
fields for 2(2P + 1) sample ranges are obtained; then, half the fields are used for the calculation 
of (2.7).  
 
2.2.2.2.3. Simulation Procedure 
In the Monte-Carlo simulations, the conditions for laser wavelength, sampling frequency, 
range resolution (=MTSc/2, c: speed of light), velocity search range, mean velocity, statistical 
property of wind field, pulse width, wideband SNR, accumulation number, and iteration number 
are set first.  The wind field is generated by a computer so that the linear average velocity 
within the range gate is zero.  Gated heterodyne-detected signals are generated also by a 
computer, according to (2.7) and the random process described above.  Then, signal processing 
and velocity estimation are performed according to the algorithm corresponding to the selected 
estimator, after zero padding, if necessary.  Following the iterations of this simulation 
procedure, the histogram of the estimated velocity is obtained.  The histogram is fitted to the 
modeled probability density function (PDF) and the estimation precision is defined as the SD of 
the good estimates.  The signal detection probability is defined as 1 minus the fraction of 
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random bad estimates. 
The modeled histogram is the single Gaussian model which is defined in [11] and 
expressed as 
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where b is the fraction of bad estimates and g is the SD of the good estimates (m/s), ve is the 
estimated velocity (m/s), vm is the mean velocity (m/s) which is assumed to be zero in this 
simulation, and vsearch is the width of the velocity search range (m/s).  The parameters b and g 
of the model PDF are determined by minimizing the mean-square difference between the 
histogram of the estimates from the simulated result and the predicted histogram based on the 
model PDF.  Although it is denoted in [13] that the two component Gaussian model offers 
better fitting than the single Gaussian model, we use the latter model because of the simplicity.  
As denoted in [13], the difference of the value of g between these two models is about 10% and 
not so large.  Figure 2.6 shows the schematic of the modeled and simulated histograms.  In 
the case of very low SNR, there are only random outliers and the detection probability 
approaches to zero.  On the other hand, when SNR is very high, there are no outliers and the 
precision is given by the width of the Gaussian component. 
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Fig. 2.6.  Schematic of modeled and simulated histograms of estimated velocities. 
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2.2.2.3. DFT-based velocity estimators 
In this paper, as described in section 2.2.2.1, we study two types of DFT-based estimators.  
The first type is the basic DFT estimator which uses only DFT, peak detection, and moment 
operation around the peak.  The second type is the SM estimator which utilizes DFT.  Here, 
the signal processing algorithms of these estimators are briefly explained. 
In the basic DFT estimator, first of all, periodograms are calculated by using DFT, or in 
some cases, fast Fourier transform (FFT); subsequently, the periodograms are accumulated 
incoherently.  The accumulated periodogram is generally expressed as 
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where N denotes the total accumulation number (i.e., the number of pulse shots), and kv denotes 
the velocity bin number.  The noise level is cancelled from the accumulated periodogram, and 
the peak bin number is detected.  The first moment is obtained by a moment operation around 
the peak where the intensities after the noise cancellation are positive.  The mean velocity is 
obtained as  
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where km denotes the first moment described above.  This estimation algorithm is slightly 
different from that described in [7]–[9] in which the estimations are performed using only the 
detected peak.  This type of moment operation is a well-known and high performance 
technique (for example, used in [9]), particularly when the mean velocity is offset from the 
position of the velocity bins.  The basic DFT estimator is the most popular estimator because 
not only the mean velocity but also the spectral information including its width in real-time can 
be obtained.  This estimator does not require a priori information on atmospheric conditions 
other than the velocity search range. 
The SM estimator utilizes the accumulated periodogram obtained using DFT, and the cross 
correlation function (CCF) of the obtained periodogram and the reference periodogram is 
calculated as 
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where PR(kv,K) represents the reference periodogram when the mean velocity bin number is K.  
The index value of K that maximizes C(K,i) is obtained.  The same moment operation and the 
mean velocity estimation are performed for the accumulated periodogram.  This SM estimator 
is not new and is similar to, for example, the Poly-Pulse-Pair estimator described in [22]. 
The SM estimator offers the same performance as that of the basic DFT estimator for cases 
with high SNR, because the peaks of the accumulated periodogram and the CCF become the 
same.  However, the SM estimator sometimes improves the signal detection ability for cases 
with low SNR because of the effect of correlation operation, particularly when the reference 
periodogram is similar to the actual one.  In this estimation, the post-processing corresponding 
to (2.16), after DFT and incoherent accumulation, is required.  Thus, this procedure is slightly 
time-consuming.  However, this post-processing is required only once for a single estimation.  
The impact of this processing on the total estimation time is negligible, particularly in the case 
of many accumulation numbers.  Therefore, in our opinion, the SM estimator is included in the 
category of real-time DFT-based estimators. 
In the SM estimation, the reference periodogram is important; in our study, we consider 
two reference periodograms.  The a priori information for the first periodogram is the pulse 
shape alone.  On the other hand, both pulse shape and ε are assumed to be a priori information 
for the second periodogram.  The reference periodograms are obtained using the same 
simulation tool explained in 2.2.2.2, by neglecting the noise component and using the 
assumptions described above.  The simulated periodogram is averaged 100,000 times for each 
case and used as the reference periodograms.  The reference periodograms can also be 
obtained theoretically by using the equation described in [23].  Here, we denote the first and 
second estimators as SM1 and SM2, respectively.  In fact, ε denotes an atmospheric parameter 
that is not a priori information; therefore, SM2 is not considered to be a practical estimator.  
However, a study on SM2 is useful because it offers the performance limit on real-time 
estimators. 
 
2.2.2.4. Simulation conditions 
The simulation conditions used in this study are summarized in Table 2.1.  The 
parameters shown in the table are typical values used for wind sensing CDL systems.  The 
wavelength of 1.55 µm is newly considered in this study, in addition to 2.02 µm and 10.61 µm, 
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which have been studied previously.  Three conditions for ε listed in the table correspond to 
the turbulence conditions of Light, Moderate, and Severe, defined in the International Civil 
Aviation Organization ANNEX3 Standards.  The sampling points used in the processing 
operation for a gate are maintained constant (=128) by padding zero for efficient sampling data.  
Zero padding provides better performance if the SD of velocity within a gate is smaller than the 
velocity resolution.  When the mean frequency is biased from the bin position in a 
periodogram, the padding provides a new bin near the biased position.  The accumulation 
number is set to have a constant value of 10.  As denoted in [12], the estimation precision is 
approximately proportional to N-1/2 when there are few random bad estimates and N is 
sufficiently large (larger equal 10).  For the given high (around 90%) detection probability, 
threshold value for product of the SNR and N1/2 is approximately constant in the case of large N.  
The mean velocity in the range gate is fixed at 0 m/s.  The performance metric used here does 
not depend on the location of the mean velocity inside the velocity search range.  If the 
estimation precision is defined as the standard deviation of all the velocity estimates as denoted 
in [7]-[9], the scaling for N which is described above is impossible, and the estimation precision 
depends on the fraction of random bad estimates and the location of the mean velocity because 
of the random bad estimates.  The sampling frequency corresponds to the velocity search range 
of ~± 38.5 m/s for 1.55 µm, and this velocity range is sufficiently wide for the wind sensing 
CDL.  For example, the velocity search range is ~± 25 m/s even for airborne turbulence 
detection for the CDL [21], which appears to need the wide velocity search range.  The noise 
bandwidth is the same as the sampling frequency; therefore the noise is independent for each 
time sample.  Increasing the sampling frequency does not impact the signal processing 
performances since the noise bandwidth becomes smaller than the sampling frequency.  The 
SNR is changed with 0.5 dB step and this is the resolution on SNR.  The iteration number is 
10,000 and we only studied on the SNR region where the detection probability is larger than 0.1.  
The bin width of the histogram is 1 m/s. 
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Table 2.1. Simulation conditions 
Parameter Value 
Laser wavelength (µm) 1.55, 2.02, 10.61 
Velocity search range (~± m/s) 38.5 
Mean velocity in the range gate (m/s) 0 
Range resolution (m) 25, 50, 75, 100, 150 
Pulse FWHM/ Range resolution 1 
ε (m2/s3) 0.014 (Light turbulence) 
0.032 (Moderate turbulence) 
0.322  (Severe turbulence) 
Accumulation number 10 
Sampling frequency (MHz) 100 
Sampling points for DFT 128 (with zero padding) 
Wideband SNR (dB) –30 ~ 0, 0.5 step 
Iteration number 10,000 
 
2.2.2.5. Simulated results 
 
2.2.2.5.1. Relationships between SNR, estimation precision, and detection probability 
We simulated the relationships between the SNR, estimation precision, and detection 
probability according to the procedure, estimation algorithms, and simulation conditions 
described in section 2.2.2, 2.2.3, and 2.2.4, respectively. 
Figure 2.7 shows one of the simulated results; the simulation parameters are denoted in the 
figure caption.  A typical characteristic of these relationships denoted in [11] is shown in this 
figure.  It is shown that estimation performance is improved with the increase in the SNR but 
the improvement of the estimation precision is not so large in the region of the high detection 
probability.  The SM estimators offer better performances because of the matching effect at the 
moderate SNR region described above.  In the high SNR region, the abovementioned effect 
does not appear because few random detection errors occur even without a priori information, 
and estimation algorithms are the same between the basic DFT and SM estimators if the 
detected peak bins are the same. 
The performances of the basic DFT and SM estimators are compared by setting the laser 
wavelength to 1.55 µm.  The SNR required for the basic DFT estimator to realize a detection 
probability of >90% is shown in Table 2.2.  The estimation precision at the SNR listed in 
Table 2.2, and the estimation precision at high SNR (=0dB) are listed in Table. 2.3.  The ratio 
of the required SNR to realize a detection probability of >90% for the other estimators to that 
for the basic DFT estimator is summarized in Table 2.4. 
In the comparison between the basic DFT and SM estimators, it is shown that the 
maximum reduction in the required SNR is 2.5 dB.  The effect becomes significant with 
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increase in ε and the range resolution.  In this region, the signal spectral width increases and 
the velocity resolution decreases; thus, the number of bins of a periodogram increases.  This 
means that the number of effective bins for matching increases, and consequently, this improves 
the performances of the SM estimators.  Another important conclusion is obtained from Table. 
2.4.  The matching effect can be obtained even in SM1 in which the shape of the reference 
periodogram is not exactly matched to that of the signals.  This suggests that better 
performance can be obtained with SM estimators in practical measurements. 
From a system designer’s point of view, the dependencies of the estimation performance on 
the pulse width, velocity search range are important.  These dependencies are shown in the 
Appendix 2.C. In addition, the required SNR for the detection probabilities other than > 90% 
are also shown. 
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Fig. 2.7.  Relationship between wideband SNR and LOS velocity estimation precision and 
signal detection probability.  The estimators are ( ) basic DFT, ( ) SM1, and ( ) SM2.  The 
wavelength is 1.55 µm, the range resolution is 100 m, and the turbulence condition is severe. 
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Table 2.2. Wideband SNR required for the basic DFT estimator to obtain a detection probability 
of > 90 % for wavelength of 1.55 µm   (Unit: dB) 
Turbulence conditions Range 
resolution 
[m] 
Light Moderate Severe 
25 –8.0 –8.0 –8.0 
50 –10.5 –10.0 –9.5 
75 –11.5 –11.0 –10.0 
100 –12.0 –12.0 –10.5 
150 –13.0 –12.5 –10.5 
 
Table 2.3.  LOS velocity estimation precision for the basic DFT estimator at the SNR listed in 
table 2 (left side value) and the SNR of 0 dB (right side value) for wavelength of 1.55 µm   
(Unit: m/s) 
Turbulence conditions Range 
resolution 
[m] 
Light Moderate Severe 
25 1.3, 0.7 1.3, 0.8 1.6, 1.0 
50 0.8, 0.5 0.9, 0.6 1.4, 0.9 
75 0.7, 0.5 0.8, 0.6 1.4, 1.0 
100 0.7, 0.5 0.8, 0.6 1.4, 1.0 
150 0.6, 0.5 0.8, 0.6 1.5, 1.1 
 
Table 2.4.  Wideband SNR required for the estimators of SM1 (left side value), and SM2 (right 
side value), normalized by that on the basic DFT estimator to obtain a detection probability of > 
90 %   (unit: dB) 
Turbulence conditions Range 
resolution 
[m] 
Light Moderate Severe 
25 -0.5, -0.5 -0.5, -0.5 0.0, 0.0 
50 0.0, 0.0 -0.5, -0.5 -0.5, -1.0 
75 -0.5, -0.5 -0.5, -1.0 -1.0, -1.5 
100 -0.5, -1.0 -0.5, -1.0 -0.5, -1.5 
150 -0.5, -1.5 -0.5, -1.5 -1.0, -2.5 
 
2.2.2.5.2. Comparison of simulated results obtained in the Kolmogorov turbulence regime 
and Gaussian auto-covariance signal model  
In this section, we compare the performances of the basic DFT estimator obtained in the 
Kolmogorov turbulence regime and those in the signal model of the Gaussian auto-covariance 
approximation used in [11].  This comparison was shown in the past literature [14], and it was 
qualitatively concluded that the performances in the low to moderate SNR region were 
approximately the same between the two models.  Here, we show more quantitative 
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comparison including that in the high SNR region. 
In the simulation performed using the Gaussian auto-covariance signal model, the effective 
spectral width (Hz) was obtained using 
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where σv denotes the standard deviation of the LOS velocity over the range gate (m), which is 
obtained using (2.8) by substituting the value of the range resolution to ∆L.  Figure 2.8 shows 
one of the simulated results of the relationship between the SNR, estimation precision, and 
detection probability.  The simulation parameters are denoted in the figure caption.  The 
results of the signal model of (2.7) with the Kolmogorov turbulence are shown in the figure for 
comparison.  It is shown that the difference in the performance from low to moderate SNR is 
small, but it increases in high SNR region.  The performances of the basic DFT estimator in 
the Kolmogorov turbulence regime, corresponding to the results of Tables 2.2 and 2.3, are 
normalized by the values obtained in the Gaussian auto-covariance signal model, and 
summarized in Tables 2.5 and 2.6.  It is shown in these Tables that, in the case of the 
Kolmogorov turbulence regime, the required SNR for the detection probability of > 90% is from 
0.5dB to 1.0dB higher compared with those in the Gaussian auto-covariance signal model.  
There also exist distinct differences especially for the estimation precision at high SNR.  The 
normalized estimation precision at high SNR is 2.7 when the severe turbulence condition and 
the 150m range resolution in which the effect of turbulence is largest. 
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Fig. 2.8.  Relationship between wideband SNR and LOS velocity estimation precision and 
signal detection probability.  The signal models are ( ) the Gaussian auto-covariance signal 
model ( ) Eq. (2.7) with Kolmogorov turbulence.    The simulation conditions are basically 
similar to those corresponding to Fig. 2.7, but only the basic DFT estimator is used. 
 
Table 2.5.  Required SNR listed in table 2.2 normalized by that obtained using gaussian 
auto-covariance signal model (Unit: dB) 
Turbulence conditions Range 
resolution 
[m] 
Light Moderate Severe 
25 1.0 0.5 0.5 
50 0.5 1.0 0.5 
75 1.0 1.0 1.0 
100 1.0 0.5 0.5 
150 0.5 0.5 1.0 
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Table 2.6.  LOS velocity estimation precisions listed in table 3 normalized by those obtained 
using Gaussian auto-covariance signal model, left side value: precision at the SNR listed in 
table 2.2 and 2.5, right side value: precision at SNR = 0 dB.  (Unit m/s) 
Turbulence conditions Range 
resolution 
[m] 
Light Moderate Severe 
25 1.0, 1.0 1.0, 1.0 1.2, 1.4 
50 1.2, 1.2 1.2, 1.3 1.4, 2.0 
75 1.2, 1.3 1.3, 1.4 1.4, 2.2 
100 1.2, 1.3 1.3, 1.5 1.6, 2.4 
150 1.3, 1.3 1.3, 1.5 1.3, 2.7 
 
2.2.2.5.3. Comparison of laser wavelengths 
The performances of the basic DFT estimator using laser wavelengths of 1.55 µm, 
2.02µm, and 10.61 µm are compared with each other.  Qualitatively, there are three points on 
the dependency of wavelength.  First, the spectral frequency broadening caused by turbulence 
is inversely proportional to the wavelength.  Second, the velocity estimation precision 
corresponding to the frequency estimation precision is proportional to the wavelength.  Third, 
the velocity resolution in a periodogram corresponding to range resolution is proportional to the 
wavelength.  There exists a trade-off relationship between the first and the second points.  
The third point should be carefully considered here. 
Figure 2.9 shows the relationships between the SNR, estimation precision, and detection 
probability; and the typical characteristics of these parameters in the three wavelengths.  The 
velocity search range is fixed at ~± 38.5 m/s for all the wavelengths.  For 1.55 µm, the velocity 
range corresponds to the full Doppler frequency range determined by the sampling frequency.  
For longer wavelengths, the full frequency ranges increase in proportion to the wavelengths.  
Thus, for fair comparison, the same velocity search range is set by limiting the search range in 
the Doppler frequency domain.  The sampling frequencies and the noise bandwidths are the 
same for all wavelengths.  Figure 2.9(a) shows the results corresponding to the case of the 
shortest range resolution (i.e., the widest velocity resolution) and the lightest turbulence (Table 
2.1).  It is known that, for longer wavelengths, the enhancement in performance begins in the 
lower SNR region; however, the estimation precision in the high SNR region is larger.  These 
phenomena cause the wavelength dependence caused by the difference in velocity resolution.  
A narrow velocity resolution appears to be an advantage for short wavelengths.  However, a 
narrow velocity resolution for the same velocity search range generates a larger number of bins 
within the search range.  This increases the probability of occurrence of random bad estimates, 
and consequently becomes a disadvantage for shorter wavelengths.  Figure 2.9(b) shows the 
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same result as that in Fig. 2.9(a), except for the case of the range resolution of 150 m and severe 
turbulence.  It is shown that as the range resolution increases and the turbulence becomes more 
severe, the disadvantage of wider velocity resolution for longer wavelength reduces because the 
number of bins in a periodogram sufficiently increases to offer precise estimation in this case.  
The results of Fig. 2.9 basically agree with the past results of [24] which show the comparison 
of the performances of velocity estimation at wavelength regions of 2µm and 10µm.  The 
performances of the basic DFT estimator for wavelength of 2.02 µm and 10.61 µm, 
corresponding to the results of Tables 2.2 and 2.3, are summarized in Tables 2.7 and 2.8. 
Here, we explain about the parameters of the wind sensing CDL systems which affect the 
performances of the velocity estimation performances.   In the comparisons denoted in this 
section, a constant SNR is assumed for all wavelengths.  This means the backscatter coefficient 
has a λ-1 dependence as in [12] if the other engineering parameters, such as pulse energy, beam 
diameter, focal range, system efficiency, and receiving bandwidth, are constant.  The correct 
scaling for the performance curves as a function of wavelength is essential, since the 
wavelength dependence of the aerosol backscatter coefficient can vary from λ-3 to λ-0.3 [25].  
The heterodyne-detection efficiency is also independent of wavelength for certain important 
conditions of interest such as large distances with collimated laser beams (i.e. far field 
operations) and near the focus.  In these conditions, the efficiency can vary from λ0 to λ2.4 
depending on the value of Cn2.  Additionally, the atmospheric transmittance also has the slight 
wavelength dependence. 
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(b) 
Fig. 2.9.  (a) Relationship between wideband SNR and LOS velocity estimation precision and 
signal detection probability.  The wavelengths are ( ) 1.55 µm, ( ) 2.02 µm, and ( ) 10.61 µm.  
The simulation conditions are basically similar to those corresponding to Fig. 2.7, but only the 
basic DFT estimator is used; the range resolution is 25 m and the turbulence condition is light, 
which corresponds to the widest velocity resolution and narrowest signal spectral width.  (b) 
Relationship similar to that in (a), except for the 150-m range resolution and the severe 
turbulence condition, which corresponds to the narrowest velocity resolution and widest signal 
spectral width. 
 
 43 
Table 2.7.  Wideband SNR required for the basic DFT estimator to obtain a detection 
probability of  > 90 % for wavelength of 2.02 µm (left side value) and 10.61 µm (right side 
value) normalized by that on 1.55 µm  (Unit: dB) 
Turbulence conditions Range 
resolution [m] Light Moderate Severe 
25 0.0, -4.5 0.0, -3.0 0.0, -3.0 
50 0.0, -2.0 –0.5, -2.5 –0.5, -3.0 
75 –0.5, -3.0 –0.5, -3.0 –1.0, -3.5 
100 –0.5, -2.5 –0.5, -2.5 –0.5, -4.0 
150 –0.5, -3.0 –0.5. -3.5 –1.0, -5.0 
 
Table 2.8.  LOS velocity estimation precision for the basic DFT estimator at the SNR listed in 
table 2.7 (upper value) and the snr of 0 db (lower value) for wavelength of 2.02 µm and 10.61 
µm normalized by that on 1.55 µm (Unit: m/s) 
Turbulence conditions 
Light Moderate Severe 
Range 
resolution 
[m] 2.02 µm 10.61 µm 2.02 µm 10.61 µm 2.02 µm 10.61 µm 
25 1.2 
1.2 
5.4 
2.3 
1.2 
1.2 
5.3 
2.2 
1.1 
1.1 
4.3 
1.7 
50 1.2 
1.1 
5.8 
1.9 
1.2 
1.1 
5.3 
1.7 
1.1 
1.0 
3.6 
1.4 
75 1.1 
1.0 
4.5 
1.6 
1.1 
1.0 
4.2 
1.5 
1.1 
1.0 
2.7 
1.2 
100 1.1 
1.0 
4.1 
1.4 
1.1 
1.0 
3.5 
1.4 
1.0 
1.0 
2.3 
1.2 
150 1.1 
1.0 
3.1 
1.3 
1.0 
1.0 
2.8 
1.3 
1.0 
1.0 
1.8 
1.1 
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2.3. Theory of hard-target DIAL 
 
2.3.1. Measurement errors in DIAL 
In DIAL system, there are two kinds of errors; random and systematic errors.  In other 
words, the former and the latter are called precision and accuracy.  The random error is defined 
as an error that is caused by so-called SNR. This error is influenced by random noise including a 
detector noise and a speckle noise. The systematic error is defined as all kinds of error other 
than the random error.  The systematic error arises when (i) unwanted differential absorption is 
caused by several sources and (ii) the laser quality is not ideal.  The systematic error also arises 
when unwanted backscattered laser lights from volumetric targets, including aerosols and cirrus 
clouds, are added to the wanted laser lights from a hard-target. 
A theory for DIAL depends on the concrete method independently. Therefore, the 
conceptual explanation on the CW modulation hard-target DIAL method, which we researched 
and developed for this thesis, is shortly shown in the next section (the detail explanation is 
denoted in section 3.3).  After that, equations for random and systematic errors are shown.  
Although the equations are the ones for satellite-borne sensing, these are directly applicable for 
airborne sensing, and are also easy to applicable for ground-based sensing by slight changing. 
 
2.3.2. Conceptual explanation of CW modulation hard-target DIAL 
Figure 2.10 shows the concept of the CW modulation hard-target DIAL.  Wavelengths of 
CW laser lights are locked at the ON and OFF wavelengths and intensity modulated with CW 
signals.  The frequencies of the two modulation signals are slightly different to each other 
(ON: fm1, OFF: fm2).  The modulations with different frequencies are for discrimination of ON 
and OFF components after receiving.  The modulated lights are amplified after combined with 
an optical coupler.  The amplified light is tapped by the tap divider.  The light from the main 
port is transmitted to a hard-target both simultaneously and coaxially.  The light from the 
tapped port is detected as the monitored signal by the photo detector for transmission 
monitoring.  The backscattered light is received by the telescope and detected as the received 
signal by the photo detector.  The monitored and the received signals are A/D converted and 
processed in the personal computer (PC) based signal processor.  In the signal processing, 
spectra of the monitored and the received signals are obtained using the fast Fourier transform, 
and the peaks corresponding to the two wavelengths appear at the modulation frequencies in 
each spectrum.  The intensities of the two peaks in the spectrum of the received signal are 
normalized by those of the monitored signal.  The DAOD is obtained using ratio of the 
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normalized detected intensities of the two wavelengths.  The ranging of the target is performed 
by utilizing the phase difference between the monitored and the received signal. 
In the ground-based sensing, calculation of spectra of detected signals and measurement of 
a DAOD are once in the measurement of CO2 concentration.  In the ground-based sensing, this 
works well since a foot-print of a laser beam does not move on a target within a measurement 
time.  On the other hand, in the satellite-borne sensing, a foot-print moves on the ground owing 
to the moving of a satellite.  Therefore, it is better for a satellite-borne sensing to shorten a 
measurement time for a calculation of a DAOD and a range, and average many times to 
decrease random error.  A total measurement time required for this averaging is given by 
 
,MMTM NTT ⋅=         (2.18) 
 
where TM is the single measurement time to obtain above mentioned spectra and NM is the 
number of measurement within the total measurement time.  By selecting ON and OFF 
wavelengths so as to make a DAOD of H2O negligible, the DAODs of CO2 for a single and total 
measurement time can be obtained by 
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where im is the measurement number.  ( )mONREC iI , ( )mONMON iI , ( )mOFFREC iI , and ( )mOFFREC iI  are 
the detected peak intensities of the spectra of received and monitored detected signals for ON 
and OFF wavelengths, respectively.  Note that these intensities are in electrical signal domain.  
Target ranging can be carried out by utilizing the phase difference between the monitored and 
received signals.  This ranging is performed for each single measurement time and averaged 
over TTM as same as the DAOD measurement.  Since a foot-print of a transmitting beam moves 
substantial distance along truck within the single measurement time TM, a measured range for 
each single measurement includes the topographic effect and becomes the average value within 
TM.  This ranging offers information on the altitude of a foot-print by combining with the 
known information on a satellite altitude, for example, using a global positioning system and a 
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global topographic data.  The path-averaged concentration of CO2 can be determined from the 
averaged DAOD, altitude of the foot-print, parameters corresponding to the selected absorption 
line, and the vertical profile of the atmospheric parameters. 
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Fig. 2.10.  System concept of CW modulation hard-target DIAL. 
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2.3.3. Equations for random error 
 
2.3.3.1. Relation between SNR and random error 
Here, we calculate the SNR required for obtaining the required random error described 
above.  The DAOD random error can be calculated as [26] 
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where ONRECSNR , 
OFF
RECSNR , 
ON
MONSNR , and 
OFF
MONSNR  are SNRs in a single measurement (i.e. 
without averaging) for the received and monitored signals of ON and OFF wavelengths, 
respectively. This equation can be simplified by assuming that the SNR is infinite for the 
monitored signals.  Under these assumptions and the assumption made for the detector noise 
limit (DNL) case, the required SNR for the ON wavelength can be obtained from the following 
expression: 
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where Rδ is the required DAOD precision; aτ  is the DAOD of the total column for the target 
gas (here, CO2), and RP, the transmission power ratio.  Note that the SNR mentioned in this 
paper is the signal-to-noise intensity ratio in the detected signal domain (not the amplitude 
ratio). 
The SNR of the received signal for the ON wavelength can be expressed as [26] 
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where CNRREC is the CNR of the received signal for the ON wavelength, and SNRS is the 
speckle-related SNR.  This SNR is given by 
 
,ISS MMSNR ⋅=        (2.24) 
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where MS is the number of speckle cells that are temporarily generated within the receiving 
aperture, and given by [27] 
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where Tθ  is the divergence of the transmitted beam (rad). The wavelength λ is the one of ON 
or OFF wavelength.  MI is the number of independent speckle patterns generated within TM.  
If MS >> 1, namely the receiving antenna diameter is larger than the speckle cell, independent 
speckle patterns are generated for every independent position of the antenna.  In this case, MI 
can be given by 
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where VF, is the speed of the foot-print (m/s).  Consequently, using Eq. (2.23) and an 
approximation of infinite ONMONSNR , the required CNR of the received signal for the ON 
wavelength can be determined by 
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2.3.3.2. CNR equation 
In this system, the CNR of the received signal for the ON wavelength is given by 
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where each noise term corresponds to the thermal noise, dark current shot noise, background 
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light shot noise, and signal light shot noise.  k is the Boltzmann’s constant (J/K); e, the 
electronic charge (q); fON, the laser frequency at the ON wavelength (Hz); η , the total system 
efficiency; and Rη , the system efficiency in receiving. MG, Id, and xF are the avalanche gain, 
dark current (A), and excess noise factor of the photodetector, respectively.  T is the 
temperature (K), F is the noise figure, and RL is the gain of the transimpedance amplifier (Ω ).  
MM, the modulation depth of intensity waveforms of transmitted lights which is one if ideally.  
Pr(z) is the average power of the received optical signal (W) and is given by 
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where ( )Lrη  is the antenna efficiency, which is equal to 1 under far-field conditions, τ  is the 
total column optical depth, which is related to gas absorption other than CO2.  BP  in Eq. 
(2.28) is the received optical background power (W), which is given by 
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where J is the ground spectral radiance (W/m2/sr/m); Rθ , the field of view (FOV, rad); and λ∆  
(m), the receiving optical wavelength width.  The CNR equation is identical to that used for 
the normal incoherent lidar system, except that Pr(L) in the former case is multiplied by 2/1 .  
We include this factor in the CNR equation and calculate the effective power in the electrical 
signal domain. 
 
2.3.3.3. Optimum transmission power ratio of OFF to ON wavelength 
Here, we discuss about the optimum transmission power ratio of OFF to ON wavelengths 
to minimize the required transmission power. In cases of the given DAOD and shot noise limit 
(SNL), the optimum transmission power ratio of OFF to ON wavelength can be derived by the 
real positive solution of [27] 
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where xR is the optimum transmission power ratio, NBon and NBoff are the background directly 
detected photoelectrons (DDP) number for two wavelengths, NT is the total number of DDPs in 
the absence of absorption.  Since the SNL is not normally achieved for a direct detection 
system similar to this DIAL system, we consider DNL, where the signal shot noise at the output 
of the photodetector becomes negligible.  The equation for calculating the DNL can be easily 
derived by substituting 2τa to τa in Eq. (2.31).  Furthermore, this modified equation can be 
simplified by assuming that the influence of background radiations is negligible.  This 
assumption is valid for the CW modulation hard-target DIAL system which is introduced in 
section 3.3, since background radiations, which are caused by sunlight backscattering, can be 
distinguished from the modulated received light in the frequency domain of the detected signal.  
Under this assumption, the optimum power ratio is simply expressed as ( )aτ2exp − .  This 
implies that the received powers corresponding to ON and OFF wavelengths are equal to each 
other under this optimum condition. 
 
2.3.3.4. Random range error 
When CNR is much higher than 0 dB and 21 mm ff ≅ , the random range error obtained 
using the two detected signals at the ON and OFF wavelengths is given by 
 
CNRf
c
z
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Note that a measured range has a true value that is an average range within TM and has a 
precision given by Eq. (2.32).  Also note that the CNR in (2.32) is that for one of ON or OFF 
wavelength. 
 
 51 
2.3.4. Equations for systematic error 
 
2.3.4.1. Errors caused by sources other than unwanted backscattering 
The sources of systematic DAOD measurement errors other than the unwanted 
backscattering are listed as follows. 
 
(i) Differential absorption of other gases (especially, H2O) 
(ii) Differential absorption of aerosol 
(iii) Differential absorption of cirrus 
(iv) Surface pressure estimation error 
(v) Temperature estimation error 
(vi) Altitude estimation error 
(vii) Wavelength instability 
(viii) Laser linewidth 
 
The error for the differential absorption of H2O, cirrus, and aerosol are estimated from the 
following equation: 
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where Oτ , the DOAD for the gases other than CO2 (especially, H2O), cirrus, or aerosol total 
column.  The influences of an altitude estimation error, a temperature estimation error, a 
surface pressure estimation error, wavelength instability, and laser linewidth are obtained from 
the difference between the DAOD value obtained by considering these error sources and that 
obtained by neglecting these sources.  The equation used for this purpose is derived from Eq. 
(2.33) by substituting the additional DAOD caused by these error sources to Oτ .  A 
temperature estimation error is considered as a constant offset to a whole temperature altitude 
profile.  A surface pressure estimation error is considered as a whole temperature altitude 
profile multiplied by a constant scaling factor. 
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2.3.4.2. Errors caused by unwanted backscattering 
 
2.3.4.2.1. Conceptual explanation about influence of unwanted backscattering 
When unwanted backscattered laser lights from volumetric targets are added to the wanted 
laser lights backscattered from the ground surface, it becomes a source of DAOD measurement 
error since the DAOD of the unwanted lights are different from the one of the wanted lights.  
For a pulsed system, this error can be avoided by using time gating.  On the other hand, this 
system uses continuous and sinusoidal waves as modulation signals, thus the influence of the 
unwanted lights cannot be rejected ideally.  The unwanted lights also become a source of range 
error since phases of intensity waveforms of these lights are different from a phase 
corresponding to the wanted signal. 
However, the influence of the unwanted lights is much different between this CW 
modulation DIAL system and a simple hard-target DIAL system that uses unmodulated laser 
lights. If laser lights are not modulated, detected signals corresponding to received lights 
backscattered from several atmospheric layers are added coherently in direct current domain. 
On the other hand, for a CW modulation system, phases of detected signals corresponding to 
several layers change depending on ranges from the system. Consequently, a modulation depth 
of the backscattered lights from volumetric targets and the influence of the targets may become 
low.  This effect of modulation is schematically shown in Fig. 2.11.  Note that the intensity 
waveforms shown in this figure correspond to one of two wavelengths.  The above mentioned 
effect of modulation depends on the condition, including a modulation frequency, an albedo, a 
backscattered coefficient of the volumetric targets.  If the distribution of volumetric targets is a 
layer type, it also depends on a layer thickness of the volumetric targets and an altitude of the 
layer. 
Conceptual explanations about the effect of the volumetric targets are followings. It is 
obvious that high albedo decreases the influence and a high backscattered coefficient of the 
volumetric target generates severe influence.  On one hand, a thin volume backscattering layer 
also has a severe influence since a thin layer acts like the ground surface as a target and phases 
of detected signals corresponding to targets within the layer are easy to be in phase.  The 
influence becomes lower when the layer thickness becomes smaller than a specific value since 
an integrated backscatter coefficient of unwanted lights becomes lower for a thinner layer.  
One the other hand, a thick layer has a severe influence, since the integrated backscatter 
coefficient of the unwanted lights is large and attenuation of laser lights in the layer is also large.  
This relatively weakens the wanted backscattered laser lights from the ground.  However, from 
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another point of view, the influence becomes low when the layer thickness becomes larger.  In 
this region, the intensity waveforms of backscattered lights from targets within the layer are 
accumulated out of phase and tend to cancel to each other.  Consequently, the modulation 
depth of the accumulated intensity waveform becomes small, although an integrated backscatter 
coefficient increases.  The above-mentioned modulation effect (i.e. intensity waveform 
cancellation for backscattered lights from volumetric target) is pronounced when the layer 
thickness approaches or become larger than the half-wavelength of the modulation frequency.  
The errors are larger for the higher center altitude of the layer, since the difference in the optical 
depth between the ground and the volumetric target is markedly larger for the higher center 
altitude.  The above mentioned explanation is basically correct but exceptions occur in some 
cases because of the complex phase interference between the wanted and unwanted signals. 
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Fig. 2.11.  Schematic of backscattered lights from the hard-target (ground surface) and 
volumetric targets for ON or OFF wavelength. 
 
2.3.4.2.2. Equations for DAOD and range errors caused by unwanted backscattering 
The received optical intensity waveforms ( )tI ONG  and ( )tI OFFG  reflected from the ground 
surface for the ON and OFF wavelengths are schematically expressed by 
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where UC is a constant; t, a time (s).  ONTP  and ONTP  are the average transmission powers 
(W) for the ON and OFF wavelengths, respectively.  In these equations, it is assumed that the 
path from a system to a hard-target is sliced with a thin layer which has a thickness of ∆LS (m), 
and laser lights attenuate in each sliced layer.  NL is the number of the sliced layers (=L/∆LS); 
βV(nS∆LS), the backscatter coefficient of the volumetric target (m–1 sr–1) at the range of nS∆LS 
(nS: the sliced layer number); REB, the extinction to backscatter ratio of the volumetric target (sr). 
Note that the backscatter coefficient of a hard-target is ρ/pi, and that only the first-order 
scattering effect is considered in these equations. 
If the half-wavelengths of modulation frequencies are much larger than the variation of 
surface elevation within a foot-print, intensity waveforms of backscattered lights from several 
points within a foot-print are accumulated in phase.  In this case, the expressions of Eqs. (2.34) 
and (2.35) are approximately valid.    The received optical intensity waveforms from the 
volumetric targets ( )tI ONA  and ( )tI OFFA  are given by 
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where ( )aa Lτ ′ , the CO2 column DAOD at range La; and ( )aLτ ′ , the DAOD related to gas 
absorption other than CO2 at an altitude La.  Note that ( )tI ONG , ( )tI OFFG , ( )tI ONA  and 
( )tI OFFA  are in optical intensity domain.  In the system operation, the received lights, of which 
the intensity waveforms are expressed by Eq. (2.34) – (2.37), are transformed to electrical 
signals using direct detection.  In the signal processing, complex amplitudes at modulation 
frequencies of these electrical signals are obtained using FFT as 
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where CU ′  is a constant, and  
ON
GA , 
OFF
GA , 
ON
AA , and 
OFF
AA  are the complex amplitudes of 
detected signals corresponding to the backscattered lights from the ground and the volumetric 
targets for ON and OFF wavelengths, respectively. 
The systematic error in the DAOD caused by backscattering from the volumetric targets is 
given by 
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Unwanted backscattered signals also give rise to a systematic range error, which is an additional 
systematic error.  When ranging is carried out using the OFF wavelength signal, this 
systematic range error can be given by 
 
,tan
2 2
d
m
R
B af
c
θδ =        (2.43) 
 
where dθ  is the phase of the value X, which is defined by 
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2.4. Summary 
The theory of wind sensing CDL and CO2 sensing DIAL was summarized.  The summary 
of this chapter is the following. 
 
2.4.1. Summary on wind sensing CDL 
(a) CDL equation 
A semi-analytic pulsed CDL equation that combines the conventional equation, NFI, and 
NGA using the obtained correction factors corresponding to beam truncation ratios was newly 
presented for coaxial and apertured systems.  The range dependence of the SNR obtained by 
this semi-analytic equation was found to agree well with the precise NFI solution for not only 
the focal range but also the near-field range. When Cn2 is negligible, the optimum truncation 
ratio is 0.8.  The correction factor is 0.71 when the truncation ratio is this optimum value.  
We also studied the optimum beam truncation depending on Cn2, and the optimum truncation 
ratio was shown to decrease as Cn2 increases.  We additionally showed the procedure for 
optimum design of the wind sensing coaxial CDL when the atmospheric parameters are 
constant.  Using the derived equation, an optimum design for a coaxial pulsed CDL system for 
wind–sensing applications is easily obtained.  The steps for this design are shown in Appendix 
2.B.  The derived equation is useful for predicting CDL performance precisely using its 
semi-analytic expression. 
(b) Performance of signal processing in velocity estimation 
The performance of DFT-based velocity estimators for wind sensing CDL systems in the 
Kolmogorov turbulence regime was newly summarized using Monte-Carlo simulations.  In 
addition to describing a signal model, simulation procedure, algorithms of the estimators, and 
simulation conditions for wind sensing CDL systems, the relationships between the SNR and 
velocity estimation precision for the estimators were simulated and summarized.  The 
performances of the basic DFT, and two SM estimators were compared.  The SM estimators 
offered better performance even if the reference periodogram was obtained only from a 
transmitting pulse shape and does not perfectly match to that of a signal influenced by 
turbulence.  The performances of the basic DFT estimator obtained in the Kolmogorov 
turbulence regime and those in the signal model of the Gaussian auto-covariance approximation 
were compared.  It was shown that, in the case of the Kolmogorov turbulence regime, the 
required SNR for the detection probability of > 90% is from 0.5dB to 1.0dB higher compared 
with those in the Gaussian auto-covariance signal model.  There also exist distinct differences 
especially for the estimation precision at high SNR.  The performances in the three wavelength 
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regions of 1.5 µm, 2 µm, and 10 µm were compared with each other.  It is shown that, under 
the same SNR conditions and the same noise bandwidth, a shorter wavelength is advantageous 
for achieving estimation precision in the high SNR region and disadvantageous with regard to 
the detection probability in the low to moderate SNR region.  The advantage in the high SNR 
region reduces with increase in the range resolution and the effect of turbulence.  The 
simulated results shown in this paper offer substantial information for actual system design of 
wind sensing CDL systems. 
 
2.4.2. Summary on CO2 sensing DIAL 
The analytic equations concerning with DAOD random error were summarized using 
conventionally reported equations. The DAOD random error was determined by the CNR 
and the speckle-related SNR.  The transmission ratio of ON and OFF wavelength was also 
expressed analytically.  Equations for systematic errors were also shown, and especially, 
the ones for unwanted volumetric backscattering were newly derived. 
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Appendix 2.A: Comparison with experiment using hard-target 
To the best of our knowledge, although the effect of beam truncation in CDL has been 
studied theoretically in the past [4, 5], its effect on the range dependence of the SNR has not 
been demonstrated experimentally.  Therefore, we confirmed the accuracy of the semi-analytic 
equation by an experiment using a hard target.  In the experiment, Spectralon, which has 
perfect diffuse characteristics and a reflectivity of 1, was located at the distance of 120 m.  The 
echo signal from this target was measured using a 1.5 -µm fiber-based pulsed CDL as described 
in Ref. [9] with some minor changes in the system parameters.  The heterodyne-detected 
signal was converted from analog to digital, and the spectrum of each echo signal was 
calculated using FFT.  The SNR was obtained from the FFT spectrum and averaged for 4000 
pulse shots.  The range dependence of the SNR was equivalently measured by changing the 
focal distance of the telescope.  The beam diameter and beam truncation ratio were set to 0.1 
m and 1, respectively.  This corresponds to the system efficiency at a focal range Fη  of −4.5 
dB and a correction factor AC of 0.77.  The transmitting pulse had an energy of 3.2µ J and full 
width at half maximum of 0.3 µs, which corresponds to a pulse length of 45 m.  The receiving 
bandwidth was 2 MHz.  The remaining system efficiency apart from ( )LDη  was −11.0 dB; 
this included the filtering efficiency that was dependent on the pulse shape. In this experiment, 
we ignored the influence of atmospheric transmission and Cn2 since the target range was short.  
The SNR comparison between the measured and calculated results is shown in Fig. 2.12.  The 
calculated result obtained by the conventional equation is shown by the dashed line.  In the 
calculation using the conventional equation, Fη  = [1− exp (−2 2Tρ )]2, AC = 1, and D is 
substituted for Db as described in section 2.1.4.  The difference between the experimental and 
calculated results for the semi-analytic equation was shown to be <1.0 dB for both the 
near-field and focal range.  We confirmed that the accuracy is better when the semi-analytic 
equation is used. 
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Fig. 2.12.  SNR versus focal range of the system (points: experimental result, solid curve: 
calculated result obtained using semi-analytic equation, dashed curve: calculated result obtained 
using conventional equation).  The target range is fixed at 120 m with the experimental results. 
 
Appendix 2.B: Optimum system design for coaxial CDL using semi-analytic equation 
Using the derived semi-analytic equation, the optimum design for the coaxial CDL for 
wind sensing is easily obtained by the following steps. 
(i) Determine the requirements for the system (i.e., wavelength, required measurable range, 
resolution, velocity search range, detection probability, and velocity estimation precision). 
(ii) Determine the receiving bandwidth, pulse width, and gate width in the signal processing.  
The receiving bandwidth can be determined by the velocity search range.  It is preferred 
that the pulse width and gate width be the same as the range resolution in the default.  
Determine the focal range such that it falls in the required measurable range. 
(iii) Determine the atmospheric condition (Cn2, β, K) 
(iv) Determine the aperture diameter by considering the size limitation.  In addition, determine 
the corresponding optimum beam diameter and correction factor by referring to Figs. 2.2 
and 2.5. 
 (v) Obtain the required wideband SNR to satisfy the required detection probability and 
velocity estimation precision for the required range resolution, velocity search range, 
wavelength,  gate width, and pulse width by referring to the simulation resultsforn the 
signal processing performance.  The simulation results denoted in Ref. [14] and [28] can 
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be directly applied to determining the required SNR for almost all cases in wind-sensing 
applications.   
(vi)  Determine the required pulse energy at the required measurable range using Eqs. (2.5) 
and (2.6) and confirm whether the SNR is larger than that required from the nearest range 
to the required measurable range.  If the SNR is lower than that required in the near-field, 
increase the pulse energy to obtain the required SNR in the near-field. 
 
Appendix 2.C: Dependence of velocity estimation performance on pulse width and velocity 
search range 
The dependencies of velocity estimation performance on pulse width are shown in Figs. 
2.13.  The horizontal axis shows the pulse width normalized by range resolution.  The vertical 
axis shows the required SNR normalized by that of a normalized pulse width of 1.  The 
simulation parameters are explained in the figure caption. 
The dependencies of velocity estimation performance on velocity search range are shown 
in Figs. 2.14.  The vertical axis shows the required SNR normalized by that in the case of the 
velocity search range of ~± 38.5 m/s.  The simulation parameters are explained in the figure 
caption. 
The required SNR for the detection probability for > 70%, > 80%, and > 95% for the 
wavelength of 1.55 µm are shown in Table 2.9. The estimation precisions at the SNR listed in 
Table 2.9 are shown in Table 2.10. 
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Fig. 2.13.  (a) Normalized SNR required for detection probability of > 90% versus normalized 
pulse width (i.e., the pulse FWHM/range resolution).  The SNR when the normalized pulse 
width equals to 1 is normalized to 0 dB.  The simulation conditions are basically similar to 
those corresponding to Fig. 2.6. The velocity estimator is the basic DFT estimator and the range 
resolution is 25 m.  The turbulence conditions are ( ) light, ( ) moderate, and ( ) severe.  
(b)~(e) Graphs similar to that in (a), but the range resolutions are 50 m, 75 m, 100 m, and 150 
m. 
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Fig. 2.14.  (a) Normalized SNR required for detection probability of > 90% versus velocity 
search range.  The normalized SNR when the velocity search range is set at ~± 38.5 m/s is 
normalized to 0 dB.  The simulation conditions are basically similar to those corresponding to 
Fig. 2.6. The velocity estimator is the basic DFT estimator and the range resolution is 25 m.  
The turbulence conditions are, ( ) light, ( ) moderate, and ( ) severe.  (b)~(e) Graphs similar 
to that in (a), but the range resolutions are 50 m, 75 m, 100 m, and 150 m. 
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Table 2.9.  Wideband SNR required for the basic DFT estimator to obtain a detection 
probability of > 70 % (upper value), >80 % (middle value), and > 95 % (lower value) for 
wavelength of 1.55 µm   (Unit: dB) 
Turbulence conditions Range 
resolution 
[m] 
Light Moderate Severe 
25 -10.5 
-9.5 
 -7.0 
-10.5 
-9.5 
-7.0 
-10.0 
-9.0 
-6.5 
50 -12.5 
-11.5 
-9.5 
-12.0 
-11.5 
-9.5 
-11.5 
-10.5 
-8.5 
75 -13.5 
-12.5 
-10.5 
-13.0 
-12.5 
-8.0 
-12.0 
-11.0 
-9.0 
100 -14.0 
-13.0 
-11.5 
-13.5 
-13.5 
-11.0 
-12.5 
-11.5 
-9.5 
150 -14.5 
-14.0 
-12.0 
-14.0 
-13.5 
-11.5 
-12.5 
-12.0 
-9.5 
 
Table 2.10.  LOS velocity estimation precision for the basic DFT estimator at SNR 
corresponding to a detection probability of > 70 % (upper value), >80 % (middle value), and > 
95 % (lower value) for wavelength of 1.55 µm   (Unit: m/s) 
Turbulence conditions Range 
resolution 
[m] 
Light Moderate Severe 
25 1.5 
1.4 
 1.2 
1.6 
1.5 
1.2 
1.9 
1.8 
1.5 
50 0.9 
0.9 
0.9 
1.0 
1.0 
0.9 
1.5 
1.3 
1.3 
75 0.8 
0.7 
0.7 
0.8 
0.8 
0.7 
1.5 
1.4 
1.3 
100 0.7 
0.7 
0.7 
0.8 
0.8 
0.7 
1.6 
1.5 
1.3 
150 0.7 
0.7 
0.6 
0.8 
0.8 
0.7 
1.7 
1.7 
1.3 
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Chapter 3: Demonstration of fiber-based LIDAR system 
 
 
3.1. Introduction 
In this chapter, demonstration of the fiber-based LIDAR systems which we developed is 
shown.  Although the concept of fiber-based wind sensing CDL systems have been reported in 
the past, we developed some new function on this fiber-based system.  Concerning with CO2 
sensing, we invented a new DIAL method which is suitable especially for a satellite-borne 
sensor.  For each LIDAR system, conventional systems are reviewed at first.  Then, the 
system configuration is shown.  Then, performance of each LIDAR system is evaluated based 
on the theory shown in Chapter 2. 
 
3.2. Demonstration of wind sensing CDL system 
 
3.2.1. Review of conventional CDL systems and development of fiber-based CDL system 
The first wind-sensing CDL system was reported by Huffaker et al.[1] for wake vortex 
detection in 1970, and a 10.6 µm CW CO2 laser was used in the system.  The 10.6 µm pulsed 
CO2 laser systems were developed for airborne CAT sensors [2,3] and for meteorological wind 
sensing [4,5].  These systems with mature CO2 lasers have been made fruitful results in many 
applications for a long time.  Since late 1980s, CDL systems with newly developed solid-state 
lasers attracted many attentions because of advantages of size, weight, reliability, and lifetime.  
In addition, shorter wavelengths of the solid state laser systems provide the higher 
backscattering coefficients, and the higher velocity resolutions for the CDL systems. Kavaya et 
al. [6] completed the 1.06 µm pulsed CDL system using a Nd:YAG master oscillator power 
amplifier (MOPA) system [7], which realized the measurable range of a few tens of kilometers, 
and this was used for lunch-site wind sensings [8].  Henderson et al.[9,10] reported eye-safe 2 
µm pulsed CDL systems with flashlamp-pumped, Ho, Tm:YAG lasers and that with 
diode-pumped Tm:YAG lasers. These have been tested for many applications including 
airborne wind sensing [11,12].  Asaka et al. [13] proposed the 1.5 µm pulsed CDL system with 
an Er, Yb:phosphate Glass laser [14], which was superior to 2 µm systems in terms of its 
eye-safety.  Recently, a 1.5 µm CW all-fiber wind sensing CDL system, which utilized optical 
fiber components used in communication systems, was reported by Karlsson et al. [15], and a 
pulsed all-fiber system was reported by Pearson et al. [16].  Since mature telecomm fibers and 
fiber-based components can be used, all-fiber system has many advantages. It is stable under 
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vibration, shocks, and temperature variation. It provides long lifetime without maintenance. In 
addition, the system arrangement is made flexible. Moreover, it is suitable for production 
because skills for manufacturing are not so required. Thus, fiber-based system is expected to 
become a practical CDL system. 
In this chapter, we propose a completed and compact system of fiber-based pulsed CDL for 
wind sensing which includes the functions of variable pulse width and automatic polarization 
control.  In section 3.2.2, the system configuration is introduced and key components used in 
the system are explained.  In section 3.2.3, after explanation of CDL equations used here, 
performances of the system are evaluated by both hard-target and wind sensing experiments. 
 
3.2.2. System configuration and key components 
The configuration of the system is shown in Fig. 3.1.  The system consists of a transceiver, 
an optical antenna, and a signal processor.  In this system, optical components are connected 
with single mode optical fibers, and this makes the system arrangement flexible.  The 
transceiver consists of a laser source, optical couplers, an acousto-optic modulator (AOM), a 
fiber amplifier, a polarization controller, a balanced receiver, a diode switch, and a polarization 
control circuit.  The optical antenna, which consists of a polarization insensitive optical 
circulator, and a telescope, is separated from the transceiver with optical fiber.  A conventional 
Pentium 4 PC with A/D converter, and a digital signal processing software is used as a signal 
processor. 
Appearance of the proposed system is shown in Figs. 3.2.  A size of the transceiver is 
450mm in width, 416mm in height, and 400mm in depth, and it of the optical antenna is 120mm 
in width, 120mm in height, and 300mm in depth.  The length of the single mode optical fibers 
connecting the transceiver and the optical antenna is 10 m. 
A 1.5 µm CW light from the laser source is divided by the optical coupler.  One is sent to 
the balanced receiver and is used as a local light of heterodyne detection. The other is pulsed 
and frequency-shifted by the AOM and is used as a seed pulse of transmitting light. It is 
amplified by the fiber amplifier and transmitted to the atmosphere through the optical antenna.  
The backscattered light from aerosols in the air is received by the same optical antenna and sent 
to the balanced receiver through the polarization insensitive circulator. The received light is 
polarization-controlled by the polarization controller, is combined by the local light with optical 
coupler, and is heterodyne-detected by the balanced receiver.  In this system, the reflection 
light from the end of the fiber in the optical antenna is picked up to compensate polarization 
variations throughout the CDL system.  A reflection light from the fiber end is detected by the 
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balanced receiver first, and the backscattering light is detected continuously. These two detected 
signals are temporally divided by the diode-switch.  The first signal, including the signal of the 
internal reflection light, is sent to the polarization control circuit.  Since the variation of 
polarization state is mainly occurred in the process of optical propagation in single mode fibers 
used in the system, the variation can be compensated by this polarization control.  The 
continuous signal of backscattered light is down-converted and sent to the signal processor.     
The transmitting pulse has a peak power of about 10 W.  The pulse width is variable 
between 0.2µs and 2µs corresponding to the gating pulse width of the AOM.  The shift 
frequency of the AOM is 100MHz and this is the intermediate frequency of the 
heterodyne-detected signal.  The influence of baseband large relative intensity noise (RIN) can 
be rejected by this frequency shift.  The pulse repetition frequency (PRF) is also variable up to 
50 kHz.  This limits the maximum measurement range to 3km in the case of 50 KHz PRF, and 
the signals from further ranges are interfered with the one from the actual measurement range, 
respectively.  However, the influences of the signals from the further ranges are negligible 
since the signal level is much lower than that from the measurement range.  The reflectivity of 
the fiber end is adjusted to provide heterodyne-detected signal of internal reflection light having 
suitable level for polarization control, and is set to be -65dB using anti-reflection coating.  The 
effective aperture diameter equals to the 1/e2 intensity beam diameter and is 50 mm.  Focal 
distance of the telescope can be varied between 150m and infinity by changing position of the 
optical fiber end.  Receiving bandwidth is 100MHz and this corresponds to measurement 
velocity range from -38m/s to 38m/s.  The sampling frequency of the A/D converter is 
200MHz to reduce aliasing effect.  In the signal processing, the signals are gated by time gates 
corresponding to the ranges, and periodgram for each range is calculated by FFT.  Incoherent 
accumulation is used to improve detection probability and velocity estimation accuracy.  The 
accumulated periodgrams are post-processed and the noise floor is rejected.  LOS velocity of 
each range is estimated from the first moment of post-processed periodgram around the peak 
frequency.  In data acquisition, digital data for all range gates and accumulation numbers is 
stored in on-board memory of the A/D converter at first, and then transferred to the PC memory.  
The signal processing is done with the PC hardware in series after this transfer.  The 
acquisition time is 20ms for PRF of 50 kHz and usual accumulation number of 1000.  The data 
transfer time to PC memory is below 0.1s because of the high data rate (more than a few tens of 
mega byte per second) of the peripheral component interconnect (PCI) bus.  The calculation 
time is about 200µs for 256 points FFT and this is dominant in refresh time.  Consequently, in 
the case of 15 ranges measurement with the usual accumulation number, the refresh time 
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becomes about 3s.  More detailed explanations of key components of the system are denoted 
below. 
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Fig.3.1. System configuration. 
 
Transceiver Optical fiber Optical antenna
 
Fig.3.2. Appearance of system. 
 
3.2.2.1. Laser source 
The laser source is a distributed feed-back erbium doped fiber laser (DFB-EDFL). The 
laser wavelength is 1545 nm and the output power is 20mW.  The line-width of this 
DFB-EDFL was measured using delayed self-heterodyne method [17] with a 20km fiber delay 
line.  The spectrum of the delayed heterodyne-detected signal measured by a spectrum 
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analyzer is shown in Fig. 3.3.  The FWHM of this spectrum is 66 kHz.  Since this includes 
the influence of the laser line-width and frequency drift within delay time (=dL/c, dL: Delay 
length (m), c: Speed of light (m/s)), the laser line-width is less than 33 kHz. In general, the 
required velocity estimation accuracy is 1 m/s which correspond to the Doppler frequency of 1.3 
MHz, so the laser line-width is enough for our specification. 
The relation between local power and efficiency on power penalty, which is caused by the 
receiver thermal noise and the RIN of the laser source, is derived from the general heterodyne 
detection theory and expressed by 
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where ηq is the quantum efficiency of the balanced receiver, PL is the local power (W), Rin is the 
RIN level of the laser source（/Hz）, and RB is the RIN suppression ratio obtained by the 
balanced receiver.  The specification of the balanced receiver which is used in this system are 
ηq=0.8, RL=70 (Ω), F=1 and RB =-25dB.  The measured frequency dependence of RIN level is 
shown in Fig. 3.4.  The RIN level is about -160dB/Hz for the frequency range of more than 50 
MHz.  Assuming these conditions and operation at the room temperature of T=295 (K), the 
relation between the local power and the power penalty is calculated using Eq. (3.1), and the 
result is shown in Fig. 3.5.  Calculated results obtained by setting RIN level at -150dB/Hz and 
-140dB/Hz are also shown in this figure.  The local power of this system is 8.5mW.  This has 
been set by referring Fig. 3.5 and considering required input power for the fiber amplifier.  
High efficiency of -0.4 dB is theoretically obtained by this local power, and it is shown that the 
level of -160dB/Hz is enough to make the influence of RIN negligible.  Noise spectra of the 
output from the balanced receiver were measured by setting the local light turned on and off, 
and the results are shown in Fig. 3.6.  The measured efficiency is -0.4 dB and in good 
agreement with the theoretical one. 
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Fig.3.3. Spectrum of self-heterodyne-detected signal obtained with DFB-FL. 
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Fig.3.4. Measured result of RIN level of DFB-FL. 
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Fig.3.5. Relation between local power and efficiency on power penalty in heterodyne detection. 
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Fig.3.6. Measured results of noise from balanced receiver. 
 
3.2.2.2. Acousto-optic modulator 
The AOM used in this system consists of serially connected two modulators to realize very 
low extinction ratio.  The shift frequency of each modulator is 50 MHz, and resultant total shift 
frequency is 100 MHz.  In the AOM, an ultrasonic pulse is generated at a piezoelectric device 
by a driving signal.  The input CW laser light is frequency-shifted and pulsed by the ultrasonic 
pulse.  If the extinction ratio is zero, only one modulator is needed.  However, there are some 
leak pulses transmitted after the main pulse.  They are supposed to be caused by multiple 
reflection of ultrasonic pulse in the AOM.  These signals are amplified by the fiber amplifier, 
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and act as internal reflection lights.  As a result of digital signal processing, these leak pulses 
generate inconvenient peaks in periodgram at 0 m/s.  Assuming that all pulse energy is 
included in one frequency bin of a periodgram by the digital signal processing, the intensity 
ratio of the leak pulse to the shot-noise in the periodgram is given by 
 
hfB
PAA
R PqFAI
η
= ,       (3.2) 
 
where PP is the peak power of the transmitting pulse (W), AA is the extinction ratio of the 
transmitting light, and AF is the reflectivity of the end of the fiber.  The extinction ratio should 
be enough low to make RI negligible.  The relation between RI and extinction ratio has been 
obtained using Eq. (3.2) and is shown in Fig. 3.7.  In the calculation, the peak power is set at 
10W and the receiving bandwidth is 1MHz corresponding to the case of 1µs gate time and 150m 
range resolution.  The reflectivity of the fiber end is -65dB as described above.  It is shown 
that the extinction ratio of less than -73 dB is needed to make the signal of leak pulse below shot 
noise level (RI < 0dB).  The extinction ratio for a single AOM was measured and the result is 
shown in Fig. 3.8.  The horizontal axis shows the delay time after the peak of the main pulse 
which corresponds to time of flight of the leak pulse.  It is shown that the ratios are -50dB ~ 
-60dB and higher than the required ratio described above for all delay times.  Thus, two 
modulators are connected serially and this configuration realizes the extinction ratio AA of less 
than -100dB and RI of less than -20dB. 
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Fig.3.7. Intensity ratio of leak pulse to shot noise in a frequency bin which corresponds to 0m/s. 
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Fig.3.8. Extinction ratio of single AOM versus delay time. 
 
3.2.2.3. Fiber amplifier 
The EDFA which has an average output power of 1W is used.  A two stage amplifier 
arrangement (preamplifier and power amplifier) limits the gain of power amplifier to less than 
20dB to prevent parasitic oscillation. A 1nm bandpass filter is inserted between the two 
amplifier stages for reducing the amplified spontenious emission (ASE) to maximize the 
extraction energy from the amplifier, and to minimize the coupled ASE noise to the balanced 
receiver through the internal reflection from the fiber end.  The peak power of the output pulse 
is limited to 10W-level because of stimulated Brillouin scattering (SBS).  The output pulse 
width is variable by setting pulse width of the seed pulse and adjusting the pumping power of 
power amplifier.  The envelopes of output pulses are shown in Figs. 3.9, FWHM pulse widths 
are, (a) 0.2µs, (b) 0.3µs, and (c) 0.7µs.  The relation between, (1) the pulse width (FWHM), (2) 
the peak power, and (3) the pulse energy, corresponding to the pulses shown in Figs. 3.9, are 
summarized in Table 3.1.  In Fig. 3.9(b) and (c), the pulse shapes are a little disturbed.  This 
is caused by the SBS and this does not indicate lasing at different modes.  Jitters of frequency 
and time are negligible, so shot-to-shot monitoring and correction of these parameters is not 
needed in this system. 
 
Table.3.1. Specification of transmitting pulsed laser light from EDFA. 
Pulse envelopes (a) (b) (c) 
FWHM [µs]  0.2 0.4 0.7 
Peak power [W] 12.5 9.8 14.0 
Pulse energy [µJ] 1.8 3.2 8.3 
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(c) 
Figs.3.9. Envelope of transmitting pulsed laser light transmitted from EDFA 
 (FMHW is (a) 0.2µs, (b) 0.4µs, and (c) 0.7µs). 
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3.2.2.4. Polarization controller and control circuit 
The polarization controller controls polarization state of the received light with 
piezoelectric fiber squeezers.  Main components of the polarization control circuit are shown in 
Fig. 3.10.  The circuit consists of a peak-hold circuit and a central processing unit (CPU) 
having A/D and digital-to-analogue (D/A) conversion port.  An automatic polarization control 
algorithm is installed on the CPU.  A peak value of the heterodyne-detected internal reflection 
from the fiber end is detected by the peak-hold circuit.  The CPU controls the polarization 
controller according to the control algorithm of hill-climbing method, and maximizes the peak 
value. This closed-loop feed-back compensates the variation of polarization state throughout the 
system. Since depolarization in the process of atmospheric propagation and reflection is small, 
heterodyne-detection efficiency of the signal of backscattered light is kept automatically high.  
The control frequency is about 100Hz.  Figure 3.11 shows a result of a wind sensing 
experiment to confirm the effect of polarization control.  The transmitting pulse used in this 
experimental was the same as Fig. 3.9(c).  The vertical axis shows the detected relative signal 
intensity at the distance of 225m which is obtained from periodgrams.  The polarization 
control was turned on and off alternatively with intervals of 2 hours.  When the polarization 
control was OFF, the signal intensity sometimes fallen (for example, at the time elapsed of 2, 13, 
and 17 hours).  On the other hand, when the control was ON, the intensity was maintained at 
high values.  By taking the stabilities of transmitting power and system efficiency of this 
system into consideration, minor drift of the signal intensity is supposed to be caused by 
changing of the atmospheric conditions (atmospheric transmission coefficient, backscatter 
coefficient, and so on).  From the result of this experiment, the effect of automatic polarization 
control can be confirmed. 
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Fig.3.10. Configuration of polarization control circuit. 
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Fig.3.11. Effect of automatic polarization control. 
 
3.2.3. Performance evaluation of system 
In this section, performances of the system are evaluated.  The system efficiency is 
calibrated by a hard-target measurement.  Performances in wind sensing are theoretically 
predicted with the system specification and compared with experimental results. 
 
3.2.3.1. Hard-target calibration 
The system efficiency has been calibrated by an experiment using a hard-target.  A 
Spectralon® having ideal diffuse characteristic and known reflectivity of ≅ 1 was used as the 
target and located at the range of 120m.  The transmitting beam was set to be collimated.  
Since the intensity of received light from this target was much larger than that from aerosols, 
the output of the electrical receiver was easy to saturate.  To avoid this, signals at the output of 
the balanced receiver was directly acquired by a digital storage oscilloscope and periodgrams of 
the signals were calculated using FFT.  Narrowband SNRs were obtained from these 
periodgrams.  The transmitting pulsed laser light used in this experiment was the same one as 
shown in Fig. 3.9(b).  This pulse was selected so that the pulse width became shorter than the 
target range.  The gate time for FFT was chosen to cover whole received signal and was 0.5µs. 
The resultant receiving bandwidth was 2MHz.  The narrowband SNRs were averaged for 4000 
pulses and compared with the calculated one.  In this experiment, the target range was so short 
that we neglected the influence of Cn2 and atmospheric transmission K.  In the system, the 
beam truncation ratio is 1, the corresponding far-field system efficiency Fη  (see. (2.1)) is -4.5 
dB and correction factor AC is 0.77.  In the system, the additional system efficiency Sη  exists 
and given by 
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qPPAREIS ηηηηηη ⋅⋅⋅⋅= ,      (3.3) 
 
where Iη  is the factor of insertion loss of the optical components except for the telescope, 
REη  and Aη  are that of the telescope and correspond to reflection and absorption losses at the 
lenses used in the telescope.  The measured narrowband SNR was 35.3 dB and in good 
agreement with the calculated one of 35.8dB.  The estimated system efficiency is -8.1dB and 
summarized in Table 3.2.  System parameters of this experiment are listed in Table 3.3. 
 
Table.3.2. Summary of system efficiency. 
Parameter Factor Value [dB] 
Iη  Insertion loss of the optical components 
except for the telescope 
-1.7 
REη  Reflection loss at the telescope  (including both transmit and receive) 
-0.1 
Aη  Absorption loss at the telescope (including both transmit and receive) 
-0.4 
PPη  Power penalty -0.4 
qη  Quantum efficiency of the balanced 
receiver 
-1.0 
Fη  System efficiency at far-field  -4.5 
( )FDη  System efficiency (total) -8.1 
 
Table.3.3. Parameters corresponding to hard-target calibration experiment. 
Parameter Description Value 
ν  Laser frequency 194 THza 
E Pulse energy 3.2 µJ 
Τ Pulse width 0.3 µs 
D Effective aperture diameter 50 mm 
AC Aperture correction factor 0.77 
F Focal range ∞ 
B Receiving bandwidth 2 MHz 
η System efficiency -10.7 dBb 
R Target reflectivity 1.0 
L Target range 120 m 
   
aCorresponding to the case of λ =1.55µm. 
  
b2.6dB lower than the value of the near field case denoted in Table. 3.2 
because of the the filtering efficiency depending on the pulse shape (-2.2dB),  
and the depolarization of the target (-0.4dB). 
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3.2.3.2. Performance in wind sensing 
 
3.2.3.2.1. Range dependence of SNR 
Range dependence of SNR in wind sensing has been measured and compared with a 
calculated result.  The transmitting pulsed laser light with a pulse width of 0.7 µs, shown in 
Fig.3.9(c), was used in this experiment.  Continuous 15 range gates having a length of 1µs 
were obtained between minimum range of 225 m and maximum range of 2,325 m.  The range 
resolution in this condition was 150 m.  20,000 periodgrams were incoherently accumulated 
for each range and wideband SNRs were obtained from the periodgrams.  Although 
narrowband SNR was used to evaluate in the hard-target experiment described above, wideband 
SNR was used in the case of wind sensing since wideband SNR did not depend on the velocity 
width which was not predicable.  Figure 3.12 shows the range dependence of wideband SNR 
for the system.  Plots are the measured results and the line is the calculated one obtained using 
Eq. (2.5) and Table 3.4.  The parameter values are shown only if they are different from Table 
3.3 or is the additional factor in wind sensing.  The atmospheric backscatter coefficient was 
roughly predicted using aerosol number distribution measured by a particle counter.  2nC  and 
K were not measured, so in the calculation, the values of these parameters were set to be 
empirically reasonable ones.  It can be confirmed that there is a good agreement between these 
two results and the measured range dependence of SNR is reasonable for the system.  
Dependence of estimated LOS velocity is also shown with the second vertical axis in Fig. 3.12, 
and periodgrams of some ranges are shown in Figs. 3.13.  Range-dependent Doppler shifts 
corresponding to LOS velocities can be confirmed in these periodgrams. 
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Table.3.4. Parameters corresponding to wind sensing experiment. 
Parameter Description Value 
E Pulse energy 8.3 µJ 
B Receiving bandwidth 100 MHz 
β  Atmospheric backscatter coefficient 7103.8 −×  /m/sr 
2
nC  Atmospheric refractive index structure constant 
14100.2 −×  m-2/3 
K Atmospheric extinction coefficient 0.95 /km 
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Fig.3.12. Range dependence of SNR and LOS velocity in wind sensing (points: experimental, 
solid-line: theoretical). 
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(e) 
Figs. 3.13.  Periodgrams obtained by the same experiment as Fig. 3.12 (target range is (a) 
225m, (b) 675m, (c) 975m, (d) 1575m, and (e) 2025m). 
 
3.2.3.2.2. Measurable range 
In this section, measurable range of this system is studied.  For theoretical prediction of 
measurable range, it is needed to study on required SNR for signal detection based on 
simulation.  Here, relation between wideband SNR, estimation precision (i. e. standard 
deviation of good estimation), and signal detection probability were obtained using Monte Carlo 
simulation, which was denoted in section 2.2.2.  The velocity range for peak search was set to 
be between -20 m/s and 20 m/s. The same pulse used in experiment of Fig. 3.12 was assumed.  
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The light turbulence condition is assumed.  The accumulation number was set to be 1,000.  
By considering these conditions and referring the simulated result shown in section 2.2.2, it is 
known that, the required wideband SNR for the detection probability of more than 80% is 
-24.5dB.  Here, the measurable range is defined as the maximum range at which wideband 
SNR exceeds the required value for this detection probability.  By applying this required 
wideband SNR to the result of Fig. 3.12, the measurable range is about 1,500m.  If our 
empirically usual value of 7101.3 −×=β  /m/sr is assumed, the measurable range is about 
1,100m. 
Figure 3.14(a) shows the time record of measurable range obtained by an experiment.  
The measurement condition was the same as the simulation condition.  It is shown that the 
minimum and the maximum measurable ranges are about 375 m and 2,325 m, and the average 
measurable range is about 1,500 m.  This is reasonable value from the discussion based on the 
simulation.  In this measurement, it was known that the measurable range changed as time 
proceeded, and there was a region in which the measurable range dropped steeply.  To check 
the reliability of hardware, aerosol number at the vicinity of the system was simultaneously 
measured with the particle counter.  Figure 3.14(b) shows a time record of wideband SNR 
obtained at the nearest range (range of 225m).  The second vertical axis shows the aerosol 
number having a diameter of >0.3 µm.  It is known that there was a clear correlation between 
the SNR and the particle count, and drops of SNR were caused by those of aerosol number, not 
by the hardware performance.  Estimated LOS velocities of some ranges, obtained by the same 
experiment of Figs. 3.14, are shown in Figs. 3.15.  It is shown that random estimation error 
occurred with high frequency when the measurable range was shorter than the target ranges. 
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(b) 
Figs.3.14. Results of continuous operation test ((a) Time record of measurement range, (b) 
Correlation of SNR and particle count). 
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(c) 
Figs. 3.15.  Time record of estimated LOS velocity obtained by the same test as Figs. 3.14 
(target range is (a) 225m, (b) 975m, and (c) 1575m). 
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3.2.3.2.3. Velocity estimation accuracy 
Here, LOS velocity estimation accuracy is evaluated.  For this evaluation, a cup 
anemometer was located at the range of 150m from the CDL and measured wind vectors at the 
located point.  The LOS velocities measured by the CDL and the anemometer were compared 
to each other.  The transmitting pulsed laser light with a pulse width of 0.2 µs, shown in 
Fig.3.9(a), was used in this experiment.  The corresponding range resolution was 30 m.  The 
time record of the measured LOS velocities and the correlation diagram are shown in Figs. 3.16.  
The measured velocities are the ones obtained by averaging of 5 seconds.  It is shown that 
there are good agreements.  The standard deviation of the difference between the two is 0.43 
m/s and the correlation coefficient is 0.991. 
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Figs. 3.16.  Comparison of measured LOS velocities obtained the CDL and a cup anemometer 
(a) Time record of LOS velocity, (b) Correlation diagram). 
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3.3. Demonstration of CO2 sensing DIAL system 
 
3.3.1. Review of conventional CO2 sensing DIAL, issues for satellite-borne application, and 
invention of CW modulation DIAL 
In the past, Koch et al. [18,19], Gibert et al. [20,21], and Ishii et al. [22] developed pulsed 
coherent CO2 sensing DIAL systems which utilize aerosol backscatter; the operating 
wavelength of these systems was 2 µm.  These can offer the vertical profiling of CO2 
concentration, but especially in the case of satellite-borne sensing, these suffer from the very 
low atmospheric backscatter in spite of the requirement of very high SNR for the DIAL 
measurement.  Furthermore, because of the speckle effect, these systems have a large signal 
intensity fluctuation, which follows a negative exponential distribution for each pulse shot.  
This is a very serious problem since it implies that a large number of pulses would be necessary 
to obtain signals with a stable intensity.  Consequently, the laser transmitter used in DIAL 
systems must have both high power and high repetition frequency.  Spiers et al. [23] developed 
a CW coherent hard-target DIAL system, which utilizes the backscatter from the ground and is 
operated at a wavelength of 2 µm.  In this system, the albedo is considerably higher than the 
aerosol backscatter coefficient, and the speckle effect is weak since the number of signals that 
can be accumulated within the given measurement time is greater than that in the case of a 
pulsed system.  However, this CW system does not have a ranging function, which is 
necessary for obtaining a CO2 concentration in the atmosphere; therefore, a laser altimeter is 
additionally needed.  Amediek et al. [24] and Abshire et al. [25] developed pulsed incoherent 
hard-target DIAL systems which are based on ground backscatter measurements and are 
operated at a wavelength of 1.6 µm.  The effects of the backscatter coefficient and the speckle 
effect are relatively weak in this system, but the detection sensitivity is lower than that of 
coherent lidar systems.  Furthermore, in all these DIAL systems, transmission of laser light of 
ON and OFF wavelengths is separated in time or space.  Consequently, the sensing volumes 
and foot-prints of laser beam for the ON and OFF wavelengths differ, which results in 
measurement errors, especially for a global monitoring from a satellite which moves at 
high-speed. 
To address these issues, I invented the CW modulation hard-target DIAL system [26] 
which has the features in the simultaneous transmission of two wavelengths and the 
discrimination of the wavelength in the electrical signal domain.  As mentioned in the next 
section, the fiber-based LIDAR is very suitable for this DIAL.  In the following of this section 
3.3, I demonstrate this DIAL system for ground-based CO2 sensing using the wavelength of 
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1.6µm.  In section 3.3.2, the system configuration and the features of this system are explained.  
In section 3.3.3, performance evaluation of this system is shown.  In this evaluation, 
wavelength stability and calibration precision which is important for this system are shown.  
After that, performance in CO2 sensing is evaluated.  In this evaluation, the system 
performance for measuring the DAOD is analyzed. In this analysis, the measured fluctuation of 
DAOD is compared with the calculated one obtained from measured CNR. 
 
3.3.2. Fiber-based CW modulation hard-target DIAL system for ground-based 
demonstration 
 
3.3.2.1 System configuration 
Figure 3.17 shows the system configuration of the developed ground-based model: PMF, 
SMF, and MMF denote polarization-maintained fiber, single-mode fiber, and multi-mode fiber, 
respectively.  Figure 3.18 shows the appearance of the system including the power unit.  The 
CW laser lights of 1.6 µm wavelength range are locked at the ON and OFF wavelengths and 
intensity modulated with CW signals.  The frequencies of the two modulation signals are 
slightly different to each other.  The modulations with different frequencies are for 
discrimination of ON and OFF components after receiving.  The modulated lights are 
amplified by the erbium-doped fiber amplifier after combined with an optical coupler.  The 
amplified light is tapped by the tap divider.  The light from the main port is transmitted to a 
hard-target both simultaneously and coaxially.  The light from the tapped port is detected as 
the monitored signal by the photo detector for transmission monitoring.  All optical fibers used 
in the transmitting and monitoring lines are the single-mode or the polarization maintained type.  
The backscattered light is received by the telescope, coupled to the multi-mode optical fiber, 
and detected as the received signal by the photo detector.  The monitored and the received 
signals are A/D converted and processed in the PC based signal processor.  In the signal 
processing, spectra of the monitored and the received signals are obtained using the fast Fourier 
transform, and the peaks corresponding to the two wavelengths appear at the modulation 
frequencies in each spectrum.  The intensities of the two peaks in the spectrum of the received 
signal are normalized by those of the monitored signal.  The DAOD is obtained using ratio of 
the normalized detected intensities of the two wavelengths.  The ranging of the target is 
possible by utilizing the phase difference between the monitored and the received signal.  
Since CW signals are used for this ranging, there is the folding ambiguity.  A priori 
information on the range solves this problem if this information has the precision of <<c/(2fm), 
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c: speed of light (m/s), fm: modulation frequency (Hz)).  In our opinion, this precision can be 
easily obtained in both ground-based and space-borne measurement if the modulation frequency 
is lower equal 100 kHz band.  The path-averaged CO2 concentration can be obtained from the 
differential optical depth, the target range, and the parameters of the absorption line which is 
used in for ON wavelength. 
The system is eye-safe by using the wavelength region of 1.6 µm.  Stable performance 
can be realized even in severe environmental conditions since mature fiber-based components 
are used in the system.  In addition, this fiber-based configuration easily realizes the 
simultaneous transmission of the two wavelengths from the same optical fiber.  This feature 
perfectly identifies the sensing volume and the foot-print of the two wavelengths and becomes 
an advantage for the precise measurement especially in the measurement from the moving 
satellite.  Furthermore, the discrimination of the wavelengths works very stably since this can 
be done in the electrical signal domain.  The optical detection sensitivity can be very high by 
using base-band (i.e. low) modulation frequencies. 
Calibration precision is very important for this system.  This means that the ratio of 
system efficiencies of two wavelengths should not change for both the monitoring and receiving 
port.  To realize this precision, some additional ideas are come up to improve the calibration 
precision.  A horizontal rotator and vibrator are added to the optical antenna unit. The 
horizontal rotator generates horizontal laser beam dither with very small rotation, and the 
vibrator generates elevation dither with a vibration frequency of 50 Hz. The strokes of the 
dithers in the horizontal and elevation directions are about 10 and 1 mrad. These functions 
average the speckle patterns that are independent between two wavelengths. The splice-type 
SMF tap divider was used as the optical attenuator.  The polarization scrambler is added to 
average the polarization dependence of the optical to electrical (O/E) conversion sensitivity of 
the monitoring photodetector and for the speckle pattern averaging described above. The 
monitoring photodetector is also thermoelectric (TE) cooled to maintain the etalon 
characteristics in the detector. These speckle averaging, reduction of etalon effect, and reduction 
of polarization dependence are generally important points for precise gas concentration 
measurement using DIAL systems.  These points have been found by the accumulation of 
preliminary experiments.  The motivation of the preliminary experiments and the experimental 
results are shown in Appendix 3.A. 
The main system parameters are listed in Table 3.5.  The wavelengths are selected by 
referring the HITRAN 2004 database.  The ON wavelength is the center of the absorption line, 
and it was selected by studying the requirements of the negligible H2O absorption and the low 
 92 
temperature dependence on absorption.  The transmittance in the atmosphere of ON 
wavelength on CO2 absorption is 0.93 km-1.  The OFF wavelength was selected around the ON 
wavelength such that the absorptions of both H2O and CO2 are negligible. 
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Fig. 3.17. System configuration. 
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Table 3.5. System parameters of the system. 
Parameter Value 
Laser Wavelength 1572.992 nm(ON) 
1573.193 nm(OFF) 
Laser line-width (FWHM) 0.005 pm 
Wavelength stability 0.1 pm (rms) (ON) 
0.4 pm (rms) (OFF) 
Modulation frequency 10 kHz~200 kHz 
(Selectable) 
Optical output (average) 1 W 
Beam divergence of transmitting beam 40 µrad 
Aperture diameter of telescope 110 mm 
Field of view 0.4 mrad 
Trans-impedance gain of photodetector 20 MΩ 
 
3.3.2.2. Wavelength locking circuit 
This system also has the feature in the wavelength locking circuit for ON wavelength.  
The configuration of the ON wavelength locking circuit is shown in Fig. 3.19.  The CW laser 
light from the DFB-LD which is thermally controlled with auto temperature control (ATC) is 
divided by the optical coupler, and one of the divided lights is used as the source laser light of 
this DIAL system.  The other of the divided light is used for the wavelength locking.  This 
light is phase modulated and divided again by the optical coupler.  One of the divided lights is 
input to the CO2 gas cell, and the output light from the cell is detected by the photo detector.  
The phase modulation generates the sidebands symmetrically in the optical spectral domain.  
These sidebands are absorbed in the gas cell asymmetrically if the wavelength is shifted from 
the absorption line center.  This asymmetrical absorption generates intensity modulation on the 
laser light, and consequently, the detected signal has the modulation component.  The 
amplitude of the modulation is obtained by the CPU as the error signal after the lock-in 
processing and A/D conversion.  The CPU controls the driving current of the DFB-LD so as to 
make the amplitude of the error signal be zero.  Consequently, the wavelength is locked at the 
absorption line center.  The schematic of this basic operation is shown in Fig. 3.20.  This 
works ideally if the phase modulator operates with pure phase modulation, however, it does not 
because of the etalon effect in the modulator.  This etalon effect generates the residual intensity 
modulation which is unwanted.  The unwanted intensity modulation is mixed with the 
modulation which is caused by the wavelength shift described above.  This becomes a source 
of the offset error on wavelength and also causes the wavelength drift with the change of the 
environmental temperature.  Thus, the other output from the optical coupler is directly input to 
the photo detector, and amplitude of the unwanted intensity modulation is monitored in the CPU.  
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In the locking operation, the CPU corrects the amplitude of the error signal using this monitored 
signal.  As the result of this correction, the offset and drift described above can be reduced.  
For OFF wavelength, the DFB-LD is driven with the independent automatic current control and 
ATC, and the wavelength is roughly set at the OFF wavelength. 
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Fig. 3.19.  Configuration of the wavelength locking circuit for ON wavelength. 
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Fig. 3.20.  Schematic of wavelength locking operation. 
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3.3.3. Performance evaluation 
 
3.3.3.1. Wavelength stability 
To confirm the effect of error signal correction, we measured the wavelength duration of 
the output laser light of the DFB-LD for ON wavelength when the error signal correction was 
turned on and off.  The result is shown in Fig. 3.21.  The wavelength was measured by the 
wavelength meter.  The first vertical axis is the wavelength and the second one is the 
temperature at the phase modulator.  In this measurement, we made a steep change of the 
temperature at modulator locally with hot air-flow.  It is shown that the wavelength is stable 
only when the error signal correction is turned on and the effect of the correction can be 
confirmed. 
Here, the short time duration of the ON wavelength is evaluated.  In this evaluation, the 
relation between the wavelength of DFB-LD and the amplitude of the error signal was firstly 
measured by changing the driving current for the DFB-LD when the wavelength locking is 
turned off.  The result is shown in Fig. 3.22.  After this measurement, the duration of the 
amplitude of the error signal is measured when the locking is turned on.  The short time 
duration of the wavelength is predicted using the amplitude duration and the relation between 
the wavelength of LD and the amplitude of the error signal.  Figure 3.23 shows the results.  
The measured short time duration is 0.02 pm(rms). 
The time record of ON wavelength, measured by the wavelength meter, is shown in Fig. 
3.24.  The first vertical axis is the wavelength and the second one is the temperature at the 
phase modulator.  To confirm the effect of the error signal correction in the locking operation, 
we made a steep change of the temperature at modulator locally with hot air-flow in addition to 
changing of the room temperature.  It is shown that the stability of 0.1 pm(rms) including the 
residual drift of wavelength is obtained.  Since this stability is much larger than the laser line 
width, the stability is dominated by the specification of the locking circuit.  The error of the 
estimated CO2 absorption coefficient caused by this stability is about 0.03% and negligible even 
if the precision of 1ppm is needed in the background of 400ppm.  The stability of OFF 
wavelength, which is not shown here, is 0.4 pm(rms), and the influence of this stability on the 
CO2 measurement is lower than 0.001% and considered to be negligible. 
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Fig. 3.21.  Time record of wavelength when error signal correction is turned ON and OFF. 
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Fig. 3.22.  Wavelength versus error signal amplitude. 
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Fig. 3.23.  Time record of error signal amplitude. 
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Fig. 3.24.  Measured result on wavelength stability with temperature changing at the phase 
modulator. 
 
3.3.3.2. Calibration precision 
Figure 3.25 shows the time record of the calibration test.  In this test, the transmitting laser 
light is backscattered by a diffuse hard-target located in front of the optical antenna unit at range 
0 m.  The first vertical axis shows the ratio of the normalized detected intensities of the two 
wavelengths which ideally should be zero decibels since there is no CO2 absorption.  The 
second axis shows the environmental temperature which was changed on purpose.  The 
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stability of the ratio is 0.006 dB (rms) which corresponds to the precision of 2 ppm(rms) for 1 
km path even in the environmental temperature change. 
Here, the effect of the beam dither and polarization scrambling with this experimental setup 
is also shown. Figure 3.26 shows a time record of the measured intensity ratio. In this 
experiment, we turned off the beam dither and polarization scrambling in the time region 
denoted in the figure. The intensity ratio was maintained around 0 dB only when both the beam 
dither and polarization scrambling were turned ON. 
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Fig. 3.25.  Result of calibration test with environmental temperature changing. 
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Fig. 3.26. Results of the system calibration test. In the denoted region, polarization 
scrambling or beam dither was turned OFF. 
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3.3.3.3. Performance in CO2 sensing 
The time record of CO2 concentration obtained by this system at Kamakura city by 
assuming the total air pressure of 1atm and the temperature of 296 K is shown in Figs. 3.27.  In 
the experiments, the target was a tree located at the range of 980 m.  The modulation 
frequencies were 10 and 11 kHz for the ON and OFF wavelengths.  The measurement interval 
was 32 s.  To confirm the validity of the measurement results roughly, we also measured CO2 
concentration by using the in-situ CO2 sensor (Shibata Scientific Technology Ltd., COX-2).  
The diurnal change of CO2 concentration shown in Fig. 3.27 is empirically the typical one at our 
experimental site about average value, magnitude of fluctuation, and timescale of this 
fluctuation.  In this experiment, we could not confirm on the measurement accuracy with the 
order of 1 ppm, since we used some assumptions on the atmospheric conditions in the DIAL 
measurement as we described above, and furthermore, the nominal specification of the accuracy 
of the in-situ sensor was 50 ppm although we were sure that the actual specification was much 
better.  A detailed evaluation of the concentration accuracy is presented in [27].  However, it 
is shown that stable measurements with short time fluctuation corresponding to 4 ppm(rms) 
were obtained with 32s measurement interval.  Furthermore, there are qualitative good 
agreement on, at least, the diurnal changes between the results of the DIAL system and the 
in-situ CO2 sensor. 
Figure 3.28 shows the same result as Fig. 3.27 but the range is 2500m.  The modulation 
frequencies were 140 and 141 kHz for the ON and OFF wavelengths.  Both of stable 
concentration measurement and agreement on a diurnal change with the result of the in-situ 
sensor can be confirmed in this figure.  For the next step, the short time fluctuation of the 
experimental result of Fig. 3.28 is analyzed. In this experiment, we recorded the CNR of 
monitoring and receiving signals for both the ON and OFF wavelengths; these CNR are 
presented in Fig. 3.29. Using these CNR, we calculated the short time fluctuation of DAOD. 
This fluctuation is theoretically denoted in chapter 2 (see, (2.18)) and given by substituting 
NM=1 as 
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The SNR for the monitoring port is equal to the CNR since there is no speckle-related noise in 
the monitoring port. OFFONRECSNR
,
 are the SNR of the receiving port signal and given by 
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where OFFONRECCNR
,
 are the CNR of the receiving port signal for both wavelengths as defined in 
the intensity domain of a detected signal.  The speckle related SNR (SNRS) is given by (2.21).  
The number of speckle cells temporarily generated within the receiving aperture (MS) is given 
by (2.22), and the number of independent speckle patterns generated within the measurement 
time (MI) is given by 
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≅         (3.6) 
 
where Hθ  is the rotation width of the horizontal rotator (rad), and Eθ  is the elevation 
vibration width of the vibrator (rad). 
The theoretical DAOD can be calculated by using the measured CNR and Eqs. (3.4)–(3.6). 
In the calculation, we consider the following two cases. In the first case, SNRS is determined by 
Eq. (2.21). This corresponds to no turbulence, which does not generate additional speckle cells 
within the receiving aperture. In the second case, SNRS is assumed to be infinite, and the 
fluctuation is limited by CNR. This case corresponds to strong turbulence. Windy conditions are 
also included in this case since the branches of the target tree move in large strokes in windy 
conditions, which generates additional speckle cells. Figure 3.30 shows the calculated results. 
For comparison, the measured short time fluctuation obtained from the measured DAOD is 
plotted in the same figure. This measured short time fluctuation was obtained as the standard 
deviation of the neighboring 50 measured values. The actual fluctuation was shown to lie 
between the two calculated values except for a few time regions. Since we had no chance to 
measure the turbulence conditions at the time, we unfortunately cannot discuss the influence of 
turbulence any further. However, the measured fluctuation clearly lay in the reasonable range 
predicted from the measured CNR. These results show that increasing the transmitting optical 
power does not contribute very much to the performance improvement since the speckle-related 
SNR limits the short time fluctuation. However, an enlarged receiving aperture will realize 
much better performance since it increases not only the receiving power but also the number of 
speckle cells within the aperture. 
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Fig. 3.27.  Time record of CO2 concentration measured by the DIAL system and that 
measured by the in-situ CO2 sensor.  The target is trees located at a range of 980m. 
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Fig. 3.28. The same result of Fig. 3.26 but the target range is 2.5km. 
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Fig. 3.29. CNR of the monitoring and receiving port signals for ON and OFF wavelengths 
obtained in the same experiment shown in Fig. 3.28. 
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Fig. 3.30. Short time fluctuation of DAOD obtained in the same experiment of Fig. 3.28. 
Solid line: calculated result when there is no turbulence. Thin thick line: calculated result at 
the CNR limit. Dotted line: measured result. 
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3.4. Summary 
 
3.4.1. Summary on demonstration fiber-based CDL system for wind sensing 
A completed and compact all-fiber pulsed CDL system for wind sensing was developed.  
This system includes the functions of variable pulse width and automatic polarization control.  
The peak powers of the transmitting pulsed laser light are about 10 W with the pulse width of 
up to 1µs.  The maximum PRF is 50 kHz.  The 1/e2 intensity beam diameter and effective 
aperture diameter are 50mm.  The system efficiency was estimated by the specification of each 
component, and it was confirmed that this estimation was adequate by hard-target calibration 
experiment.  The efficiency is -8.1dB.  In wind sensing, it was shown that range dependence 
of SNR obtained by an experiment can be expressed with the CDL equation, estimated system 
efficiency, and reasonable atmospheric parameters.  The required SNR to realize detection 
probability of more than 80% was obtained by Monte-Carlo simulation.  Measurable range in 
wind sensing was theoretically estimated as the maximum range at which the required SNR 
could be obtained.  The estimated measurable range was about 1km or more in the case of 
150m range resolution under the normal atmospheric conditions.   
 
3.4.2. Summary on demonstration fiber-based hard-target DIAL system for CO2 sensing 
The 1.6 µm fiber-based CW modulation hard-target DIAL system for CO2 sensing, which 
is suitable for a satellite-borne sensor, was invented.  This system has the features in the 
simultaneous transmission of two wavelengths and the discrimination of the wavelength in the 
electrical signal domain.  The ground-based model of this DIAL was developed.  A 
calibration precision of 0.006 dB (rms), which corresponds to a CO2 concentration precision of 
less than 1 ppm for a 2 km path, was realized. Through the ground-based CO2 sensing, we have 
demonstrated the stable measurement with short time fluctuation corresponding to the 
concentration of 4 ppm(rms) in 32 s interval and 1 km and 2.5km path.  Qualitative good 
agreements were obtained on, at least, the diurnal changes between the results of the DIAL 
system and the in-situ CO2 sensor.  We also analyzed the DAOD measurement performance of 
this system in CO2 sensing. The measured short time fluctuation of DAOD was reasonably close 
to that calculated using the CNR of the received signal. Increasing the transmitting optical 
power does not contribute very much for improving performance since the speckle-related SNR 
limits the short time fluctuation. However, enlarging the receiving aperture will realize a much 
better performance since it increases not only the receiving power but also the number of 
speckle cells within the aperture. Although the system is a development step and more research 
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is necessary, the configuration of this system is suitable for the satellite-borne sensor.  The 
development of the key components, including the high-power optical amplifier, the large 
aperture optical antenna, more precise wavelength locking circuit, is needed in the future to 
realize more precise and longer-path measurement which mocks the measurement from the 
satellite. 
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Appendix 3.A:  Preliminary experiments for performance improvement of fiber-based 
CW modulation hard-target DIAL system for CO2 sensing 
 
3.A.1. Motivation for preliminary experiments 
As mentioned in section 3.3, high performance CO2 sensing was achieved by the developed 
fiber-based hard-target DIAL.  However, in the development process, measuring small 
fluctuations in CO2 was not easy to achieve. The results for the first CO2 measurement trial 
using the developed system are shown in Fig. 3.31. In the first trial, the measured value for the 
CO2 concentration fluctuated from 0 ppm to more than 1000 ppm. This fluctuation was very 
large and of a similar magnitude to the actual CO2 concentration; the system clearly worked 
well as an optical transceiver but not as a CO2-sensing DIAL. After this initial trial, we began to 
analyze the performance of this system as a CO2 sensor in detail; consequently, it became 
possible to measure the small fluctuation using additional functions which were explained in 
3.3.2.1. In this appendix, the process for improving the performance is presented and how to 
achieve the measurement of the small fluctuation is shown. Especially, important points for 
general DIAL system to realize the small fluctuation measurement, which have not been 
reported in any past literature, are opened. The results of section 3.3 have been obtained owing 
to this improvement.  
The following structure of this appendix shows what was done in this performance 
improvement.  In the following, the system configuration in the first trial is shown.  Then, 
primary factors that may impact CO2 sensing performance are discussed. Then the critical 
factors that directly impact CO2 sensing, which were found out through the accumulation of 
many preliminary experiments, are introduced. 
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Fig. 3.31. CO2 concentration measured during the first CO2 sensing trial. 
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3.A.2. System configuration in the first trial 
Figure 3.32 shows the system configuration for the first trial of CO2 sensing. The 
configuration, operation, and main system parameters are almost the same as those shown in 
section 3.3. However, in the first trial, (i) the optical filter was inserted into the receiving line, 
(ii) the attenuator was the air gap type, (iii) the polarization scrambler was not used, (iv) TE 
cooling for the photodetector in the monitoring port was not used. 
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Fig. 3.32. System configuration of CW modulation hard-target DIAL system used in the first 
trial. 
 
3.A.3. Consideration of primary factors that impact CO2 sensing performance 
Here the primary factors that may impact the CO2 sensing performance are discussed. After 
the first trial of CO2 sensing which was shown in Fig. 3.31, we began researching the problems 
in this configuration; we set the target precision for CO2 measurement at 2 ppm for a 1 km path 
and 1 ppm for a 2 km path. 
For the first step, we found that some preconditions to realize ideal measurements were not 
satisfied in this system and compiled a list of major assumptions: (i) exact absorption line 
information, (ii) negligible influence of gases other than CO2, (iii) perfect wavelength locking of 
two wavelengths, (iv) identical sensing volume between two wavelengths (ON and OFF), (v) 
identical footprint between two wavelengths, (vi) identical target reflectance between two 
wavelengths, and (vii) perfect calibration within the system. 
For assumption (i), we used the absorption line parameters of the HITRAN04 database; 
even if the parameters are not exactly perfect, they never become the source of the large 
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fluctuation shown in Fig. 3.31. Assumption (ii) is valid since we carefully selected the two 
wavelengths considering this influence. Assumption (iii) cannot have a large impact since we 
confirmed that the wavelength precisions for ON and OFF wavelengths of the developed system 
correspond to the CO2 measurement fluctuation of 0.03% and <0.001% as denoted in section 
3.3.3.1. Assumption (iv) and (v) are valid since the developed system transmits two 
wavelengths from one SMF, and the two wavelengths are almost identical (1572.992 and 
1573.193 nm). For assumption (vi), the reflectances for the two wavelengths are statistically the 
same, but they may not be the same instantaneously because of the speckle effect. Previous 
studies [28,29] showed that even a small wavelength difference causes a decorrelation of the 
speckle effect. Since the system used in the previous studies [28,29] was the coherent detection 
type, which is different from our system, we decided to confirm experimentally the influence of 
the speckle effect for ourselves. For assumption (vii), we considered that some optical 
components might have the drift of optical characteristic. For example, if an insertion loss in a 
component depends on the wavelength and drifts depending on the room temperature, the 
system becomes uncalibrated. Thus, we decided to conduct preliminary experiments to research 
the influence of this factor. 
 
3.A.4. Critical factors which were found out in preliminary experiments  
In this section, we present the critical factors that actually impact the CO2 sensing 
performance, according to the results of many preliminary experiments.  After the explanation 
on the outline of the preliminary experiments and short discussion on the target calibration 
precision, we introduce the experimental results and how to reduce the influence of the critical 
factors. 
 
3.A.4.1. Outline of preliminary experiments and target calibration precision 
A schematic of setup for preliminary experiments is shown in Fig. 3.33. First, we input the 
laser lights of two wavelengths from the optical combiner to a component under test (CUT). 
These input lights were intensity-modulated with two slightly different modulation frequencies. 
These lights were divided into the main and tapped port in the CUT. In the propagation process 
of these lights in the CUT, CO2 absorption was set to be negligible. The outputs from main and 
tapped port were O/E converted by the photo-detectors as a monitoring and receiving signals. 
The detected signals obtained by the two photodetectors were processed by the signal processor, 
which was same as the one used in the system. In the preliminary experiments of this study, the 
photodiodes included in the photodetectors were the same as those used in the actual system, 
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but the O/E conversion gains were adjusted case-by-case to avoid signal saturation. During the 
signal processing, the spectra of the monitored and received signals were obtained using the fast 
Fourier transform, and the peaks corresponding to the two wavelengths appeared at the 
modulation frequencies in each spectrum. The intensities of the two peaks in the spectrum of the 
received signal were normalized by those of the monitored signal. The intensity ratio 
corresponding to DAOD was measured using the ratio of the normalized detected intensities of 
the two wavelengths. Since there was almost no CO2 absorption, this intensity ratio should be 0 
dB if the calibration is perfect. The modulation frequencies were 200 and 201 kHz for the ON 
and OFF wavelengths, respectively, and the measurement interval was 32 s. Although the 
conditions for the modulation frequency and measurement interval were changed in some 
preliminary experiments, which are shown below, the explanation for these experimental 
parameters is omitted since we confirmed that these parameters did not influence our 
conclusions. 
The target precision for the intensity ratio described above is given in units of decibels 
(rms) by 
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where OD is the DAOD for a 1 km path, CB is the baseline of the CO2 concentration (ppm), and 
CT is the target precision of the CO2 concentration (ppm). According to the HITRAN 2004 
database, OD for this system is 5103.7 −×  when CB is set at 370 ppm. Using these values, the 
target calibration precision was set to 0.0069 dB (rms). In the experiments explained below, we 
used a step-by-step approach. In the first step, we tried to determine the factors causing the 
fluctuations in the intensity ratio that were larger than ±0.1 dB. In the second step, we tried to 
realize a target calibration precision of 0.0069 dB (rms). 
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Fig. 3.33.  Schematic of set up for preliminary experiments. MON: photodetector used in 
the monitoring port. REC: photodetector used in the receiving port. 
 
3.A.4.2. Speckle decorrelation between two wavelengths 
We investigated the influence of the speckle effect using the experimental setup shown in 
Fig. 3.34. The total power of the input lights, including the components of the two wavelengths, 
was about 1 mW. The outputs from the tapped port was O/E converted by the photo-detector as 
a monitoring signals. The output from the other port was transmitted via focusing lens to the 
perfectly diffuse hard target (spectralon), which was located in front of the lens. The scattered 
lights were received with the receiving lens, and the O/E converted by the photodetector as a 
receiving signal. Intensity ratio was obtained as we denoted in 3.A.4.1. Since the spatial lengths 
from the lenses to the target were about 5 cm, CO2 absorption within the optical path was 
negligible.  
The time record of the measured intensity ratio is shown in Figs. 3.35(a) and (b). In this 
experiment, we tested several OFF wavelengths by shifting the wavelength through tuning the 
driving current of the laser diode, which was used as the laser source. The wavelength 
difference of 200 pm corresponds to the system condition when operated to sense CO2. As 
shown in the figures, the diffuse target was still in the first half and rotated by a motor in the 
second half. A large fluctuation of more than ±0.5 dB clearly appeared in the first half; this 
fluctuation reduced to ±0.1 dB in the second half. This means that (i) speckle patterns are 
independent between two wavelengths, (ii) the target rotation generates many speckle patterns, 
and (iii) the fluctuation in the intensity ratio is reduced by speckle averaging. Furthermore, a 
distinct fluctuation of more than ±0.1 dB was shown to appear experimentally if the wavelength 
difference is larger than 2 pm. As noted in [28,29], the influence of the speckle effect depends 
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on the size of the footprint, target range, incident angle, etc. However, at the very least, we 
confirmed that reducing the influence of the speckle effect should be addressed. 
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Fig. 3.34. Experimental setup for confirming the influence of the speckle effect on 
calibration precision. 
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(b) 
Fig. 3.35. Time record of measured intensity ratio for wavelength differences of (a) 0.3 pm 
(solid line), 2 pm (dashed line), and 10 pm (dotted line); (b) 50 pm (solid line), 100 pm 
(dotted line), and 200 pm (dotted line). 
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3.A.4.3. Drift of optical characteristic in optical components 
In the next step, we confirmed the influences caused by drift in the optical characteristics 
due to room temperatures. After many preliminary experiments, we determined the critical 
points in the following components: (i) the optical attenuator, (ii) optical filter, and (iii) 
photodetector for monitoring. We present here the experimental results showing the influences 
of these components. 
Figure 3.36 shows the experimental setup that confirmed the influence of the optical 
attenuator. The setup is similar to that shown in Fig. 3.34, but the optical path was a fiber closed 
loop type. An optical attenuator was inserted in the monitoring port. Figure 3.37 shows the 
measured intensity ratio, which should be maintained at 0 dB. Large fluctuations of ±0.2 dB 
appeared even though the room temperature was controlled by an air conditioner. In the optical 
attenuator, the attenuation level was controlled by adjusting the spatial gap length between the 
input and output fibers. Following this experimental result, we were confident that there was a 
large etalon effect in this component that caused this fluctuation. To reduce this etalon effect, 
we changed the attenuation method, as shown in Fig. 3.38, by using a splice-type SMF tap 
divider with no spatial gap in the component. After the change described above, we again 
measured the intensity ratio. The results are shown in Fig. 3.39: the fluctuation was dramatically 
reduced to less than 0.1 dB. We continued to use this attenuation method after this experiment. 
Figure 3.40 shows the experimental setup that confirmed the influence of the optical filter. 
The setup was similar to that for the attenuator. Figure 3.41 shows the measured intensity ratio: 
a large fluctuation of ±0.3 dB appears although this experiment was also performed under a 
constant room temperature. In this filter, laser light had to pass a spatial gap just like in the 
optical attenuator, although the filter was a fiber pigtail type. Thus, we inferred that the 
fluctuation shown in Fig. 3.41 was caused by the same mechanism as that in the optical 
attenuator. After this experiment, we removed the optical attenuator, even though this may 
cause other problems in CO2 sensing. This is why there was no optical attenuator in the system 
configuration shown in section 3.3.2. 
By changing the attenuation method and removing the optical filter, we achieved a 
calibration precision of below 0.1 dB in the fiber closed loop experiment. However, as we 
described above, the target calibration precision had a much lower value of 0.0069 dB. Thus, in 
the next step, we tried to realize this target calibration precision. Figure 3.42 shows the 
measured intensity ratio obtained with the same experimental setup as that shown in Fig. 3.38. 
The attenuator method is the modified one respectively. The second vertical axis shows the 
room temperature, which was intentionally changed and measured in parallel with the intensity 
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ratio measurement. In the experiment, we squeezed the input fiber of the monitoring 
photodetector in the time region denoted by a dashed circle in the figure. In addition to a drift of 
±0.02 dB, the intensity ratio changed steeply when the fiber was squeezed. This means that the 
O/E conversion sensitivity of the monitoring photodetector depends on the polarization and that 
the polarization dependence slightly differs between the two wavelengths. Following this result, 
we decided to use a polarization scrambler before dividing with a tap divider to average this 
polarization dependence. The alternative approach was using a PMF type tap divider and 
monitoring photodetector with a PMF pigtail. We went with the former instead of the latter 
because of the following two reasons. First, if the whole system is operating to sense CO2 with 
this approach, we need a PMF type fiber amplifier, which is much more expensive than the 
SMF type. Furthermore, the polarization scrambling may produce an additional effect in speckle 
averaging for the scattering process at the target. 
After adding the polarization scrambler to the experimental setup, we researched the 
temperature dependence, focusing particularly on the monitoring photodetector. Figure 3.43 
shows the experimental setup. In this experiment, the photodetectors used at the receiving port 
and for monitoring were the same. Figure 3.44 shows the measured intensity ratio and room 
temperature. The fluctuations in the intensity ratio and temperature are clearly correlated with 
each other. Due to the results of this experiment, we confirmed that the wavelength dependence 
of the O/E conversion sensitivity has a temperature dependence that is not negligible for the 
requirements of this system. We believe that this is due to the etalon effect in the photodetector 
module. Following these results, we added a function for TE cooling to the monitoring 
photodetector and tried the same experiment again. Figure 3.45 shows the results: the 
fluctuation was dramatically reduced to 0.0015 dB (rms), which is lower than the target 
precision. After this improvement, we again used the MMF pigtail type photodetector for the 
receiving port in the completed system and tried the same measurement. In this experiment, 
only the monitoring port was TE cooled. The MM fiber in the receiving port was vibrated as 
shown in Fig. 3.46. Figure 3.47 shows the result; this vibration worked as the mode scrambler 
and averaged the slight fluctuation in O/E conversion efficiency. The fluctuation was shown to 
be 0.0034 dB (rms) with no distinct drift, and the target precision was realized in the fiber 
closed loop experiment. 
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Fig. 3.36. Experimental setup for confirming the influence of the optical attenuator on 
calibration precision. 
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Fig. 3.37. Time record of measured intensity ratio measured with the experimental setup 
shown in Fig. 3.36. 
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Fig. 3.38. The same experimental setup as Fig. 3.36, but the attenuator was changed to a 
splice-type SMF tap divider. 
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Fig. 3.39. Time record of measured intensity ratio measured with the experimental setup 
shown in Fig. 3.38. 
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Fig. 3.40. Experimental setup for confirming the influence of the optical filter on calibration 
precision. 
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Fig. 3.41. Time record of measured intensity ratio measured with the experimental setup 
shown in Fig. 3.40. 
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Fig. 3.42. Time record of measured intensity ratio and room temperature measured with the 
experimental setup shown in Fig. 3.38. In the regions encircled by the dotted line, the input 
fiber of the photodiode for monitoring was squeezed. 
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Fig. 3.43. Experimental setup for confirming the influence of the monitoring photodetector 
on calibration precision. 
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Fig. 3.44. Time record of measured intensity ratio and room temperature measured with the 
experimental setup shown in Fig. 3.43. 
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Fig. 3.45. Same results shown in Fig. 3.44, but the monitoring photodetector was TE cooled. 
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Fig. 3.46. Experimental setup for confirming the influence of the MM fiber for the receiving 
port on calibration precision. 
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Fig. 3.47. Time record of the measured intensity ratio and room temperature measured with 
the experimental setup shown in Fig. 3.46. 
 
3.A.5. Points for performance improvement for fiber-based CW modulation hard-target 
DIAL system 
The process to improve the performance and realize small fluctuation measurements using 
the fiber-based CW modulation hard-target DIAL system took place through the accumulation 
of results from preliminary experiments. Following the results of these experiments, important 
points for general DIAL system to realize the small fluctuation measurement, which have not 
been reported in any past literature, were found out.  A horizontal rotator and vibrator on the 
optical antenna unit were added to average the speckle patterns that were independent between 
two wavelengths. The splice-type SMF tap divider was used as the optical attenuator, and the 
optical filter was removed to avoid the influence of etalon effects. The polarization scrambler 
was added to average the polarization dependence of the O/E conversion sensitivity of the 
monitoring photodetector and for the speckle pattern averaging described above. The 
monitoring photodetector was also TE cooled to maintain the etalon characteristics in the 
detector. 
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Chapter 4: Feasibility study of fiber-based CW modulation hard-target 
DIAL system for measurement of global CO2 concentration from a 
satellite 
 
 
4.1. Introduction 
In addition to the hardware developments of CO2 sensing DIAL systems, several 
researchers in the past have carried out feasibility studies on satellite-borne sensors.  Menzies 
and Tratt [1] carried out studies on the CW hard-target DIAL system at operating wavelengths 
of 1.6 µm and 2 µm.  Ehret et al. [2] analyzed the CO2 sensing sensitivity of a pulsed 
hard-target DIAL system for the same wavelength ranges mentioned in [1]. Further, Ehret et al. 
studied on wavelength selection and transmission power of the laser system required to achieve 
the desired precision.  Kawa et al. [3] showed a feasibility study of a 1.6 µm pulsed hard-target 
DIAL system for the application to the active sensing of CO2 emissions over nights, days and 
seasons (ASCENDS).  Caron and Durand [4] carried out detailed wavelength selection on a 
pulsed hard-target DIAL system for the same wavelength ranges mentioned in [1] in order to 
study the feasibility of using this system for the advanced space carbon and climate observation 
of planet earth (A-SCOPE) mission. 
In this chapter, we analyze the feasibility of using the CW modulation DIAL system, which 
we developed, for the measurement of global CO2 concentration.  The rest of this paper is 
organized as follows. Section 4.2 summarizes the pre-conditions for the feasibility study.  
Sections 4.3 and 4.4 include details of the study on wavelength selection and systematic error 
analysis, and Section 4.5 presents the random error analysis. 
 
4.2. Pre-conditions for feasibility study 
Table 4.1 lists the system requirements, atmospheric conditions, and target conditions used 
in this feasibility study.  Two different satellite altitudes are considered: (1) 666 km, which is 
equivalent to that of GOSAT, and (2) 400 km, which is the same as that mentioned in [4].  The 
target range is assumed to be equal to the satellite altitude.  The atmosphere model is the 
tropical model.  Since the H2O load of this model is higher than 1976 US standard model, this 
model is more severe for CO2 sensing. Desert dusts and cirrus clouds, which are considered in 
section 4.4.2 of this paper, are common to this model.  The rural aerosol model of 23 km 
visibility is used.  Data pertaining to the absorption lines are obtained from the HITRAN04 
database.  The albedo (i.e. target reflectivity) and ground radiance are the same as those 
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denoted in [2].  In [2], it is stated that the albedo of 0.31 and 0.08 correspond to those of 
vegetation and ocean, and the ground radiance corresponds to the condition of a solar zenith 
angle of 75 degrees.  In the followings of this paper, we study on the feasibility of the CW 
modulation hard-target DIAL system under these pre-conditions.  In this study, a target 
precision in the DAOD value is 0.27%, which corresponds to systematic and random errors of 1 
ppm in the CO2 concentration (dry air volume mixing ratio). 
 
Table 4.1.  Pre-conditions for feasibility study. 
Parameter Value 
Satellite altitude (km) 400, 666 
Satellite velocity (km/s) 7 
Baseline CO2 concentration (ppm) 370 
Aerosol model Rural 
Visibility (km) 23 
Albedo 0.08, 0.31 
Ground spectral radiance  (W/m2/sr/µm) 1.7 for albedo: 0.08 
5.0 for albedo: 0.31 
 
4.3. Wavelength selection 
The main requirements for ON wavelength selection are (i) low H2O absorption, (ii) high 
weighting function near the ground surface (i.e. troposphere), and (iii) low temperature 
dependence of absorption.  The ON wavelength should be set at the edge of an absorption line 
so that the weighting function is high near the ground surface, as mentioned in the previous 
sentence.  In this study, a wavelength offset from the line center is set to be equal to the 
pressure-broadened line width.  When the weighting function near the ground is high, line 
broadening is mainly dominated by pressure near the ground surface.  Thus the line shape at an 
altitude near the ground surface is roughly assumed as Lorentzian [5].  Further, we assume the 
negligible H2O absorption, the ideal gas law, and the hydrostatic equation. Using these 
assumptions, the relative error sensitivity in DAOD estimation caused by errors in temperature 
estimation (/K) can be expressed analytically.  At a given pressure corresponding to an altitude 
near the ground surface, the error sensitivity can be obtained by differentiating the absorption 
coefficient with respect to temperature.  It is given by 
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where ν is the wavenumber (cm–1); ν0, the wavenumber of the line center (cm–1); σ, the 
absorption coefficient (cm2/mol).  a is the ratio of the offset from the line center and the 
pressure-broadened linewidth and is 1 in this study as mentioned above.  E ′′  is the 
lower-state energy of the absorption line.  jL and nL are constants that depend on the absorption 
line; for CO2, jL = 1 and nL ≅0.75.  Since a = 1 in this case, the relative error sensitivity ST is 
independent of n, as can be seen from Eq. (4.1).  The optimum lower-state energy EOPT′′ is the 
value at which ST reduces to zero and is given by 
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Note that this equation in the case of line center (i.e., a = 0) has been denoted in [1].  When a = 
1, there is no dependence of ST on nL.  The optimum values of the lower state energy when T is 
250 K, 273 K, and 296 K (corresponding altitudes are 6 km, 2.5 km, and 0 km) are 174 cm–1, 
190 cm–1, and 206 cm–1, respectively.  We select the absorption line and ON wavelength on the 
basis of the degree of H2O absorption, weighting function, and the EOPT′′ value determined from 
Eq. (4.2) (Table 4.2).  We select the OFF wavelength as the wavelength at which the DAOD 
for H2O becomes negligible.  The wavelength dependence on the one-way DOAD for CO2 is 
shown in Fig. 4.1, along with the DOAD for H2O.  In this figure, the same parameters for 1976 
US standard atmosphere model are additionally shown for comparison.  It is shown that the 
optimum position of OFF wavelength does not depend on atmospheric models since DAOD of 
H2O becomes a minimum at the same OFF wavelength position. It is also shown that DAOD for 
CO2 is almost the same between two models. Figure 4.2 shows the weighting functions and 
optical depths obtained at different altitudes for CO2.  The ON wavelength chosen for the 
present study is the same as that mentioned in [1] (1.6 µm) but different from that mentioned in 
[2] and [4].  This difference in wavelength selection is due to the difference in the opinion 
about optimization.  In [2] and [4], the ON wavelength was set near the center of the 
absorption line in order to achieve a near-optimum optical depth at which the required SNR and 
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required transmission power would be reduced.  On the other hand, in this study, we choose 
the optimum weighting function near the ground surface.  The analytical approach for the 
study of error sensitivity used in this section is reasonable if the purpose of the study is limited 
in absorption line selection only.  In the error analysis of the next section, numerical 
calculation is used. 
 
Table 4.2.  Summary of selected wavelengths and absorption line. 
Parameters Value 
ON 6327.1314 cm–1 Wavelength 
OFF 6327.9565 cm–1 
ON 0.842 Transmittance on 
CO2 absorption OFF 0.985 
Transmittance in the case of background 
aerosol absorption & scattering 
0.92 
Center 6327.0614 cm–1 
Intensity 1.26 × 10–23 cm/mol. 
Lower-state energy 234.08 cm–1 
Absorption line 
Width 0.0701 cm–1 
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Fig. 4.1. Wavelength dependence on optical depth from the satellite to the ground.  
Corresponding gasses and atmosphere models are, (solid line): CO2, tropical, dashed line; 
(dashed line) H2O, tropical, (dotted line); CO2, US standard, (dash-dotted line) H2O, US 
standard.  The selected ON and OFF wavelengths are denoted by dashed lines. 
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Fig. 4.2.  Altitude dependence on the weighting function (solid line) and optical depth for 
CO2 absorption (dashed line). 
 
4.4. Systematic error analysis 
In the followings, we analyze the errors in CO2 sensing by distinguishing systematic and 
random errors. The classification of these two errors is basically the same as the one denoted in 
[2].  The random error is defined as an error that is caused by so-called SNR. This error is 
influenced by random noise including a detector noise and a speckle noise. The systematic error 
is defined as all kinds of error other than the random error. The systematic error arises when (i) 
unwanted differential absorption is caused by several sources and (ii) the laser quality is not 
ideal.  The systematic error also arises when unwanted backscattered laser lights from 
volumetric targets, including aerosols and cirrus clouds, are added to the wanted laser lights 
from the ground surface.  In the following sections, we discuss the systematic error caused by 
each of the abovementioned factors. 
 
4.4.1. Errors caused by sources other than unwanted backscattering 
The sources of systematic DAOD measurement errors other than the unwanted 
backscattering are obtained using Eq. (2.33), and listed in Table 4.3.  From Table 4.3, it is 
clear that the main error sources are (i) temperature estimation error, (ii) surface pressure 
estimation error, (iii) altitude estimation error, and (iv) ON wavelength instability. 
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Table 4.3.  Summary of systematic DAOD measurement errors caused by sources other 
than unwanted scattering. 
Error source Error sensitivity 
Differential absorption of H2O 0.024 % 
Differential absorption of aerosol <0.001 % 
Differential absorption of cirrus <0.001 % 
Surface pressure estimation error 0.064 % / hPa 
Temperature estimation error 0.046 % / K 
Altitude estimation error 0.016 % / m 
ON 0.068 % / MHz Wavelength instability 
OFF <0.001 % / MHz 
Laser linewidth <0.001 % / MHz 
 
4.4.2. Errors caused by unwanted backscattering 
 
4.4.2.1. Errors caused by background aerosols 
Now, we study on the influence of backscattering from the background aerosols. For this 
purpose, we consider the altitude dependence of the backscatter coefficient in the case of the 
rural aerosol model at a wavelength of 1.6 µm (Fig. 4.3).  The extinction to backscatter ratio is 
set at 40 by referring a previous literature [6].  For simplicity, the modulation depth and the 
transmission power ratio (POFF/PON) are set to 1.  The albedo is set to 0.08.  The systematic 
error in the DAOD obtained using this aerosol backscatter coefficient and Eq. (2.42) is shown in 
Fig. 4.4.  The horizontal axis shows the modulation frequency (here, we assume that fm1 ≅  
fm2).  In the low-modulation-frequency region, the error approaches 1.5%.  When the 
modulation frequency is higher than 30 kHz, the error is considerably smaller than the target 
precision (0.27%).  This is because of the effect of intensity modulation, which is one of the 
features of this system and denoted in the above-mentioned conceptual explanation.  Since the 
estimated profile of a backscattered coefficient of the background aerosols does not have a peak 
in a specific altitude, the modulation effect is easy to appear.  The systematic range error is 
calculated using Eq. (2.43) and shown in the second vertical axis of Fig. 4.4.  When the 
modulation frequency exceeds 30 kHz, as described above, the systematic range error becomes 
less than 10 m, which corresponds to the additional DAOD systematic error of less than 0.16%. 
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Fig. 4.3.  Altitude dependence of backscatter coefficient of rural aerosol at a wavelength of 
1.6 µm. 
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Fig. 4.4.  Plot of modulation frequency against systematic DAOD s error (solid line) and 
systematic range error (dashed line) caused by background aerosol scattering. 
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4.4.2.2. Errors caused by dust layers 
In some cases of CO2 sensing from a satellite, systematic errors may be caused by 
backscattering from dust layers over desert regions.  To take into account the influence of this 
error source, we model the vertical profile of the dust layer as 
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where z is the altitude (m), zC is the altitude at the center of the dust layer (m); w, the full-width 
half-maximum thickness of the layer (m); and βP, the peak backscatter coefficient of the layer 
(m–1 sr–1).  By substituting Eq. (4.3) to Eqs. (2.40) and (2.41) and an altitude z to a range L, we 
can obtain the systematic error caused by scattering from a dust layer.  In a previous literature 
[7], the values of zC, w, and βP were found to be approximately 5 km, 1 km, and 2 ×  10–6 m–1 
sr–1 at a wavelength of 532 nm.  Although the backscatter coefficient is dependent on 
wavelength, we use the same βP value described above to consider the severe unwanted 
backscatter case.  The extinction to backscatter ratio is set at 50 by referring the same literature.  
The calculated DAOD systematic errors caused by dust aerosols are shown in Fig. 4.5, in which 
the horizontal axis is the thickness of the dust layer.  Calculations are performed for two layer 
altitudes: 5 km and 6 km.  The modulation frequency is set at 200 kHz, for which the 
corresponding half-wavelength is 750 m.  The systematic error increases with the layer 
thickness in the region comprising thin layers and decreases with an increase in the layer 
thickness in the region comprising thick layers.  When the layer thickness approaches the 
half-wavelength of the modulation frequency (i.e. 750m), the error decreases steeply.  This 
tendency obeys the above-mentioned conceptual explanation.  In Fig. 4.5, some minimal 
points appear at different layer thickness for the altitude of 5km and 6km.  This is caused by 
the complex interference between the wanted and the unwanted lights which were explained in 
section 2.3.4.2.1.  In the cases of thick layer, the error for the lower altitude (i.e. 5 km) 
becomes larger than that for the higher altitude.  This is caused by the exception which is 
denoted in section 2.3.4.2.1.  From Fig. 4.5, it can be seen that for any given albedo and layer 
altitude, the error is less than the target precision when the layer thickness exceeds 0.6 km.  
When the albedo is assumed to be 0.31, the error is less than the target precision for any layer 
thickness.  This means that the effects of extinction are not so severe even for the thick layer 
cases.  For comparison, we estimate the error under the following conditions: modulation 
frequency, 1 kHz (low); zC, 5 km; layer thickness, 1 km; albedo, 0.08. The estimated error in 
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this case is approximately 7%.  It is known from these results that the modulation effect is 
important.  Figure 4.6 shows the systematic range error obtained for the same conditions as 
those shown in Fig. 4.5.  Minimal points in this figure appear because of the same reason as 
that about Fig. 4.5.  When zC is 6 km, the systematic range error becomes small (<0.1 m) since 
the phases of the signals from the ground surface and the layer center become identical.  The 
maximum systematic range error in this figure is approximately 1 m, which corresponds to a 
DAOD systematic error of 0.016%. 
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Fig. 4.5.  Plot of layer thickness versus systematic DAOD  error caused by scattering from 
dust aerosols.  Layer altitudes and albedo conditions are as follows. ( ): zC = 6 km, ρ = 
0.31; ( ): zC = 6 km, ρ = 0.08; ( ) zC = 5 km, ρ  = 0.31; ( ) zC = 5 km, ρ = 0.08. 
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Fig. 4.6.  Plot of layer thickness versus systematic range error caused by scattering from 
dust aerosols for the same layer altitudes and albedo conditions shown in Fig. 4.6. 
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4.4.2.3. Errors caused by cirrus clouds 
We also study the influence of the cirrus clouds by using the same procedure mentioned 
above.  RBE, zC, w, and βP are set at 20, 10 km, 1 km, and 5 ×  10–5 m–1 sr–1 on the basis of 
previously reported measurement results [8].  The measurement conditions in this case are 
severer than those considered in the case of the dust layer because of the following reasons.  
First, the backscattered coefficient in the case of the cirrus clouds is considerably higher than 
that in the case of the dust layer.  Second, the estimated altitudes for the cirrus cloud are higher 
than those of the dust layers.  Figure 4.7 shows the plot of the DAOD systematic error versus 
layer thickness.  Calculations are performed for two layer altitudes: 10 km and 12 km.  It is 
shown that the systematic error is much larger than the cases of the dust layers and larger than 
1% when the thickness is lower than 1km.  This severe influence is mainly caused by the 
severe attenuation effect in a layer in addition to the severe backscattering effect.  For example, 
the two-way transmission coefficient related to the layer of 1km thickness is about 0.08.  This 
decreasing of transmittance weakens the backscattered laser lights from the ground, respectively.  
For thicker layer region of about 2km, the modulation effect overcomes the attenuation effect 
and the systematic error decreases to less than 1%.  However, in this thickness region, it is 
obvious that the random error becomes too large because of the above mentioned severe 
attenuation.  Figure 4.8 shows the systematic range error calculated under the same conditions 
as those shown in Fig. 4.7.  The systematic range error shown in this figure is sometimes larger 
than a few tens of meters.  This study shows that systematic error, which is larger than the 
target precision, occurs when the measurement is done through the cirrus clouds.  It is needed 
for this system that the measurement is done through an opening within a cirrus area.  This 
measurement is possible by utilizing the feature of the high directivity of a laser beam and 
combining with a beam pointing function.  Since the models of dust layers and cirrus clouds 
discussed in this paper are just a few examples, further study is essential in the future in order to 
more fully understand the effect of the atmosphere on measurement precision and reliability. 
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Fig. 4.7.  Plot of layer thickness versus systematic DAOD  error caused by scattering from 
cirrus clouds.  The layer altitudes and albedo conditions are as follows: ( ): zC = 12 km, ρ = 
0.31; ( ) zC = 12 km, ρ = 0.08; ( ) zC = 10 km, ρ = 0.31; ( ) zC = 10 km, ρ = 0.08 
 
0.01
0.1
1
10
100
0 0.5 1 1.5 2
Layer thickness [km]
R
an
ge
 
er
ro
r 
[m
]
 
Fig. 4.8.  Plot of layer thickness versus systematic range error caused by scattering from 
cirrus clouds for the same conditions as those shown in Fig. 4.8. 
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4.5. Random error analysis 
In addition to the systematic errors, random errors are caused by the detector noise and the 
speckle noise.  We estimate these random errors by SNR and CNR calculations.  The 
equations for these calculations were denoted in section 2.3.  Note that, in the followings, SNR 
and CNR are obtained in a single measurement time (i.e. TM), and that the random error is 
studied for the total measurement time (i.e. TTM). Table 4.4 lists all system parameters except for 
the transmission power.  The values of these parameters are set by considering the 
specifications of the available components.  The parameters corresponding to the photodetector 
are those corresponding to the currently available cooled InGaAs avalanche photodiode. 
 
Table 4.4.  System parameters used for CNR calculations. 
Component Parameter Value 
Aperture diameter 1 m (Altitude: 400km) 
1.5m (Altitude: 666km) 
Transmittance –0.7 dB 
Divergence of transmitted 
beam 
20 µrad 
Optical antenna 
FOV  50 µrad  
Fiber amplifier Modulation depth 1 
Transmittance –1.5 dB Optical filter 
Wavelength width 1.5 nm 
Avalanche gain 16 
Dark current at M = 1 0.5 pA 
Operating temperature 300 K 
Noise figure 2 
Transimpedance gain 20 MΩ 
Photodetector 
Quantum efficiency –1 dB 
Signal processor Single measurement time 
TM 
0.01 s 
 
4.5.1. Relation between transmission power and total measurement time 
The relation between the measurement time and the required transmission power (total of 
the transmission powers at the ON and OFF wavelengths) is determined by using the values 
listed in Table 4.1, 4.2 and 4.4 and those used in Eqs. (2.22)–(2.28).  The results are shown in 
Fig. 4.9 for each satellite altitude case.  The transmitting power ratio between these two 
wavelengths is set at the optimum value mentioned above.  The receiving bandwidth is set at 
the inverse of TM. This is a reasonable assumption if the averaged ground slope is lower than or 
equals to 30 % and modulation frequencies are lower than or equal to 200 kHz.  In this 
condition, half-wavelengths of modulation signals are larger than or equal to 750 m. On the 
other hand, change of range within TM can be obtained as 40 m using the foot-print speed.  
 135 
Since this change of range is much smaller than the half-wavelength of modulation frequency, 
the intensity waveforms of the received lights are approximately coherent within TM. 
In Fig. 4.9, under daytime conditions, the ground radiance is assumed to be the value 
provided in Table 4.1, while under night-time conditions, the ground radiance is neglected.  
When z is 400 km and ρ  = 0.31, the required transmission power is less than 18 W for a 
measurement time of 4 s, which corresponds to a horizontal resolution of 28 km.  This required 
power can be achieved by using a commercially available fiber amplifier.  When ρ= 0.08, 
the required transmission power is approximately 70 W for the same measurement time.  This 
high transmission power can be easily achieved by connecting three amplifiers and beam 
expanders in parallel.  This multiple amplifier configuration delivers a satisfactory 
performance since this CW modulation hard-target DIAL system is used for direct detection, 
and optical phase locking at the amplifier output is not necessary.  The required transmission 
power for a measurement time of 4 s at z = 666 km, ρ= 0.31 and 0.08 are 22 W and 84W.   
 
4.5.2. Confirmation of ranging performance 
In this system, baseband modulation frequencies are used, and the half-wavelengths 
corresponding to these modulation frequencies are long (750 m for 200 kHz).  Thus, a very 
high CNR is required for precise ranging when using the phases of the modulation carrier.  
Generally, the CNR required for the DIAL system is sufficiently high for precise DAOD 
estimation, therefore, there is a possibility in realizing of the ranging with a required precision.  
Hence, we simply confirm the ranging performance of this system.  When the total 
measurement time is 4s as considered in section 4.6.1, the required CNR is calculated using Eq. 
(2.28) and obtained as 31.7 dB. Thus Eq. (2.32) can be used in this study.  Using this equation 
and setting the modulation frequency at 200 kHz, we calculate the random range error to be 0.9 
m, which is negligible when deriving the CO2 concentration (see Table 4.3). 
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(b) 
Figs. 4.9.  Required total average transmission power versus total measurement time TTM 
for satellite altitudes of (a) 400 km and (b) 666 km.  The background light and albedo 
conditions are as follows: ( ) day, ρ = 0.31; ( ) night, ρ = 0.31; ( ) day, ρ = 0.08; ( ) night, 
ρ = 0.08. 
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4.6. Summary 
A feasibility study on a 1.6 µm CW modulation hard-target DIAL system for measurement 
of global CO2 concentration from a satellite was carried out.  A fiber-based optical circuit 
operating at a wavelength of 1.6 µm was suitable for this system configuration.  The 
applicability of this system to measurement of global CO2 concentration was investigated by 
carrying out studies on wavelength selection, systematic error analysis, and random error 
analysis.  The main sources of the systematic errors in the DAOD were temperature estimation 
error (0.046%/K), surface pressure estimation error (0.064%/hPa), altitude estimation error 
(0.016%/m), and ON wavelength instability (0.068%/MHz).  The DAOD systematic error 
caused by the unwanted backscattering from aerosols and cirrus clouds was also studied.  This 
systematic error could be reduced especially in the cases of the background aerosols and dust 
aerosols because of the intensity modulation used in this system.  When the modulation 
frequency was 200 kHz, the influence of the background aerosols was smaller than the target 
precision.  The influence of the dust aerosols depended on the layer thickness and was very 
weak, when the backscatter coefficient profiles of this volumetric target can be approximated as 
Gaussian distribution and thicknesses of the dust aerosol layer exceeded 0.6 km, respectively.  
The influence of cirrus clouds was much severer than that of dust aerosols because of the higher 
backscatter coefficient, higher extinction coefficient, and higher altitude.  Systematic error, 
which was larger than 1%, occurs in many cases when the measurement was done through 
cirrus clouds.  The influence of cirrus clouds becomes larger if multiple layers appear.  It is 
needed for this system that the measurement is done through an opening within a cirrus area by 
utilizing the high directivity of a laser beam.  The transmission power required to reduce the 
random error to 0.26% was determined by SNR and CNR calculations.  When z and the 
diameter of the receiving aperture were 400 km and 1 m, and when albedo is set to 0.31, the 
required transmission power was less than 18 W for a total measurement time of 4 s, which 
corresponded to a horizontal resolution of 28 km. When albedo is set to 0.08, the required 
transmission power was approximately 70 W for the same total measurement time.  When z = 
666 km, and albedo are 0.31 and 0.08, the required transmission power for the same total 
measurement time with a 1.5m receiving diameter were 22 W and 84 W, respectively. 
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Chapter 5: Concluding remarks 
 
The researches and developments of the fiber-based LIDAR systems especially for wind 
and CO2 sensing, which the author has made effort based on the needs for compact, reliable, and 
low-cost LIDAR for atmospheric sensing, were shown. 
 
In chapter 1, conceptual explanation on LIDAR was shown first.  Then, the history of 
LIDAR for atmospheric sensing was reviewed and existing LIDAR methods and their 
applications were introduced.  After that, present issues of LIDAR systems were investigated.  
Then, development of the coherent optical fiber communication technology, which is important 
to overcome the above mentioned issues, was described.  Additionally, the reason why the 
author has focused on the application of wind and CO2 sensing, by following the above 
mentioned development of technology, was explained.  The contents and structure of this paper 
was explained. 
 
In chapter 2, the theory of wind sensing CDL and CO2 sensing DIAL was summarized.  
Especially for wind sensing CDL, a semi-analytic pulsed CDL equation that combines the 
conventional equation, NFI, and NGA using the obtained correction factors corresponding to 
beam truncation ratios was newly presented for coaxial and apertured systems.  Additionally, 
the author derives a new summary on performance of DFT-based velocity estimators which are 
commonly used.  This summary is made in the Kolmogorov turbulence regime which is a 
general wind regime.  By deriving the above mentioned semi-analytic CDL equation and 
summary on velocity estimators, the author dramatically simplified the CDL theory keeping 
precision.  This makes system designs and evaluations of CDL systems easier, and then, 
contributes to a broadening of CDL systems.  For CO2 sensing DIAL, the equations concerning 
with DAOD random and systematic errors were summarized.  Especially, equations for 
systematic errors concerning with unwanted volumetric backscattering were newly derived. 
 
In chapter 3, demonstration of the fiber-based LIDAR systems which the author developed 
was shown.  Concerning with the wind sensing CDL, a completed and compact fiber-based 
pulsed CDL system was developed.  This system newly includes the functions of variable 
pulse width and automatic polarization control.  The system efficiency was estimated by the 
specification of each component, and it was confirmed that this estimation was adequate by 
hard-target calibration experiment.  In wind sensing, it was shown that range dependence of 
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SNR obtained by an experiment can be expressed with the CDL equation, estimated system 
efficiency, and reasonable atmospheric parameters.  Measurable range in wind sensing was 
theoretically estimated as the maximum range at which the required SNR could be obtained.  
The estimated measurable range was about 1km or more in the case of 150m range resolution 
under the normal atmospheric conditions.  Concerning with the CO2 sensing DIAL, the 1.6 µm 
fiber-based CW modulation hard-target DIAL system, which is suitable for a satellite-borne 
sensor, was invented.  This system has the features in the simultaneous transmission of two 
wavelengths and the discrimination of the wavelength in the electrical signal domain.  The 
ground-based model of this DIAL was developed.  A calibration precision of 0.006 dB (rms), 
which corresponds to a CO2 concentration precision of less than 1 ppm for a 2 km path, was 
realized. Through the ground-based CO2 sensing, we have demonstrated the stable measurement 
with short time fluctuation corresponding to the concentration of 4 ppm(rms) in 32 s interval 
and 1 km and 2.5km path.  Qualitative good agreements were obtained on, at least, the diurnal 
changes between the results of the DIAL system and the in-situ CO2 sensor.  We also analyzed 
the DAOD measurement performance of this system in CO2 sensing. The measured short time 
fluctuation of DAOD was reasonably close to that calculated using the CNR of the received 
signal. 
 
In chapter 4, as a feasibility study for a future sensor, a 1.6-µm fiber-based CW modulation 
hard-target DIAL system for measurement of global CO2 concentration from a satellite was 
studied.  A fiber-based optical circuit operating at a wavelength of 1.6 µm was suitable for this 
system configuration.  The applicability of this system to measurement of global CO2 
concentration was investigated by carrying out studies on wavelength selection, systematic error 
analysis, and random error analysis.  The main sources of the systematic errors in the DAOD 
were temperature estimation error, surface pressure estimation error, altitude estimation error, 
and ON wavelength instability.  The DAOD systematic error caused by the unwanted 
backscattering from aerosols and cirrus clouds was also studied.  This systematic error could 
be reduced especially in the cases of the background aerosols and dust aerosols because of the 
intensity modulation used in this system.  The influence of cirrus clouds was much severer 
than that of dust aerosols.  It is needed for this system that the measurement is done through an 
opening within a cirrus area by utilizing the high directivity of a laser beam.  The transmission 
power required to reduce the random error to 0.26% was determined by SNR and CNR 
calculations.  It was confirmed that the required transmission power can be easily achieved by 
using commercially available fiber amplifiers. 
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As the results of these researches and developments, it was demonstrated that the 
fiber-based LIDAR systems were applicable for practical use.  In concrete, the fiber-based 
wind sensing CDL system can be applied for (i) monitoring of urban environment, (ii) aviation 
safety for CAT and wake vortex detection, (iii) wind power generation for turbine control and 
research of wind condition, and so on.  Concerning with the CO2 sensing, this development 
made the future global sensing from a satellite feasible with not only the demonstration of the 
ground-based model but also the feasibility study for a satellite-borne sensor.  Although the 
direct purpose of this development has been limited in global CO2 sensing from a satellite, the 
developed system can be applied to a monitoring of localized regions, for example, power 
plants, since it is easy for this system to be air-borne or helicopter-borne.  The system also has 
possibilities for sensing of other gasses, for example, leakage of CH4 from gas pipelines. 
 
There are some remaining issues to actually put the fiber-based LIDAR systems into 
practice for above mentioned and much wider applications.  For wind sensing all-fiber CDL, 
there are two future directions in performance improvement: higher range resolution, and longer 
range measurement.  Since it is easy for all-fiber CDL to transmit shorter pulse of widths of 
few tens of nanoseconds, there is a possibility to realize a range resolution of less than 10 m 
with a minor system improvement.  In this challenge, a required velocity estimation precision 
becomes much less than the Doppler frequency resolution. An important technical point is 
whether this precision can be realized. Concerning longer range measurement, SBS is now the 
bottleneck in improving the transmitting peak power. To overcome this issue, the configuration 
with a post optical amplifier near the optical antenna has been invented.  This configuration 
offers transmission of laser light to the atmosphere just after amplification to prevent the 
generation of SBS. By using a rare earth ion highly doped fiber with a short length, we have 
demonstrated a peak power of 90 W and measurement range of up to 8 km [1].  Another 
approach for longer range measurement is using a large mode area fiber amplifier [2]. By 
putting them to practical use, all-fiber CDL systems will be applied to much wider applications.  
Concerning with CO2 sensing DIAL, the developed system is a development step and more 
research is necessary especially for the realization of a satellite-borne sensor.  The 
development of the key components, including the high-power optical amplifier, the large 
aperture optical antenna, more precise wavelength locking circuit, is needed in the future to 
realize more precise and longer-path measurement which mocks the measurement from the 
satellite. 
 142 
 
References 
1. T. Ando, S. Kameyama, K. Asaka, Y. Hirano, H. Tanaka, and H. Inokuchi, “All fiber 
coherent Doppler LIDAR for wind sensing,” Proc. of Mater. Res. Soc. Symp, 1076-K04-05, 
2008. 
2. A. Dolfi-Bouteyre, G. Canat, M. Valla, B. Aug`ere, C. Besson, D. Goular, L. Lombard, J. 
Cariou, A. Durecu, D. Fleury, L. Bricteux, S. Brousmiche, S. Lugan, and B. Macq, “Pulsed 
1.5-µm LIDAR for axial aircraft wake vortex detection based on high-brightness large-core 
fiber amplifier. IEEE Journals on Selected Topics of Quantum Electronics, 15, pp. 441-450, 
2009. 
 143 
Acknowledgement 
 
 
The author wishes to express his sincere appreciation to Professor Hiroaki Kuze, who is the 
director of the Center for Environmental Remote Sensing of Chiba University, for his guidance 
and supervision in the present work.  The author deeply thanks Professor emeritus Nobuo 
Takeuchi of Chiba University for his encouragement in writing this doctoral thesis. 
The author also deeply thanks Mr. Masakatsu Nakajima, Mr. Toshiyoshi Kimura, Mr. Shuji 
Kawakami, and Dr. Daisuke Sakaizawa of Japan Aerospace Exploration Agency (JAXA) for 
their kind suggestions especially in the development of the CO2 sensing DIAL system.  The 
author also deeply thanks Mr. Hamaki Inokuchi of JAXA for his continuous encouragement in 
the development of the wind sensing CDL system. 
The author also thanks Dr. Isamu Chiba who is a manager of Information Technology R&D 
Center of Mitsubishi Electric Corporation for giving me the opportunity for writing this thesis.  
The author also greatly appreciates Dr. Yoshihito Hirano, who is the manager of Electro-Optics 
and Microwave Electronics Technologies Department of Mitsubishi Electric Corporation, for his 
giving me the chance to engage in this exciting development.  The author also appreciates for 
his kind guidance, important advice, and continuous encouragement throughout this 
development.  The author also greatly appreciates Dr. Yasuhisa Tamagawa of Information 
Technology R&D Center of Mitsubishi Electric Corporation, for his encouragement and correct 
suggestion for this development. 
The author also thanks Dr. Takashi Katagi, who is a former professor of Kanazawa Institute 
of Technology, for his guidance for writing this thesis.  The author greatly appreciates Dr. 
Shusou Wadaka, who is a former manager of Electro-Optics & Microwave Systems Labs at 
Information Technology R&D Center of Mitsubishi Electric Corporation, for his teaching me 
what a researcher should be.   
The author really thanks Mr. Kimio Asaka, Dr. Toshiyuki Ando, and Dr. Masaharu Imaki of 
Information Technology R&D Center of Mitsubishi Electric Corporation for their extremely 
cooperative works concerning with this development.  The author also thanks Mr. Takayuki 
Yanagisawa, Mr. Mikio Takabayashi, Mr. Jiro Suzuki, Mr. Takayuki Nakano, Mr. Masashi 
Mizuma, Dr. Toshio Wakayama, and Mr. Hiroshi Sakamaki of Information Technology R&D 
Center of Mitsubishi Electric Corporation for their meaningful and important discussion for this 
development.  The author also thanks Mr. Masashi Furuta and Mr. Hisamichi Tanaka of 
Communication Systems Center of Mitsubishi Electric Corporation for their corporation on the 
development of the wind sensing CDL system.  The author also thanks Mr. Shinichi Ueno of 
Kamakura Works of Mitsubishi Electric Corporation for his meaningful corporation on the 
development of the CO2 sensing DIAL system. 
 144 
Publication list 
 
 
Original papers related to this thesis 
1. S. Kameyama, T. Ando, K. Asaka, Y. Hirano, and S. Wadaka, “Compact all-fiber pulsed 
coherent Doppler lidar system for wind sensing,” Applied Optics, 46, pp. 1953-1962, 2007. 
2. S. Kameyama, T. Ando, K. Asaka, Y. Hirano, and S. Wadaka, “Performance of 
discrete-Fourier-transform-based velocity estimators for a wind sensing coherent Doppler 
lidar system in the Kolmogorov turbulence regime,” IEEE Transactions on Geoscience and 
Remote Sensing, 47, pp. 3560-3569, 2009. 
3. S. Kameyama, T. Ando, K. Asaka, and Y. Hirano, “Semianalytic pulsed coherent laser radar 
equation for coaxial and apertured systems using nearest Gaussian approximation,” Applied 
Optics, 49, pp. 5169-5174, 2010. 
4. S. Kameyama, M. Imaki, Y. Hirano, S. Ueno, S. Kawakami, D. Sakaizawa, and M. 
Nakajima, “Development of 1.6 µm continuous-wave modulation hard-target differential 
absorption lidar system for CO2 sensing,” Optics Letters, 34, pp. 1513-1515, 2009. 
5. S. Kameyama, M. Imaki, Y. Hirano, S. Ueno, S. Kawakami, D. Sakaizawa, and M. 
Nakajima, “Performance improvement and analysis of a 1.6 µm continuous-wave 
modulation laser absorption spectrometer system for CO2 sensing,” Applied Optics, 50, pp. 
1560-1569, 2011. 
6. S. Kameyama, M. Imaki, Y. Hirano, S. Ueno, S. Kawakami, D. Sakaizawa, T. Kimura, and 
M. Nakajima, “Feasibility study on 1.6 µm continuous-wave modulation laser absorption 
spectrometer system for measurement of global CO2 concentration from a satellite,” 
Applied Optics, 50, pp. 2055-2068, 2011. 
 
Other original paper 
1. S. Kameyama, H. Fukumoto, and S. Wadaka, “Study on ink ejection of print head using 
focused ultrasonic wave and nozzle, “ Journal of Acoustical Society of Japan, 60, pp. 53-60, 
2004. 
 
 145 
Invited papers 
1. S. Kameyama, M. Imaki, Y. Hirano, S. Ueno, D. Sakaizawa, S. Kawakami, and M. 
Nakajima, “Development of fiber-based CW modulation ground-based LAS system for CO2 
monitoring,” Proceedings of CLEO Pacific Rim, doi5292545, 2009. 
2. S. Kameyama, M. Imaki, Y. Hirano, S. Ueno, D. Sakaizawa, S. Kawakami, and M. 
Nakajima, “Development of ground-based 1.6 µm CW modulation ground-based LAS 
system for CO2 sensing,” Proceedings of 31th Annual Meeting of The Laser Society of 
Japan, pp. 137-138, 2011. 
3. S. Kameyama, M. Imaki, Y. Tamagawa, Y. Akino, A. Hirai, E. Ishimura, and Y. Hirano, “3D 
Imaging LADAR with linear array devices: laser, detector, and ROIC,” Proceedings of SPIE, 
7382, doi738209, 2009. 
4. S. Kameyama, M. Imaki, A. Hirai, H. Tsuji, N. Kotake, K. Asaka, and Y. Hirano, “Long 
range, real time, and high resolution 3-D Imaging LADAR,” Proceedings of SPIE, 8192, 
doi819205, 2011. 
 
Review papers 
1. S. Kameyama, T. Ando, T. Yanagisawa, H. Sakamaki, T. Wakayama, Y. Hirano, M. Furuta, 
M. Hagio, and Y. Fujii, “Measurement of wind using laser: coherent Doppler lidar for 
several applications,” Inspection Engineering, 9, pp. 25-29, 2004. 
2. S. Kameyama, T. Ando, K. Asaka, and Y. Hirano, “Fiber-based coherent lidar for wind 
sensing,” The Review of Laser Engineering, 38, pp. 765-769, 2010. 
3. S. Kameyama, M. Imaki, Y. Hirano, S. Ueno, S. Kawakami, and M. Nakajima, 
“Measurement of CO2 concentration using laser: compact CW modulation DIAL system 
for CO2 sensing,” Inspection Engineering, 14, pp. 59-64, 2009. 
4. S. Kameyama, M. Imaki, K. Asaka, and Y. Hirano, “Real-time laser 3D imager,” Optical 
and Electro-optical Engineering Contact,” 48, pp. 323-330, 2010. 
5. S. Kameyama, K. Misu, S. Wadaka, H. Tanaka, M. Koike, and S. Sugimoto, “Ultrasonic 
Test Instrument Using Guided Waves,” Journal of The Japanese Society for 
Non-destructive Inspection, 52, pp. 672-678, 2004. 
 
Text book 
1. S. Kameyama, T. Ando, K. Asaka, and Y. Hirano, “All-fiber coherent Doppler lidar system 
for wind sensing,” to be published in chapter 7 of Industrial Applications of Laser Remote 
Sensing, edited by T. Fukuchi and T. Shiina, Bentham e-book, 2011. 
 146 
Patents granted 
1. S. Kameyama, Y. Hirano, S. Wadaka, H. Tanaka, and W. Kise, “Apparatus for detecting 
turbulent layer,” U. S. Patent No. 6,505,508, 2003. 
2. S. Kameyama, Y. Hirano, K. Asaka, T. Ando, A. Okamura, T. Wakayama, and H. Sakamaki, 
“Laser radar apparatus,” U. S. Patent No. 7,209,222, 2007. 
3. S. Kameyama, and Y. Hirano, “Laser detection and ranging apparatus,” U. S. Patent No. 
7,274,437, 2007. 
4. S. Kameyama and Y. Hirano, “Differential absorption lidar apparatus having multiplexed 
light signals with two wavelengths in a predetermined beam size and beam shape,” U. S. 
Patent, No. 7,361,922, 2008. 
5. S. Kameyama, T. Kimura, and S. Wadaka, “Flaw detection apparatus,” JP Patent, No. 
3,406,511, 2003. 
6. S. Kameyama, T. Kimura, and S. Wadaka, “Flaw detection apparatus,” JP Patent, No. 
3,473,435, 2003. 
7. S. Kameyama, T. Kimura, and S. Wadaka, “Flaw detection apparatus,” JP Patent, No. 
3,630,393, 2004. 
8. S. Kameyama, T. Kimura, and S. Wadaka, “Flaw detection apparatus,” JP Patent, No. 
3,630,394, 2004. 
9. S. Kameyama, S. Wadaka, T. Kimura, and H. Fukumoto, “Ultrasonic focusing apparatus 
and ultrasonic liquid ejection apparatus,” JP Patent, No. 3,634,136, 2005. 
10. S. Kameyama, T. Kimura, K. Misu, and S. Wadaka, “Flaw detection Apparatus,” JP Patent, 
No. 3,638,248, 2005. 
11. S. Kameyama, T. Kimura, K. Yamamoto, and S. Wadaka, “Flaw detection Apparatus,” JP 
Patent, No. 3,639,145, 2005. 
12. S. Kameyama, T. Kimura, and S. Wadaka, “Flaw detection Apparatus,” JP Patent, No. 
3,639,160, 2005. 
13. S. Kameyama, Y. Hirano, S. Wadaka, H. Tanaka, and W. Kise, “Apparatus for detecting 
turbulent layer,” JP Patent, No. 3,647,696, 2005. 
14. S. Kameyama, T. Kimura, K. Misu, and S. Wadaka, “Ultrasonic flaw detection apparatus,” 
JP Patent, No. 3,668,936, 2005. 
15. S. Kameyama, K. Asaka, Y. Hirano, S. Wadaka, T. Fujisaka, “Radar apparatus and coherent 
integration method,” JP Patent, No. 3,672,847, 2005. 
16. S. Kameyama, T. Kimura, K. Misu, and S. Wadaka, “Ultrasonic flaw detection apparatus,” 
JP Patent, No. 3,704,070, 2005. 
 147 
17. S. Kameyama, T. Ando, K. Asaka, and Y. Hirano, “Laser Doppler radar apparatus,” JP 
Patent, No. 3,824,217, 2006. 
18. S. Kameyama, T. Ando, K. Asaka, and Y. Hirano, “Laser Doppler radar apparatus,” JP 
Patent, No. 3,872,082, 2006. 
19. S. Kameyama, Y. Hirano, K. Asaka, T. Ando, A. Okamura, T. Wakayama, and H. Sakamaki, 
“Laser radar apparatus,” JP Patent, No. 4,053,542, 2007. 
20. S. Kameyama and Y. Hirano, “Laser radar apparatus,” JP Patent, No. 4,107,603, 2008. 
21. S. Kameyama and K. Misu, “Ultrasonic flaw detection apparatus,” JP Patent, No. 
4,108,535, 2008. 
22. S. Kameyama and Y. Hirano, “Differential absorption lidar apparatus,” JP Patent, No. 
4,657,956, 2011. 
 
