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The language of our Boolean logic with relations is a Boolean language to which relation
symbols have been added. Such a language turns out to be a useful tool for describing re-
lational structures and algebraic structures. This paper introduces the concepts of Kripke
semantics and Boolean semantics for our language. It addresses the traditional issues of de-
cidability/complexity and axiomatization/completeness but it also defines the newconcepts
of weak canonicity and strong canonicity.
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1. Introduction
Generalizing the relations of proximity considered in [16], discrete proximity spaces and pointless proximity spaces are
a useful tool that have been considered recently within the context of region-based theories of spaces [1,2,8–12,19,20]. In
discrete proximity spaces, one considers a nonempty set S of elements called indivisible cells and a binary relation R on S
called adjacency relation. In this setting, regions in (S, R) are arbitrary subsets of S and the proximity relation δR between
two regions a and b is defined as follows: aδRb iff there exists a cell x in a and there exists a cell y in b such that xRy. From a
different perspective, in pointless proximity spaces, one considers a nondegenerate Boolean algebra A and a binary relation
R on A which satisfies axioms analogous to Efremovic’s axioms. In this setting, regions in (A, R) are arbitrary elements of A
and the proximity relation δR between two regions a and b is defined as follows: aδRb iff aRb.
In this paper, we generalize the discrete structures of the form (S, R) to relational structures 〈S, R〉 where R is a relation
on S of some arity or other. We also generalize the pointless structures of the form (A, R) to algebraic structures 〈A, R〉
where R is a relation on A of some arity or other. That is to say, the language of our Boolean logic with relations is a Boolean
language to which relation symbols have been added. Such a language turns out to be a useful tool for describing relational
structures and algebraic structures. In this paper, we introduce the concepts of Kripke semantics and Boolean semantics
for our language and addresses the traditional representation problem between the two semantics. Our search for solving
the representation problem is motivated by the desire to make the abstract elements of any given algebraic structure 〈A, R〉
more concrete by describing them as sets of cells in a relational structure 〈S, R〉.
In a number of disciplines of artificial intelligence and theoretical computer science, properties of artificial agents and
computer programs essentially amount to safety properties. Safety properties can be expressed by modal formulas of the
form [U](start ∧ φ → [](end → ψ)) (“if φ holds upon the start of an execution then if this execution terminates then
ψ holds upon termination”). In these formulas, [U] means “at all time points” and [] means “at every time point after the
reference point”. Moreover, φ and ψ denote respectively a precondition and a postcondition. In most cases, preconditions
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and postconditions contain nomodal operators. Thus, an obvious question is why do not we define languages of modal logic
in the form of a restricted rule like φ ::= [U](a1 → []a2) | ⊥ | ¬φ | (φ1 ∨ φ2)where a1 and a2 denote Boolean terms? In
some sense, our language can be seen as the fragment of the basic language of modal logic suggested by the above rule.
The section-by-section breakdown of this paper is as follows. Section 2 introduces the syntax of our Boolean logic with
relations. Two semantics for our language are given in Sections 3.1 and 3.2. The first semantics is based on the notion of
Kripke frame, whereas the second semantics is based on the notion of Boolean frame. Section 4 examines our language as
a tool for talking about Kripke frames and Boolean frames. It initiates the study of its correspondence theory. In Section 5,
we define the concept of a bisimulation andwe prove the Hennessy–Milner theorem. The decidability/complexity issue and
the axiomatization/completeness issue are addressed in Sections 6 and 7. In Section 8, the new concepts of weak canonicity
and strong canonicity are introduced. Section 9 suggests several open problems.We assume the reader is at homewith tools
and techniques in modal logic (bisimulation, canonical model, filtration, etc.). For more on these see [3].
2. Syntax
Wenow set up our Boolean logicwith relations as a language. LetR be a countably infinite set of relation symbols denoted
by capital Latin letters P, Q , etc., possibly with subscripts. Each P in R is assumed to be n-placed for some integer n ≥ 0
depending on P. To formalize the language LR, we need the following logical symbols: (1) symbols denoted by the letters
(and) (parentheses), (2) a symbol denoted by the letter , (comma), (3) a countably infinite set of Boolean variables denoted
by lower case Latin letters x, y, etc., possibly with subscripts, (4) Boolean functions 0,− and ∪, (5) a symbol denoted by the
letter ≡ and (6) Boolean connectives ⊥, ¬ and ∨. We assume that no relation symbol in R occurs in the above list. Certain
strings of logical symbols, called Boolean terms, will be denoted by lower case Latin letters a, b, etc., possiblywith subscripts.
They are defined by the following rule:
• a ::= x | 0 | −a | (a1 ∪ a2).
A Boolean term of the form x or −x is called a Boolean literal. The formulas of LR will be denoted by lower case Greek
letters φ,ψ , etc., possibly with subscripts. They are defined by the following rule:
• φ ::= P(a1, . . . , an) | (a1 ≡ a2) | ⊥ | ¬φ | (φ1 ∨ φ2).
Thus, the similarity type of the language LR is the structure τ = 〈R, ρ〉where ρ is an arity functionmapping the relation
symbols P of R to appropriate integers ρ(P) ≥ 0. In the above rule, note that we require that ρ(P) = n. Let (a1 ≡ a2)
denote ¬(a1 ≡ a2). We define the other constructs as usual. In particular: 1 is −0, (a1 ∩ a2) is −(−a1 ∪ −a2),  is ¬⊥,
(φ1 ∧ φ2) is ¬(¬φ1 ∨ ¬φ2), (φ1 → φ2) is (¬φ1 ∨ φ2) and (φ1 ↔ φ2) is ((φ1 → φ2) ∧ (φ2 → φ1)). Let us adopt the
standard rules for omission of the parentheses. We use φ(x1, . . . , xn) to denote a formula whose Boolean variables form a
subset of {x1, . . . , xn}. In this case, φ(a1, . . . , an) will denote the formula obtained from φ(x1, . . . , xn) by simultaneously
and uniformly substituting the Boolean terms a1, . . . , an for the Boolean variables x1, . . . , xn. For all sets  of formulas,
we use BV() to denote the set of all Boolean variables occurring in . Similarly, we use BV(a) to denote the set of all
Boolean variables occurring in the Boolean term a and we use BV(φ) to denote the set of all Boolean variables occurring in
the formula φ.
3. Semantics
This section gives the two semantics of our Boolean logic with relations.
3.1. Kripke semantics
A Kripke frame for LR is a structure F = 〈S, I〉 where S is a nonempty set and I is an interpretation function mapping
the relation symbols P of R to appropriate relations I(P) on S, i.e. I(P) is a ρ(P)-ary relation on S. A valuation on F is an
interpretation function V mapping the Boolean variables to subsets of S. We inductively define the interpretation function
V˜ mapping the Boolean terms to subsets of S as follows:
• V˜(x) = V(x),
• V˜(0) = ∅,
• V˜(−a) = S \ V˜(a),
• V˜(a1 ∪ a2) = V˜(a1) ∪ V˜(a2).
A Kripke model for LR is a structureM = 〈F, V〉where F = 〈S, I〉 is a Kripke frame for LR and V is a valuation on F . We
inductively define the notion of a formula φ being true in a Kripke modelM = 〈S, I, V〉, in symbolsM  φ, as follows:
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• M  P(a1, . . . , an) iff there exists s1 in V˜(a1), . . ., there exists sn in V˜(an) such that (s1, . . . , sn) ∈ I(P),• M  a1 ≡ a2 iff V˜(a1) = V˜(a2),• M  ⊥,
• M  ¬φ iffM  φ,
• M  φ1 ∨ φ2 iffM  φ1 orM  φ2.
It follows from this definition that M  a1 ≡ a2 iff V˜(a1) = V˜(a2). By means of the models M = 〈S, I, V〉 and
M′ = 〈S′, I′, V ′〉 defined as follows:
• S = {0},
• I(P) = ∅ for each relation symbol P ofR,
• V(p) = ∅ for each Boolean variable p,
• S′ = {0},
• I′(P) = ∅ for each relation symbol P ofR and
• V ′(p) = {0} for each Boolean variable p,
the reader may easily verify that, according to the Kripke semantics, ≡ cannot be eliminated from the language, seeing
that
• M | p ≡ 0 for each Boolean variable p,
• M′ | p ≡ 0 for each Boolean variable p and
• for all≡-free formulas φ,M | φ iffM′ | φ.
The following formulas are true in all Kripke models:
• P(a1, . . . , ai−1, ai, ai+1, . . . , an) → ai ≡ 0,• P(a1, . . . , ai−1, (a′i ∪ a′′i ), ai+1, . . . , an) ↔ (P(a1, . . . , ai−1, a′i, ai+1, . . . , an) ∨ P(a1, . . . , ai−1, a′′i , ai+1, . . . , an)).
A set  of formulas is said to be satisfiable in a Kripke frame F = 〈S, I〉, in symbols F sat , iff there exists a Kripke
modelM = 〈S, I, V〉 based onF such that all formulas in are true inM. We shall say that a set of formulas is satisfiable
in a class C of Kripke frames, in symbols C sat , iff is satisfiable in some Kripke frame in C. A formulaφ is said to be a valid
consequence of a set of formulas in a Kripke frameF = 〈S, I〉, in symbols F φ, iff for all KripkemodelsM = 〈S, I, V〉
based on F , if all formulas in  are true inM then φ is true inM. We shall say that a formula φ is a valid consequence of a
set  of formulas in a class C of Kripke frames, in symbols  C φ, iff φ is a valid consequence of  in all Kripke frames in
C. A set	 of formulas is said to be valid in a Kripke frame F = 〈S, I〉, in symbols F  	, iff for all formulas φ in	, ∅ F φ.
For all sets 	 of formulas, CK	 will denote the class of all Kripke frames on which 	 is valid.
Proposition 1. Let 	,  be sets of formulas and φ be a formula such that  CK	 φ. If BV() is finite then there exists a finite
subset ′ of  such that ′ CK	 φ.
Proof. Assume BV() is finite. Consequently, there exists finitely many logically different formulas in BV(). Hence, there
exists a finite subset ′ of  such that ′ CK	 φ. 
Proposition 2. Let C be a class of Kripke frames,  be a set of formulas and φ, ψ be formulas such that  ∪ {φ} C ψ . Then
 C φ → ψ .
Proof. The proposition directly follows from the definition ofC . 
3.2. Boolean semantics
A Boolean frame for LR is a structure F = 〈A, 0A,−A,∪A, I〉 where 〈A, 0A,−A,∪A〉 is a nondegenerate Boolean algebra
and I is an interpretation function mapping the relation symbols P of R to appropriate relations I(P) on A, i.e. I(P) is a
ρ(P)-ary relation on A. We will always assume that
• for all a1, . . . , ai−1, ai, ai+1, . . . , an in A, if (a1, . . . , ai−1, ai, ai+1, . . . , an) ∈ I(P) then ai = 0A,• for all a1, . . . , ai−1, a′i , a′′i , ai+1, . . . , an in A, (a1, . . . , ai−1, a′i ∪A a′′i , ai+1, . . . , an) ∈ I(P) iff (a1, . . . , ai−1, a′i,
ai+1, . . . , an) ∈ I(P) or (a1, . . . , ai−1, a′′i , ai+1, . . . , an) ∈ I(P).
A valuation on F is an interpretation function V mapping the Boolean variables to elements of A. We inductively define
the interpretation function V˜ mapping the Boolean terms to elements of A as follows:
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• V˜(x) = V(x),
• V˜(0) = 0A,• V˜(−a) = −AV˜(a),• V˜(a1 ∪ a2) = V˜(a1) ∪A V˜(a2).
A Boolean model for LR is a structureM = 〈F, V〉 where F = 〈A, 0A,−A,∪A, I〉 is a Boolean frame for LR and V is a
valuation on F . We inductively define the notion of a formula φ being true in a Boolean modelM = 〈A, 0A,−A,∪A, I, V〉,
in symbolsM  φ, as follows:
• M  P(a1, . . . , an) iff (V˜(a1), . . . , V˜(an)) ∈ I(P),• M  a1 ≡ a2 iff V˜(a1) = V˜(a2),• M  ⊥,
• M  ¬φ iffM  φ,
• M  φ1 ∨ φ2 iffM  φ1 orM  φ2.
It follows from this definition thatM  a1 ≡ a2 iff V˜(a1) = V˜(a2). By means of the modelsM = 〈A, 0A,−A,∪A, I, V〉
andM′ = 〈A′, 0A′ ,−A′ ,∪A′ , I′, V ′〉 defined as follows:
• A = {0, 1},
• I(P) = ∅ for each relation symbol P ofR,
• V(p) = 0 for each Boolean variable p,
• A′ = {0, 1},
• I′(P) = ∅ for each relation symbol P ofR and
• V ′(p) = 1 for each Boolean variable p,
the reader may easily verify that, according to the Boolean semantics, ≡ cannot be eliminated from the language, seeing
that
• M | p ≡ 0 for each Boolean variable p,
• M′ | p ≡ 0 for each Boolean variable p and
• for all≡-free formulas φ,M | φ iffM′ | φ.
Our Boolean models are similar to the proximity spaces studied by Naimpally and Warrack [16]. It has been recently
noticed that the theory of proximity spaces is very important to the region-based theory of space. See [1,2,8–12,19,20] for
details. A set  of formulas is said to be satisfiable in a Boolean frame F = 〈A, 0A,−A,∪A, I〉, in symbols F sat , iff there
exists a Boolean modelM = 〈A, 0A,−A,∪A, I, V〉 based on F such that all formulas in are true inM. We shall say that a
set of formulas is satisfiable in a class C of Boolean frames, in symbols C sat , iff is satisfiable in some Boolean frame in
C. A formula φ is said to be a valid consequence of a set of formulas in a Boolean frameF = 〈A, 0A,−A,∪A, I〉, in symbols
 F φ, iff for all Boolean modelsM = 〈A, 0A,−A,∪A, I, V〉 based on F , if all formulas in  are true inM then φ is true
inM. We shall say that a formula φ is a valid consequence of a set  of formulas in a class C of Boolean frames, in symbols
 C φ, iff φ is a valid consequence of in all Boolean frames in C. A set	 of formulas is said to be valid in a Boolean frame
F = 〈A, 0A,−A,∪A, I〉, in symbols F  	, iff for all formulas φ in	, ∅ F φ. For all sets	 of formulas, CB	 will denote the
class of all Boolean frames on which 	 is valid.
Proposition 3. Let 	,  be sets of formulas and φ be a formula such that  CB	 φ. If BV() is finite then there exists a finite
subset ′ of  such that ′ CB	 φ.
Proof. Assume BV() is finite. Consequently, there exists finitely many logically different formulas in BV(). Hence, there
exists a finite subset ′ of  such that ′ CB	 φ. 
Proposition 4. Let C be a class of Boolean frames,  be a set of formulas and φ, ψ be formulas such that  ∪ {φ} C ψ . Then
 C φ → ψ .
Proof. The proposition directly follows from the definition ofC . 
4. Correspondence
In this section, we examine our language as a tool for talking about Kripke frames and Boolean frames.
4.1. From Kripke frames to Boolean frames
Let F = 〈S, I〉 be a Kripke frame. The Boolean frame over F is the structure B(F) = 〈A′, 0A′ ,−A′ ,∪A′ , I′〉 defined as
follows:
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• 〈A′, 0A′ ,−A′ ,∪A′ 〉 is the Boolean algebra of all subsets of S,• I′ is the interpretation function mapping the relation symbols P of R to appropriate relations I′(P) on A′ such that
I′(P) = {(a′1, . . . , a′n) : there exists s1 in a′1, . . ., there exists sn in a′n such that (s1, . . . , sn) ∈ I(P)}.
Remark that B(F) is a Boolean frame.
Proposition 5. Let F = 〈S, I〉 be a Kripke frame and B(F) = 〈A′, 0A′ ,−A′ ,∪A′ , I′〉 be the Boolean frame over F . Let V be a
valuation on F and V ′ be the valuation on B(F) such that for all Boolean variables x, V ′(x) = V(x). Then
• for all Boolean terms a, V˜ ′(a) = V˜(a),
• for all formulas φ, 〈B(F), V ′〉  φ iff 〈F, V〉  φ.
Proof. By induction on a, the reader may easily verify that V˜ ′(a) = V˜(a) and by induction on φ, the reader may easily verify
that 〈B(F), V ′〉  φ iff 〈F, V〉  φ. 
4.2. From Boolean frames to Kripke frames
Let F = 〈A, 0A,−A,∪A, I〉 be a Boolean frame. The Kripke frame over F is the structure K(F) = 〈S′, I′〉 defined as
follows:
• S′ is the set Uf (A) of all ultrafilters of 〈A, 0A,−A,∪A〉,• I′ is the interpretation function mapping the relation symbols P of R to appropriate relations I′(P) on S′ such that
I′(P) = {(U1, . . . ,Un) : for all a1 in U1, . . ., for all an in Un, (a1, . . . , an) ∈ I(P)}.
Remark that K(F) is a Kripke frame.
Proposition 6. Let F = 〈A, 0A,−A,∪A, I〉 be a Boolean frame and K(F) = 〈S′, I′〉 be the Kripke frame over F . Let V be a
valuation on F and V ′ be the valuation on K(F) such that for all Boolean variables x, V ′(x) = {U : V(x) ∈ U}. Then
• for all Boolean terms a, V˜ ′(a) = {U : V˜(a) ∈ U},
• for all formulas φ, 〈K(F), V ′〉  φ iff 〈F, V〉  φ.
Proof. By induction on a, the readermay easily verify that V˜ ′(a) = V˜(a). By induction onφ, let us verify that 〈K(F), V ′〉  φ
iff 〈F, V〉  φ. We only consider the base case P(a1, . . . , an).
Assume 〈K(F), V ′〉  P(a1, . . . , an). The reader may easily verify that 〈F, V〉  P(a1, . . . , an).
Assume 〈F, V〉  P(a1, . . . , an). Consequently, (V˜(a1), . . . , V˜(an)) ∈ I(P). Let U′1 = {b1 : V˜(a1) ≤A b1}, . . . ,U′n ={bn : V˜(an) ≤A bn}. The reader may easily verify that U′1, . . . ,U′2 are proper filters of 〈A, 0A,−A,∪A〉 such that V˜(a1) ∈
U′1, . . . , V˜(an) ∈ U′n and for all b1 in U′1, . . ., for all bn in U′n, (b1, . . . , bn) ∈ I(P). By Zorn’s lemma, the reader may define
U1, . . . ,Un in Uf (A) such that V˜(a1) ∈ U1, . . . , V˜(an) ∈ Un and for all b1 in U1, . . ., for all bn in Un, (b1, . . . , bn) ∈ I(P).
Hence, U1 ∈ V˜ ′(a1), . . . ,Un ∈ V˜ ′(an) and (U1, . . . ,Un) ∈ I′(P). Therefore, 〈K(F), V ′〉  P(a1, . . . , an). 
4.3. Kripke frames and Boolean frames
We now shall consider more closely the ways in which Kripke frames and Boolean frames are alike.
Proposition 7. Let F = 〈S, I〉 be a Kripke frame, B(F) = 〈A′, 0A′ ,−A′ ,∪A′ , I′〉 be the Boolean frame over F and K(B(F)) =〈S′′, I′′〉 be the Kripke frame over B(F). Then F is isomorphic to K(B(F)).
Proof. Let f be the function taking elements of S to elements of S′′ as follows: f (s) = {a : s ∈ a}. The reader may easily
verify that f is an isomorphism from F to K(B(F)). 
Proposition 8. Let F = 〈A, 0A,−A,∪A, I〉 be a Boolean frame, K(F) = 〈S′, I′〉 be the Kripke frame over F and B(K(F)) =〈A′′, 0A′′ ,−A′′ ,∪A′′ , I′′〉 be the Boolean frame over K(F). Then F is isomorphic to a subframe of B(K(F)).
Proof. Let f be the function taking elements of A to elements of A′′ as follows: f (a) = {U : a ∈ U}. The reader may easily
verify that f is an injective homomorphism from F to B(K(F)).
The following is a list of properties of a binary relation symbol P that are interpreted over Kripke frames F = 〈S, I〉:
1. For all s in S, (s, s) ∈ I(P).
2. For all s1, s2 in S, if (s1, s2) ∈ I(P) then (s2, s1) ∈ I(P).
3. For all s1, s2 in S, if for some s3 in S, (s1, s3) ∈ I(P) and (s3, s2) ∈ I(P) then (s1, s2) ∈ I(P).
4. There exists s1, s2 in S such that (s1, s2) ∈ I(P).
5. For all s1 in S, there exists s2 in S such that (s1, s2) ∈ I(P).
6. For all s2 in S, there exists s1 in S such that (s1, s2) ∈ I(P).
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7. For all s1, s2 in S, (s1, s2) ∈ I(P) iff s1 = s2.
8. For all s1, s2 in S, (s1, s2) ∈ I(P).
9. For all s1, s2 in S, for some integer n ≥ 0 and for some t0, . . . , tn in S, t0 = s1, tn = s2 and for every integer i ≥ 0, if
1 ≤ i ≤ n then (ti−1, ti) ∈ I(P).
The following is a list of properties of a binary relation symbol P that are interpreted over Boolean frames F =
〈A, 0A,−A,∪A, I〉:
1. For all a in A, if a = 0A then (a, a) ∈ I(P).
2. For all a1, a2 in A, if (a1, a2) ∈ I(P) then (a2, a1) ∈ I(P).
3. For all a1, a2 in A, if for every a3 in A, (a1, a3) ∈ I(P) or (−Aa3, a2) ∈ I(P) then (a1, a2) ∈ I(P).
4. (1A, 1A) ∈ I(P).
5. For all a1 in A, if a1 = 0A then (a1, 1A) ∈ I(P).
6. For all a2 in A, if a2 = 0A then (1A, a2) ∈ I(P).
7. For all a1, a2 in A, (a1, a2) ∈ I(P) iff a1 ∩A a2 = 0A.
8. For all a1, a2 in A, if a1 = 0A and a2 = 0A then (a1, a2) ∈ I(P).
9. For all a in A, if a = 0A and−Aa = 0A then (a,−Aa) ∈ I(P). 
Proposition 9. Let F = 〈S, I〉 be a Kripke frame and B(F) = 〈A′, 0A′ ,−A′ ,∪A′ , I′〉 be the Boolean frame over F . Then for all
integers i ≥ 0, if 1 ≤ i ≤ 9 then F satisfies the ith Kripke property iff B(F) satisfies the ith Boolean property.
Proof. We illustrate with the case of the 3rd property.
Assume F satisfies the 3rd Kripke property. Consequently, for all s1, s2 in S, if for some s3 in S, (s1, s3) ∈ I(P) and
(s3, s2) ∈ I(P) then (s1, s2) ∈ I(P). For the sake of the contradiction, assume B(F) does not satisfy the 3rd Boolean property.
Hence, there exists a1, a2 in A
′ such that for every a3 in A′, (a1, a3) ∈ I′(P) or (−A′a3, a2) ∈ I′(P) and (a1, a2) ∈ I′(P). Let
a = {s : for all s1 in a1, (s1, s) ∈ I(P)}. The reader may easily verify that (a1, a) ∈ I′(P). Therefore, (−A′a, a2) ∈ I′(P).
Thus, there exists s in −A′a and there exists s2 in a2 such that (s, s2) ∈ I(P). Consequently, there exists s1 in a1 such that
(s1, s) ∈ I(P). Hence, (s1, s2) ∈ I(P). Therefore, (a1, a2) ∈ I′(P): a contradiction.
Assume B(F) satisfies the 3rd Boolean property. Consequently, for all a1, a2 in A′, if for every a3 in A′, (a1, a3) ∈ I′(P)
or (−A′a3, a2) ∈ I′(P) then (a1, a2) ∈ I′(P). For the sake of the contradiction, assume F does not satisfy the 3rd Kripke
property. Hence, there exists s1, s2 in S such that for some s3 in S, (s1, s3) ∈ I(P) and (s3, s2) ∈ I(P) and (s1, s2) ∈ I(P). Let
a1 = {s1} and a2 = {s2}. The reader may easily verify that for every a in A′, (a1, a) ∈ I′(P) or (−A′a, a2) ∈ I′(P). Therefore,
(a1, a2) ∈ I′(P). Thus, (s1, s2) ∈ I(P): a contradiction. 
Proposition 10. Let F = 〈A, 0A,−A,∪A, I〉 be a Boolean frame and K(F) = 〈S′, I′〉 be the Kripke frame over F . Then for all
integers i ≥ 0, if 1 ≤ i ≤ 9 then F satisfies the ith Boolean property iff K(F) satisfies the ith Kripke property.
Proof. We illustrate with the case of the 3rd property.
Assume F satisfies the 3rd Boolean property. Consequently, for all a1, a2 in A, if for every a3 in A, (a1, a3) ∈ I(P) or
(−Aa3, a2) ∈ I(P) then (a1, a2) ∈ I(P). For the sake of the contradiction, assume K(F) does not satisfy the 3rd Kripke
property. Hence, there exists U1, U2 in S
′ such that for some U3 in S′, (U1,U3) ∈ I′(P) and (U3,U2) ∈ I′(P) and (U1,U2) ∈
I′(P). The reader may easily verify that there exists a1 in U1 and there exists a2 in U2 such that (a1, a2) ∈ I(P). Therefore, for
some a in A, (a1, a) ∈ I(P) and (−Aa, a2) ∈ I(P). Now, we have to consider two cases: a ∈ U3 or −Aa ∈ U3. In the former
case, (U1,U3) ∈ I′(P): a contradiction. In the latter case, (U3,U2) ∈ I′(P): a contradiction.
Assume K(F) satisfies the 3rd Kripke property. Consequently, for all U1, U2 in S′, if for some U3 in S′, (U1,U3) ∈ I′(P)
and (U3,U2) ∈ I′(P) then (U1,U2) ∈ I′(P). For the sake of the contradiction, assume F does not satisfy the 3rd Boolean
property. Hence, there exists a1, a2 in A such that for every a3 in A, (a1, a3) ∈ I(P) or (−Aa3, a2) ∈ I(P) and (a1, a2) ∈ I(P).
Let U′ = {b : there exists b′, b′′ in A such that (a1, b′) ∈ I(P), (−Ab′′, a2) ∈ I(P) and b = −Ab′ ∩A b′′}. The readermay easily
verify thatU′ is aproperfilter of 〈A, 0A,−A,∪A〉 such that for everyb inU′, (a1, b) ∈ I(P)and (b, a2) ∈ I(P). ByZorn’s lemma,
the reader may define U in Uf (A) such that for every b in U, (a1, b) ∈ I(P) and (b, a2) ∈ I(P). Let U′1 = {b1 : a1 ≤A b1} and
U′2 = {b2 : a2 ≤A b2}. The reader may easily verify that U′1 and U′2 are proper filters of 〈A, 0A,−A,∪A〉 such that a1 ∈ U′1,
a2 ∈ U′2 and for all b1 in U′1 and for all b2 in U′2, for every b in U, (b1, b) ∈ I(P) and (b, b2) ∈ I(P). By Zorn’s lemma, the
reader may define U1 and U2 in Uf (A) such that a1 ∈ U1, a2 ∈ U2 and for all b1 in U1 and for all b2 in U2, for every b in
U, (b1, b) ∈ I(P) and (b, b2) ∈ I(P). Therefore, (U1,U) ∈ I′(P) and (U,U2) ∈ I′(P). Thus, (U1,U2) ∈ I′(P). Consequently,
(a1, a2) ∈ I(P): a contradiction. 
5. Bisimulation
In this section, we define the concept of a bisimulation and we prove the Hennessy–Milner theorem. LetM = 〈S, I, V〉
andM′ = 〈S′, I′, V ′〉 be Kripkemodels. A bisimulation betweenM andM′ is a binary relation Z between S and S′ such that
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• for all s in S, there exists s′ in S′ such that sZs′,
• for all s′ in S′, there exists s in S such that sZs′,
• for all s1, . . . , sn in S, if (s1, . . . , sn) ∈ I(P) then there exists s′1, . . . , s′n in S′ such that s1Zs′1, . . . , snZs′n and (s′1, . . . , s′n) ∈
I′(P),
• for all s′1, . . . , s′n in S′, if (s′1, . . . , s′n) ∈ I′(P) then there exists s1, . . . , sn in S such that s1Zs′1, . . . , snZs′n and (s1, . . . , sn) ∈
I(P),
• for all s in S and for all s′ in S′, if sZs′ then for all Boolean variables x, s is in V(x) iff s′ is in V ′(x).
If there exists a bisimulation betweenM andM′ then we say thatM andM′ are bisimilar.
Proposition 11. LetM = 〈S, I, V〉 andM′ = 〈S′, I′, V ′〉 be Kripke models and Z be a bisimulation betweenM andM′. Then
• for all Boolean terms a, for all s in S and for all s′ in S′, if sZs′ then s is in V˜(a) iff s′ is in V˜ ′(a),
• for all formulas φ,M  φ iffM′  φ.
Proof. By induction on a, the reader may easily verify that for all s in S and for all s′ in S′, if sZs′ then s is in V˜(a) iff s′ is in
V˜ ′(a) and by induction on φ, the reader may easily verify thatM  φ iffM′  φ. 
Proposition 12 (Hennessy–Milner theorem). LetM = 〈S, I, V〉 andM′ = 〈S′, I′, V ′〉 be finite Kripkemodels. If for all formulas
φ,M  φ iffM′  φ thenM andM′ are bisimilar.
Proof. Assume for all formulas φ,M  φ iffM′  φ. Let us show that the binary relation Z between S and S′ defined as
follows:
• sZs′ iff for all Boolean variables x, s is in V(x) iff s′ is in V ′(x),
is a bisimulation betweenM andM′.
Let s in S. Let a1, a2, . . ., be a list of the set of all Boolean terms a such that s is in V˜(a). Hence, for all integers i ≥ 0, if
1 ≤ i then s is in V˜(a1 ∩ · · · ∩ ai). Therefore, for all integers i ≥ 0, if 1 ≤ i thenM′ | a1 ∩ · · · ∩ ai ≡ 0. Consequently, for
all integers i ≥ 0, if 1 ≤ i then there exists s′i in V˜ ′(a1 ∩ . . . ∩ ai). Since S′ is finite, then there exists s′ in S′ such that for all
integers i ≥ 0, if 1 ≤ i then s′ is in V˜ ′(a1 ∩ . . . ∩ ai). As the reader is asked to check, sZs′.
The second condition of bisimulations may be checked in a similar way.
Let s1, . . . , sn in S be such that (s1, . . . , sn) ∈ I(P). Let a1,1, a1,2, . . ., be a list of the set of all Boolean terms a1 such that
s1 is in V˜(a1), . . . , an,1, an,2, . . ., be a list of the set of all Boolean terms an such that sn is in V˜(an). Hence, for all integers
i ≥ 0, if 1 ≤ i then s1 is in V˜(a1,1 ∩ · · · ∩ a1,i), . . . , sn is in V˜(an,1 ∩ · · · ∩ an,i). Therefore, for all integers i ≥ 0, if 1 ≤ i
thenM′ | P(a1,1 ∩ · · · ∩ a1,i, . . . , an,1 ∩ · · · ∩ an,i). Consequently, for all integers i ≥ 0, if 1 ≤ i then there exists s′1,i
in V˜ ′(a1,1 ∩ · · · ∩ a1,i), . . ., there exists s′n,i in V˜ ′(an,1 ∩ · · · ∩ an,i) such that (s′1,i, . . . , s′n,i) ∈ I′(P). Since S′ is finite, then
there exists s′1 in S′ such that for all integers i ≥ 0, if 1 ≤ i then s′1 is in V˜ ′(a1,1 ∩ · · · ∩ a1,i), . . ., there exists s′n in S′ such
that for all integers i ≥ 0, if 1 ≤ i then s′n is in V˜ ′(an,1 ∩ · · · ∩ an,i) and (s′1, . . . , s′n) ∈ I′(P). As the reader is asked to check,
s1Zs
′
1, . . . , snZs
′
n.
The fourth condition of bisimulations may be checked in a similar way.
The fifth condition of bisimulations is immediate. 
6. Decidability/complexity
This section addresses the decidability/complexity issue of our Boolean logic with relations.
6.1. Lower bound
Let	 be a set of formulas. In this section, we investigate the decidability/complexity of the following decision problem:
• Input: A finite set  of formulas.
• Output: Determine whether CK	 sat .
Proposition 13. If CK	 is nonempty then the above decision problem is NP-hard.
Proof. Assume CK	 is nonempty. The reader may easily verify that for all Boolean terms a, a is a consistent Boolean term
of Boolean logic iff CK	 sat {a ≡ 0}. Since the consistency of Boolean terms of Boolean logic is NP-hard [18], then the above
decision problem is NP-hard. 
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6.2. Kripke filtration
Let  be a finite set of formulas. Given a Kripke frame F = 〈S, I〉 and a valuation V on F , let ≡. be the equivalence
relation on S defined as follows:
• s ≡. t iff for all Boolean variables x in BV(), s ∈ V(x) iff t ∈ V(x).
By induction on the Boolean term a, the reader may easily verify that if BV(a) ⊆ BV() then for all s, t in S, if s ≡. t
then s ∈ V˜(a) iff t ∈ V˜(a). Remark that the function f from the set {|s|≡. : s ∈ S} of all equivalence classes of elements of S
modulo ≡. to 2BV() such that f (|s|≡.) = {x : s ∈ V(x)} is injective. Consequently, Card({|s|≡. : s ∈ S}) ≤ 2Card(BV()).
Let F. = 〈S., I.〉 be the structure defined as follows:
• S. is the set {|s|≡. : s ∈ S} of all equivalence classes of elements of S modulo≡.,• I. is the interpretation function mapping the relation symbols P of R to appropriate relations I.(P) on S. such that
I.(P) = {(|s1|≡. , . . . , |sn|≡.) : there exists t1 in |s1|≡. , . . ., there exists tn in |sn|≡. such that (t1, . . . , tn) ∈ I(P)}.
Remark that F. is a Kripke frame. Let V. be the valuation on F. defined as follows:
• V. is the interpretation function mapping the Boolean variables in BV() to subsets of S. such that V.(x) = {|s|≡. :
s ∈ V(x)}.
F. and V. are called the Kripke filtration of F and V through .
Proposition 14
• for all Boolean terms a, if BV(a) ⊆ BV() then V˜.(a) = {|s|≡. : s ∈ V˜(a)},• for all formulas φ, if BV(φ) ⊆ BV() then 〈F., V.〉  φ iff 〈F, V〉  φ.
Moreover, if F ∈ CK	 then F. ∈ CK	.
Proof. By induction on the Boolean term a, the reader may easily verify that if BV(a) ⊆ BV() then V˜.(a) = {|s|≡. :
s ∈ V˜(a)} and by induction on the formula φ, the reader may easily verify that if BV(φ) ⊆ BV() then 〈F., V.〉  φ iff
〈F, V〉  φ. Hence, to prove the proposition, it suffices to demonstrate that if F ∈ CK	 then F. ∈ CK	. For the sake of the
contradiction, assume F ∈ CK	 and F. ∈ CK	. Therefore,	 is valid on F and	 is not valid on F.. Validity of	 on F implies
that for all formulas φ(x1, . . . , xn) in 	 and for all Boolean terms a1, . . . , an, if BV(a1) ⊆ BV(), . . . , BV(an) ⊆ BV()
then 〈F., V.〉  φ(a1, . . . , an). Non-validity of 	 on F. implies that there exists a formula φ(x1, . . . , xn) in 	 and
there exists a valuation V ′ on F. such that 〈F., V ′〉  φ(x1, . . . , xn). For all integers i ≥ 0, if 1 ≤ i ≤ n then let
ai = ⋃{b(s) : s ∈ V ′(xi)} where b(s) = ⋂{x : x ∈ BV() and s ∈ V ′(x)} ∩ ⋂{−x : x ∈ BV() and s ∈ V ′(x)}.
The reader may easily verify that BV(a1) ⊆ BV(), . . . , BV(an) ⊆ BV(). Thus, 〈F., V.〉  φ(a1, . . . , an). Remark that
V˜.(a1) = V ′(x1), . . . , V˜.(an) = V ′(xn). Consequently, 〈F., V ′〉  φ(x1, . . . , xn): a contradiction. 
6.3. Boolean filtration
Let  be a finite set of formulas. Given a Boolean frame F = 〈A, 0A,−A,∪A, I〉 and a valuation V on F , let ≡. be the
equivalence relation on Uf (A) defined as follows:
• U ≡. V iff for all Boolean variables x in BV(), V(x) ∈ U iff V(x) ∈ V .
By induction on the Boolean term a, the reader may easily verify that if BV(a) ⊆ BV() then for all U, V in Uf (A), if
U ≡. V then V˜(a) ∈ U iff V˜(a) ∈ V . Remark that the function f from the set {|U|≡. : U ∈ Uf (A)} of all equivalence
classes of elements of Uf (A) modulo ≡. to 2BV() such that f (|U|≡.) = {x : V(x) ∈ U} is injective. Consequently,
Card({|U|≡. : U ∈ Uf (A)}) ≤ 2Card(BV()). Let F. = 〈A., 0.A ,−.A ,∪.A , I.〉 be the structure defined as follows:
• A. is the Boolean algebra of all subsets of {|U|≡. : U ∈ Uf (A)} of all equivalence classes of elements of Uf (A)
modulo≡.,
• I. is the interpretation function mapping the relation symbols P of R to appropriate relations I.(P) on A. such that
I.(P) = {(a.1 , . . . , a.n ) : there exists |U1|≡. in a.1 , . . ., there exists |Un|≡. in a.n such that for all a1 in U1, . . ., for all an
in Un, (a1, . . . , an) ∈ I(P)}.
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Remark that F. is a Boolean frame. Let V. be the valuation on F. defined as follows:
• V. is the interpretation functionmapping the Boolean variables in BV() to elements of A. such that V.(x) = {|U|≡. :
V(x) ∈ U}.
F. and V. are called the Boolean filtration of F and V through .
Proposition 15
• for all Boolean terms a, if BV(a) ⊆ BV() then V˜.(a) = {|U|≡. : V˜(a) ∈ U},• for all formulas φ, if BV(φ) ⊆ BV() then 〈F., V.〉  φ iff 〈F, V〉  φ.
Moreover, if F ∈ CB	 then F. ∈ CB	.
Proof. By induction on the Boolean term a, the reader may easily verify that if BV(a) ⊆ BV() then V˜.(a) = {|U|≡. :
V˜(a) ∈ U} and by induction on the formula φ, the reader may easily verify that if BV(φ) ⊆ BV() then 〈F., V.〉  φ iff
〈F, V〉  φ. Hence, to prove the proposition, it suffices to demonstrate that if F ∈ CB	 then F. ∈ CB	. For the sake of the
contradiction, assume F ∈ CB	 and F. ∈ CB	. Therefore,	 is valid on F and	 is not valid on F.. Validity of	 on F implies
that for all formulas φ(x1, . . . , xn) in 	 and for all Boolean terms a1, . . . , an, if BV(a1) ⊆ BV(), . . . , BV(an) ⊆ BV()
then 〈F., V.〉  φ(a1, . . . , an). Non-validity of 	 on F. implies that there exists a formula φ(x1, . . . , xn) in 	 and
there exists a valuation V ′ on F. such that 〈F., V ′〉  φ(x1, . . . , xn). For all integers i ≥ 0, if 1 ≤ i ≤ n then let
ai = ⋃{b(U) : V ′(xi) ∈ U} where b(U) = ⋂{x : x ∈ BV() and V ′(x) ∈ U} ∩ ⋂{−x : x ∈ BV() and V ′(x) ∈ U}.
The reader may easily verify that BV(a1) ⊆ BV(), . . . , BV(an) ⊆ BV(). Thus, 〈F., V.〉  φ(a1, . . . , an). Remark that
V˜.(a1) = V ′(x1), . . . , V˜.(an) = V ′(xn). Consequently, 〈F., V ′〉  φ(x1, . . . , xn): a contradiction. 
6.4. Upper bound
Proposition 16. If 	 is finite then the decision problem considered in Section 6.1 is in 2EXPTIME. Moreover, if the membership
problem in CK	 is in NP then the decision problem considered in Section 6.1 is in NEXPTIME.
Proof. Assume 	 is finite. It suffices to prove the existence of an algorithm in 2EXPTIME that solves the decision problem
considered in Section 6.1. Let us consider the following deterministic algorithm:
1. For all Kripke frames F = 〈S, I〉 such that Card(S) ≤ 2Card(BV()), do
(a) Check whether F ∈ CK	.
(b) Check whether  is satisfiable in F .
2. If one of these double checks returns (accept, accept) then return accept else return reject.
Obviously, the above deterministic algorithm can be executed in double exponential time. Moreover, assume that the
membership problem in CK	 is in NP. It suffices to prove the existence of an algorithm in NEXPTIME that solves the decision
problem considered in Section 6.1. Let us consider the following nondeterministic algorithm:
1. Choose a Kripke frame F = 〈S, I〉 such that Card(S) ≤ 2Card(BV()).
2. Check whether F ∈ CK	.
3. Check whether  is satisfiable in F .
Obviously, the above nondeterministic algorithm can be executed in exponential time. 
7. Axiomatization/completeness
This section addresses the axiomatization/completeness issue of our Boolean logic with relations.
7.1. Axiomatization
To make all the above notions into a formal system, we need axioms and rules of inference. Let 	 be a set of formulas.
The axioms for L	 are divided into seven groups:
1. Sentential axioms: Every formula which can be obtained from a tautology of propositional classical logic by simulta-
neously and uniformly substituting formulas for the sentence symbols it contains is an axiom for L	.
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2. Identity axioms: For all Boolean terms a, a1, a2, a3, the formulas• a ≡ a,
• a1 ≡ a2 → a2 ≡ a1,• a1 ≡ a3 ∧ a3 ≡ a2 → a1 ≡ a2,
are axioms for L	.
3. Congruence axioms: For all Boolean terms a, a1, a2, b, b1, b2, the formulas• a ≡ b → −a ≡ −b,
• a1 ≡ b1 ∧ a2 ≡ b2 → a1 ∪ a2 ≡ b1 ∪ b2,
are axioms for L	.
4. Boolean axioms: For all Boolean terms a, b, if a and b are equivalent Boolean terms of Boolean logic then the formula
• a ≡ b,
is an axiom for L	.
5. Nondegenerate axiom: The formula
• 0 ≡ 1,
is an axiom for L	.
6. Proximity axioms: If ρ(P) = n then for all integers i ≥ 0, if 1 ≤ i ≤ n then for all Boolean terms a1, . . . , ai−1, ai, a′i ,
a′′i ai+1, . . . , an, the formulas• P(a1, . . . , ai−1, ai, ai+1, . . . , an) → ai ≡ 0,• ai ≡ a′i ∪ a′′i → (P(a1, . . . , ai−1, ai, ai+1, . . . , an) ↔ P(a1, . . . , ai−1, a′i, ai+1, . . . , an) ∨ P(a1, . . . , ai−1, a′′i ,
ai+1, . . . , an)),
are axioms for L	.
7. 	-axioms: Every formula which can be obtained from a formula of 	 by simultaneously and uniformly substituting
Boolean terms for the Boolean variables it contains is an axiom for L	.
There is one rule of inference for L	:
• Modus ponens: From φ and φ → ψ , inferψ .
Now, consider a set of formulas. A formula φ is said to be L	-deducible from, in symbols L	 φ, iff there exists a
list φ1, . . . , φk of formulas such that φk = φ and for all integers i ≥ 0, if 1 ≤ i ≤ k then either φi is an axiom for L	, or φi
belongs to, orφi is inferred from earlier formulas in the list bymodus ponens. The listφ1, . . . , φk is called aL	-deduction
ofφ from. We shall say that isL	-consistent iff there exists a formulaφ such that L	 φ. is said to beL	-maximal
iff  is L	-consistent and for all L	-consistent sets ′ of formulas, if  ⊆ ′ then  = ′. We shall say that a formula φ
is L	-deducible, in symbols L	 φ, iff ∅ L	 φ.
Proposition 17. Let be a set of formulas and φ be a formula such that L	 φ. Then there exists a finite subset′ of such
that ′ L	 φ.
Proof. The proposition directly follows from the definition of L	 . 
Proposition 18. Let  be a set of formulas and φ, ψ be formulas such that  ∪ {φ} L	 ψ . Then  L	 φ → ψ .
Proof. The proof can be obtained from that given in [15] for the propositional classical logic. 
Proposition 19. Let  be a set of formulas and φ be a formula such that  L	 φ. Then  CK	 φ.
Proof. By induction on the length of a L	-deduction of φ from , the reader may easily verify that  CK	 φ. 
Proposition 20. Let  be a set of formulas and φ be a formula such that  L	 φ. Then  CB	 φ.
Proof. By induction on the length of a L	-deduction of φ from , the reader may easily verify that  CB	 φ. 
To end this section, we present some useful results.
Proposition 21. Let  be a set of formulas and φ be a formula such that  L	 φ. Then  ∪ {¬φ} is L	-consistent.
Proof. For the sake of the contradiction, assume  ∪ {¬φ} is not L	-consistent. Consequently,  ∪ {¬φ} L	 φ. By
Proposition 18,  L	 ¬φ → φ. Hence,  L	 φ: a contradiction. 
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Proposition 22. Let be a set of formulas such that is L	-consistent. Then there exists a L	-maximal set′ of formulas such
that  ⊆ ′.
Proof. The proof can be obtained from that given in [6] for the propositional classical logic. 
7.2. Canonical Kripke model
Let be a L	-maximal set of formulas. The canonical Kripke frame defined by is the structure F = 〈S, I〉 defined
as follows:
• S is the set of all maximal sets s of Boolean terms of Boolean logic such that for all Boolean terms a in s, a ≡ 0 ∈ ,• I is the interpretation function mapping the relation symbols P of R to appropriate relations I(P) on S such that
I(P) = {(s1, . . . , sn) : for all Boolean terms a1 in s1, . . ., for all Boolean terms an in sn, P(a1, . . . , an) ∈ }.
Remark that F is a Kripke frame. The canonical valuation defined by  is the valuation V on F defined as follows:
• V is the interpretation function mapping the Boolean variables to subsets of S such that V(x) = {s : x ∈ s}.
Proposition 23
• for all Boolean terms a, V˜(a) = {s : a ∈ s},• for all formulas φ, 〈F, V〉  φ iff φ ∈ .
Proof. By induction on the Boolean term a, the reader may easily verify that V˜(a) = {s : a ∈ s}. By induction on the
formula φ, let us verify that 〈F, V〉  φ iff φ ∈ . We only consider the base case P(a1, . . . , an).
Assume 〈F, V〉  P(a1, . . . , an). The reader may easily verify that P(a1, . . . , an) ∈ .
Assume P(a1, . . . , an) ∈ . Let s′1 = {a1}, . . . , s′n = {an}. The readermay easily verify that s′1, . . . , s′n are consistent sets
of Boolean terms of Boolean logic such that a1 ∈ s′1, . . . , an ∈ s′n and for all Boolean terms b1 in s′1, . . ., for all Boolean terms
bn in s
′
n, P(b1, . . . , bn) ∈ . By Zorn’s lemma, the reader may define maximal sets s1, . . . , sn of Boolean terms of Boolean
logic such that a1 ∈ s1, . . . , an ∈ sn and for all Boolean terms b1 in s1, . . ., for all Boolean terms bn in sn, P(b1, . . . , bn) ∈ .
Consequently, s1 ∈ V˜(a1), . . . , sn ∈ V˜(an) and (s1, . . . , sn) ∈ I(P). Hence, 〈F, V〉  P(a1, . . . , an). 
7.3. Completeness with respect to the Kripke semantics
Proposition 24. Let  be a set of formulas and φ be a formula such that  CK	 φ. If BV() is finite then  L	 φ.
Proof. For the sake of the contradiction, assume BV() is finite and  L	 φ. By Proposition 21,  ∪ {¬φ} is L	-
consistent. By Proposition 22, there exists a L	-maximal set ′ of formulas such that  ∪ {¬φ} ⊆ ′. Remark that
for all formulas ψ(x1, . . . , xn) in 	 and for all Boolean terms a1, . . . , an, ψ(a1, . . . , an) ∈ ′. Let F′ = 〈S′ , I′ 〉 be
the canonical Kripke frame defined by ′ and V′ be the canonical valuation defined by ′. By Proposition 23, for all
Boolean terms a, V˜′(a) = {s : a ∈ s} and for all formulas ψ , 〈F′ , V′ 〉  ψ iff ψ ∈ ′. Let F.′ and V.′ be the
Kripke filtration of F′ and V′ through  ∪ {¬φ}. By Proposition 14, for all formulas ψ in  ∪ {¬φ}, 〈F.′ , V.′ 〉  ψ .
Consequently, to prove the proposition, it suffices to demonstrate that F.
′ ∈ CK	. For the sake of the contradiction, assume
F.
′ ∈ CK	. Hence, 	 is not valid on F.′ . By Proposition 14, for all formulas ψ(x1, . . . , xn) in 	 and for all Boolean terms
a1, . . . , an, if BV(a1) ⊆ BV( ∪ {¬φ}), . . . , BV(an) ⊆ BV( ∪ {¬φ}) then 〈F.′ , V.′ 〉  ψ(a1, . . . , an). Non-validity
of 	 on F.




′〉  ψ(x1, . . . , xn). For all integers i ≥ 0, if 1 ≤ i ≤ n then let ai = ⋃{b(s) : s ∈ V ′(xi)} where b(s) =⋂{x : x ∈ BV( ∪ {¬φ}) and s ∈ V ′(x)} ∩ ⋂{−x : x ∈ BV( ∪ {¬φ}) and s ∈ V ′(x)}. The reader may easily
verify that BV(a1) ⊆ BV( ∪ {¬φ}), . . . , BV(an) ⊆ BV( ∪ {¬φ}). Therefore, 〈F.′ , V.′ 〉  ψ(a1, . . . , an). Remark that
V˜.
′(a1) = V ′(x1), . . . , V˜.′(an) = V ′(xn). Thus, 〈F.′ , V ′〉  ψ(x1, . . . , xn): a contradiction. 
7.4. Canonical Boolean model
Let be aL	-maximal set of formulas. The canonical Boolean frame defined by is the structureF = 〈A, 0A ,−A ,∪A , I〉 defined as follows:
• 〈A, 0A ,−A ,∪A 〉 is the Boolean algebra of all equivalence classes of Boolean terms modulo ≡ ,• I is the interpretation function mapping the relation symbols P of R to appropriate relations I(P) on A such that
I(P) = {(|a1|≡ , . . . , |an|≡ ) : P(a1, . . . , an) ∈ },
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where≡ is the equivalence relation on the set of all Boolean terms defined as follows:
• a1 ≡ a2 iff a1 ≡ a2 ∈ .
Remark that F is a Boolean frame. The canonical valuation defined by  is the valuation V on F defined as follows:
• V is the interpretation function mapping the Boolean variables to elements of A such that V(x) = |x|≡ .
Proposition 25
• for all Boolean terms a, V˜(a) = |a|≡ ,• for all formulas φ, 〈F, V〉  φ iff φ ∈ .
Proof. By induction on the Boolean term a, the readermay easily verify that V˜(a) = |a|≡ and by induction on the formula
φ, the reader may easily verify that 〈F, V〉  φ iff φ ∈ . 
7.5. Completeness with respect to the Boolean semantics
Proposition 26. Let  be a set of formulas and φ be a formula such that  CB	 φ. If BV() is finite then  L	 φ.
Proof. For the sake of the contradiction, assume BV() is finite and L	 φ. By Proposition 21,∪{¬φ} isL	-consistent.
By Proposition 22, there exists a L	-maximal set ′ of formulas such that  ∪ {¬φ} ⊆ ′. Remark that for all formulas
ψ(x1, . . . , xn) in 	 and for all Boolean terms a1, . . . , an, ψ(a1, . . . , an) ∈ ′. Let F′ = 〈A′ , 0A′ ,−A′ ,∪A′ , I′ 〉 be
the canonical Boolean frame defined by ′ and V′ be the canonical valuation defined defined by ′. By Proposition 25,
for all Boolean terms a, V˜′(a) = |a|≡′ and for all formulas ψ , 〈F′ , V′ 〉  ψ iff ψ ∈ ′. Let F.′ and V.′ be the
Boolean filtration of F′ and V′ through  ∪ {¬φ}. By Proposition 15, for all formulas ψ in  ∪ {¬φ}, 〈F.′ , V.′ 〉 
ψ . Consequently, to prove the proposition, it suffices to demonstrate that F.
′ ∈ CB	. For the sake of the contradiction,
assume F.
′ ∈ CB	. Hence, 	 is not valid on F.′ . By Proposition 15, for all formulas ψ(x1, . . . , xn) in 	 and for all Boolean
terms a1, . . . , an, if BV(a1) ⊆ BV( ∪ {¬φ}), . . . , BV(an) ⊆ BV( ∪ {¬φ}) then 〈F.′ , V.′ 〉  ψ(a1, . . . , an). Non-
validity of 	 on F′ implies that there exists a formula ψ(x1, . . . , xn) in 	 and there exists a valuation V ′ on F′ such
that 〈F′ , V ′〉  ψ(x1, . . . , xn). For all integers i ≥ 0, if 1 ≤ i ≤ n then let ai = ⋃{b(s) : s ∈ V ′(xi)} where
b(s) = ⋂{x : x ∈ BV( ∪ {¬φ}) and s ∈ V ′(x)} ∩ ⋂{−x : x ∈ BV( ∪ {¬φ}) and s ∈ V ′(x)}. The reader may easily
verify that BV(a1) ⊆ BV( ∪ {¬φ}), . . . , BV(an) ⊆ BV( ∪ {¬φ}). Therefore, 〈F′ , V′ 〉  ψ(a1, . . . , an). Remark that
V˜′(a1) = V ′(x1), . . . , V˜′(an) = V ′(xn). Thus, 〈F′ , V ′〉  ψ(x1, . . . , xn): a contradiction. 
7.6. Completeness with respect to a finite Kripke semantics
Let x1, x2, . . ., be a list of the set of all Boolean variables. If s is a maximal set of Boolean terms of Boolean logic then we
use (si)1≤i to denote the list of Boolean literals defined as follows:
• For all integers i ≥ 0, if 1 ≤ i then if xi ∈ s then si = xi else si = −xi.
The reader may easily verify that for all L	-maximal sets  of formulas, the canonical Kripke frame F = 〈S, I〉
associated to can be defined in such a way that S is the set of all lists (s
i)1≤i of Boolean literals defined as above and such
that for all integers i ≥ 0, if 1 ≤ i then s1 ∩ · · · ∩ si ≡ 0 ∈  and I is the interpretation function mapping the relation
symbol P to the appropriate relation I(P) on S such that I(P) = {((si1)1≤i, . . . , (sin)1≤i) : for all integers i ≥ 0, if 1 ≤ i
then P(s11 ∩ · · · ∩ si1, . . . , s1n ∩ · · · ∩ sin) ∈ }. Now, for all integers k ≥ 0, if 1 ≤ k then let F,k = 〈S,k, I,k〉 be the
structure associated to  and defined by k as follows:
• S,k is the set of all finite lists (si)1≤i≤k of Boolean literals defined as above and such that s1 ∩ · · · ∩ sk ≡ 0 ∈ ,• I,k is the interpretation function mapping the relation symbol P to the appropriate relation I,k(P) on S,k such that
I,k(P) = {((si1)1≤i≤k, . . . , (sin)1≤i≤k) : P(s11 ∩ · · · ∩ sk1, . . . , s1n ∩ · · · ∩ skn) ∈ }.
Remark that F,k is a finite Kripke frame. Let V,k be a valuation on F,k such that for all integers i ≥ 0, if 1 ≤ i ≤ k
then V,k(xi) = {(si)1≤i≤k : si = xi}.
Proposition 27
• for all Boolean terms a, if BV(a) ⊆ {x1, . . . , xk} then˜V,k(a) = {(si)1≤i≤k : s1 ∩ · · · ∩ sk is in the disjunctive normal form
of a with respect to {x1, . . . , xk}},• for all formulas φ, if BV(φ) ⊆ {x1, . . . , xk} then 〈F,k, V,k〉  φ iff φ ∈ .
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Proof. By induction on the Boolean term a, the reader may easily verify that if BV(a) ⊆ {x1, . . . , xk} then˜V,k(a) =
{(si)1≤i≤k : s1∩· · ·∩ sk is in the disjunctive normal form of awith respect to {x1, . . . , xk}} and by induction on the formula
φ, the reader may easily verify that if BV(φ) ⊆ {x1, . . . , xk} then 〈F,k, V,k〉  φ iff φ ∈ .
Cc	 will denote the class of all finite Kripke frames F,k associated to a L	-maximal sets  of formulas and defined by
an integer k ≥ 0 such that 1 ≤ k as above. 
Proposition 28. Let  be a set of formulas and φ be a formula such that  L	 φ. Then  Cc	 φ.
Proof. By Proposition 17, there exists a finite subset ′ of  such that ′ L	 φ. By Proposition 18, ∅ L	
∧
′ → φ.
For the sake of the contradiction, assume ∅ Cc	
∧
′ → φ. Hence, there exists a L	-maximal sets  of formulas and
there exists an integer k ≥ 0 such that 1 ≤ k and ∅ F,k
∧
′ → φ. Thus, there exists a Kripke model M,k =
〈S,k, I,k, V〉 based on F,k such thatM,k  ∧′ → φ. Let l ≥ 0 be an integer such that 1 ≤ l and BV(∧′ →
φ) ⊆ {x1, . . . , xl}. For all integers i ≥ 0, if 1 ≤ i ≤ l then let ai = ⋃{s1 ∩ · · · ∩ sk : (si)1≤i≤k ∈ V(xi)}. Remark
that V,k(a1) = V(x1), . . . , V,k(al) = V(xl). Consequently, 〈S,k, I,k, V,k〉  ∧′(a1, . . . , al) → φ(a1, . . . , al). By
Proposition 27,
∧
′(a1, . . . , al) → φ(a1, . . . , al) ∈ . It follows that ∅ L	
∧
′(a1, . . . , al) → φ(a1, . . . , al). Hence,∅ L	
∧
′ → φ: a contradiction. 
Proposition 29. Let  be a set of formulas and φ be a formula such that  Cc	 φ. If BV() is finite then  L	 φ.
Proof. For the sake of the contradiction, assume BV() is finite and L	 φ. By Proposition 21,∪{¬φ} isL	-consistent.
By Proposition 22, there exists a L	-maximal set ′ of formulas such that  ∪ {¬φ} ⊆ ′. Let k ≥ 0 be an integer such
that 1 ≤ k and BV( ∪ {¬φ}) ⊆ {x1, . . . , xk}. By Proposition 27, for all formulas ψ in  ∪ {¬φ}, 〈F′,k, V′,k〉  ψ .
Consequently,  F′,k φ. Hence,  Cc	 φ: a contradiction. 
7.7. Coherence
Let	 be a set of formulas. We shall say that	 is coherent iff L	 ⊥. L	 is said to be coherent iff	 is coherent. Let	(0)
be the set of formulas obtained from 	 by simultaneously and uniformly substituting the Boolean term 0 for the Boolean
variables occurring in 	.
Proposition 30. 	 is coherent iff 	(0) is coherent.
Proof. The proposition directly follows from the definition of L	 and the definition of L	(0) . 
Proposition 31. 	(0) is coherent iff there exists a Kripke frame F = 〈S, I〉 such that Card(S) = 1 and F sat 	(0).
Proof. Assume 	(0) is coherent. Hence, L	(0) ⊥. Thus, the set of all L	(0)-deducible formulas is L	(0)-consistent. By
Proposition 22, there exists aL	(0)-maximal set of formulas such that the set of allL	(0)-deducible formulas is contained
in . Let F = 〈S, I〉 be the canonical Kripke frame defined by  and V be the canonical valuation defined by . By
Proposition 23, for all formulas φ in 	(0), 〈F, V〉  φ. Let F. = 〈S., I.〉 and V. be the Kripke filtration of F and V
through ∅. Remark that Card(S.) = 1. By Proposition 14, for all formulas φ in	(0), 〈F., V.〉  φ. Therefore,F. sat 	(0).
Assume there exists a Kripke frame F = 〈S, I〉 such that Card(S) = 1 and F sat 	(0). The reader may easily verify that
	(0) is coherent. 
Now, we investigate the decidability/complexity of the following decision problem:
• Input: A finite set 	 of formulas.
• Output: Determine whether 	 is coherent.
Proposition 32. The above decision problem is in NP.
Proof. It suffices to prove the existence of an algorithm in NP that solves the above decision problem. Let us consider the
following nondeterministic algorithm:
1. Choose a Kripke frame F = 〈S, I〉 such that Card(S) = 1.
2. Check whether 	(0) is satisfiable in F .
The reader may easily verify that the above nondeterministic algorithm can be executed in polynomial time. 
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8. Canonicity
In this section, we introduce the concept of weak canonicity and the concept of strong canonicity. Let 	 be a set of
formulas. We shall say that the formal system L	 is weakly canonical iff there exists a L	-maximal set  of formulas
such that the canonical Kripke frame F = 〈S, I〉 defined by  is in CK	. L	 is said to be strongly canonical iff for all
L	-maximal sets  of formulas, the canonical Kripke frame F = 〈S, I〉 defined by  is in CK	.
Proposition 33. Let P be a binary relation symbol. If 	 is a subset of the set of formulas containing the following formulas:
• x ≡ 0 → P(x, x),
• P(x, y) → P(y, x),
• P(1, 1),
• x ≡ 0 → P(x, 1),
• y ≡ 0 → P(1, y),
• P(x, y) ↔ x ∩ y ≡ 0,
• x ≡ 0 ∧ y ≡ 0 → P(x, y),
then L	 is strongly canonical.
Proof. We illustrate with the case of the set {P(1, 1)}.
For the sake of the contradiction, assumeL{P(1,1)} is not strongly canonical. Consequently, there exists aL{P(1,1)}-maximal
set  of formulas such that the canonical Kripke frame F = 〈S, I〉 defined by  is not in CK{P(1,1)}. By Proposition 23,
〈F, V〉  P(1, 1). Hence, for all valuations V on F , 〈F, V〉  P(1, 1). Therefore, F ∈ CK{P(1,1)}: a contradiction. 
Proposition 34. Let P be a binary relation symbol. If 	 is the set of formulas containing the following formulas:
• x ≡ 0 → P(x, x),
• P(x, y) → P(y, x),
• x ≡ 0 ∧ −x ≡ 0 → P(x,−x),
then L	 is weakly canonical and not strongly canonical.
Proof. The reader may easily verify that for all Kripke frames F = 〈S, I〉, F  	 iff F satisfies the following properties:
• For all s in S, (s, s) ∈ I(P),
• For all s1, s2 in S, if (s1, s2) ∈ I(P) then (s2, s1) ∈ I(P),• For all s1, s2 in S, for some integer n ≥ 0 and for some t0, . . . , tn in S, t0 = s1, tn = s2 and for every integer i ≥ 0, if
1 ≤ i ≤ n then (ti−1, ti) ∈ I(P).
Let x1, x2, . . ., be a list of the set of all Boolean variables. If s is a maximal set of Boolean terms of Boolean logic then we use
(si)1≤i to denote the list of Boolean literals defined as follows:
• For all integers i ≥ 0, if 1 ≤ i then if xi ∈ s then si = xi else si = −xi.
The readermayeasily verify that for allL	-maximal sets of formulas, the canonical Kripke frameF = 〈S, I〉 associated
to  can be defined in such a way that S is the set of all maximal sets s of Boolean terms of Boolean logic such that for
all integers i ≥ 0, if 1 ≤ i then s1 ∩ · · · ∩ si ≡ 0 ∈  and I is the interpretation function mapping the binary relation
symbol P to the appropriate binary relation I(P) on S such that I(P) = {(s1, s2) : for all integers i ≥ 0, if 1 ≤ i then
P(s11 ∩ · · · ∩ si1, s12 ∩ · · · ∩ si2) ∈ }. For all maximal sets s1, s2 of Boolean terms of Boolean logic and for all integers i ≥ 0,
if 1 ≤ i then let disti(s1, s2) be the number of integers j ≥ 0 such that 1 ≤ j ≤ i and sj1 = sj2.
Let 1 = {s1 ∩ · · · ∩ si ≡ 0 : s is a maximal set of Boolean terms of Boolean logic and i ≥ 0 is an integer such that
1 ≤ i}∪{P(s11 ∩· · ·∩ si1, s12 ∩· · ·∩ si2) : s1 and s2 aremaximal sets of Boolean terms of Boolean logic and i ≥ 0 is an integer
such that 1 ≤ i}. The reader may easily verify that 1 is L	-consistent. By Proposition 22, there exists a L	-maximal set
′1 of formulas such that 1 ⊆ ′1. The reader may easily verify that the canonical Kripke frame F′1 = 〈S′1 , I′1〉 defined
by ′1 is in CK	.
Let 2 = {s1 ∩ · · · ∩ si ≡ 0 : s is a maximal set of Boolean terms of Boolean logic and i ≥ 0 is an integer such that
1 ≤ i} ∪ {P(s11 ∩ · · · ∩ si1, s12 ∩ · · · ∩ si2) : s1 and s2 are maximal sets of Boolean terms of Boolean logic and i ≥ 0 is an
integer such that 1 ≤ i and disti(s1, s2) ≤ 1} ∪ {¬P(s11 ∩ · · · ∩ si1, s12 ∩ · · · ∩ si2) : s1 and s2 are maximal sets of Boolean
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terms of Boolean logic and i ≥ 0 is an integer such that 1 ≤ i and disti(s1, s2) ≥ 2}. The reader may easily verify that 2 is
L	-consistent. By Proposition 22, there exists a L	-maximal set ′2 of formulas such that 2 ⊆ ′2. The reader may easily
verify that the canonical Kripke frame F′2 = 〈S′2 , I′2〉 defined by ′2 is not in CK	. 
9. Conclusion
Concerning decidability, we have proved in Section 6 that if 	 is finite then the satisfiability problem in CK	 is NP-hard
and in NEXPTIME if the membership problem in CK	 is in NP. In [2], we have proved that there exists finite sets	 of formulas
such that the satisfiability problem in CK	 is NP-complete and there exists finite sets	 of formulas such that the satisfiability
problem in CK	 is PSPACE-complete. Does there exist finite sets 	 of formulas such that the satisfiability problem in CK	 is
EXPTIME-complete? NEXPTIME-complete?
Concerning axiomatization, we have proved in Section 7 that if 	 is coherent then the axioms and rules considered in
Section 7.1 constitute a complete formal system L	. We have also proved that given a finite set	 of formulas, it is decidable
in nondeterministic polynomial time to determine whether 	 is coherent.
Concerning canonicity, we have proved in Section 8 that there exists weakly canonical and strongly canonical formal
systemsL	 and there existsweakly canonical and not strongly canonical formal systemsL	.We conjecture that all coherent
formal systems L	 are weakly canonical.
In the basic modal language, Goldblatt and Thomason [13] provided classes of modal formulas defining first-order or
second-order conditions on Kripke frames. A Goldblatt-Thomason theorem for our language is still to be obtained. In the
basicmodal language, Chagrov and Chagrova [4] proved that it is undecidablewhether a givenmodal formulaφ corresponds
to a first-order condition on Kripke frames. A Chagrova’s theorem for our language is still to be obtained.
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