Abstract. We consider a reaction-diffusion system where some components react and diffuse on the boundary of a region, while other components diffuse in the interior and react with those on the boundary through mass transport. We establish local well-posedness and global existence of solutions for these systems using classical potential theory and linear estimates for initial boundary value problems.
1. Introduction. The idea that reaction-diffusion phenomena is essential to the growth of living organisms seems quite intuitive. Indeed, it would be rather hard to envision how any organism could grow and operate without moving its constituents around and using them in various bio-chemical reactions [23] . For example, bacterial cytokinesis is one process which can be modeled by reaction-diffusion systems. During the bacterial cytokinesis process, a proteinaceous contractile ring assembles in the middle of the cell. The ring tethers to the membrane and contracts to form daughter cells; that is, the "cell divides". One mechanism that centers the ring involves the pole-to-pole oscillation of proteins Min C, Min D and Min E. Oscillations cause the average concentration of Min C, an inhibitor of the ring assembly, to be lowest at the midcell and highest near the poles [45] , [36] . This centering mechanism, relating molecular-level interactions to supra-molecular ring positioning can be modelled as a system of semilinear parabolic equations. The multi-dimensional version of the evolution of the Min concentrations can be described as a special case of the reaction-diffusion system u t = D∆u + H(u)
x ∈ Ω, 0 < t < T v t =D∆ M v + F (u, v) x ∈ M, 0 < t < T D ∂u ∂η = G(u, v) x ∈ M, 0 < t < T (1.1)
where Ω is a bounded domain in R n , n ≥ 2, with smooth boundary M, ∆ and ∆ M denote the Laplace and Laplace Beltrami operators, η is the unit outward normal vector to Ω at points on M , and D andD are k × k and m × m diagonal matrices with positive diagonal entries {d j } 1≤j≤k and {d i } 1≤i≤m respectively. F :
, and u 0 and v 0 are componentwise nonnegative smooth functions that satisfy the compatibility condition
For this model, Ω may represent the cell cytoplasm and M may represent its membrane. There are some components that are bound to the membrane, and other components that move freely in the cytoplasm. Also, the components on the membrane and cytoplasm react together on the membrane through mass action and boundary transport. In Section 7, we present two applications associated with (1.1), with one modeling the chemical reaction involving Min protiens for positioning of the ring, explained in [36] . We point out the study in [45] that also modeled these reactions. In general, system (1.1) is somewhat reminiscent of two component systems where both of the unknowns react and diffuse inside Ω, with various homogeneous boundary conditions and nonnegative initial data. In that setting, global well-possedness and uniform boundedness has been studied by many researchers, and we refer the interested reader to the excellent survey of Pierre [33] .
In the remainder of the introduction, we assume H = 0 and k = m = 1. A fundamental mathematical question concerning global existence for (1.1) asks, what conditions on F and G will guarantee that (1.1) has global solutions, and how are these conditions related to the results listed in [33] ? The focus of this paper is to give a partial answer to this question and to apply our results to (1.1) .
From a physical standpoint, it is natural to ask under what conditions the solutions of (1.1) are nonnegative, and the total mass is either conserved or reduced. It is also important to ask whether these conditions arise in problems similar to the above mentioned cell biology system. Conditions that are similar in spirit to those given in [28] , [19] and [33] result in nonnegative solutions for system (1.1). More precisely, (1.1) has nonnegative solutions for all choices of nonnegative initial data u 0 and v 0 if and only if F and G are quasi-positive. That is F (a, 0), G(0, a) ≥ 0 whenever a ≥ 0. Also, some control of total mass can be achieved by assuming there exists α > 0 such that Assumption (1.2) (discussed later), generalizes mass conservation by implying that total mass, Ω u(x, t) dx + M v(ζ, t) dσ, grows at most exponentially in time t. We suspect that the natural conditions, quasipositivity and conservation of mass, are not sufficient to obtain global existence in (1.1), and that it is possible to construct an example along the same lines as constructed in [34] . To this end, we impose a condition similar to Morgan's intermediate sums [30] and [31] . Namely, there exists a constant K g > 0 such that G(ζ, ν) ≤ K g (ζ + ν + 1) for all ν, ζ ≥ 0.
In addition, we adopt a natural assumption of polynomial growth, which has been considered in the context of chemical and biological modeling (see Horn and Jackson [21] ). That is, there exists l ∈ N and K f > 0 such that
l for all v ≥ 0, u ≥ 0.
In our analysis, we extend recent results of Huisken and Polden [35] , Polden [22] , and Sharples [24] associated with W 2,1 2 (M × (0, T )) results for solutions to linear Cauchy problems on a membrane. We also verify and make use of a remark of Brown [6] which states that if d > 0 and the Neumann data γ lies in L p (M × (0, T )) for p > n + 1, then the solution to ϕ t = d∆ϕ x ∈ Ω, 0 < t < T d ∂ϕ ∂η = γ x ∈ M, 0 < t < T (1.3)
is Hölder continuous on Ω × (0, T ). We provide the proof of this result in section 5 for completeness of our arguments. Note that the results of Amman [4] can be used to guarantee the local well posedness of (1.1) subject to appropriate conditions on initial data and on the functions F and G. However, those results do not provide the explicit estimates that are needed in our setting. Our approach keeps the analysis on comparatively simpler L p spaces.
Notations, Definitions and Preliminary
Estimates. Throughout this paper, n ≥ 2 and Ω is a bounded domain in R n with smooth boundary M (∂Ω) belonging to the class C 2+µ with µ > 0 such that Ω lies locally on one side of its boundary. η is the unit outward normal (from Ω) to M , and ∆ and ∆ M are the Laplace and the Laplace Beltrami operators, respectively. For more details, see Rosenberg [39] and Taylor [42] . In addition, m, k, n, i and j are positive integers, D andD are k × k and m × m diagonal matrices with positive diagonal entries {d j } 1≤j≤k and {d i } 1≤i≤m , respectively.
Basic Function Spaces.
Let B be a bounded domain on R m with smooth boundary such that B lies locally on one side of ∂B. We define all function spaces on B and B T = B×(0, T ). L q (B) is the Banach space consisting of all measurable functions on B that are q th (q ≥ 1) power summable on B. The norm is defined as
Measurability and summability are to be understood everywhere in the sense of Lebesgue. If p ≥ 1, then W 2 (B T ) as defined in [27] . We also introduce W l p (B), where l > 0 is not an integer, because initial data will be taken from these spaces. The space W l p (B) with nonintegral l, is a Banach space consisting of elements of W [l] p ([l] is the largest integer less than l) with the finite norm
p (∂B T ) spaces with non integral l also play an important role in the study of boundary value problems with nonhomogeneous boundary conditions, especially in the proof of exact estimates of their solutions. It is a Banach space when p ≥ 1, which is defined by means of parametrization of the surface ∂B. For a rigorous treatment of these spaces, we refer the reader to page 81 of Chapter 2 of [27] . 
is the Banach space of Hölder continuous functions u with the finite norm
is the set of all continuous functions u : B T → R n , and C 1,0 (B T , R n ) is the set of all continuous functions u :
is the set of all continuous functions u : B T → R n having continuous derivatives u xi , u xixj and u t in B T . Note that similar definitions can be given on B T . Moreover notations and definitions for Hölder and Sobolev Spaces on manifolds are similar to the ones used in the Handbook of Global analysis [25] . More developments on Sobolev spaces, Sobolev inequalities, and the notion of best constants may be found in [8] , [9] , [16] and [42] .
Preliminary
Estimates. For completeness of our arguments, we state the following results, which will help us obtain a priori estimates for the Cauchy problem on the manifold M , and prove the existence of solutions in W 2,1 p (M T ). Lemmas 2.1, 2.4 and 2.6 can be found on page 341, Chapter 4 in [27] , page 49 in [26] , and [16] respectively. Lemma 2.2 is stated as Lemma 3.3 in Chapter 2 of [27] .
Let B be a bounded domain in R m with smooth boundary ∂B belonging to the class C 2+µ with µ > 0 such that B lies locally on one side of the boundary ∂B. Let T > 0 and p > 1.
. Also, let the coefficient matrix (a i,j ) be symmetric and continuous on B T , and satisfy the uniform ellipticity condition. That is for some λ > 0 n i,j=1 a ij (x, t)ξ i ξ j ≥ λ|ξ| 2 for all (x, t) ∈ B T and for all ξ ∈ R n Finally, let the coefficients a i be continuous on B T . Consider the problem
, and in the case p > 3 2 , assume the compatibility condition of zero order, w 0 | ∂B = γ| t=0 . Then (2.1) has a unique solution w ∈ W p 2,1 (B T ), and there exists C > 0 depending on T, p and B, and independent of Θ, w 0 and γ such that
√ T }. Then there exists c 1 , c 2 > 0 depending on r, s, m, p and B such that
there exist constants c 3 , c 4 depending on r, s, m, p and B such that 
Lemma 2.6. Let M be a compact Riemannian manifold of dimension m ≥ 1 and p > m.
The following result is well known.
Lemma 2.7. Let ǫ > 0 and 1 < p < ∞. Then there exists C ǫ,p > 0 such that
Statements of Main Results. The primary concern of this work is the system
where D andD are k ×k and m×m diagonal matrices with positive diagonal entries, F = (F i ) :
p (M ) with p > n. Also, u 0 and v 0 satisfy the compatibility condition
Remark 1. Since p > n, u 0 and v 0 are Hölder continuous functions on Ω and M respectively (see [2] , [10] ). Definition 3.1. A function (u, v) is said to be a solution of (3.1) if and only if The purpose of this study is to give sufficient conditions guaranteeing that (3.1) has a global solution. The following Theorems comprise local and global existence of the solution. 
(V i,j 3) There exists l ∈ N and K f > 0 such that
is similar to the linear "intermediate sums" condition used by Morgan in [30] , [31] . (V i,j 1) helps control mass, and allows higher order nonlinearities in F , but requires cancellation of high-order positive terms by G. (V i,j 3) implies F is polynomially bounded above.
Remark 3. We will show that (V i,j 1) provides L 1 estimates for u j on Ω and M , and
and (V i,j 3) allow us to use L p estimates to obtain sup norm estimates on u j and v i . Theorem 3.3. Suppose F , G and H are locally Lipschitz, quasi positive, and u 0 , v 0 are componentwise nonnegative functions. Also, assume that for each 1 ≤ j ≤ k and 1 ≤ i ≤ m, there exists l i ∈ {1, ..., k} and k j ∈ {1, ..., m} so that both V i,li and V kj ,j are satisfied. Then In the process of obtaining our results, we will derive W 2,1 p (M T ) estimates of the Cauchy problem on M T , and Hölder estimates of the solution to the Neumann problem on Ω T . The Hölder estimates for the solution to the Neumann problem are given as a comment in Brown [6] . We give the statement as Theorem 3.6 below, and supply a proof in section 6. Letd, d > 0. Consider the systems
Theorem 3.5. If 1 < p < ∞ and T > 0, then there existsĈ p,T > 0 such that whenever
2), and
Theorem 3.6. Suppose p > n + 1 and
Then there exists C p,T > 0 independent of θ, γ and ϕ 0 and a unique weak solution ϕ ∈ V 1,
The proofs of Theorems 3.5 and 3.6 are given in sections 4 and 5. The remaining results are proved in section 6, and examples are given in section 7.
W

2,1 p
estimates for the Cauchy problem on a manifold. Let n ≥ 2 and M be a compact n − 1 dimensional Riemannian manifold without boundary. Consider (3.2) wherẽ
. Searching the literature, we surprisingly could not find W 2,1 p (M T ) estimates for the solutions to (3.2). Tracing through the work in this direction, we found that Huisken and Polden [22] and [35] , and J.J Sharples [24] give a result in the setting where p = 2. Using their W 
Where LL a , LW a and W W a are the Hilbert spaces formed by the completion of C ∞ (M ×[0, ∞)) in the corresponding norms, and [24] for the proof of the following result.
Then for sufficiently large a, the system (3.2) has a unique weak solution in W W 0 a .
Furthermore using a priori estimates in [24] , they showed that the solution belongs to W 2,1
a , and there exists C > 0 independent of Ψ 0 and f such that
Proof. See Lemma 4.3 in [24] .
The result below is an immediate consequence.
, and there exists C > 0 independent of Ψ 0 and f such that
We will use the W 2,1
p (M T ) a priori estimates for solutions to (3.2) for all p > 1. To obtain these estimates, we transform the Cauchy problem defined locally on M to a bounded domain on R n−1 and obtain the estimates over this bounded domain. Then we pull the resulting estimates back to the manifold. Repeating this process over every neighborhood on the manifold, and using compactness of the manifold, we get estimates over the entire manifold.
Let F be a subset of R + with following property:
p > 1 belongs to F if and only if there exists C p,T > 0 such that whenever
Note: From Corollary 4.3, 2 ∈ F . Also note that we can prove Theorem 3.5 by showing F = (1, ∞).
Since p ∈ F , there exists C p,T > 0 independent of Ψ 0 and f , and a unique
Let B(0, 1) be the open ball in R n−1 of radius 1 centered at the origin. Now, M is a C 2 manifold. Therefore, for each point ξ ∈ M there exists an open set V ξ of M containing ξ and a
the Laplace Beltrami operator (defined in [39] ), (3.2) takes the form
where g is the metric on M and g ij is the i, j th entry of the inverse of the matrix corresponding to metric g. That is, in the bounded region B(0, 1) × (0, T ), we have
where,
where C 1 , C 2 > 0 are independent of f . Now in order to estimate Φ x (1) p,QT , apply the change of variable
and using (4.1), we get
where C 2p,T > 0 is independent of f and Ψ 0 . At this point, we need an estimate on Φ q,QT .
where K p,T > 0 is independent of f and Ψ 0 .
Since g i,j are C 1 functions on the compact manifold M , a i,j and a i satisfy the hypothesis (bounded continuous function in Q T ) of Lemma 2.1. Therefore using Lemma 2.1,
where C q,T > 0 is independent of θ and ψΦ 0 . Combining (4.6) and (4.7) we get,
To get the estimate back on the manifold, apply the change of variable, Φ
q,φ(WT ) and using first mean value theorem of integration there existξ ∈ φ(W T ), andK p,T,ξ such that
So far, an estimate in one open neighborhood of some point ξ ∈ M is obtained. As one varies the point ξ on M , there exist corresponding open neighborhoods V ξ and a smooth diffemorphisms φ ξ : B(0, r)−→V ξ , which results in differentK p,T,ξ for every
By Lemma 2.4 and Theorem 4.12 in [2] 
, and proceeding similarly to Case 1, we get
where C q,M,T > 0 is independent of f , θ and ψΦ 0 . Hence [2, ∞) ⊂ F . 
Now, transform system (4.10) over a bounded region in R n−1 . Similar to the proof of Lemma 4.4, for each point ξ ∈ M there exists an open set V ξ of M containing ξ and a C 2 diffeomorphism
• φ ξ and using the Laplace Beltrami operator, (4.10) on B(0, 1) ⊂ U takes the form
Consequently, in a bounded region B(0, 1) × (0, T ) of the Euclidean space, we consider (4.11) in the nondivergence form defined in (4.3) for each Φ k , withf replaced byf k and Φ 0 by Φ 0k .
Taking 0 < 2r < 1, using a cut off function
, and w k = ψΦ k , we see that
Note that f k and Ψ 0k are smooth functions. Therefore Lemma 4.4 guarantees Φ k ∈ W 2,1
. Using Lemma 2.7 for ǫ > 0, there exists c ǫ > 0 such that
Here M 1 , M 2 > 0 are independent of f and Ψ 0 . At this point we need an estimate for Φ k p,QT . From Lemma 2.4 for 1 < p ≤ n < q there exists
Since p < pq q−p , from Hölder's inequality, ǫ and C ǫ get scaled toǫ > 0 and Cǫ > 0 (withǫ → 0 + as ǫ → 0 + ), and
From (4.12) and (4.13),
Recall g i,j are C 1 functions on the compact manifold M . Therefore a i,j and a i satisfy the hypothesis (bounded continuous function in Q T ) of Lemma 2.1. Using Lemma 2.
where C p,T is independent of θ and ψΦ 0 . Combining (4.12) and (4.14), we get
To get an estimate on the manifold, apply the change of variable, Φ k
p,φ(WT ) and using first mean value theorem of integration there existξ ∈ φ(W T ), andC p,T,ξ such that
So, an estimate in an open neighborhood of a point ξ ∈ M can be obtained. As one varies the point ξ on M , there exist corresponding open neighborhoods V ξ and a smooth diffemorphisms
Also, a simple calculation (see [46] ) gives
For this choice of ǫ, (4.17) gives the W
whereK p,T > 0 is independent of f k and Ψ 0k . It remains to show that the sequence {Ψ k } converges to a function Ψ in W 
, and Ψ k converges to Ψ ∈ W 2,1 p (M T ). Therefore Ψ solves (3.2), and (4.18) implies
Hence F = (1, ∞), and the proof of Theorem 3.5 is complete.
Hölder Estimates for the Neumann problem.
The following result is a restatement of Theorem 9.1 in chapter 4 of [27] .
2
(Ω T ) if and only if
We also need a notion of solution of (1.3) which was first introduced in the study of Dirichlet and Neumann problems for the Laplace operator in a bounded C 1 domain by Fabes, Jodeit and Rivier [11] . They used Calderon's result in [7] on L p continuity of Cauchy integral operators for C 1 curves. Further in [12] , Fabes and Riviere constructed solutions to the initial Neumann problem for the heat equation satisfying the zero initial condition in the form of a single layer heat potential, when densities belong to L p (M × (0, T )), 1 < p < ∞. We will consider the solution to (1.3) in the sense of one which is constructed in [12] .
The following result plays a crucial role for that construction of solution to make sense, and is proved in [12] .
Assume Ω is a C 1 domain and for Q ∈ M , η Q being the unit outward normal to M at Q. For 0 < ǫ < t set Without loss of generality we assume 0 < τ < T . Consider the difference
Lemmas 5.5, 5.6 and 5.7 provide estimates needed to prove ϕ is Hölder continuous. Throught the proofs we assume
. Therefore,
. Therefore, there exists K 1 > 0 depends on p, n and T such that
The proof of the following Lemma makes use of the Brown's corollary to Theorem 3.1 in [6] . This also provides a proof for the remark made in [6] after Lemma 3.4.
Proof. Using the Theorem 3.1 in [6] , we have 
Then by change of variable, there exists C, α > 0 such that
The result follows.
Lemma 5.7. Let p > n + 1, and suppose (x, T ),(y, τ ) ∈ Ω T . Then for 0 < a < 1 − n+1 p there exists K 3 > 0, depending on p, n, Ω and T , and independent of g ∈ L p (M × (0, T )) such that,
Proof. By hypothesis p > n + 1. Pick 0 < ǫ < n + 1 − np ′ and set N = n−1−ǫ 2
. Then there exists c > 0 such that w N · exp(−w) ≤ c · N for all w ≥ 0. Consequently,
Similarly, by change of variable there existC 3 , α > 0 such that
where K 3 > 0, depends on p, n, Ω and T , and independent of g ∈ L p (M × (0, T )).
Then the classical solution of (1.3) is Hölder continuous on Ω × (0,T ) with Hölder exponent 0 < a < 1 − n+1 p , and there existsK p > 0, depending on p, n, Ω and T , and independent of γ such that
Proof. We prove this proposition for d = 1. The extension to arbitrary d > 0 follows from a simple change of variables. LetΩ be an open subset of Ω with smooth boundary such that the closure ofΩ is contained in Ω. It is straightforward matter to apply cut-off functions and Theorem 9.1 in [27] to obtain an estimate for ϕ in W 2,1
p (Ω × (0, T )) embeds continuously into the space of Hölder continuous functions (see [27] ). As a result we have Hölder continuity of the solution to (1.3) away from M T . We want to extend this behavior to points near M T .
Pick points (x, T ), (y, τ ) ∈ Ω T . We know from Fabes and Riviere [12] that the solution of (1.3) is given by
, g(Q, t) = [I + J] −1 γ(Q, t) and J(g)(Q, t) = lim
for almost every Q ∈ M (for smooth manifold it is true for all Q), η Q being the unit outward normal to M at Q.
Where R and R c are given in Lemmas 5.6 and 5.7. Now using Lemma 5.5 for ǫ > 0 such that 
So,
Now we combine Hölder estimates and Theorem 9.1 in chapter 4 of [27] to get the existence of a Hölder continuous solution to system (3.3) for any finite time T > 0.
Proof of Theorem 3.6: Chapter 4, Theorem 5.1 in [27] implies (3.3) has the unique weak solution. In order to get Hölder estimates, we break (3.3) into two sub systems. To this end, consider
From Lemma 5.1 there exists a unique solution of (5.1) in W 2,1 p (Ω × (0, T )), and a constant C 1 (T, p) > 0 independent of θ and ϕ 0 such that
Using proposition 5.8, there exists C 2 (T, 0) > 0 independent of γ and ϕ 0 so that the unique weak solution to (5.2) satisfies,
. So, there exists C(T, p) > 0 independent of θ, γ and ϕ 0 such that
Remark 5. We will use these Hölder estimates to obtain sup norm estimates, and local existence results for (3.1).
6. Proof of Theorems 3.2 and 3.3.
Local Existence.
Theorem 6.1. Suppose F, G and H are Lipschitz. Then (3.1) has a unique global solution.
(Ω) such that they satisfy the compatibility condition
From Theorems 3.5 and 3.6, (6.2) possesses a unique weak solution (U,
where (U, V ) solves (6.2). We will see that S is continuous and compact. Let (u, v), (ũ,ṽ) ∈ X. Then
From Theorem 3.6, if p > n + 1 there exists K independent of H, G, F, u, v,ũ,ṽ such that
Using the boundedness of Ω and M , there existsK > 0 such that
Since, F, G, H are Lipschitz functions there existsM > 0 such that
Therefore S is continuous with respect to the sup norm. Moreover, for p > n+ 1, from Theorem 3.5, 3.6, and Lemma 2.6, there existsĈ(
Using (6.3), S maps bounded sets in X to precompact sets, and hence S is compact with respect to the sup norm. Now we show S has a fixed point. To this end, we show that the set A={(u, v) ∈ X : (u, v) = λS(u, v) for some 0 < λ ≤ 1} is bounded in X with respect to the sup norm. Let (u, v) ∈ A. Then there exists 0 < λ ≤ 1 such that (
From Theorem 3.6 and H, F and G being Lipschitz, there exists N > 0 such that (û,v) ∞ ≤ N , with N independent of λ, u and v. Since (u, v) ∞ ≤ (û,v) ∞ ≤ N , hence boundedness of the set is accomplished. Thus, applying Schaefer's theorem (see [10] ), we conclude S has a fixed point (U, V ). Further, (U + u 0 , V + v 0 ) is a solution of (3.1). Moreover, bootstrapping the regularity of this solution using well known estimates, we obtained a solution to (3.1) according to Definition 3.1. Finally, we show the solution of (3.1) is unique.
Taking the dot product of the v t −v t equation with (v −v), and the u t −û t equation with (u −û), and integrating over M and Ω respectively, yields , we have
Therefore, applying Gronwall's inequality, v =v and u =û. Hence system (3.1) has the unique global solution.
Proof of Theorem 3.2: Recall that u 0 ∈ W 2 p (Ω) and v 0 ∈ W 2 p (M ) with p > n, and u 0 , v 0 satisfies the compatibility condition for p > 3. From Sobolev imbedding (see [13] , [27] ), u 0 , v 0 are bounded functions. Therefore there existsr > 0 such that u 0 (·) ∞,Ω ≤r, v 0 (·) ∞,M ≤r.
For each r >r, we define cut off functions
such that φ r (z) = 1 for all |z| ≤ r, and φ r (z) = 0 for all |z| > 2r. Similarly ψ r (z, w) = 1 when |z| ≤ r and |w| ≤ r, and ψ r (z, w) = 0 when |z| > 2r, or |w| > 2r. In addition, we define H r = Hφ r , F r = F ψ r and G r = Gψ r . From construction, H r (z) = H(z), F r (z, w) = F (z, w) and G r (z, w) = G(z, w) when |z| ≤ r and |w| ≤ r. Also, there exists M r > 0 such that H r , G r and F r are Lipschitz functions with Lipschitz coefficient M r . Consider the "restricted" system
From Theorem 6.1, (6.5) has a unique global solution (u r , v r ). If u(·, t) ∞,Ω , v(·, t) ∞,M ≤ r for all t ≥ 0, then (u r , v r ) is a global solution to (3.1). If not, there exists T r > 0 such that
and for all τ > T r there exists t such that T r < t < τ , and x ∈ Ω and z ∈ M , such that |u r (x, t)| + |v r (z, t)| > r Note that T r is increasing with respect to r. Let T max = lim r→∞ T r . Now we define (u, v) as follows. Given 0 < t < T max , there exists r > 0 such that t < T r ≤ T max . For all x ∈ Ω, u(x, t) = u r (x, t), and for all x ∈ M , v(x, t) = v r (x, t). Furthermore (u, v) solves (3.1) with T = T max . Also, uniqueness of (u r , v r ) implies uniqueness of (u, v). It remains to show that the solution of (3.1) is maximal and if T max < ∞ then lim sup
Suppose T max < ∞ and set, lim sup
As a result, T 2L > T max , contradicting the construction of T 2L . Now we prove that under some extra assumptions that the solution to (3.1) is componentwise nonnegative. Consider the system
where u + = max(u, 0) and u − = − min(u, 0). 
Integrating (6.7) and (6.8) over M and Ω respectively, gives 1 2
Therefore, the solution (u, v) is componentwise nonnegative.
Corollary 6.3. Suppose F, G and H are locally Lipschitz, quasi positive functions, and u 0 , v 0 are componentwise nonnegative functions. Then the unique solution (u, v) of (3.1) is componentwise nonnegative.
Proof. From Theorem 3.2 and Proposition 6.2, there exists a unique, componentwise nonnegative and maximal solution (u, v) to (6.6). In fact (u, v) also solves (3.1). The result follows.
Bootstrapping Strategy.
The following system will play a central role in duality arguments. 
Proof. The result follows from Theorem 3.5 and the comparison principle. Proof. The result follows from Sobolev embedding and similar arguments of proof on page 342, section 9 of chapter 4 in [27] , and the comparison principle.
Remark 6. If p > n + 2 and κ 1 > 0, then ∇ϕ is Hölder continuous in x and t. See the Corollary after Theorem 9.1, (page 342) chapter 4 of [27] .
Moreover there exists c > 0 independent of Ψ and ϑ such that
Proof. See Theorem 5.3 in chapter 4 of [27] . 
In addition, when 2r + s < 2m
Proof. See Lemma 3.4 in chapter 2 of [27] . , κ 1 = 0 and ϕ satisfies system (6.1.2b), then ϕ is a Hölder continuous function in x and t. See the Corollary after Theorem 9.1, chapter 4 of [27] .
Remark 8. By Lemma 6.4, Lemma 6.5, Lemma 6.8, and Sobolev embedding, we have
, and there exists c > 0 independent of ϕ, Ψ such that
respectively. Moreover, if p > n there exists c > 0 independent of ϕ, Ψ such that
respectively. Lemma 6.10. Let 1 < p < n + 2 and 1 < q ≤ (n+1)p n+2−p . There exists a constantĈ > 0 depending on p, T − τ, M and n such that if ϕ ∈ W 2,1
Proof. It suffices to consider the case when ϕ is smooth in Ω × [τ, T ], as such functions are dense in W 2,1
everyξ ∈ M there exists ǫξ > 0, an open set V ⊂ R n containing 0, and a C 2+µ diffeomorphism Further, ∇(ψ −1 ) n (ξ) is nonzero and orthogonal to B(ξ, ǫξ) ∩ M at each ξ ∈ B(ξ, ǫξ) ∩ M . Without loss of generality, we assume the outward unit normal is given by
Now in order to transform
). Therefore from Lemma 6.7, there exists 0 < α < L and Kξ > 0, depending on Ω, n, p such that
where S α = E| xn=α × (τ, T ) and S xn = E| 0≤xn≤α × (τ, T ). Using the fundamental theorem of calculus,
Using (6.9),
Applying Hölder inequality,
. So using Lemma 6.7 we have
Now, M is a compact manifold. Therefore there exists set A = {P 1 , ..., P N } ⊂ M such that M ⊂ ∪ 1≤i≤N B(P i , ǫ Pi ). Let V i ,K i and α i be the open sets and constants respectively obtained above whenξ = P i . Then,
Therefore, for someĈ > 0, depending only upon p, τ, T, M and n, we get
The following Lemma plays a key role in bootstrapping L p estimates of solutions to (3.1).
Lemma 6.11. Assume the hypothesis of Corollary 6.3, and suppose (u, v) is the unique, maximal nonnegative solution to (3.1) and T max < ∞. If 1 ≤ j ≤ k and 1 ≤ i ≤ m, such that (V i,j 1) holds, then there exists K Tmax > 0 such that
Proof. For simplicity, take σ = 1 in (V i,j 1). Let 0 < T < T max , and consider the system
where α is given in (V i,j 1), d > 0, and ϕ T ∈ C 2+Υ (Ω) for some Υ > 0, is nonnegative and satisfies the compatibility condition 
where g is the metric on M and g i,j is ith row and jth column entry of the inverse of matrix associated to metric g.
To obtain estimates on boundary, we use (6.16) to obtain
that F j and G i are polynomially bounded above for each i and j. Let U and V solve
Here, d j andd i are the jth and ith column entry of diagonal matrix D andD respectively. Also, U 0 and V 0 satisfy the compatibility condition, are component-wise nonnegative functions, and 0, T max ) ). Using Theorem 3.6, the solution of (6.22) is sup norm bounded. Therefore, by the Maximum Principle [37] , the solution of (3.1) is bounded for finite time. Therefore Theorem 3.2 implies T max = ∞.
7. Examples and an Open Question. In this section we give some examples to support our theory. Example 1. As described in [45] , during bacterial cytokinesis, a proteinaceous contractile, called the Z ring assembles in the cell middle. The Z ring moves to the membrane and contracts, when triggered, to form two identical daughter cells. Positiong the Z ring in the middle of the cell involves two independent processes, referred to as Min system inhibition and nucleoid occlusion ( [40] , [41] Sun and Margolin 2001). In this example, we only discuss the Min system inhibits process. The Min system involves proteins MinC, MinD and MinE ( [38] Raskin and de Boer 1999). MinC inhibits Z ring assembly while the action of MinD and MinE serve to exclude MinC from the middle of cell region. This promotes the assembly of the Z ring at the middle of the cell. In [45] the authors considered the Min subsystem involving 6 chemical reactions and 5 components, under specific rates and parameters and performed a numerical investigation using a finite volume method on a one dimensional mathematical model. Here expressions of the form k α and σ β are positive constants. Note F, G and H are quasi positive functions. In the multidimensional setting, the concentration densities satisfy the reaction-diffusion system given by
Our local existence result holds for any number of finite components. Therefore, from Theorem 3.2, this system has a unique maximal componentwise nonnegative solution. In this example, if we take two specific components at a time, we are able to obtain L p estimates for each of the components. For that purpose we apply our results to (u 3 , v 2 ), u 2 and (u 1 , v 1 ). In order to prove global existence, we assume T max < ∞. Otherwise, we are done.
Consider (u 3 , v 2 ). It is easy to see that for j = 3 and i = 2, the hypothesis of Lemma 6.13 is satisfied, since G 3 + F 2 ≤ 0, G 3 is linearly bounded, and H 3 = 0. As a result, u 3 ∈ L p (Ω Tmax ) and v 2 ∈ L p (M Tmax ) for all p > 1. Using Theorem 3.6 and the comparison principle, u 2 is Hölder continuous on Ω Tmax for p > n + 1. Finally, consider (u 1 , v 1 ) . Clearly for j = 1 and i = 1, the hypothesis of Lemma 6.13 is satisfied, since G 1 + F 1 ≤ 0, G 1 is linearly bounded, and H 1 is bounded. Therefore, u 1 ∈ L p (Ω Tmax ) and v 1 ∈ L p (M Tmax ) for all p > 1.
We already have for all 1 ≤ i ≤ 2 and 1 ≤ j ≤ 3, (u j , v i ) ∈ L p (Ω Tmax ) × L p (M Tmax ) for all p ≥ 1. Therefore there existsp > 1 such that G j ∈ Lp(Ω Tmax ) for all p ≥p, and F i ∈ Lp(M Tmax ) for all p ≥p. Consequently from Theorem 3.6, the solution is bounded, which contradicts the conclusion of Theorem 3.2. As a result, the system has a global solution.
Example 2. Consider the model considered by Rätz and Röger [44] for signaling networks. They formulated a mathematical model that couples reaction-diffusion in the inner volume to a reaction-diffusion system on the membrane via a flux condition. More specifically, consider the system (3. Here k α , K α , g 0 , c max , b −6 are same positive constants as described in [44] . We note F, G and H are quasi positive functions. From Theorem 3.2, this system has a unique componentwise nonnegative maximal solution. In order to get global existence, we assume T max < ∞. In order to obtain L p estimates for each of the components, consider (u, v 2 ). It is easy to see that G + F 2 ≤ k 3 , H = 0, and G is linearly bounded above. So the hypothesis of Lemma 6.13 is satisfied. As a result, u ∈ L p (Ω Tmax ) and v 2 ∈ L p (M Tmax ) for all p > 1. Now v 1 , satisfies the hypothesis of Theorem 3.5. Therefore v 1 ∈ W 2,1 p (M Tmax ) for all p > 1. We already have for all 1 ≤ i ≤ 2, (u, v i ) ∈ L p (Ω Tmax ) × L p (M Tmax ) for all p ≥ 1. Therefore G ∈ L p (Ω Tmax ) for all p ≥ 1, and F i ∈ L p (M Tmax ) for all p ≥ 1. Consequently, from Theorem 3.6, the solution is bounded, which contradicts the conclusion of Theorem 3.2. As a result the system has a global solution. x ∈ M, 0 < t < T (7.1)
where u 0 and v 0 are nonnegative and smooth, and satisfy the compatibility condition. Clearly H(u) = 0, G(u, v) = u 2 v 2 and F (u, v) = −u 2 v 2 satisfy the hypothesis of Theorem 3.3 with F + G ≤ 0 and G(u, v) ≤ 0. Therefore (7.1) has a unique global componentwise nonnegative global solution. However, suppose we make a small change, and consider the system u t = ∆u x ∈ Ω, 0 < t < T
x ∈ M, 0 < t < T (7.2)
Then we can show there exists a unique maximal componentwise nonnegative solution. We can also obtain L 1 estimates for u and v. Furthermore, it is easy to see that v is uniformly bounded. But our theory cannot be used to determine whether (7.2) has a global solution, and this remains an open question. More generally, it is not known whether replacing G j in condition (V i,j 2) with F i will result in a theorem similar to Theorem 3.3.
