This paper presents an algorithm for solving a class of large scale nonlinear programming problem which is originally derived from the multi-stage stochastic convex nonlinear programming. Using the Lagrangian-dual method and the Moreau-Yosida regularization, the primal problem is neatly transformed into a smooth convex problem. By introducing a self-concordant barrier function, an approximate generalized Newton method is then designed to solve the problem. The algorithm is shown to be of superlinear convergence. Some numerical results are presented to demonstrate the viability of the proposed method.
Introduction
In this paper, we consider the following multi-stage stochastic convex nonlinear programming (MSSCNP):
ξ ∈ F 0 (ξ), ∀ξ ∈ S,
where the random vector ξ := (ξ 1 , . . . , ξ T ) comprises subvectors ξ t which are observed at stages t = 1, 2, . . . , T . In particular, we make the convention that ξ 1 is a deterministic vector for convenience. We refer to a sequence of realizations ξ := (ξ 1 , . . . , ξ T ) as a scenario if for each t ∈ {1, . . . , T }, the event ξ t will happen with a positive probability, given realizations ξ 1 , . . . , ξ t−1 . We refer to − → ξ t := (ξ 1 , . . . , ξ t ) as a subscenario. Let S denotes the set of all scenarios and assume that s, the cardinality of S, is finite. We associate with a scenario ξ a convex objective function f 0 (., ξ) and a convex feasible region F 0 (ξ). For each scenario ξ ∈ S and stage t = 1, . . . , T, the decision variable x are said to be nonanticipativity constraints, which reflect the fact that decision made at t-th stage can only depend on the observations made up to stage t. For simplicity, we denote
Let Ax = a represents the nonanticipativity constraints and m be the number of nonanticipativity constraints. Let n = sk, then A ∈ R m×n . In this paper, A is assumed to be of full row rank with m < n. Thus, the MSSCNP can be written as
where f, f i are smooth, convex on R n , i = 1, 2, · · · , θ. A ∈ R m×n , r(A) = m < n. It is known that the MSSCNP has been intensively studied over the past few years.
1,2,3,4 Some linearly convergent algorithms have been developed for solving the MSSCNP (see [4] for more details). However, at present there does not appear to exist any fast algorithms for solving (1.1) in the literature. Thus, it is of interest to investigate and develop some rapidly convergent algorithms for problem (1.2) .
Evidently F can also be denoted by {x ∈ R n | f i (x) ≤ 0, i ∈Î}. It is known that in the MSSCNP, f and F are separable into scenarios, while the nonanticipativity constraint Ax = a is not separable. Thus we first seek to relax the constraint Ax = a by using the Lagrangian-dual of problem (1.2) as follows:
where
It is easy to see that ζ is a convex function and a substantial obstacle in solving (1.3) is that function ζ is nondifferentiable. To overcome this nondifferentiability, we convert problem (1.3) into another convex problem by using the so-called Moreau 5 -Yosida 6 regularization of ζ: where
where M is an m × m symmetric positive definite matrix and ||w||
It is known that the set of minimizers of the problem (1.5) is exactly the set of minimizers of the problem (1.3) and η is continuously differentiable with the gradient
where p(u) denotes the unique solution of (1.6). We also know that g is globally Lipschitz continuous with modulus ||M ||. The following result is taken from ( [7] ):
Minimizing f and η are equivalent problems, in the sense that,
and that the following statements are equivalent:
For more properties of the Moreau-Yosida regularization, readers are referred to [7, 8] . In this paper, we take M = 1 λ I, λ > 0 in order to keep the separability of η. For the problem discussed in the present paper, there are some remarkable advantages for using the Moreau-Yosida regularization:
(a) The minimization in (1.6) is separable if ζ in (1.4) is separable. This is very important for solving large-scale problems. For instance, in multi-stage stochastic programming, the functions f and f i are separable in the following sense: x = (x I 1 ; . . . ; x I k ) where x I j is a subvector of x and f , f i , i = 1, 2, . . . , θ, can be divided into k groups, so that for i ∈ I j , the function f i depends only on the subvector x I j , i.e., f i (x) =f i (x I j ), and f can be written as f (x) = k i=1f 0i (x I i ), wherẽ f i ,f 0i are the corresponding functions under consideration. Thus, in this case, ζ can be derived separately. Thus, the problem (1.6) preserves the separability as well.
(b) Fukushima and Qi 8 have shown that the superlinear convergence can be guaranteed by using approximate solutions of the problem (1.6) to construct search directions for minimizing η. While finding an exact solution for a nonsmooth function ζ is difficult, the computation of an approximate solution is not difficult in general. We can for example, consider a parameterized function ζ(w, µ) where ζ(w, µ) → ζ(w) as µ → 0 and ζ(w, µ) is smooth for any µ > 0 as in the case of the barrier function method used in [3] . For any prescribed accuracy, we can choose An interesting point about (b) is that both parameterized function ζ(·, µ) and the regularized function η (without parameter) are used to smooth the nonsmooth function ζ. However, they function in different ways and have different properties; the former is successful in global convergence, and the latter can speed up local convergence. Incorporating the parameterizations into the Moreau-Yosida regularization can be a way to combine advantages in both approaches.
In practice, the greatest difficulty in solving subproblem (1.6) is that it is also a nonsmooth problem. Fortunately, it suffices to obtain some suitable approximate solution of this subproblem because it is well known that we can construct some superlinearly convergent method to minimize η by adopting certain search direction with this approximate solution as long as the degree of approximation satisfies some desired accuracy level.
In general, there are a number of iterative methods that can be used as a procedure to obtain the approximate solution of subproblem (1.6).
9,10,11 However, these methods tend to spend more inner iterations as the outer iteration proceeds. Therefore, how to improve the efficiency of this subproblem is a very meaningful and key question for the whole problem. In this paper, we will investigate a method to solve subproblem (1.6) effectively.
As stated above, the subproblem (1.6) is a nonsmooth, convex and unconstrained problem due to the nondifferentiability of ζ. In order to overcome this nonsmoothness, we add a self-concordant barrier function b to the objective function of problem (1.4). Thus, we obtain a new function ζ(µ, u)
where µ is a positive parameter. Correspondingly, we obtain η(µ, u), which is derived by
Under certain assumptions, we have the following important properties: 1. ζ(µ, u) is differentiable, convex and self-concordant for any fixed µ > 0; 2. The objective function η(µ, u) of problem (1.7) is strongly convex and selfconcordant for any fixed µ > 0;
3. Subproblem (1.7) is a smooth, strongly convex problem and its optimal solution converges to the optimal solution of subproblem (1.6) as µ → 0.
According to the above properties, we can use the higher order derivatives to solve the smooth subproblem (1.7). The basic idea of the proposed algorithm is as follows. We shall derive the approximate solution of the nonsmooth subproblem (1.6) by solving the optimal solution of the smooth subproblem (1.7). By virtue of this approximate solution we can construct a search direction. Since the degree of approximation is dependent on µ, our method is locally superlinearly convergent as long as the parameter µ is chosen up to satifying certain accuracy. The algorithm for subproblem (1.6) is the path following method, which can be implemented efficiently.
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Throughout this paper, we shall also include some new notations. For any f (µ, u, x) where µ is the barrier parameter, u is is the Lagrange multipliers and x is the vector of decision variables, we use for the partial derivative of f (µ, u, x) with respect to µ and ∇ u and ∇ x for partial derivative with respect to u and x respectively. If there is only one vector variable, we will omit the subscript. For example
For some instances (where appropriate), for function f (µ, v, u), we shall use the following notation in the context:
This paper is organized as follows. In Section 2, some results on the selfconcordant barrier for our problem are derived. An approximate generalized Newton method is designed in Section 3. Section 4 establishes some convergence theorems of this algorithm. Some numerical results based on the "Manpower Planning Problem" are provided in Section 5.
Self-concordant Property
According to the discussions in the previous section, we have ∇η(u) = g(u) = 1/λ(u − p(u)). Hence, we should develop some suitable gradient-based algorithm for solving (1.5). Since η, ∇η are obtained through the optimal solution of (1.6), which is difficult to solve exactly, in order to overcome the nondifferentiablity of ζ, we add a self-concordant barrier function b to this function (see, Nesterov and Nemirovskii 12 ). The results related to the self-concordant barrier will play a very important role in the following context. Then, we obtain the following problems:
where µ is a positive parameter. Firstly, let us recall the notions about selfconcordant functions 12 : 
Throughout this paper, we shall make the following assumptions: Assumptions: (A1) A has full row rank, (A2) F is a compact convex set and int
Remark For the convex set F defined in Section 1, it is known that the logarithmic barrier
is self-concordant with the parameter θ. In fact, we will adopt this log-barrier as we implement the algorithm proposed in next section.
Under the above assumptions, for any µ > 0 and v ∈ R m , it is evident that problem (1.7) has a unique solution, denoted by x(µ, v). Let
Then, we derive the following results:
Proof. Because x(µ, v) maximizes e(µ, v, x) for x ∈ intF, it satisfies the optimality condition ∇ x e(µ, v, x) = 0, namely
Differentiating (2.5) with respect to v, we obtain
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It is easy to show that ζ(µ, .) is convex and its gradient can be written as
Differentiating (2.7) and with the help of (2.6), we have
By virtue of Assumptions (A1)-(A4), for any µ > 0, ∇ 2 ζ(µ, v) is positive definite. Hence ζ(µ, .) is strictly convex on R m . Remark Differentiating (2.5) with respect to µ, we can obtain the following formula as a byproduct:
(2.9) Next, we obtain the following result directly according to [13] : 
u) is strongly convex and self-concordant with α(µ)
Hence, for any h ∈ R m , we have
Then, according to Lemma 3.4 of [3] , it follows that
Thus, by (2.13)-(2.15) for any h ∈ R m , we have
Lemma 3. For any µ > 0 and v ∈ R m , u ∈ R m , the following inequality holds:
Hence, for any h ∈ R m , it follows that
and
So, by virtue of Lemma 3.5 of [3], we have
|∇ 2 ρ (µ, v, u)[h, h]| = |∇ 2 ζ (µ, v)[h, h]| ≤ 2ν(µ)∇ 2 ζ(µ, v)[h, h] ≤ 2ν(µ){∇ 2 ζ(µ, v)[h, h] + 1 λ h T h}, = 2ν(µ)∇ 2 ρ(µ, v, u)[h, h],where ν(µ) = [(1 + β)θ 1 2 + 1 2 ]/µ.
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Proposition 6. For any fixed u ∈ R m , ρ(µ, v, u) is a strong self-concordant family with parameters
Proof. According to Proposition 3, Lemmas 2 and 3, and Definition 1, it is easy to see that the proposed conclusion is valid.
Remark It is well known that an important class of functions which can be minimized by path-following algorithms in polynomial time are self-concordant families. Therefore, ρ(µ, v, u) plays a great role as we construct the algorithm in the next section.
Algorithm
From the results obtained in the previous sections, we note that for any µ > 0, u ∈ R m , equations (1.6), (1.7) and (2.1) have unique solutions p(u), v(µ, v) and x(µ, u), respectively. For fixed u ∈ R m , we call {x (µ, v(µ, u) ) | µ > 0} the central path. We first recall some basic notions in nonsmooth optimization.
Since g(= ∇η) is globally Lipschitz continuous, by Rademacher's Theorem, g is differentiable almost everywhere. Hence, the Clarke's generalized Jacobian ∂g is well defined everywhere:
14 with
and convS denotes the convex hull 15 of the set S. The function g is said to be BD-regular at u if V is nonsigular for every V ∈ ∂ B g(u).
The concept of semismoothness was first proposed by Mifflin 16 for functionals and then was extended by Qi and Sun 17 to locally Lipschitz continuous vectorvalued functions. Semismoothness plays important roles both in optimality conditions in nonsmooth optimization and superlinear convergence analysis in generalized Newton-type algorithms for solving nonsmooth problems. 
It is well known that the semismoothness of the gradient g plays a key role in analyzing the superlinear convergence of an approximate generalized Newton method. 8, 17 . In this paper, we will make this semismoothness assumption on g.
Proposition 7. For any fixed u ∈ R m , v(µ, u) converges to the optimal solution v(u) of problem (1.6) as µ → 0.
Proof. Suppose on the contrary that the desired result is false. Then there exists an ε 0 > 0, for any τ > 0 there exists µ τ ∈ (0, τ ) such that
Because ρ(µ, ., u) is strongly convex with modulus 1/λ, so for any v, v ∈ R m and any α ∈ [0, 1] we have
where we omit the parameters of function ρ for simplicity in literature. Then, we replace v, v by v(µ k , u) and v(u) in (3.2), respectively. So, it follows from (3.1) and
. Note that it is easy to see that lim
Then, taking the limit to (3.3) as µ k → 0, we have
which is a contradiction due to the arbitrary of α in [0, 1]. Thus, the desired result is valid.
Since the optimal solution to problem (1.5) is very difficult to obtain, so according to Proposition 7, we may compute an approximate solution of (1.5) through solving problem (1.7). Thus, we shall design an algorithm for problem (1.5) by solving the approximations of p(u), η(u) and ∇η(u). 
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Thus, for any ε > 0, there existsμ > 0 such that for any µ ∈ [0,μ]
Namely, v(µ, u) is an ε-approximate solution of η(u).
Remark According to Proposition 8, given ε > 0, there exists
. In other words, the stopping criteria of µ for getting an ε-approximate solution of η(u) can be any positive parameter not exceeding µ(ε). However, there is no explicit expression for µ(ε). Thus, the algorithm proposed in this section is a heuristic method. Nevertheless, it is evident that in practice µ(ε) can be choosen such that µ(ε) → 0 as ε → 0. Now suppose p ε (u) is an ε-approximate solution of η(u), we define the approximations of η(u) and ∇η(u) by
and 6) respectively. The following result can be taken from Lemma 3.1.
be given by (3.5) and (3.6) , respectively. Then we have 8) and
Remark According to Proposition 9, we can compute η ε (u) and g ε (u), which may be made arbitrarily close to η(u) and g(u) respectively as long as the parameter ε is chosen small enough. Furthermore, with help of Proposition 8, we only need to compute v(µ, u) such that it is an ε-approximate solution of η(u) for some small positiveμ.
In what follows, we will investigate the algorithm for problem (1.5). The Newton direction used for minimizing ρ(µ, ., u) is as follows.
Regarding the outer problem (1.5), it is impossible to derive an exact generalized Hessian V ∈ ∂ B g(u), so we hope to compute it approximately. It is evident that if ζ is twice continuously differentiable at p(u), then ∂ B g(u) consists of a single element, namely
Furthermore, we shall use a matrix to approximate the matrix V by virtue of p ε (u). For example, we can choose the following matrix
if ζ is C 2 at p ε (u). Hence, we can develop an approximate Newton method as stated below for solving problem (1.4).
Algorithm
Step 1.
Step 2.2 Construct the Newton direction ∆v by using (3.10).
Step 2.3 Choose a step size α ≥ 0. Set
Step 3. Otherwise, set v = v + and go to Step 2.1.
Step 4. Otherwise, set µ k+1 = γµ k . Set k = k + 1 and go to Step 2.
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Step 4.
, pick a positive definite symmetric matrix V k and compute the search direction:
(3.14)
Step 5. Choose a step size
In fact, there are some ways to choose V k . For example, we may choose
where V −1 = I and γ k is a small constant to ensure that V k is positive definite. In practice, we may choose τ k as follows: τ k = 1 − β k with β ∈ (0, 1). In the above algorithm, µ k lies in the interval (0,ˆ k ) whereˆ k = µ(ε k ), which is implicitly defined according to Proposition 8. Evidently, as ε k → 0, µ(ε k ) → 0.
Convergence Theorems
In this section, we will investigate the convergence of the algorithm proposed in Section 3. Theorem 2. Suppose that there exists a constant κ > 0 such that 
