We present a method for EMG-driven teleoperation of non-anthropomorphic robot hands. EMG sensors are appealing as a wearable, inexpensive and unobtrusive way to gather information about the teleoperator's hand pose. However, mapping from EMG signals to the pose space of a non-anthropomorphic hand presents multiple challenges. We present a method that first projects from forearm EMG into a subspace relevant to teleoperation. To increase robustness, we use a model which combines continuous and discrete predictors along different dimensions of this subspace. We then project from the teleoperation subspace into the pose space of the robot hand. We show that our method is effective and intuitive, as it enables novice users to teleoperate pick and place tasks faster and more robustly than state-of-the-art EMG teleoperation methods when applied to a non-anthropomorphic, multi-DOF robot hand.
I. INTRODUCTION
In robotic manipulation, the space of possible scenarios and objects that can be encountered is very large. One solution is to deploy robotic manipulators as part of a humanrobot collaborative team. Through teleoperation, a human's cognitive abilities can be exploited to deal with decisions that are particularly difficult for autonomy.
In many cases, particularly in emergency or disaster response scenarios, it is unreasonable to expect that people who need to guide robots through manipulation tasks will be roboticists, or even expert users. Intuitive teleoperation controls are desirable because they allow non-expert users to complete tasks quickly and safely.
Harvesting the natural movement of a human hand to control a robot hand can provide an intuitive control [1] . However, this approach is difficult to use with non-anthropomorphic robot hands, which have very different kinematics than their human counterparts. Still, as nonanthropomorphic hands have proven to be versatile, robust, and cost effective, previous research has proposed mappings aiming to resolve these kinematic differences. These mappings include fingertip [2] , joint [3] , and pose mapping [4] , as well as our own teleoperation subspace mapping [5] .
All of the above mappings require the pose of the teleoperator's hand as input. Typically this information is obtained through use of instrumented datagloves or vision. While datagloves and vision are robust, vision-based methods often require environments which are well-lit and which do not have many obstacles that occlude the hand. Datagloves are * This work was supported in part by the ONR Young Investigator Program award N00014-16-1-2026. 1 expensive and may not fit all users. We would like a control input that collects information about the teleoperator's hand pose while being wearable, inexpensive, and unobtrusive.
One such input is forearm electromyography (EMG), which can be low profile, and leaves the user's hand free to perform other tasks when they are not teleoperating the robot. Commercial EMG armbands are also relatively inexpensive. To use EMG as a control input for teleoperation, we must find a way to map between forearm EMG signals and the pose of a non-anthropomorphic robot hand.
Here we use a low dimensional subspace to teleoperate a non-anthropomorphic hand. We show that forearm EMG can be projected into this subspace and used as a control for a fully actuated, multi-degree-of-freedom (DOF) robot, while leaving the teleoperator's hand unencumbered ( Figure 1 ).
To our knowledge, we are the first to demonstrate teleoperation of a non-anthropomorphic, multi-DOF robot hand using forearm EMG as a control input. The key to our method is our use of a hybrid model, which is a combination of discrete and continuous predictors, along with a continuous pose subspace which we can span and which is independent of training. These elements allow users to control a robot using natural hand movements, making the control intuitive.
Other state-of-the-art teleoperation methods have used forearm EMG as a control input but have not demonstrated control of non-anthropomorphic, multi-DOF robot hands. We modified several state-of-the-art teleoperation controls as necessary to make them applicable to these kinds of hands and compare them to our method. Experiments with novice teleoperators prove that our method can grasp a wide variety of objects, and do so faster than state-of-the-art EMG controlled teleoperation methods.
II. RELATED WORK
EMG control in teleoperation has been primarily used for two applications: grippers and control of anthropomorphic hands, principally in the context of prosthetics.
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EMG teleoperation of a one DOF gripper usually uses proportional control to determine the gripper aperture [6] [7] . Using EMG, it is possible to estimate the aperture of a gripper in conjunction with the position of the elbow and the wrist [8] . Choudhary et al. developed a three DOF hand with EMG control, but the EMG only provides a binary open/close signal [9] . EMG control for grippers is consistent, intuitive and reliable, but grippers do not give the sort of versatility that many complex grasping scenarios require.
The other context in which EMG teleoperation has been studied is prosthetics. Prosthetic controls can use an agonistic/antagonistic muscle pair to control a single DOF underactuated hand [10] or they can estimate the motion of one of the joints of the human hand [11] [12] . Studies which control more than one DOF usually control the wrist, often in a continuous and proportional manner [13] [14] [15] [16] .
One interesting approach combines force control and gesture control. Yoshikawa et al. classified hand position, and then used an empirical EMG-joint angle model to estimate wrist or MCP joint angles [17] . Yamanoi et al. developed models of the relationship between force and EMG for multiple postures. They used EMG to classify hand pose, and then determined grip force based on the force model [18] . Castellini et al. used the same strategy in a similar, data based approach [19] . Gijsberts et al. created an entirely force driven EMG teleoperation method for a prosthetic hand [20] .
To control multi-DOF anthropomorphic robots, it is common to use low dimensional spaces and dimension reduction [21] . Rossi et al. mapped EMG signals to the synergies of an underactuated robot hand [22] . Matrone et al. use agonistic/antagonistic muscle pairs to determine wrist position, and then control a robotic hand using the synergies of the robot [23] . Artemiadis and Kyriakopoulos used principal component analysis (PCA) to find low-dimensional representations of both kinematic and EMG data for the human arm. They mapped between the two spaces to teleoperate a robot arm [24] , and, later, a hand-arm system [25] .
III. TELEOPERATION SUBSPACE
EMG signals from the forearm are noisy and many of the muscles which control finger movement lie deep under the skin. As a result, it is difficult to project from EMG signals to a high dimensional joint space of a fully actuated robot. It is much more practical to project EMG to a low dimensional subspace relevant to teleoperation, and then project from that subspace to the pose space of a robot hand ( Figure 1) .
In Section II, we cite works which use subspaces inspired by synergies and subspaces created with PCA to enable EMG teleoperation. In this work, we use a subspace which we have previously shown to be relevant for teleoperation [5] . We briefly review the mapping between pose space and our teleoperation subspace below.
Teleoperation subspace mapping enables the master and the slave hands to form similar shapes around a scaled object. Teleoperation subspace is a three dimensional subspace T that can encapsulate the range of movement needed for teleoperation. It is continuous and low dimensional.
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Regressor Fig. 2 . Control scheme for the proposed EMG teleoperation.
We refer to the three basis vectors of T as α, σ, and . Movement along each of these basis vectors has an intuitive correspondence with hand shape: spreading the fingers (α), scaling the hand to the size of the grasped object (σ), and curling the fingers ( ). We have previously shown how to construct mappings from the pose space of the human hand into T and from T to the pose space of a robot hand.
In this work, the master's joint angles are unknown and the forearm EMG signals of the teleoperator are known. To find the joint angles of the slave hand, we must first address how to map forearm EMG signals into T .
IV. MAPPING EMG INTO TELEOPERATION SUBSPACE
We map EMG signals into T using a hybrid method that combines regression (continuous) and classification (discrete). Although we would ideally like to use a regressor to predict the value along all three axes of T , because of the noise inherent in EMG and the distal location of the intrinsic muscles which control finger spread [26] , regression does not always provide an accurate estimation of hand pose in T . We therefore offer the user the option of using two discrete hand signals to move the robot in specific ways. The two gestures we chose are:
• Finger spread, where the user spreads their fingers apart, making the robot fingers spread as well; • Isometric contraction, where the user contracts their muscles and the robot hand closes around an object. The regressor is flexible and intuitive, providing a continuous prediction for the size σ and curl bases of T , for which EMG gives a clear signal while the user makes natural grasping motions. The classifier provides stability when the EMG signals are too noisy for regression; it uses discrete signals to control finger spread and to maintain stable grasps, cases where EMG tends to be less reliable. As we will show in our experiments, the combination of continuous and discrete models enables robust and stable teleoperation.
A. Data collection and processing
In this work, we use the Myo from Thalmic Labs, an EMG armband with 8 EMG sensors. This device is inexpensive, easy for novice users to don, and low-profile. We receive EMG signals x t ∈ R 8 from the forearm at time t and use a lowpass filter with a window size of 0.5 seconds to remove noise from the EMG. The filter has a sampling frequency of 5kHz and a cutoff frequency of 200Hz. We refer to the filtered EMG signals asx Our goal at every time step is to find ψ t givenx t . To do this, we passx t through a classifier and then, depending on the output of the classifier, the signals are either passed to a regressor, or the pose from the previous time step is altered in a predefined way. Our method is explained in the following subsections and also illustrated in Figure 2 .
B. Classification and Regression
When the classifier identifies that the user is performing one of the two gestures we chose as having meaning for our control method (spreading their fingers, or performing an isometric contraction), our model modifies the pose in T in a predetermined manner.
When classifier predicts that the teleoperator is spreading their fingers, we freeze the values of σ and and begin to change the spread value along α. The pose in T begins with α at its minimum value. When the classifier identifies that the user has spread their fingers, the value of α begins to change at a predetermined rate ∆ until the user stops spreading. α remains at that value until the user spreads their fingers again. ∆ begins as a positive rate, causing the fingers to spread further apart. When the fingers of the robot hand reach their maximum spread value, the sign of ∆ changes, and the fingers begin to move back towards each other.
The classifier also uses isometric contractions as a discrete signal to help the robot hand close in order to create more stable grasps. Teleoperators have a natural tendency to perform isometric contractions to ensure the slave robot maintains its grasp. If the model has no special case for this, the muscle contractions can cause a regression model to behave in unexpected ways. When the classifier identifies an isometric contraction, we freeze the values of and α, the σ value output by the regressor is ignored, and σ starts to increase at a predetermined rate γ. The value of σ increases until the fingers stall or until the user performs another isometric contraction. If the user performs a second isometric contraction, the regressor resumes predicting the value of σ and , and the classifier resumes controlling the value of α.
The values of ∆ and γ are set manually by the experimenter, depending on how fast we want the fingers to spread and the hand to close, respectively.
If the classifier predicts that the teleoperator is moving normally, i.e. not spreading their fingers or performing isometric contractions, the filtered EMG signalsx t are passed to a regressor. α t remains equal to α t−1 and the regressor outputs new values for σ t and t .
Our prediction still has some noise after the regression, so, to keep the robot fingers steady, we pass the output of the regressor through a median filter with a window size of 200ms to find our finalσ t andˆ t in T .
C. Robot Pose
Once we have found the predicted pose in teleoperation subspace, we find the joint angles q of the robot as follows:
where represents element-wise multiplication. o, A and δ * represent an offset, a linear mapping and a scaling factor respectively, all of them specific to the robot hand that is being used. Details on how to build these elements of the mapping can be found elsewhere [5] .
V. COMPLETE TELEOPERATION METHODS
We have identified four unique approaches to EMG teleoperation we wish to evaluate experimentally. The first method is our method, which is described above. The next three methods are state-of-the-art EMG teleoperation controls, created for underactuated or anthropomorphic hands. We have modified them as necessary to control non-anthropomorphic, fully actuated hands. The methods are described below and diagrams of their control structure are shown in Figure 3 .
1) Method 1: Regression and Classification using Teleoperation Subspace: This is our method as described in Section IV. It combines a classifier and a regressor to project EMG signals to T and teleoperation subspace mapping to project from T to the robot pose space.
2) Method 2: Regression using Low-Dimensional Subspace found with PCA: For this method, a PCA-based subspace is found by performing PCA on joint angles collected during training. A regressor takes as input filtered forearm EMG signals and outputs a pose in the PCA-based subspace. The predicted poses are projected into human pose space using the PCA components and then mapped into a robotic pose space using teleoperation subspace mapping.
This PCA-based strategy is used in the literature both for underactuated hands [22] , and hand/arm systems [24] . We modified it to work with non-anthropomorphic hands by mapping from the human pose space to the robot pose space with teleoperation subspace mapping.
The basis vectors of the PCA subspace change depending on the training data, so there is no guarantee that the basis vectors will correspond to a given hand motion; therefore, the model cannot combine a classifier and a regressor.
3) Method 3: Empirically Defined Regression from EMG to a Low-Dimensional Space using Wrist Motion: This method uses an empirically defined regressor created by Matrone et al. [23] . The regressor projects EMG data into a 2D space. The basis vectors of the space, C1 and C2, have been shown to correspond well to wrist flexion/extension and wrist abduction/adduction, respectively. The pose in the 2D space is then mapped to robot hand position.
In the work by Matrone et al. [23] , EMG sensors are placed on two specific agonistic/antagonistic muscle pairs. In this work, we target novice teleoperators, who will likely not have the anatomical knowledge necessary for such specific sensor placement. Instead, we don the armband and, out of the eight sensors, we pick the four which are closest to the muscles targeted in the original method. From there, the mapping was implemented as described in the original work. 4) Method 4: Pose Classification and Force Regression: This method, created by Yoshikawa et al. [17] , uses a gesture classifier and a force regressor to enable teleoperation.
For the pose classification, we selected different hand poses than those presented in the original paper. In the original paper, they mostly classified wrist positions, with only an open and close pose for the hand. We selected three hand poses which represent basic grasp types (power, precision, and pinch). We felt these poses would be intuitive because they are distinct from each other and they have a clear corresponding pose in robot pose space.
The force regression is an empirically defined method based on maximum voluntary contraction (MVC) and minimum voluntary contraction for each gesture. The regressor outputs a single joint angle θ, which then must be used to determine hand motion of the robot empirically. We have created our own empirical mapping between θ and the pose of a non-anthropomorphic robot hand. The greater the isometric contraction, the more the robot hand opens. Low force closes the robot hand because isometric contractions are difficult to maintain over a long period of time.
VI. EXPERIMENTS
In this section, we evaluate all of these methods for complete teleoperation with novice users. Since many of them rely on classification or regression, we begin by describing the model training and the selection of model algorithms, which play an important role in the overall performance.
A. Training
The training process for each of the methods is as follows: 1) Method 1: The user generates a training dataset by moving their hand for two minutes while wearing the Myo armband, which provides forearm EMG signals, and a Cyberglove, which provides ground truth joint angles.
Users were instructed to move at a moderate pace and to explore the hand's full range of motion. The user is also prompted to perform gestures at 30 second intervals to provide the classifier with training information.
The control was trained as follows: we passed EMG signals through a bandpass filter and projected joint angles into T to provide a ground truth values for σ and . We project the joint angles into T using the equation ψ = ((q − o) · A) δ [5] . The regressor was trained on all data where the user was not performing a gesture. The regressor takes as input the filtered EMG signal and outputs values for σ and . The classifier is trained on all training data. It takes as input the filtered EMG signal and outputs a predicted gesture (or a prediction of no gesture, i.e. normal movement). Kernel ridge regressors (KRRs) [13] , non-negative factorization (NMF) combined with linear regression (LR) [22] and latent space models (LS) [25] have all shown to be effective regression models for EMG teleoperation. We trained three regressors to determine which is best suited to the motions and teleoperation subspace which we wish to use here: using the filtered EMG and the projected values in T , we trained a KRR and a NMF+LS model. For the latent space model, following the example of the original work [25] , we performed PCA on the EMG signals and projected them into a low-dimensional space. The projected EMG data was used with the poses in T to train an LS model.
We tested the regressors on three sets of data generated in the same way as the training data. Table I , shows the normalized root mean squared error (nRMSE) of each regressor as a percentage averaged over the three testing datasets.
We chose to use a KRR for the rest of our experiments because its nRMSE averaged across σ and was lower than the other two regressors and because KRRs have the ability to update their model with future training data, which can make them robust to drift and donning/doffing, an important issue with EMG controllers [20] . We do not address model updating here, but we plan to explore this in the future.
The KRR has a radial basis function (RBF) kernel and its alpha and gamma parameters are determined by crossvalidation on the data collected to train the model.
We also train two classifiers -a support vector machine (SVM) and a random forest (RF) classifier that can identify the gestures relevant for Method 1 (normal motion, spread, isometric contractions). These have both shown high accuracies when identifying hand gestures [27] [17] .
The classifiers are trained by the user performing a predefined series of gestures while giving the system ground truth labels for the gesture. Each classifier was tested on three testing datasets. The average accuracy of both classifiers across the three testing datasets are shown in Table I . We chose to use a RF classifier over an SVN because its accuracy is higher and the time it takes to fit a RF is faster.
2) Method 2: Generating the training dataset for this method is the same process as the training for Method 1, except the user does not perform gestures intermittently.
Once the dataset is gathered, we perform PCA on the joint angles from the Cyberglove and keep the eigenvectors which explain 90% of the variance in the data. The joint angles are projected to the PCA-based space with the eigenvectors.
The EMG is put through the same bandpass filter used in Method 1. The model for this method takes filtered EMG as an input and outputs a pose in the PCA-based space.
As for Method 1, we wished to determine which of the three regression models presented in the literature work best with a PCA-based subspace. We trained KRR, NMF+LR and LS models in the same way as for Method 1, but using lowdimensional poses in the PCA subspace as ground truth.
The Method 2 regressors were also tested on three datasets (Table I) . We again chose to use the KRR because of the possibility of updating the model with future data.
3) Method 3: Method 3 uses an empirically defined regression which maps EMG signals to a two dimensional space whose basis vectors have been shown to correspond well with certain wrist motions. Because the regression is empirically defined, the training only requires four calibration poses -flexing, extending, abducting and adducting the wrist to provide the MVC for each of the gestures.
It is unreasonable to expect novices to be able to place EMG sensors on specific agonist/antagonist muscle pairs. We instead modify the sensor placement as described in Section V. Without the specific sensor placement, preliminary experiments show that the basis vector C2 no longer corresponds to the expected wrist motion (abduction/adduction).
We asked a user to perform three different wrist gestures and projected the collected EMG data into the 2D subspace. To see if the basis vectors corresponded to the expected wrist motions, we compared the variance along the basis vectors. The variance along C1 is 0.0 when the user holds their wrist still and increases 300-fold when the user performs wrist flexion/extension. On the other hand, the variance along C2 is 0.02 when the user holds their wrist still, 0.04 when the user is abducting/adducting, and 0.06 when the user is flexing/extending. We conclude that, without specific sensor placement, C2 does not correspond to the expected wrist motion. This method is not robust to sensor placement error, which is unrealistic in a real-world scenario with novice teleoperators. 4) Method 4: Method 4 uses a classifier to determine hand pose and an empirically defined force regressor to determine a joint angle θ. The predicted hand pose and θ map to robot hand position. We trained the classifier by asking the user to perform a series of gestures. During these gestures, the user performed several isometric contractions and then relaxed.
The user also had to perform six calibration gestures to train the empirically defined force regressor. They performed each of the three hand poses while they were relaxed, and while they were performing isometric contractions.
As for Method 1, we wished to determine if an SVM or an RF classifier would better distinguish between the classes relevant for Method 4 (pinch, spread, parallel grasp). We trained two more classifiers and tested in the same way as for Method 1. The average accuracy of the two classifiers are shown in Table I . We again chose to use a RF classifier because of its higher accuracy and shorter fit time.
B. Complete Pick and Place with Novice Users
To show that EMG controls can effectively enable teleoperation of non-anthropomorphic hands, five novice users were asked to pick and place a variety of objects using the above methods. Method 3 was shown to be infeasible without specific sensor placement, so the novices were asked to perform tasks with Methods 1, 2, and 4. The subjects gave their informed consent and the study was approved by the Columbia University IRB. The hand used for teleoperation was the Schunk SDH hand attached to a Sawyer Robot arm. The Sawyer stands in front of a table on which objects are placed one at a time (Figure 4 ). The Sawyer's end effector position and orientation are controlled with a simple cartesian controller (completely separate from the hand control) using a magnetic tracker (Ascension 3D Guidance trakSTAR TM ) placed on the back of the user's hand. Users stood next to the table and teleoperated based on visual feedback.
The users were asked to complete 13 pick and place tasks (the object set is shown in Figure 4 ). The user was either asked to pick up the item and move it across a line or, in the case of the three cups, stack the items. The user completed the pick and places for all objects with one control method before moving to the next control. The order in which each subject used the control methods was randomized.
We timed how long it took for the users complete each pick and place. If a user did not complete the task in four minutes, they were considered to be unable to pick up the object and their final time was set to four minutes.
C. Results
Across all subjects and all objects, with Method 2, it took novices 1.70 times longer to complete a pick and place than when they were using Method 1. Method 4 took 2.05 times longer than Method 1. Figure 4 shows the average time to pick and place and Table II summarizes the average statistics for each method calculated across all subjects and all objects.
Let us consider the pick and place times more granularly. We hypothesized that Method 1 would help most for small, circular objects. If we only consider the valve, the marbles, the orange peg, and the screwdriver, the average time to pick and place using Method 2 was 3.43 times longer than Method 1. With Method 4, it was 2.33 times longer than with Method 1. If we consider all objects but the four mentioned above (the larger objects), the average time to pick and place with Method 2 was 1.07 times longer than Method 1 and with Method 4 was 1.95 times longer than Method 1.
Method 1 was the only control method which allowed all the novice users to pick up all 13 objects. With Method 2, the subjects were able to pick up, on average, 11.6 objects, and with Method 4, subjects averaged 12.2 objects.
We counted the number of tries it took for the user to pick up each object. We define a 'try' as a completed pick and place task, an attempt where the user drops the object or an attempt where the user knocks over the object. With Method 1, the average number of tries across all subjects and all objects was 1.2. With Method 2, the average number of tries was 1.8 and with Method 4, it was 1.6.
We also measured the subjects' pulse while they were using each of the control methods. A heightened heart rate can indicate increased task difficulty [28] ; however, we found that the heart rates were not different while they were using the different control methods.
VII. DISCUSSION
Our experiments show that EMG teleoperation is possible with a fully actuated, non-anthropomorphic hand. When compared with two state-of-the-art EMG teleoperation methods, novices were able to use Method 1 (ours) to pick up a wider variety of objects, faster and with fewer mistakes, than they could with Methods 2 and 4.
Our method provides the greatest advantage when attempting to pick and place smaller objects. With larger objects, Method 1 and Method 2 enable teleoperation at about the same speed. We hypothesize that our hybrid method provides this advantage because it is difficult for the user to both close their fingers and also spread them. Our hybrid model provides explicit control over the spread and close motions of the robot hand, thus avoiding awkward hand positions and making stable grasping easier. Our hybrid method works with the teleoperation subspace because the consistent basis vectors allow the use of both discrete and continuous models.
We notice in Figure 4 that, for some of the objects, the standard error is high, particularly when the average time to pick and place was over 50 seconds. For the smaller objects, this is usually because some subjects were able to pick up the object while others were not able to do so in the allotted four minutes. For larger objects, the high error is usually associated with Method 4. Some subjects found it difficult to create hand poses which were easily distinguishable for the classifier and therefore took much longer to pick and place than subjects for whom the pose classifier worked well.
We have previously reported the average time to pick and place for novice users with teleoperation subspace mapping controlled by a dataglove was 27.5 seconds and the average time to pick and place with other state-of-the-art teleoperation mappings was between 62.3 and 56.7 seconds [5] .
When compared to EMG teleoperation, we see that Method 1 enables teleoperation faster than the state-of-the-art methods controlled by a dataglove, and only 10 seconds slower than teleoperation subspace mapping controlled by a dataglove. Methods 2 and 4 enable teleoperation at about the same speed as state-of-the-art dataglove teleoperation, but much slower than subspace mapping teleoperation.
VIII. CONCLUSIONS AND FUTURE WORK
We introduced here a method for teleoperating a nonanthropomorphic, fully actuated robot with forearm EMG. We use a subspace relevant to teleoperation that allows the master and slave hand to create the same shape around an object as an intermediary between EMG and robot pose space. We combine continuous and discrete models to make grasping easier for the user. We are the first to show the EMG controlled teleoperation of a non-anthropomorphic, fully actuated robot hand.
We compared our control to other state-of-the-art EMG teleoperation methods, which we modified as needed to work with non-anthropomorphic hands. Our method allows users to form stable grasps around a variety of objects faster and with fewer tries than the state-of-the-art methods. We also enable teleoperation faster than state-of-the-art teleoperation controlled with datagloves, and only slightly slower than dataglove-controlled teleoperation subspace mapping.
Using EMG as a control input leaves the teleoperator's hands free to perform other tasks when they are not teleoperating the robot and uses sensors which are easy to don and inexpensive. In scenarios where novice teleoperators are likely to be operating equipment, controls which are intuitive and use sensors which are easy to don are desirable.
In the future, we would like to make our method more robust to donning and doffing. Switching regimes and updating KRR models with future data can make EMG models more robust to changes over time. We would also like to do more experiments with novices to test if they are able to perform more complex manipulation tasks with EMG teleoperation.
