Aiming at seeking a low complexity decoder of the low-density parity-check (LDPC) codes, we present one modified multi-bit flipping (MMBF) algorithm. For those LDPC codes whose parity check matrices have light column weight, both the bootstrap step and a novel delay-handling step are included in MMBF, based on one framework which is the combination of conventional PWBF and IWBF. On the other hand, for those LDPC codes, such as finite geometry (FG) LDPC codes with large column weight in their parity check matrices, the same strategy as that for light-column-weight LDPC codes is applicable except that the bootstrap is omitted from MMBF, since it is found in the simulation that the bootstrap may impact the error performance negatively. Despite it, the delay-handling step, which is implemented simply by delaying flipping those codeword bits with higher reliability values, demonstrates its merit consistently for both types of LDPC codes. Simulation result shows that the proposed MMBF could achieve the best performance/complexity tradeoff, in comparison to the existing multi-bit flipping algorithms.
Modified Multi-bit Flipping Decoding
Algorithm for Low-density Parity-check Codes I. INTRODUCTION Low-density parity-check (LDPC) codes, invented originally by Gallager [1] , has been brought into intense research attention in 1990s, after forgotten by more than 30 years. There are many variants of decoding algorithms designed for LDPC codes, among which are hard-decision decoding [1] [2], soft-decision decoding [3] and hybrid decoding [4] [5] . various decoding schemes offer different performance versus complexity tradeoff for LDPC codes. In practice, it is regarded that belief propagation (BP), belonging to soft-decision decoding, could provide the near most likelihood (ML) performance at the cost of high computational complexity. However, in some applications where low complexity is at the highest priority, hard-decision decoding or hybrid decoding, such as BF or weighted BF decoding, is preferred to soft-decision decoding, at the expense of some performance degradation.
Bit-flipping (BF) decoding of LDPC codes was first devised by Gallager in the early 1960s [1] .
In the literature [6] [7] , the authors showed that improvement in both decoding performance and convergence speed could be achieved by flipping the selected bit with probability p ≤ 1 instead of p ≡ 1 [1] . In some cases, the reliability information for each codeword bit is available at the output of the receiver matched filter. To fully utilize the information, The weighted bit-flipping (BF) algorithm and its many versions [4] , [8] , [5] , [9] , [10] , [11] , [12] , [13] were proposed and proven to be particularly effective for finite geometry (FG) LDPC codes, whose parity-check matrices have large column weight and many redundant rows. For FG LDPC code, because of its cyclic or quasi-cyclic property, one attractiveness is that it could be encoded in linear time with feedback shift registers. In [8] , a bootstrap step was introduced to reevaluate those bits of low reliability before startup of conventional weighted BF [4] . In [11] , a new bit flipping function was proposed wherein both most and least reliable bits involved in one check equation are taken into consideration. Further improvement was reported in [14] where each term of the bit flipping function of [11] is weighted according to some rule. [9] [15] introduced one multiplicative factor into expression of bit flipping function of weighted BF while [16] reduced computational complexity of [15] drastically without any performance loss. For the algorithms mentioned above, due to the serial flipping strategy, one common drawback of them is that only one bit is selected to flip in each iteration, which is adverse to fast convergence requirement. To lower the iteration latency of BF or accelerate the decoding convergence, [12] and [13] presented two ways of flipping multi-bit in each iteration of decoding, no performance penalty was reported when compared to their counterparts of flipping single-bit strategy [10] and [11] respectively .
Despite its appealing performance, the decoding of FG LDPC codes requires in general more computation than other LDPC codes owning much less redundant rows and light column weight in their parity check matrices, so our discussion will cover not only FG LDPC codes, but also other light-column-weight LDPC codes.
Taking both the speed convergence and the performance into consideration, for those lightcolumn-weight LDPC codes, based on one new framework which is the fusion of the parallel weighted bit flipping (PWBF) [12] and the improved weighted bit flipping (IWBF) [14] , we integrate the bootstrap step [8] and a novel delay-handling step into it, called the modified multi-bit flipping (MMBF) decoding in the paper. For MMBF of large-column-weight LDPC codes such as FG LDPC codes, the bootstrap step surprisingly impacts performance improvement negatively sometimes, thus it is skipped intentionally, while with the other steps the same as that for MMBF of light-column-weight LDPC codes. Simulation demonstrates that such configuration of MMBF could achieve observable performance improvement over PWBF and multi bit flipping (MBF) [13] , at the expense of moderate increase of the average number of iterations.
The remainder of this paper is organized as follows. Section II explains the motivation of the proposed method. Section III details the implementation of our method in comparison to the existing PWBF, MBF and IWBF. Simulation results and discussion are presented in Section IV . Then Section V concludes the work. 
A. Light-column-weight LDPC codes
For the LDPC code with H of light column weight, we will adopt the bootstrap [8] to update the soft information of the received sequence y before startup of the bit flipping. For 
where M r (i) represents reliable neighboring check nodes of variable node i, N(k)\i denotes neighbors of check node k except variable node i. While soft information of the reliable variable nodes will be left intact withŷ i = y i . Since there exists calculation of sgn(·) in (1), all-zero codewords sending should not be assumed so as to avoid the potential simulation bias, instead the randomly generated codewords are demanded throughout the simulation.
For light-column-weight LDPC codes, hard-decision onŷ = [ŷ 1 ,ŷ 2 , . . . ,ŷ N ] could reduce the number of erroneous bits considerably, compared with that on y, thus less efforts is solicited on average to acquire the correct codeword in later stage of the decoding. Moreover, the reliability of most reevaluated codeword bits, not all codeword bits unfortunately, is shifted towards the correct direction after (1), thus in favor of the multi-bit flipping criterion to select the right bits to flip in the following processing.
It is naturally conjectured that those codeword bits with higher reliability will have lower probability to be flipped in comparison to the other codeword bits. Based on this, the step of delay-handling works as follows. Firstly, all codeword bits are reordered in descending order of the reliability value, then the first say N − ϕ * (N − K) bits make up the delay-handling set, where ϕ ∈ [0, 1] and is fixed to be 0.25 for simplicity though it could be optimized in the simulation. Secondly, when some bit in the delay-handling set is selected according to multi-bit flipping criterion, the bit does not flip immediately, but delay its flipping till its auxiliary counter of meeting the multi-bit flipping criterion has reached the predesigned threshold. In contrast, for other bits not in the delay-handling set, they will be flipped once the multi-bit flipping criterion is met.
B. Large-column-weight LDPC codes
For the LDPC codes with H of large column weight such as FG LDPC codes, similar to that for light-column-weight LDPC codes, the bootstrap could reduce the number of erroneous codeword bits on average as well. In [8] , it was reported that the bootstrap is effective for serial bit flipping of the weighted BF [4] . Contrary to our intuition however, for multi-bit flipping, our simulation shows the bootstrap is not always beneficial, it depends closely on the chosen flipping function, which measures the probability of flipping for each codeword bit. For the flipping function selected in our method, the impact of bootstrap is negative, so the bootstrap will be omitted in MMBF of large-column-weight LDPC codes, while the delay-handling step proves consistently its effectiveness in multi-bit flipping strategy for this kind of LDPC codes.
C. Remarks for both types of LDPC codes
Whatever light-column-weight or large-column-weight LDPC codes, the bit flipping decoding will exit immediately once the decoding syndrome is all-zero, same as [11] , the implicit conjecture is that for LDPC codes with sparsely distributed codewords, the first valid codeword encountered in the decoding has extremely high probability to be the authentic codeword. In serial bit flipping [11] [14], the loop detection mechanism is invoked when the decoding is trapped in the infinite loop, which leads to considerable performance gain. However for multibit flipping, it has been found in the simulation that the occurrence of infinite loop is much less frequent and thus the introduction of loop detection mechanism could provide only minor or negligible performance improvement. Similar observations were also reported in [13] .
III. IMPLEMENTATION OF RELATED ALGORITHMS
Assume following denotation, : syndrome at lth iteration;
: index set of bits to be flipped at lth iteration;
: index set of unsatisfied check nodes at lth iteration;
: tentative hard-decision result at lth iteration;
T : delay-handling set; a i : accumulative counter for variable node i; t j : auxiliary counter for element j in the set T .
A. Implementation of PWBF
In the serial bit-flipping strategy of [10] , the flipping function of variable node i at lth iteration is defined as
The authors in [12] adapted the serial bit-flipping strategy [10] in parallel form, namely PWBF algorithm. It works as follows,
is the hard-decision decoding of y.
2) Calculate S (l) = HC (l) . If S (l) = 0, stop the decoding and return C (l) . Otherwise compute
with (2).
5) l ← l + 1, goto step 2 to continue another round of iteration. Once l > l max , declare decoding failure and exit.
B. Implementation of MBF
In the serial bit-flipping strategy of [11] , the flipping function of variable node i at lth iteration is defined as
where
Based on the observation that the Hamming weight of decoding syndrome is proportional to the number of erroneous codeword bits on average, thus it is possible to approximate the number of bits to be flipped in each iteration with the known syndrome, the authors in [13] adapted the serial bit-flipping strategy [11] in parallel form, namely MBF algorithm. Considering that the loop detection mechanism contributes little to the performance for multi-bit flipping, we skip deliberately the loop detection steps which appeared in [13] in the following description.
1) Initialization: same as the step 1 of PWBF.
2) Calculate S (l) = HC (l) . If S (l) = 0, stop the decoding and return C (l) . Otherwise compute i,k simultaneously to renew C (l) .
4) l ← l + 1, goto step 2 to continue another round of iteration. Once l > l max , declare decoding failure and exit.
C. Implementation of IWBF
Based on the intuition that more reliable bits in a check sum imply more reliable the check will be, Shan et al. [14] proposed one flipping function by weighting each term of (3),
Noticeably, both β 1 and β 2 are thresholds to reliability decision but have generally different evaluations. The implementation of IWBF proceeds as follows, 1) Initialization: same as the step 1 of PWBF.
is the smallest.
D. Implementation of MMBF
Combining the flipping function of (5) and the idea of [12] , the proposed MMBF algorithm proceeds as follows, 1) For the light-column-weight LDPC codes, refresh the corrupted sequence y intoŷ via the bootstrap of (1). So y i should be replaced byŷ i for the light-column-weight LDPC codes in the succeeding processing. Ignore this step for the large-column-weight LDPC codes.
2) Reorder the codeword bits in descending order of the reliability value, then the indices of the first N − ϕ * (N − K) variable nodes, say ϕ = 0.25, compose the set T . Reset
3) Execute the same steps 1, 2 of MBF. T , update by t j ← t j + 1, j ∈ B 2 .
If t j ≥ δ, say δ = 2, flip it immediately and then reset its counter to zero. If B 1 is empty, and no t j satisfies t j ≥ δ, i ∈ B 2 , relax δ ← δ − 1, try another trial of seeking t j ≥ δ till δ = 1. For lth iteration, if S (l) = 0 and no bit is selected to flip, declare decoding failure and exit.
6) l ← l + 1, goto step 3 to continue another round of iteration. Once l > l max , declare decoding failure and exit.
IV. SIMULATION RESULT AND DISCUSSION
Strictly speaking, the optimal values for all the parameters in the Table-1 are related with the SNR region as well as the code of interest, it is hard to decide the optimal combination of those parameters. However, it is found in the simulation that those parameters are not sensitive to the SNR region. so we will assume the fixed values for those parameters as listed in the following Table-1 
A. Simulation of light-column-weight LDPC codes
For Code 1, the frame error rate (FER) of PWBF, MBF and MMBF are plotted in Fig. 1 , also included is the standard BP decoding for comparison. Fig. 2 depicts the average iteration consumed in the SNR region of interest. As shown in Fig. 1 , both MMBF and PWBF outperform MBF significantly, while MMBF could achieve 0.1 dB gain over PWBF at FER=10 −3 . However, all three algorithms still lag behind the standard BP by more than 1.3 dB gain at FER=10 −3 . On the other hand, the average number of decoding iterations for MMBF is the smallest compared to PWBF and MBF in the high SNR region, it means that the decoding of MMBF converges the fastest, which attributes to merging of the bootstrap. When l max increases from 10 to 20, it is found that no further improvement is observed for the three schemes, which implies that the potential decoding capacity of those schemes could be reached within less than 10 iterations. For Code 3, as shown in Fig. 7 and Fig. 9 , at FER=10 −3 , the gain for MMBF over PWBF is marginal when l max = 10, and it increases to about 0.12 dB when l max = 20. Still, both MMBF and PWBF outperform MBF remarkably. Fig. 8 and Fig. 10 show that average one more iteration is solicited for MMBF over MMBF to achieve the performance improvement, mostly as a result of the delay-handling strategy employed in MMBF.
C. Comparison of computational complexity
Among MBF, PWBF and MMBF, MBF has the simplest implementation but as shown above, it is inferior to PWBF and MMBF in terms of FER performance or average number of iterations, whatever light-column-weight codes or large-column-weight codes. Compared with PWBF, MMBF shows better performance at the cost of a litter higher average number of iterations. The extra complexity incurred by the delay-handling step includes reordering of the codeword bits, assigning of counters for each element in the delay-handling set, and the comparisons with the delay-handling threshold etc., but all is negligible since they are required initially or are simple integer operations. 
