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Abstract
We prove that the absolute value of the slope is a (measure the-
oretic) invariant in the class of von Neumann special flows with one
discontinuity, i.e. two ergodic von Neumann flows with one discontinu-
ity are not isomorphic if the slopes of the roof functions have different
absolute values, regardless of the irrational rotation in the base.
1 Introduction
One of the central problems in ergodic theory is the problem of isomorphism
of measure preserving systems. The natural way of dealing with this problem
is to introduce (measure theoretic) invariants. The most classical invariant
is given by the entropy. It allows to tackle the isomorphism problem between
two systems displaying exponential orbit growth. The central example here
are Bernoulli shifts for which, by Ornstein theory [Or70], the entropy is a
complete invariant. Notice however that entropy gives no information on
isomorphism between systems of orbit growth slower than exponential. For
such systems one can study slow entropy, [KT97]. This invariant measures
the orbit growth in a scale which can be chosen depending on the class of
systems one deals with (e.g. polynomial, logarithmic, etc.). Other natural
invariants are various mixing, spectral or rank properties.
In this paper we consider the isomorphism problem in the class of von
Neumann flows [vN32], i.e. special flows built over the rotation Rα of the
circle by an irrational number α and under a piecewise C1-function f with
non-zero sum of jumps. Von Neumann flows are weakly mixing [vN32], never
mixing [Ko72], have purely singular spectrum [FL04]. Moreover, if the base
rotation is of bounded type, they are mildly mixing [FL06]. Recently it
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was shown in [KS] that the rank of von Neumann flows with roof functions
having one discontinuity is infinite. Notice also that the orbit growth of von
Neumann flows is linear (since the sum of jumps is nonzero). Therefore it
seems that slow entropy (in any scale) in the class of von Neumann flows is
always constant and hence it cannot be used for the isomorphism problem.
In view of the above properties (mixing, rank, spectrum and slow entropy)
it remained an open question what is the isomorphic structure of the class
of von Neumann flows.
In the paper we prove that, when the roof function has one disconti-
nuity, the absolute value of the slope is an isomorphism invariant for von
Neumann flows. As a corollary, we get an uncountable family of pairwise
non-isomorphic von Neumann flows. Recall, that two probability preserving
flows T = (Tt)t∈R on (X, µ) and R = (Rt)t∈R on (Y, ν) are isomorphic if
there exists an invertible measure preserving transformation S : X → Y such
that S ◦ Tt = Rt ◦ S for every t ∈ R. Our main result is the following.
Let T = (T ft )t∈R and R = (Rgt )t∈R be two special flows over irrational
rotations T,R : T → T, T (x) = x + α, R(x) = x + β, under roof functions
f, g : T→ R+,
∫
T
f(x)dx =
∫
T
g(x)dx = 1, of the form
f(x) = Af{x} + fac(x) and g(x) = Ag{x} + gac(x)
respectively, where {x} stands for the fractional part of x, Af , Ag 6= 0 and
fac, gac ∈ C1(T).
Theorem 1.1. If |Af | 6= |Ag|, then the flows T = (T ft )t∈R and R = (Rgt )t∈R
are not isomorphic.
Idea of the proof. As it was mentioned in the introduction, no known
slow entropy type invariants can be used for Theorem 1.1. For von Neumann
flows with one discontinuity the divergence of orbits is caused by two effects:
slow divergence by hitting the roof and fast divergence by hitting the dis-
continuity. The idea is to take two close points x, y for T such that they
hit the discontinuity at time t0 = t0(x, y) before they have time to split by
hitting the roof. This means that before time t0 they are close and at t0 they
split by Af (modulo some ǫ error) in the flow direction. So if T and R were
isomorphic, the images S(x), S(y) of x, y would have to be close for most of
the time [0, t0] and split at t0 by Af in the R-flow direction. But points for
R either split by slow divergence and then (since this divergence is uniform)
they have to split by Af/2 at time t0/2 which is a contradiction, or they
split by Ag by hitting the discontinuity. But |Ag| 6= |Af | which again yields
a contradiction. We use some standard ergodic theory tools, i.e. Egorov’s
theorem, Luzin’s theorem, to make this idea precise.
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2 Basic definitions
We denote by T the circle group R/Z which we will identify with the unit
interval [0, 1). For a real number x denote by {x} its fractional part, by
[x] = x− {x} its integer part and by ‖x‖ its distance to the nearest integer.
Given x, y ∈ T with ‖x − y‖ < 1
2
, [x, y] will denote the shortest interval
in T connecting x and y. Lebesgue measure on T will be denoted by µ
and Lebesgue measure on R will be denoted by λ. For a bounded function
f : T→ R+, let fmin := infT f and fmax := supT f .
2.1 Continued fractions
For an irrational α ∈ T, let [0; a1, a2, . . .] stand for the continued fraction
expansion of α and let (qn)n∈N denote the sequence of the denominators of
α (see [Kh35]). The sequence (qn)n∈N is given by the recursive formulas
q0 = 1, q1 = a1, qn = anqn−1 + qn−2, (1)
and the inequality
1
2qn+1
< ‖qnα‖ < 1
qn+1
(2)
holds for every n ∈ N. It follows easily from the above inequality that
min
0≤i<j<qn
‖iα− jα‖ = ‖qn−1α‖ > 1
2qn
. (3)
More precisely, the partition of T by 0, α, ..., (qn−1)α has the form {In+kα :
0 ≤ k < qn − qn−1} ∪ {I ′n + kα : 0 ≤ k < qn−1}, where In = [0, qn−1α] and
I ′n = [(−qn−1 + qn)α, 0] ⊂ T.
We say that α has bounded type if the sequence (an)n∈N is bounded.
Otherwise α is said to have unbounded type.
2.2 Special flows
Let T be an ergodic automorphism of a standard Borel space (X,B, µ) (with
µ(X) < +∞). A measurable function f : X → R defines a cocycle Z×X → R
given by
f (n)(x) =


f(x) + f(Tx) + · · ·+ f(T n−1x) if n > 0,
0 if n = 0,
−(f(T nx) + · · ·+ f(T−1x)) if n < 0.
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Assume that f ∈ L1(X,B, µ) is a strictly positive function.
The special flow T = (T ft )t∈R over the base automorphism T under the
roof function f is the flow acting on (Xf ,Bf , µf), where Xf = {(x, s) ∈
X × R | 0 ≤ s < f(x)} and Bf and µf are the restrictions of B ⊗ BR and
µ ⊗ λ to Xf respectively (λ stands for Lebesgue measure on R). Under the
action of the flow T each point in Xf moves vertically upward with unit
speed, and we identify the point (x, f(x)) with (Tx, 0). More precisely, for
(x, s) ∈ Xf we have
T ft (x, s) = (T
nx, s+ t− f (n)(x)), (4)
where n ∈ Z is the unique number such that f (n)(x) ≤ s+ t < f (n+1)(x).
2.3 Von Neumann flows
We call a function f : T→ R piecewise C1 if there exist β1, . . . , βk ∈ T such
that f |T\{β1,...,βk} is C1 smooth and f±(βi) = limx→βi± f(x) is finite for every
i. Denote by di := f−(βi) − f+(βi) the jump of f at point βi. The number∑k
i=1 di is the sum of jumps of f .
Definition 2.1. A von Neumann flow is a special flow T over a rotation
T : (T, µ) → (T, µ) by an irrational α ∈ T and under a piecewise C1 roof
function f : T→ R+ with a non-zero sum of jumps.
We will consider the simplest case when f has only one discontinuity.
Without loss of generality we may assume that f is C1 on T \ {0} with a
jump −Af = f−(0)− f+(0) 6= 0. Any such f can be written in the form
f(x) = Af{x}+ fac(x),
where fac ∈ C1(T) and Af 6= 0 are such that f > 0. In this case we call
Af the slope of f . We assume that
∫
T
fdµ = 1, that is we normalize the
resulting measure µf to make it a probability measure.
Define the following semimetric on Tf :
df((x, s), (y, r)) := min{‖x− y‖+ |s− r|,
‖T (x)− y‖+ |s− r − f(x)|,
‖T−1(x)− y‖+ |s− r + f(T−1(x))|,
‖x− T (y)‖+ |s− r + f(y)|,
‖x− T−1(y)‖+ |s− r − f(T−1(y))|}.
Informally speaking, two points (x, s), (y, r) ∈ Tf are df -close if their for-
ward or backward images T ft (x, s), T
f
t (y, r) are close in the product metric
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for small t ∈ R. The reason we consider df instead of the standard product
metric is that it makes continuous the mapping R ∋ t 7→ T ft (x, s) ∈ Tf for
every (x, s) ∈ T: df((x, s), T ft (x, s)) = |t| for |t| < fmin. The triangle inequal-
ity holds for df locally: df((x, s), (y, r)) ≤ df((x, s), (y, r)) + df((y, r), (z, t))
whenever df((x, s), (y, r))+ df((y, r), (z, t)) < fmin. Notice also that on a set
of measure arbitrary close to 1 the semimetric df is equivalent to the product
metric.
3 Main propositions
In this section we prove several technical propositions which will be used in
the proof of Theorem 1.1. The reader can skip it and jump to the proof of
Theorem 1.1, referring back to this section later when needed.
Throughout this section T = (T ft )t∈R is a von Neumann special flow over
an irrational rotation Rα : T → T, Rα(x) = x + α, under a roof function
f(x) = Af{x} + fac(x), fac ∈ C1(T). The following simple lemma will allow
us to neglect the C1 part of the roof function in the estimates below.
Lemma 3.1 ([KS]). Let g ∈ C1(T). For every ε > 0 there exists δ > 0 such
that for every x, y ∈ T with ‖x− y‖ < δ and every n ∈ Z
|g(n)(x)− g(n)(y)| < εmax{1, |n|‖x− y‖}.
Let (qn)n∈N stand for the sequence of the denominators of α. We will
consider two different cases depending on the type of α.
3.1 α of unbounded type
Proposition 3.2. Assume that α has unbounded type. For every η > 0
there exist sequences δn → 0 and En ⊂ Tf such that µf(
⋃
nEkn) = 1 for
every increasing sequence (kn), (x+ δn, s) ∈ Tf whenever (x, s) ∈ En and for
every n ∈ N and (x, s) ∈ En there exist Mn > n and Nn < −n such that the
following holds:
(A) for every t ∈ [Nn,Mn] we have
df(T ft (x, s), T
f
t (x+ δn, s)) < η;
(B) for every t ∈ [Mn, (1 + fminfmax )Mn] we have
df(T ft+Af (x, s), T
f
t (x+ δn, s)) < η if Af > 0,
df(T ft (x, s), T
f
t−Af (x+ δn, s)) < η if Af < 0,
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and for every t ∈ [(1 + fmin
fmax
)Nn, Nn] we have
df(T ft−Af (x, s), T
f
t (x+ δn, s)) < η if Af > 0,
df(T ft (x, s), T
f
t+Af
(x+ δn, s)) < η if Af < 0.
The reader should have the following picture in mind. Both forward and
backward images of two ‘good’ points under the flow T stay close until they
are split by the discontinuity, and once they are split they stay at distance
Af (in the flow direction) for some time. The fact that α has unbounded
type is used in (B) to guarantee that when the the interval [x, x+ δn] (δn of
order q−1n ) hits 0 after 0 ≤ in < qn iterates, then it will also hit 0 in time
in − qn < 0.
Proof. Recall that f = Af{·}+ fac, where fac ∈ C1(T). Let us assume with-
out loss of generality that Af > 0, the proof in the other case is analogous.
Fix η > 0, η < min{ 1
50
, A−2f , fmin}, 4η3/2 < fmin. Let δ > 0 be such that for
every x, y ∈ T, ‖x− y‖ < δ, and every k ∈ Z
|f (k)ac (x)− f (k)ac (y)| < η3/2 max{1, |k|‖x− y‖} (5)
(see Lemma 3.1). By the assumption on α, there exists a sequence (ln) such
that
qln+1
qln
→ +∞. We will assume (by replacing (ln) with its subsequence if
necessary) that ql1 >
η2
δ
, ln > nf
−1
min, qln > 4ln and
qln+1
qln
> 4
η3
. Set δn :=
η2
qln
,
δn < δ for all n. Let In := [− η3qln ,−
2
qln+1
] ⊂ T. Notice that by (2) and (3),
for every x ∈ In,
{i ∈ {−qln , . . . , 2qln} : iα ∈ (x, x+ δn)} = {−qln , 0, qln, 2qln}. (6)
Set Bn :=
⊔−qln+ln
i=−ln R
i
αIn ⊂ T and let
En := {(x, s) ∈ Tf : x ∈ Bn and (x+ δn, s) ∈ Tf} ⊂ Tf . (7)
We show in Lemma 3.4 below that µf(
⋃
nEkn) = 1 for every increasing
sequence (kn).
Take any (x, s) ∈ En. Let in ∈ [ln, qln − ln] be the unique integer such
that 0 ∈ Rinα [x, x+ δn], 0 ∈ Rin−qlnα [x, x+ δn] and
0 /∈ Rkα[x, x+ δn] (8)
for all in − 2qln < k < in + qln , k 6= in, in − qln. We have then for every
k ∈ (in − qln , in],
|f (k)(x)− f (k)(x+ δn)| ≤ |f (k)ac (x)− f (k)ac (x+ δn)|+ Af |k|δn
≤ η3/2max{1, |k|δn}+ Af |k|δn = η3/2 + Af |k|δn < 2η3/2. (9)
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Let Mn := f
(in+1)(x+ δn)− s and Nn := f (in−qln)(x+ δn)− s. Then for every
t ∈ [Nn,Mn],
df(T ft (x, s), T
f
t (x+ δn, s)) < δn + 2η
3/2 < η.
Since ln ≤ in ≤ qln − ln, we have Mn ≥ lnfmin > n, Nn ≤ −lnfmin < −n.
This proves (A). Let us prove (B) for t ∈ [Mn, (1 + fminfmax )Mn], the proof for
t ∈ [(1 + fmin
fmax
)Nn, Nn] is analogous. By the cocycle equality we can write for
every k ∈ (in, in + qln) and y = x, x+ δn:
f (k)(y) = f (in)(y) + f(Rinα (y)) + f
(k−in−1)(Rin+1α (y)).
Since 0 ∈ Rinα [x, x+ δn],
|f(Rinα (x))− f(Rinα (x+ δn))−Af | < η3/2 + Afδn < 2η3/2. (10)
By (8) we also know that for every k ∈ (in, in + qln)
|f (k−in−1)(Rin+1α (x))− f (k−in−1)(Rin+1α (x+ δn))| < 2η3/2. (11)
Combining (9), (10) and (11), we get
|f (k)(x)− f (k)(x+ δn)− Af | < 6η3/2
for every k ∈ (in, in+qln). Therefore for every t ∈ [Mn, f (in+qln+1)(x+δn)−s]
we have
df(T ft+Af (x, s), T
f
t (x+ δn, s)) < δn + 6η
3/2 < η.
SinceMn ≤ qlnfmax, while f (in+qln+1)(x+δn)−s−Mn = f (qn)(Rin+1α (x+δn)) ≥
qlnfmin, this finishes the proof of (B).
To prove Lemma 3.4 we will use the following strong law of large numbers
for weakly correlated random variables:
Lemma 3.3 ([Ly88]). Let (X, µ) be a probability space. Given a sequence of
measurable subsets Bn ⊂ X, if
|µ(Bn ∩ Bm)− µ(Bn)µ(Bm)| 6 ε(|n−m|), (12)
where
∑
k∈N
ε(k)
k
< ∞, then 1
n
∑n
i=1(1Bi − µ(Bi)) → 0 µ-almost everywhere.
In particular, if infn µ(Bn) > 0, then µ(lim supnBn) = 1.
Lemma 3.4. Let (En) be as in (7). Then for every increasing sequence (kn)
we have
µf(
⋃
n
Ekn) = 1.
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Proof. Recall that Bn =
⊔−qln+ln
i=−ln R
i
αIn, where In = [− η
3
qln
,− 2
qln+1
] ⊂ T, and
En = {(x, s) ∈ Tf : x ∈ Bn and (x + δn, s) ∈ Tf} ⊂ Tf . The reader can
easily check that the sets RiαIn are pairwise disjoint. Let B
f
n := {(x, s) ∈ Tf |
x ∈ Bn} and Xn := {(x, s) ∈ Tf | (x+ δn, s) ∈ Tf}, so that En = Bfn ∩Xn.
Obviously, X1 ⊂ X2 ⊂ · · · and µf(Xn) → 1, so it is enough to prove that
µ(
⋃
nBkn) = 1 for every increasing sequence (kn). For this we will apply
Lemma 3.3.
Denote p(n) := qln−2ln+1 and sm(n) := |{i ∈ [−qln+ln,−ln] : iα ∈ Bm}|,
m < n. Let (kn)n∈N be an increasing sequence. By passing to a further
subsequence if necessary we may assume without loss of generality that
∣∣∣∣
skm(kn)
p(kn)
− µ(Bkm)
∣∣∣∣ <
1
2n
and
p(km)
p(kn)
<
1
2n
for every m < n (the first inequality holds for every km (m < n) fixed and
kn large enough by unique ergodicity of Rα). It is a routine to verify that
skm(kn)− 2p(km)
p(kn)
µ(Bkn) ≤ µ(Bkn ∩ Bkm) ≤
skm(kn) + 2p(km)
p(kn)
µ(Bkn)
and hence
|µ(Bkn ∩Bkm)− µ(Bkn)µ(Bkm)| ≤
∣∣∣∣
skm(kn)
p(kn)
− µ(Bkm)
∣∣∣∣+ 2
p(km)
p(kn)
<
3
2n
.
Therefore, (12) holds for the sequence (Bkn)n∈N with ε(n) =
3
2n
. Finally,
observe that µ(Bn) = p(n)µ(In) = (qln − 2ln+1)( η
3
qln
− 2
qln+1
) >
qln
2
· η3
2qln
= η
3
4
for every n by the assumptions on (ln). It follows from Lemma 3.3 that
µ(lim supnBkn) = 1.
Proposition 3.5. Let α be any irrational. For every ξ > 0 small enough
and M > 0 there exists a set Z ⊂ Tf , µf(Z) > 1 − ξ, and θξ,M > 0 such
that for every (x, s), (y, r) ∈ Z, df((x, s), (y, r)) < θξ,M , x 6= y, there exists
L > M such that at least one of the following holds:
(a) for every t ∈ [0, L] we have
df(T ft (x, s), T
f
t (y, r)) < 2ξ,
and for every t ∈ [L, (1 + fmin
10fmax
)L] we have
df(T ft (x, s), T
f
t+ξ(y, r)) < ξ/2 if Af > 0,
df(T ft (x, s), T
f
t−ξ(y, r)) < ξ/2 if Af < 0;
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(b) for every t ∈ [−L, 0] we have
df(T ft (x, s), T
f
t (y, r)) < 2ξ,
and for every t ∈ [−(1 + fmin
10fmax
)L,−L] we have
df(T ft (x, s), T
f
t−ξ(y, r)) < ξ/2 if Af > 0,
df(T ft (x, s), T
f
t+ξ(y, r)) < ξ/2 if Af < 0;
(c) for every t ∈ [0, L] we have
df(T ft (x, s), T
f
t (y, r)) < 15ξ,
and for every t ∈ [L, (1 + fmin
fmax
)L] we have
df(T ft+Af (x, s), T
f
t (y, r)) < 30ξ if Af > 0,
df(T ft (x, s), T
f
t−Af (y, r)) < 30ξ if Af < 0.
For the proof of Proposition 3.5 we will need the following lemma:
Lemma 3.6 ([KS, Lemma 3.3]). Fix x, y ∈ T, x 6= y, and let n ∈ N be any
integer such that
‖x− y‖ < 1
6qn
. (13)
Then one of the following holds:
(i) 0 /∈ ⋃[
qn+1
6 ]
k=0 R
k
α[x, y];
(ii) 0 /∈ ⋃0
k=−[ qn+16 ]
Rkα[x, y];
(iii) 0 ∈ ⋃qn−1k=0 Rkα[x, y].
Proof of Proposition 3.5. We give the proof assuming that Af > 0, the proof
in the other case is analogous. We assume that ξ < min{ fmin
4
,
Af
72
}. Let
θξ,M > 0 be such that for every x, y ∈ T, ‖x− y‖ < θξ,M , and every k ∈ Z
|f (k)ac (x)− f (k)ac (y)| <
ξ
20
max{1, |k|‖x− y‖} (14)
(Lemma 3.1). We will also assume that θξ,M < min{ ξ10 , ξ20Af ,
12ξ
Afqn0
}, where
n0 is such that qn0 > max{12Mf−1min,M2f−2min}. Let
Z1 := {(x, s) ∈ Tf : θξ,M < s < f(x)− θξ,M},
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so that for every (x, s), (y, r) ∈ Z1, df((x, s), (y, r)) = ‖x − y‖ + |s − r| if
df((x, s), (y, r)) < θξ,M , µ
f(Z1) > 1−ξ/2. Let Bn :=
⋃0
i=−[√qn]R
i
α[− 16qn , 16qn ],
µ(Bn) <
1√
qn
. Since
∑∞
n=1
1√
qn
< ∞, as follows easily from (1), we can find
m ∈ N such that µ(⋃∞n=mBn) < ξ2fmax . Define
Z2 := {(x, s) ∈ Tf : x /∈
∞⋃
n=m
Bn},
µf(Z2) > 1− ξ/2, and let Z := Z1 ∩ Z2.
Take any (x, s), (y, r) ∈ Z with df((x, s), (y, r)) < θξ,M , x 6= y. Let n ∈ N
be unique such that
12ξ
Afqn+1
≤ ‖x− y‖ < 12ξ
Afqn
.
Notice that n ≥ n0. Since n satisfies (13) for x, y, one of (i)–(iii) in Lemma 3.6
holds.
Assume first that x, y satisfy (i) (the forward orbit of [x, y] avoids the
discontinuity up to time qn+1
6
). We will prove (a) in this case. Let k0 :=[
ξ
Af‖x−y‖
]
. By the assumptions on ξ and θξ,M we have qn/12 ≤ k0 ≤ qn+1/12.
For every k ∈ [0, k0], by (14) and the definition of k0,
|f (k)(x)− f (k)(y)| ≤ |f (k)ac (x)− f (k)ac (y)|+ Af |k|‖x− y‖ < 3ξ/2.
Let L := f (k0+1)(x) − s, L > fminqn/12 ≥ fminqn0/12 > M . For every
t ∈ [0, L],
df(T ft (x, s), T
f
t (y, r)) < θξ,M + 3ξ/2 < 2ξ.
We also have
|f (k0)(x)− f (k0)(y)− ξ| ≤ |f (k0)ac (x)− f (k0)ac (y)|+ |Afk0‖x− y‖ − ξ|
< ξ/20 + Afθξ,M < ξ/10.
Since 0 /∈ ⋃2k0k=k0 Rkα[x, y], we have for every k ∈ [k0, 6k0/5] ∩ Z,
|f (k−k0)(x+ k0α)− f (k−k0)(y + k0α)| < ξ/20 + Af |k − k0|θξ,M < 3ξ/10.
From the above two inequalities and the cocycle equality we get for every
k ∈ [k0, 6k0/5] ∩ Z
|f (k)(x)− f (k)(y)− ξ| ≤ |f (k0)(x)− f (k0)(y)− ξ|
+ |f (k−k0)(x+ k0α)− f (k−k0)(y + k0α)|
< 4ξ/10.
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Therefore, for all t ∈ [f (k0)(x)− s, f ([6k0/5])(x)− s],
df(T ft (x, s), T
f
t−ξ(y, r)) < θξ,M + 4ξ/10 < ξ/2.
This completes the proof of (a).
If (ii) holds for x, y, one can similarly prove (b). The proof in this case
goes along the same lines, one just needs to switch the time direction from
positive to negative, therefore we skip it. It remains to consider the case (iii)
and prove (c).
If x, y satisfy (iii), there exists 0 ≤ k0 < qn such that 0 ∈ Rk0α [x, y]. By
the definition of Z, k0 >
√
qn. We also know from (3) that 0 /∈ Rkα[x, y] for
all 0 ≤ k < k0 and k0 < k < k0 + qn. For every k ∈ [0, k0],
|f (k)(x)− f (k)(y)| ≤ |f (k)ac (x)− f (k)ac (y)|+ Afk‖x− y‖ < ξ/20 + 12ξ < 13ξ.
Let L := f (k0+1)(y)− r, L > fmin√qn ≥ fmin√qn0 > M . For every t ∈ [0, L]
we have
df(T ft (x, s), T
f
t (y, r)) < θξ,M + 13ξ < 14ξ.
On the other hand by the definition of k0 we have
|f (k0+1)(x)− f (k0+1)(y)−Af | ≤ |f (k0+1)ac (x)− f (k0+1)ac (y)|+
+ Afθξ,M + Af(k0 + 1)‖x− y‖ < ξ/20 + ξ/20 + 12ξ < 13ξ.
Since 0 /∈ ⋃2k0k=k0 Rkα[x, y], we have for every k ∈ (k0, 2k0] ∩ Z,
|f (k−k0)(x+ k0α)− f (k−k0)(y + k0α)| < 13ξ.
Finally, for every t ∈ [L, (1 + fmin
fmax
)L], we get
df (T ft+Af (x, s), T
f
t (y, r)) < 30ξ.
This finishes the proof of (c).
3.2 α of bounded type
For α of bounded type we have a weaker statement than Proposition 3.2
(see Proposition 3.7 below). Therefore we need a stronger statement than
Proposition 3.5 (see Proposition 3.8 below). We will use Propositions 3.7
and 3.8 in the proof of Theorem 1.1 in the case both α and β are of bounded
type.
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Proposition 3.7. Assume that α has bounded type. For every η > 0 there
exist sequences δn → 0 and En ⊂ Tf such that µf(
⋃
nEkn) = 1 for every
increasing sequence (kn), (x+ δn, s) ∈ Tf whenever (x, s) ∈ En and for every
n ∈ N and (x, s) ∈ En there exists Mn > n such that the following holds:
(A′) for every t ∈ [0,Mn] we have
df(T ft (x, s), T
f
t (x+ δn, s)) < η;
(B′) for every t ∈ [Mn, (1 + fminfmax )Mn] we have
df(T ft+Af (x, s), T
f
t (x+ δn, s)) < η if Af > 0,
df(T ft (x, s), T
f
t−Af (x+ δn, s)) < η if Af < 0.
Proof. The proof, up to one difference, follows the same lines as the proof of
Proposition 3.2. In this case (ln) can be any (sparse) subsequence of N, so
that ql1 ≥ η
2
δ
, qln ≥ 4ln. Let δn := η
2
qln
. We define sets In, Bn and En the same
way as in Proposition 3.2 (notice that (6) does not hold anymore). Then it
follows by Lemma 3.4 that µf(
⋃
nEkn) = 1 for every increasing sequence
(kn).
We define in the same way, then 0 ∈ Rinα [x, x+ δn] (contrary to the proof
of Proposition 3.2, it is not true that 0 ∈ Rin−qlnα [x, x + δn]) and for every
in < k < in + qln (8) holds. Then for every k ∈ [0, in], we have
|f (k)(x)− f (k)(x+ δn)| < 2η3/2.
We define Mn := f
(in+1)(x+ δn)− s. From this point on, the proof is a word
by word repetition of the proof of Proposition 3.2 starting below (9).
Proposition 3.8. Assume that α has bounded type. For every ξ > 0 small
enough there exists a set Z ⊂ Tf , µf(Z) > 1− ξ, and θξ,M > 0 such that for
every (x, s), (y, r) ∈ Z, df((x, s), (y, r)) < θξ,M , x 6= y, there exists L > M
such that at least one of the following holds:
(a′) for every t ∈ [0, L] we have
df(T ft (x, s), T
f
t (y, r)) < 2ξ,
and for every t ∈ [L, (1 + fmin
10fmax
)L] we have
df(T ft (x, s), T
f
t+ξ(y, r)) < ξ/2 if Af > 0,
df(T ft (x, s), T
f
t−ξ(y, r)) < ξ/2 if Af < 0;
12
(b′) for every t ∈ [0, L] we have
df(T ft (x, s), T
f
t (y, r)) < 15ξ,
and for every t ∈ [L, (1 + fmin
fmax
)L] we have
df(T ft+Af (x, s), T
f
t (y, r)) < 30ξ if Af > 0,
df(T ft (x, s), T
f
t−Af (y, r)) < 30ξ if Af < 0.
Proof. The proof is similar to the proof of Proposition 3.5. Assume Af > 0.
Fix ξ < (10 supn an + 1)
−2. We define θξ,M , Z1, Z2 and Z the same way as in
the proof of Proposition 3.5. Take any (x, s), (y, r) ∈ Z and let n be unique
satisfying
1
2qn+1
≤ ‖x− y‖ < 1
2qn
.
Denote k0 :=
[
ξ
Af‖x−y‖
]
. We have the following cases:
Case 1: 0 /∈ ⋃2k0i=0Riα[x, y]. Then we show (a′). Notice that for every
k ∈ [0, k0] we have
|f (k)(x)− f (k)(y)| ≤ |f (k)ac (x)− f (k)ac (y)|+ Af |k|‖x− y‖ < 3ξ/2
and therefore for L := f (k0)(x)− s we have for t ∈ [0, L]
df(T ft (x, s), T
f
t (y, r)) < 2ξ.
Moreover, for every k ∈ [k0, 6k0/5], we have
|f (k)(x)− f (k)(y)− ξ| < 4ξ/10.
Therefore, for every t ∈ [L, 1 + fmin
10fmax
L], we have
df(T ft (x, s), T
f
t+ξ(y, r)) < ξ/2,
which gives (a′).
Case 2: 0 ∈ ⋃2k0i=0Riα[x, y]. Then let i0 be such that 0 ∈ [x+ i0α, y+ i0α].
Since x, y ∈ Z it follows that i0 > √qn > M by the choice of θξ,M . Let
L := f (i0)(x)−s. Analogously to the previous case we show that for t ∈ [0, L]
we have
df(T ft (x, s), T
f
t (y, r)) < 4ξ.
Moreover since α is of bounded type, it follows that i0 ≤ 2k0 < qn, and
therefore 0 /∈ Riα[x, y] for i ∈ [i0 + 1, 2i0]. Hence for every t ∈ [L, 1 + fminfmaxL],
we have
df (T ft+Af (x, s), T
f
t (y, r)) < 30ξ.
This finishes the proof.
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4 Proof of Theorem 1.1
In this section we will use Propositions 3.2, 3.5, 3.7 and 3.8 from the previous
section to prove Theorem 1.1.
Proof of Theorem 1.1. We will argue by contradiction. Let S : Tf → Tg be
an isomorphism between T and R, i.e. S ◦ T ft = Rgt ◦ S for every t ∈ R. We
will consider separately two cases.
Case 1. Either α or β has unbounded type. Assume for definiteness that
α has unbounded type. We will use Proposition 3.2 for α and Proposition 3.5
for β. By Luzin’s theorem, there exists a setX ⊂ Tf , µf(X) > 1− fmin
20fmax
, such
that for any ε > 0 there is η = η(ε) > 0 such that for every (x, s), (y, r) ∈ X,
df((x, s), (y, r)) < η ⇒ dg(S(x, s), S(y, r)) < ε. (15)
Since T is ergodic, for µ-a.e. (x, s) ∈ Tf ,
lim
M→∞
1
M
λ{t ∈ [0,M ] : T ft+ιAf (x, s) ∈ X} = µf(X),
ι = −1, 0, 1. Therefore, by Egorov’s theorem, there exists a set Y ⊂ Tf ,
µf(Y ) > 0.99, and M0 > 0 such that for every (x, s) ∈ Y and every N < M ,
|M |, |N | ≥M0, |M−N ||M | ≥ min{ fmin2fmax ,
gmin
20gmax
}, we have
λ{t ∈ [N,M ] : T ft+ιAf (x, s) ∈ X, ι = −1, 0, 1} ≥ 0.9|M −N |. (16)
Fix 0 < ξ ≪ fmin, gmin, Af , Ag,min{‖kβ‖ : 0 < k ≤ |Af |+|Ag|gmin + 1} and let
Z ⊂ Tg and θξ,M0 < ξ/10 come from Proposition 3.5, µg(Z) > 0.99. Choose
η > 0 in (15) so that for all (x, s), (y, r) ∈ X
df((x, s), (y, r)) < η ⇒ dg(S(x, s), S(y, r)) < θξ,M0 . (17)
Consider the set
V := X ∩ Y ∩ S−1Z ⊂ Tf , (18)
µf(V ) > 0.9. Let (En) and (δn) be the sequences coming from Proposition 3.2
for η as above. Since δn → 0, there exists an increasing sequence (kn) such
that the following set
V0 = {(x, s) ∈ V : (x+ δkn, s) ∈ V for every n ∈ N}
has positive measure. We may assume without loss of generality that δk1 < η
and k1 > M0. By Proposition 3.2, µ
f (
⋃
nEkn ∩ V0) > 0. Fix any (x, s) ∈⋃
nEkn ∩ V0. By the definition of V0, there exists j ∈ N such that
(x, s) ∈ Ekj and (x, s), (x+ δkj , s) ∈ V.
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Let Mkj , Nkj be as in Proposition 3.2, so that (A) and (B) holds for the
point (x, s), Mkj > M0, Nkj < −M0. By the definition of V it follows that
S(x, s), S(x + δkj , s) ∈ Z and dg(S(x, s), S(x + δkj , s)) < θξ,M0. Therefore,
by Proposition 3.5 (for the flow R and the roof function g), there exists
L > M0 such that one of (a), (b) or (c) holds for S(x, s), S(x + δkj , s). We
will conduct the proof assuming that (a) or (c) holds. The proof in the case
(b) is completely analogous to the proof in the case (a), one just needs to go
backward instead of going forward. Denote
P := {t ∈ R : T ft+ιAf (x, s), T
f
t+ιAf
(x+ δkj , s) ∈ X, ι = −1, 0, 1}.
Since (x, s), (x + δkj , s) ∈ V ⊂ Y , it follows by (16) that at least one of the
following sets is nonempty:
I1 := P ∩ [0,Mkj ] ∩ [L, (1 + gmin10gmax )L],
I2 := P ∩ [Mkj , (1 + fminfmax )Mkj ] ∩ [L, (1 +
gmin
10gmax
)L],
I3 := P ∩ [Mkj , (1 + fminfmax )Mkj ] ∩ [0, L].
For every t ∈ P ∩ [0,Mkj ] we have by (A) and (17)
dg(Rgt (S(x, s)), R
g
t (S(x+ δkj , s))) < θξ,M0 < ξ/10, (19)
and for every t ∈ P ∩ [Mkj , (1 + fminfmax )Mkj ) we have by (B) and (17)
dg(Rgt (S(x, s)), R
g
t±Af (S(x+ δkj , s))) < θξ,M0 < ξ/10. (20)
On the other hand, by Proposition 3.5, for every t ∈ [0, L] we have
dg(Rgt (S(x, s)), R
g
t (S(x+ δkj , s))) < 15ξ (21)
and for every t ∈ [L, (1 + gmin
10gmax
)L] we have either
dg(Rgt (S(x, s)), R
g
t±ξ(S(x+ δkj , s))) < ξ/2, (22)
or
dg(Rgt (S(x, s)), R
g
t±Ag(S(x+ δkj , s))) < 30ξ. (23)
Denote y := S(x + δkj , s). Combining (19) and (20) with (21), (22) or (23)
we get by the triangle inequality that for t ∈ I1 ∪ I2 ∪ I3,
dg(Rgt (y), R
g
t±ξ(y)) < ξ or d
g(Rgt (y), R
g
t±a(y)) < 40ξ
for some a ∈ {Af , Ag, Af ± Ag, Af ± ξ}. But none of the above two in-
equalities can hold, because dg(Rgt (y), (R
g
t±ξ(y)) = ξ (since ξ is small) and
dg(Rgt (y), R
g
t±a(y)) ≥ min{|a|,min0<k≤|a|g−1
min
+1 ‖kβ‖} > 50ξ by the choice of
ξ. The obtained contradiction finishes the proof in the first case.
Case 2. Both α and β have bounded type. In this case we argue com-
pletely analogously to the Case 1 using Propositions 3.7 and 3.8 instead of
Propositions 3.2 and 3.5.
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5 Concluding remarks
Two probability preserving flows T = (Tt)t∈R on (X, µ) and R = (Rt)t∈R on
(Y, ν) are called weakly isomorphic if T is a factor of R and vise versa, i.e.
if there exist measure preserving maps S1 : X → Y and S2 : Y → X such
that S1 ◦ Tt = Rt ◦ S1 and S2 ◦ Rt = Tt ◦ S2 for every t ∈ R. Since in the
proof of Theorem 1.1 we did not use an assumption that the conjugacy S is
invertible, in fact, a stronger statement follows: if |Af | 6= |Ag|, then the von
Neumann flows T = (T ft )t∈R and R = (Rgt )t∈R are not weakly isomorphic.
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