Abstract. We propose a stochastic Galerkin method using sparse wavelet bases for the Boltzmann equation with multi-dimensional random inputs. The method uses locally supported piecewise polynomials as an orthonormal basis of the random space. By a sparse approach, only a moderate number of basis functions is required to achieve good accuracy in multi-dimensional random spaces. We discover a sparse structure of a set of basis-related coefficients, which allows us to accelerate the computation of the collision operator. Regularity of the solution of the Boltzmann equation in the random space and an accuracy result of the stochastic Galerkin method are proved in multi-dimensional cases. The efficiency of the method is illustrated by numerical examples with uncertainties from the initial data, boundary data and collision kernel.
Introduction
The Boltzmann equation plays an essential role in kinetic theory [9] . It describes the time evolution of the density distribution of dilute gases, where fluid dynamics equations, such as the Euler equations and the Navier-Stokes equations, fail to provide reliable information. It is an indispensable tool in fields concerning non-equilibrium statistical mechanics, such as rarefied gas dynamics and astronautical engineering.
For most applications of the Boltzmann equation, the initial and boundary data are given by physical measurements, which inevitably bring measurement errors. Furthermore, archical basis in one dimension. To construct the sparse wavelet basis in multi-dimension, we take the tensor basis and discard those basis functions that are in deep levels in most dimensions. In this way only a small number of basis functions are kept, yet it can be proved that the accuracy is still as good as the corresponding tensor basis, if the function to approximate is smooth enough. With a hierarchical basis with N levels and piecewise polynomials of degree at most m, our method can achieve an accuracy is O(K −(m+1) (log K) (m+2)(d−1) ) in terms of K. It is algebraically accurate, but as d increases, the accuracy deteriorates very slowly. Furthermore, we discover a sparse structure of a set of basis related coefficients, S i jk , which greatly reduces the cost of the expensive collision operator evaluation. The rest of the paper is organized as follows: in Section 2 we introduce the Boltzmann equation with uncertainty and the framework of stochastic Galerkin (sG) method; in Section 3 we introduce our sparse method with multi-wavelet functions; in Section 4 we give an estimate of the sparsity of the coefficients S i jk ; in Section 5 we prove the random space regularity of the solution of the Boltzmann equation with uncertainty, as well as the accuracy of the sG method with sparse wavelet basis; in Section 6 we give some numerical results; the paper is concluded in Section 7.
The Boltzmann equation with uncertainty
The classical (deterministic) Boltzmann equation in its dimensionless form reads
where f = f (t, x, v) is the density distribution function of a dilute gas at time t ∈ + , position x ∈ Ω ⊂ d x , and with particle velocity v ∈ d v . Kn is the Knudsen number, a dimensionless number defined as the ratio of the mean free path and a typical length scale, such as the size of the spatial domain. The collision operator Q( f , f ) is given by 2) which is a quadratic integral operator modeling the binary elastic collision between particles. (v, v * ) and (v , v * ) are the particle velocities before and after a collision, which are given by
with a vector σ varying on the unit sphere. The collision kernel B is a non-negative function of the form B(v, v * , σ) = B(|v − v * |, cos θ ), where θ = arccos
|v−v * | is the deviation angle. A commonly used model for the collision kernel is the variable hard sphere (VHS) model [5] , which takes the form
where b and λ are some constants whose values are usually determined by matching with the experimental data to reproduce the correct transport coefficients such as the viscosity. The Boltzmann collision operator satisfies the conservation laws
as well as the H-theorem
The equality is achieved if and only if f takes the form
which is called the Maxwellian. ρ, u and T are the density, bulk velocity and temperature, given by
The initial condition of the Boltzmann equation is given by 9) and a boundary condition is needed if the spatial domain Ω is a proper subset of d x . We adopt the Maxwell boundary condition, which takes the form
where T w is the temperature of the wall, and n is the inner normal unit vector of the wall. The first term is the specular reflective part, and the second term is the diffusive part. α is the accommodation coefficient. α = 1 implies purely diffusive boundary, while α = 0 implies purely reflective boundary. For simplicity we only consider the case where the wall is static.
As mentioned before, there are many sources of uncertainties in the Boltzmann equation, such as the initial data, boundary data, and collision kernel. To quantify these uncertainties we introduce the Boltzmann equation with uncertainty
(2.12) Here z ∈ I z is a d-dimensional random vector with probability distribution π(z) characterizing the uncertainty in the system. We assume that the collision kernel has the form
which means that Q z can be written as
The Maxwell boundary data g(t, x, v, z) is given by
To solve the stochastic system (2.12), Hu and Jin [16] proposed a stochastic Galerkin (sG) method. The idea is to approximate f by a truncated polynomial series: 14) where {Φ k (z)} are an orthonormal polynomial basis, which satisfies
If one uses polynomials of degree at most K 1 in a d dimensional random space, then the number of basis functions is K =
. Substituting (2.14) into (2.12) and conducting a standard Galerkin projection, one gets
where
The boundary condition is given by
is a matrix that is time independent hence can be pre-computed. This gPC-sG method works well for low dimensional random inputs, but for high dimensional ones, it might require a very large number of basis functions (K large) to approximate f to a given accuracy. If one takes K 1 basis functions in each dimension of a d-dimensional random space, then a direct extension of the gPC-sG method will require K =
basis functions, which is prohibitively expensive if both K 1 and d are large. Furthermore, since the computation of Q k typically requires O(K 2 ) times evaluation of the deterministic collision operator, one has to choose a relatively small K in order to afford the computation. Also, [16] uses the singular value decomposition of a size K matrix as pre-computation for the collision operator, which reduces the computational cost by one order of magnitude, but this pre-computation can be prohibitively expensive if K is large. In the following sections we propose a stochastic Galerkin method with sparse grid basis functions, which requires much fewer basis functions for multi-dimensional random spaces.
A sparse approach with multi-wavelet basis functions

The sparse wavelet basis construction
For simplicity we restrict to the case
is the uniform distribution. We follow the notation by Guo and Cheng [15] . We start by constructing a hierarchical decomposition of the space consisting of piecewise polynomials of degree at most m. Let P m (a, b) be the space of polynomials of degree at most m on the interval (a, b), and for every N ≥ 0, 
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Then a standard sparse trick can be applied. For simplicity we introduce the following vector notations:
1 m is the vector with 1 at m-th component and 0 elsewhere,
The sparse trick is to replace the l ∞ norm on j by the l 1 norm. In this way we define the sparse wavelet spaceV
From now on we will omit the subscript z for these spaces.
Construction of the basis functions
We adopt the basis functions of 
which has support on the interval
The basis functions of W m j are tensor products of the one dimensional basis functions: 
Estimate of the Sparsity of S i jk
Recall the triple product tensor S i jk defined in (2.18). Due to the local support of the sparse wavelet basis functions Φ k , this tensor is sparse, especially when N and d are large. Due to this sparsity, when one computes
where there is at least one k with S i jk = 0. Now we prove some results on its sparsity. We focus on the dependence on N , so every O(·) notation means multiplication by a constant that may depend on d.
Recall that when one takes the sparse wavelet spaceV m N , the basis functions are
Since this support is independent of m , we omit the m index in the following consideration. If ψ j 1 ,l 1 and ψ j 2 ,l 2 have non-intersecting supports, then
Recall that the number of basis functions, inV m N , which includes those ψ j,l with |j| 1 ≤ N and 0 ≤ l 1 ≤ 2 
where the maximum acts on each component of vectors. Similarly 
The first equality is because there are
choices of k 1 with |k 1 | 1 = k, and similarly for
The second inequality is because
, and taking the largest term in the l summation.
Then by taking derivative with respect of k, it is easy to see that the previous summation is optimized at
which finishes the proof. N d−3 ) ). This suggests that the above theorem is not sharp.
Regularity and accuracy
In this section, we prove the regularity of the solution to the Boltzmann equation in the random space, and the accuracy of the stochastic Galerkin method using sparse wavelet basis. These are straightforward multi-dimensional extensions of the corresponding results in [16] . We assume that the random collision kernel depends linearly on z. This is a reasonable assumption because when one uses the Karhunen-Loeve expansion to approximate a random field, the resulting dependence on z is linear.
We consider the spatially homogeneous Boltzmann equation
subject to random initial data and random collision kernel
Regularity in the random space for the Boltzmann equation
We define the norms and operators:
We first state the following estimates of Q(g, h) and Q 1, j (g, h), which are standard results proved in [7, 18] and its extension to the uncertain case is straightforward: 
The proof of the theorem is provided in the Appendix.
Accuracy analysis
In this subsection, we will prove the convergence rate of the stochastic Galerkin method using the previously established regularity. As in section 5.1, we will still restrict to the spatially homogeneous equation (5.1).
We use the sparse wavelet spaceV 
where the maximum is taken over all non-empty subsets {i 1 , . . . , i r } ⊂ {1, . . . , d}, and { j 1 , . . . , j d−r } is the complement of {i 1 , . . . , i r }. Using the orthonormal basis {Φ k (z)}, the solution f to (5.1) can be represented as
Let P K be the projection operator defined as
Then one has the following projection error estimate (Theorem 5.1 in [26] ):
This lemma implies that the projection error
Define the norms 
where C(m, d) is a constant depending on m and d.
Given the gPC approximation of f :
we now define the error function
where e k =f k − f k . Then we have 
The proof of Lemma 5.4 and Theorem 5.5 can be proved in the same way as Section 4.2 in Hu and Jin [16] , in view of Lemma 5.3. We omit the details. 
Numerical results
In this section we give some numerical results of the stochastic Galerkin method with sparse technique. We first demonstrate the efficiency of the sparse wavelet basis, and then show its application to the Boltzmann equation with uncertainty.
The random space is taken as where
. The velocity space is discretized into N v grid points in each dimension: .16) is discretized by the second order upwind scheme with the minmod slope limiter. The collision operator is computed by the fast spectral method [21] . The time discretization is given by the second order Runge-Kutta scheme. Table 1 . It is clear that the sparse technique saves a great number of basis functions, especially in multi-dimensional random spaces. 
, where P K is the projection operator onto the corresponding function space. The result is shown in Figure 1 . It can be seen that the sparse wavelet method performs much better than the tensor method.
Sparsity of S i jk
We give a test of the sparsity of the tensor S i jk , as well as the number of Q( f i , f j ) needed to compute. We take a random collision kernel b(z) = 1 + 0.2z 1 . For simplicity we only show the results with m = 0, since the sparsity of S i jk with larger m is similar. The result is shown in Figure 2 . One can clearly see an exponential decay of the percentage of nonzeros in S i jk , as well as the percentage of Q( f i , f j ) needed to compute, as N or d increase. This is even better than what we have proved.
To further demonstrate the sparsity of S i jk we give a graph of nonzero elements of S i jk for m = 0, N = 4, d = 3, shown in Figure 3 . The points in the first graph represent nonzero elements in S i jk . The second graph is the projection of the first graph onto i, j coordinates, and the points in it represent those Q( f i , f j ) needed to compute.
Application to the Boltzmann equation with uncertainty
In this subsection, the velocity space is assumed to be two-dimensional and its discretization is always given by N v = 32. The time discretization is given by 0.8 times the CFL condition for spatial inhomogeneous problems.
Accuracy of the approximation of the collision operator
We first check the accuracy of the collision operator Q( f , f ) computed by the sparse stochastic Galerkin method. The function f is given by the Bobylev-Krook-Wu [6, 17] solution with uncertainty: For this f , Q( f , f ) with collision kernel B = 1 2π is given explicitly by
The numerical solution is given bỹ and it becomes a little worse as d increases. This is caused by the log K factor in the error estimate.
The homogeneous Boltzmann equation with uncertainty on the collision kernel
We solve the homogeneous Boltzmann equation with deterministic initial data and a random collision kernel. We take the dimension of the random space d = 2, 3, and the collision kernels are
The initial data is the BKW solution 9) and the exact solution is given by Figure 5 . The phenomenon is similar to the previous accuracy test. 
The Boltzmann equation with random initial data
We test our method on the (inhomogeneous) Boltzmann equation with uncertainty. The random space is 4-dimensional. We take the x-domain to be [0, 1] with the periodic boundary condition. We use the following random initial data to mimic the Karhunen-Loeve expansion
(6.12) The x-domain is discretized into N x = 50 mesh points, and we compare the solution by the sparse stochastic Galerkin method with m = 0, N = 3 and a stochastic collocation method with full tensor basis in random space at time t = 0.1. The collocation method is implemented by solving the deterministic problem at points of the form z = (z 1 , . . . , z d ) where each z i is one of the M z = 8 Gauss-Legendre quadrature points (thus one needs to solve M d z deterministic problems). And then the mean and standard deviation are computed by numerical quadrature. The comparison result is shown in Figure 6 . We see the results by the two methods agree well. 
The Boltzmann equation with randomness on initial data, boundary data, and collision kernel
We finally solve the inhomogeneous Boltzmann equation with uncertainty on initial data, boundary data, and collision kernel. The random domain is taken to be 6-dimensional. We take the initial data to be the equilibrium with The spatial discretization is given by N x = 100 to better capture the details near the boundary. We compare the result by the stochastic Galerkin method with sparse technique with the stochastic collocation method with full grid at time t = 0.04. The Galerkin method has parameters m = 0, N = 3, and the collocation method is as described in the previous numerical result with M z = 4 collocation points in each dimension. The result is shown in Figure 7 . One can see that the two results agree well.
Conclusion
In this paper we developed a sparse wavelets based stochastic Galerkin method for the Boltzmann equation with uncertainty. The uncertainty could come from initial data, boundary data, and collision kernel. This method enables us to quantify the uncertainty from multi-dimensional random inputs, which is previously infeasible using the global gPC basis. We proved and numerically demonstrated the sparsity of the basis related coefficient, S i jk , which allows us to dramatically accelerate the computation of the collision operator under the Galerkin projection. Regularity of the solution of the Boltzmann equation in the random space and an accuracy result of the stochastic Galerkin method are proved.
Many related problems are still open, for example, asymptotic-preserving schemes [10] for the Boltzmann equation with uncertainty, adaptive mesh techniques to capture discontinuities in the random space, quantification of nonlinear uncertainties on the collision kernel, etc.
In the first inequality we used the Cauchy-Schwarz inequality, and in the second inequality we used (5.3). In the third inequality the induction assumption is used for the second sum, since the indexes l and j − 1 m − l appeared there have order less than or equal to k. Every term in the first sum can be treated similarly except terms corresponding to the cases of l = 0 and l = j, which are treated separately. In the final equality, we used the identity L l=0
Then we apply Gronwall's inequality to (A.2) and get the control
with a positive constant C k+1 . Sum over all j with |j| 1 = k + 1 we get (5.4) for k + 1. This completes the mathematical induction and the proof.
