In this paper we prove a basic theorem which says that if f : F p n → [0, 1] has few 'large' Fourier coefficients, and if the sum of the norms squared of the 'small' Fourier coefficients is 'small' (i.e. the L 2 mass off is not concetrated on small Fourier coefficients), then
Introduction
Suppose that p is a prime number, and n ≥ 1 is an integer. Let F denote the finite field F p n and set F = |F|. Suppose that
We will use the expectation operator, defined to be
For an a ∈ F we will denote the Fourier transform of f at a as followŝ
where ω = e 2πi/p , and where a · m denotes the dot product of a and m with respect to the standard F p basis for F.
Write F = {a 1 , ..., a F }, where the a i are ordered so that |f (a 1 )| ≥ |f (a 2 )| ≥ · · · ≥ |f (a F )|.
For convenience we set f i =f (a i ); and thus,
We also define
which is the tail of the spectral L 2 norm off .
As a consequence of Parseval we have that if E(f ) = β, then
• For all i = 1, ..., F , σ i ≤ βF 2 .
• Given ε ∈ (0, 1], the number of indices i = 1, ..., F such that |f i | ≥ εF is at most βε −2 .
There are certain functions which have a lot fewer "large" Fourier coefficients as predicted by this second application of Parseval; for example, suppose that f 0 is the indicator function for some subset S of F having βF elements, and set
Then, f (m) is supported on the elements of S + S, and clearly takes on values in [0, 1]; also, E(f ) = β. Now, if
and, by Parseval one can easily show that the number of a ∈ F with this property is at most ε −1 , which is better tan the βε −2 claimed after the second bullet above (at least for fixed β and small enough ε). Furthermore, the σ i satisfy a sharper inequality than just σ i ≤ βF 2 . In fact, if i is chosen so that |f i | ≤ εF , then we will have
If we were to take f to be something like
we would get even sharper inequalities.
The main theorem of our paper will show that functions like f above must always be rich in three-term arithmetic progressions in a certain sense. First, define
Our theorem then is as follows:
where 0 < ε, δ < 1. Then,
Remark 1. One aspect of this theorem, which distinguishes it from others in the theory of arithmetic progressions (e.g. [2] ), is that it produces lower bounds for Λ 3 (f ) for when E(f ) is quite small; in fact, so long as ǫ, δ, and k are small enough, it can produce non-trivial lower bounds for Λ 3 (f ) with E(f ) = F −γ , for some 0 < γ < 1.
Remark 2. An example of a function f which satisfies the hypotheses of the above theorem is as follows: First, fix S to be some subset of F with |S| ≥ n −100 F (this condition on |S| can be much relaxed in what follows -it is only for demonstration purposes). Let f 0 be the indicator function for S, and define
Then, E(f ) ≥ n −100 . Take ε = n −1000 , say. Then, by a simple calculation using Parseval, we find that if k > n 2500/7 , then |f (a k )| ≤ εF . We will also have that σ k ≤ δ 2 F 2 , where δ = n −2750 . For these parameters we will have that,
Of course, it is fairly easy to prove non-trivial lower bounds for Λ 3 (f ) in this case without using Theorem 1 (see [1] ); however, our Theorem 1 provides an alternative proof of this fact.
Remark 3. The condition on |f k | in this theorem seems reasonable, given the conclusion; however, it would be nice to eliminate the dependence on σ k . Let us highlight this as the following conjecture (which we make intentionally vague):
Conjecture. One can obtain non-trivial lower bounds on Λ 3 (f ) purely in terms of E(f ), the characteristic p, and in terms of k = k(ǫ), which is defined to be the smallest k such that |f k | < εF . Ideally, these bounds should give good results in a wide range for E(f ), say where
where 0 < γ < 1 is some constant.
Proof of Theorem 1
Let us first describe the idea of the proof in the case where f is the indicator function for some set S ⊆ F: In this case, we start by letting T = S ∩ (t + W ), for some coset t + W of a subgroup (subspace) W of low dimension. Then, we let h be the indicator function for the set T + V , where V is the orthogonal complement of W with respect to the standard basis. Note that h is translation-invariant by elements of V . Since W has small dimension, V has large dimension, and it turns out that this means T + V has lots of three-term progressions; furthermore, the hypotheses of our theorem will guarantee that the large Fourier spectrum off will be close to the large Fourier spectrum ofĥ (there is a 1-1 correspondance between large Fourier coefficients of f and large Fourier coefficients of h), which will mean that Λ 3 (h) and Λ 3 (f ) are close. We will then conclude that Λ 3 (f ) is large.
The Subspaces V , W , and the Construction of h(m)
be all those places where
Let W be any subspace of F with p n ′ elements, and V its orthogonal complement (with respect to the standard F p basis), such that n ′ is minimal, subject to the constraint that all the cosets a + V, where a ∈ A, are distinct.
We will need an upper bound on n ′ , which is furnished by the following lemma.
Lemma 1 We have that
Proof of the Lemma. Suppose that a, b ∈ A. Then, the coset a + V and b + V are the same if and only if a − b ∈ V . Now, given a random subspace V of codimension n ′ (chosen with the uniform measure), the probability that some fixed element a − b = 0 lies in V will be
This follows because 0 lies in every subspace, and if we eliminate it, we are left with F − 1 elements in our field; and, each non-zero element of the field is just as likely to be in a random subspace V as any other element -since there are |V | − 1 non-zero elements of V , this gives the probability (|V | − 1)/(F − 1). Thus, since A has k elememts, the probability that no pair (a, b) ∈ A × A shares the same coset a + V = b + V is at least
This last quantity is positive whenever
So, there must exist a subspace W of dimension at most one more than this value for n ′ such that all the cosets a + V are distinct as we vary over a ∈ A.
Define g : F → {0, 1} to be the indicator function for the coset t + W ; that is,
Then, the Fourier transform of g is given bŷ
where V (b) denotes the indicator function for V . If w ∈ W , then h(w) = 0 (becauseV (w) = 0 in that case); however, if w ∈ W , then the Fourier transform of h is given bŷ
We will now show that there is a choice for t ∈ V which guarantees that the large Fourier spectrum of h(m) is 'close' to that of f (m + t): First, split W into the union of the sets W 1 and W 2 , where W 1 is the set of all w ∈ W such that the coset w + V contains some element of A (which must be unique); W 2 is the remaining elements of W . We introduce some notation Notation. Given x ∈ F, let v(x) and w(x) denote the unique pair of elements of V and W , respectively, such that
Note that if x ∈ A, then w(x) ∈ W 1 .
We seek t such that for each a ∈ A,
We also want this same t satisfies
for every w ∈ W 2 .
We note that since W is orthogonal to V , and since t ∈ V ,
So, condition (2) is saying that eachĥ(w), for each w ∈ W 1 , is 'close' to the Fourier transform of a translate of f at some place a. One condition guaranteeing both (2) and (3) is
From our formula (1) we get that if we sum the the first sum in (4) over t ∈ V , we get
If we sum the second sum in (4) over t ∈ V , we get
An upper bound for the sum of the quantities (5) and (6) is
Thus, there exists t ∈ V satisfying both (2) and (3), provided that
Since this is one of the hypotheses of our theorem, henceforth we will assume that t ∈ V satisfies both (2) and (3).
2.2 Formulas, with error terms, for Λ 3 (f ) and
First, we observe that
Σaf (a)
Σa or −2a∈Af (a)
where the error E 1 satisfies
We also have that sinceĥ is only non-zero on W ,
Σa or −2a∈Aĥ (w(a))
where
Comparingf withĥ
Our goal now is to show that Λ 3 (f ) and Λ 3 (g) are close, by comparing Fourier coefficients. The main result we will need is the following Lemma.
Lemma 2 Let A be as before. Then,
Σa or −2a ∈ Af (a)
Proof of the Lemma. The proof is nothing but a few applications of Parseval's identity and the Cauchy-Schwarz inequality. During our proof when we write Σ a , we mean that we sum over all a where either a ∈ A or −2a ∈ A.
First, let β(a) = ω −v(a)·tf (a) −ĥ(w(a)), and note that (2) implies that if a ∈ A, then |β(a)| ≤ δF ; also, if a ∈ A, then (3), along with the bound |f (a)| < εF , implies that |β(a)| < (δ + ε)F.
Thus, regardless of the value of a we always get the bound
We have that
where by Parseval's identity we have that the error E 3 satisfies
Next, we have that
where by Parseval again, along with Cauchy-Schwarz, we have that the error E 4 satisfies
Finally,
Σa (ĥ(a) + β(a))ĥ(a)ĥ(−2a)
where by Parseval again, along with Cauchy-Schwarz, we have that the error E 5 satisfies
Thus, we deduce
An immediate corollary of this lemma, when combined with our estimates for Λ 3 (f ) and Λ 3 (h) from the previous subsection, is that |Λ 3 (f ) − Λ 3 (h)| < δ 3 + δ 2 ε + 3δ + 3ε < 4(δ + ε).
To complete the proof of our theorem, then, all we need is a lower bound on Λ 3 (h): Such a lower bound follows easily from the fact that h is translation-invariant by elements of V , which follows from the definition h(m) = (f g * V )(m).
From this we deduce that
Σw∈WΣn,n+d,n+2d∈w+V h(w) we deduce that E(h) ≥ E(f ) − δ; also, since h is translation-invariant on V , this implies
Σw∈W h(w) = E(h).
Combining this with (8) we deduce that
Using the bound on n ′ in Lemma 1 we get that
which implies
and so, combining this with (7) we deduce that
