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Abstract
In this paper, we study exact learning of logic programs from entailment and present a poly-
nomial time algorithm to learn a rich class of logic programs that allow local variables and in-
clude many standard programs like append, merge, split, delete, member, prefix, suffix,
length, reverse, append/4 on lists, tree traversal programs on binary trees and addition,
multiplication and exponentiation on natural numbers. Grafting a few aspects of incre-
mental learning (Krishna Rao, Proc. Algorithmic Learning Theory, ALT’95, Lecture Notes in
Arti4cial Intelligence, vol, 997, pp. 95–109. Revised version in Theoret. Comput. Sci. special is-
sue on ALT’95 185 (1995) 193–213) onto the framework of learning from entailment (Arimura,
Proc. Algorithmic Learning Theory, ALT’97, Lecture Notes in Arti4cial Intelligence, vol. 1316,
1997, pp. 432–445), we generalize the existing results to allow local variables, which play an
important role of sideways information passing in the paradigm of logic programming. c© 2001
Elsevier Science B.V. All rights reserved.
1. Introduction
Starting with the seminal work of Shapiro [18, 19], the problem of learning logic
programs from examples and queries has attracted a lot of attention in the last 15 years.
Many techniques and systems for learning logic programs are developed and used in
many applications. See [13] for a survey. In this paper, we consider the framework of
learning from entailment [1–5, 7, 8, 15, 16] and present a polynomial time algorithm
to learn a rich class of logic programs that allow local variables and include many
standard programs from Sterling and Shapiro’s book [20].
The framework of learning from entailment has been introduced by Angluin [1] and
Franzier and Pitt [7] to study learnability of propositional Horn sentences. In the last
 This is a revised and extended version of [11].
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few years, this framework (with minor modi4cations) has been used in learning 4rst-
order Horn programs and many results have been published in [3, 11, 16]. In [3, 11, 16],
the learner is allowed to ask the following types of queries in learning a concept
(logic program) from a teacher. Through an entailment equivalence query EQUIV (H),
the learner asks the teacher whether his program H is logically equivalent to the
target program H∗ or not. The teacher answers ‘yes’ to this query if H and H∗ are
equivalent, i.e., H |=H∗ and H∗ |=H . Otherwise, the teacher produces a clause C such
that H∗ |=C but H |=C or H∗ |=C but H |=C. A subsumption query SUBSUME(C)
produces an answer ‘yes’ if the clause C is subsumed by a clause in H∗, otherwise
answer ‘no’. Besides, equivalence and subsumption queries, the learner is also allowed
to ask for hints. If C is a ground 1 clause A ← B1; : : : ; Bn such that H∗ |=C, the
request-for-hint query REQ(C) returns (1) an answer ‘subsumed’ if A← B1; : : : ; Bn is
subsumed by a clause in H∗, otherwise returns (2) an atom (hint) B in the proof of
H∗ |=C.
Our work has been inspired by the recent work of Arimura [3] presenting a poly-
nomial time algorithm to learn a class of logic programs called acyclic constrained
Horn programs. This class includes an impressive set of standard programs with recur-
sion like append, merge, split, delete, member, prefix, suffix, length and add
besides many non-recursive programs. The main property of these programs is that all
the terms in the body of a clause are subterms of the terms in the head. This means
that local variables are not allowed. However, local variables play an important role
of sideways information passing in the paradigm of logic programming and hence
there is an urgent need to extend the results for classes of programs which allow local
variables.
In this paper, we extend the results of Arimura [3] for one such class of programs,
using moding annotations and background knowledge. Our background knowledge is
nothing but a logic program already learned, perhaps using the framework of learning
from entailment itself. In other words, we graft a few aspects of incremental learning
[10] to the framework of learning from entailment [3]. To summarize the results of
this paper, (1) a class of logic programs as background knowledge is identi4ed, (2) a
class of logic programs (called 7nely moded programs) learnable in polynomial time
from entailment is introduced, (3) some results about the complexity of subsumption
and entailment problem for these classes are obtained and (4) a learning algorithm is
presented. We also prove that the class of 4nely moded programs properly contains
the class of acyclic constrained Horn programs.
The results on the learnability of concepts from hints generally attracts the following
question from the 4rst-time readers. Hints are probably available only if the teacher
knows the target concept. Why doesn’t he tell it then, instead of asking the learner
1 The request-for-hint query is only asked with a ground clause which contains no variables. In fact, our
algorithm only asks request-for-hint query with a ground clause that is entailed by the target program. In
contrast, the subsumption query is asked with any clause – it neither needs to be ground nor needs to be
entailed by the target program.
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to guess it? This questions the rationale behind the framework of learning from hints.
We answer this question by explaining a natural situation, where giving hints is much
more fruitful than giving the 4nal solution. Consider the situation of a teacher having
an exceptionally good student of rare gifts (once in a life-time chance). The teacher
loves mathematics so much that seeing his students proving beautiful theorems on
their own gives him a real pleasure. Presented with a highly gifted student, he tries
to inculcate the habit of logical reasoning in the student by challenging him to prove
(or even to discover) new theorems by giving him appropriate hints. The framework
of learning from entailment follows the similar principles and the hints correspond to
the lemmas needed in proving main theorems.
The rest of the paper is organized as follows. The next section gives preliminary
de4nitions and Section 3 de4nes the class of 4nely moded programs and proves some
characteristic properties of them. Section 4 presents a few results about subsumption
and entailment and Section 5 presents the learning algorithm for 4nely moded programs.
Section 6 provides correctness proof of the learning algorithm and Section 7 provides
a comparison with related works.
2. Preliminaries
Assuming that the reader is familiar with the basic terminology of 4rst-order logic
and logic programming [12], we use the 4rst-order logic language with a 4nite set 
of predicate symbols and a 4nite set  of function symbols. The arity of a predicate=
function symbol f is denoted by arity(f). Function symbols of arity zero are also
called constants. The size of a term=atom=clause=program is de4ned as the number of
(occurrences of) variables, predicate and function symbols in it.
Denition 1. A mode m of an n-ary predicate p is a function from {1; : : : ; n} to the
set {in; out}. The sets in(p)= {j |m(j)= in} and out(p)= {j |m(j)= out} are the
sets of input and output positions of p, respectively.
A moded program is a logic program with each predicate having a unique mode
associated with it. In the following, p(s; t) denotes an atom with input terms s and
output terms t. The set of variables occurring in t is denoted by Var(t).
Denition 2. A de4nite clause
p0(s0; t0)← p1(s1; t1); · · · ; pk(sk; tk)
k¿0 is well moded if (a) Var(t0)⊆Var(s0; t1; : : : ; tk) and (b) Var(si)⊆Var(s0; t1; : : : ;
ti−1) for each i∈ [1; k]. A logic program is well moded if each clause in it is well
moded.
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The class of well-moded programs is extensively studied in the literature and the
following lemma is one of the well-known facts about well-moded programs.
Lemma 1. Let P be a well-moded program and Q be the query ←p(s; t) with ground
input terms s. If there is an SLD-refutation of P ∪{Q} with computed answer sub-
stitution  then t is ground as well.
Proof (Sketch). Induction on the length of the SLD-refutation of P ∪{Q}. Condition
(a) of the above de4nition ensures that all the variables in the output terms of a unit
clause also occur in the input terms. Hence, t is ground if the length of the SLD-
refutation of P ∪{Q} is one. Condition (b) will be used together with condition (a)
in proving the induction-step.
Denition 3. A predicate p de4ned in a well-moded program P is deterministic if
t1≡ t2 whenever P |=p(s; t1) and P |=p(s; t2) for any sequence of ground input terms
s. A well-moded program P is deterministic if each predicate in P is deterministic.
In this paper, we only consider deterministic well-moded programs. Without loss of
generality, we assume that each predicate has at most one output position. 2
3. Finely moded Programs
As mentioned in the introduction, our learning algorithm takes a logic program as
background knowledge. In this section, we present our assumptions about the back-
ground knowledge and the class of 4nely moded programs.
Denition 4. Let program B be a background knowledge and t be a ground term. The
dependent set DB(t) of t w.r.t. B is a set of ground terms such that
1. t ∈DB(t),
2. if u∈DB(t) and B |=p(s; u) for some predicate p in B and ground input terms s
then every term in s is in DB(t) and
3. if u∈DB(t) then every subterm of u is in DB(t).
Intuitively, the dependent set DB(t) of a ground term t contains all the terms that
may occur in any proof of B |=p(w; t) for any predicate p in B. This set can be
computed in polynomial time for background knowledges under consideration in this
paper.
The following lemma is useful in the sequel.
2 A predicate symbol with k¿1 output positions can be replaced by a predicate symbol with 1 output
position (and same number of input positions) using a k-tupling operator. An atom p(s1; : : : ; sn; t1; : : : ; tk)
with k output positions will be replaced by the corresponding atom p′(s1; : : : ; sn;f(t1; : : : ; tk)) with 1 output
position, where f is a fresh function symbol of arity k.
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Lemma 2. Let t be a ground term. Then DB(s)⊆DB(t) if s is a subterm of t or
s∈DB(t).
Proof. Easy.
Denition 5. A background knowledge B is regular if (a) for every ground term t,
|DB(t)| is bounded by a polynomial in the size of t, and (b) the size of the SLD-tree
of any query ← A is bounded by a polynomial in the size of A.
Example 1. Consider the following append program:
moding: app(in, in, out).
app([ ], Ys, Ys) ←
app([X|Xs], Ys, [X|Zs]) ← app(Xs, Ys, Zs)
This program is well moded and deterministic. For a list L, D(L) is the set of sublists
of L. The number of sublists 3 of a list L of length n is (n+1)C2 + 1, which is of the
order O(n2). It is clear that the size of the SLD-tree for any query ← A is bounded
by a polynomial (in fact, linear) in the size of A. Therefore, B is regular.
Example 2. It is easy to verify that standard programs for multiplication and ad-
dition can be served as regular background knowledge.
In this paper, we only deal with regular background knowledge and use B to denote
the background knowledge under consideration.
Now, we go about presenting the class of 4nely moded programs. We partition 
into 0 and 1 such that 0 contains the predicate symbols de4ned in B and 1
contains the rest of the predicate symbols.
Denition 6. A well-moded clause
p0(s0; t0)← p1(s1; t1); : : : ; pn(sn; tn)
n¿0 is 7nely moded if there is an integer m∈ [1; n] such that
1. predicate symbols p1; : : : ; pm are in 1 and pm+1; : : : ; pn are in 0,
2. for each i∈ [1; m], every term in si is a subterm of a term in s0 and ti is a subterm
of a term in t0; sm+1; : : : ; sn and
3. for each j∈ [m + 1; n], tj is a subterm of t0 and if some ti; i∈ [1; m] is a subterm
of a term in sj then pj has an output position.
Denition 7. A well-moded program P is 7nely moded if each clause in it is 4nely
moded.
3 Basically, a non-empty sublist of L can be identi4ed by its two end points. The number of possible
ways of choosing two distinct points on a line with n + 1 points is (n + 1)C2 . Therefore, the number of
sublists of a list L of length n is (n + 1)C2 + 1.
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Condition 1 ensures that the atoms involving the predicates from the background
knowledge are evaluated after the atoms involving the predicates de4ned in the program
are evaluated. The 4rst part of condition 2 implies that the atoms p1(s1; t1); : : : ; pm(sm;
tm) are always evaluated with ground inputs if the input terms of the initial query
are ground and the second part of condition 2 implies that all the terms computed in
p1(s1; t1); : : : ; pm(sm; tm) are used in the rest of the (body of the) clause. Condition
3 ensures that all the computations done in pm+1(sm+1; tm+1); : : : ; pn(sn; tn) are useful
in computing the output terms of the head. All this ensures that an SLD-refutation of
P ∪{← A} can be constructed in polynomial time (see Lemma 8 in the sequel).
Remark. It may be noted that the above notion of 4nely moded programs is a slight
generalization of the notion given in our earlier paper [11]. In particular, the following
two additional conditions are imposed in [11]: (a) for each i∈ [1; m], ti is a local
variable in sm+1; : : : ; sn if ti is not a subterm of t0 and (b) for each j∈ [m+1; n], every
term in sj is either a subterm of a term in s0 or a (local) variable in t1; : : : ; tm. As a
consequence, the results of this paper generalize the results of [11].
Example 3. The following program for multiplication is 4nely moded w.r.t. the regular
background knowledge about addition:
moding: a(in, in, out) and m(in, in, out).
a(0; Y; Y)←
a(s(X); Y; s(Z))← a(X; Y; Z)
m(0; Y; 0)←
m(s(X); Y; Z)← m(X; Y; Z1); a(Y; Z1; Z)
Example 4. The following program for reverse is 4nely moded w.r.t. the regular back-
ground knowledge about append-last.
moding: app-last(in, in, out) and rev(in, out).
app-last([ ], Y, [Y]) ←
app-last([X|Xs], Y, [X|Zs]) ← app-last(Xs, Y, Zs)
rev([ ], [ ])←
rev([X|Xs]; Zs)← rev(Xs; Ys); app-last(Ys; X; Zs)
We present two characteristic theorems about 4nely moded programs below.
In view of the background knowledge, we adapt SLD-computations as follows.
Denition 8. Let B be a regular background knowledge, P be a 4nely moded program
and Q be a query ← p(s; t) with ground input terms s. An adapted SLD-derivation of
P ∪{Q} is a sequence of queries Q0 =Q;Q1; Q2; : : : ; such that each Qi, i¿0 satis4es
one of the following:
1. Qi−1 is ← A1; : : : ; An, the predicate symbol of the selected atom A1 is in 1, the
head H of a clause H←B1; : : : ; Bm in P uni4es with A1 through a most general
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uni4er % and Qi is
← B1%; : : : ; Bm%; A2%; : : : ; An%:
2. Qi−1 is←A1; : : : ; An, the predicate symbol of the selected atom A1 is in 0, B |=A1%
and Qi is
← A2%; : : : ; An%:
An adapted SLD-derivation Q0; : : : ; Qn is called an adapted SLD-refutation if Qn is an
empty query. The notion of an adapted SLD-tree is de4ned similarly.
The following two theorems are characteristic facts about 4nely moded programs.
Theorem 1 ensures that the input terms of any hint given by the teacher are subterms
of the input terms in the query. Therefore, only a polynomial number of possible
hints. Theorem 2 implies that all the terms in background knowledge atoms (with
predicates from 0) are members of the dependent set DB(t) of the output term t of
the initial query. These two theorems together ensures proofs (adapted SLD-refutations)
of polynomial length (see Lemma 8 in the sequel).
Theorem 1. Let B be a regular background knowledge; P be a 7nely moded program
and Q be a ground query ← p(s; t) with predicate p∈1. Then every input term of
any atom q(u; v) in an adapted SLD-derivation of P ∪{Q} is a subterm of a term
in s if q∈1.
Proof. Induction on the length l of the adapted SLD-derivation.
Basis: l=1. There is nothing to prove in this case.
Induction hypothesis: Assume that the theorem holds for all SLD-derivations of
length l¡k.
Induction step: Now, we establish that it holds for l= k. Let A be the selected atom
and p0(s0; t0)← p1(s1; t1); : : : ; pn(sn; tn) be the input clause used in the last resolution
step. Let m∈ [1; n] be an integer such that {p1; : : : ; pm}⊆1 and {pm+1; : : : ; pn}⊆0.
We need to prove that each term in s1%; : : : ; sm% is a subterm of a term in s, where
% is the most general uni4er used in the last resolution step. By induction hypothesis,
each input term of A is a subterm of a term in s and hence ground. By the de4nition
of 4nely moded clauses, each term in s1; : : : ; sn is a subterm of a term in s0. Therefore,
each term in s1%; : : : ; sm% is a subterm of a term in s0% and hence a subterm of an
input term of A, which is a subterm of a term in s0.
Theorem 2. Let B be a regular background knowledge; P be a 7nely moded program
and Q be a ground query ← p(s; t) with predicate p∈1. If q(u; v) is an atom in
any adapted SLD-refutation of P ∪{Q} with answer substitution  and q∈0 then
v ∈DB(t). Further; u ⊆DB(t).
Proof. Induction on the length l of the adapted SLD-refutation.
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Basis: l=1. There is nothing to prove in this case.
Induction hypothesis: Assume that the theorem holds for all SLD-refutations of
length l¡k.
Induction step: Now, we establish that it holds for l= k. Let p0(s0; t0)←p1(s1; t1);
: : : ; pn(sn; tn) be the input clause used in the 4rst resolution step. There are two cases:
(1) all predicate symbols p1; : : : ; pn are in 1 or (2) there is an m¡n such that
p1; : : : ; pm are in 1 and pm+1; : : : ; pn are in 0.
Case 1: By the de4nition of 4nely moded clauses, each term in s1; : : : ; sn is a sub-
term of a term in s0 and each ti is a subterm of t0. Since Q is a ground query,
s0 ≡ s and t0 ≡ t and hence each atom pi(si; ti) is ground. It is easy to see that
each atom in the adapted SLD-refutation of P ∪{Q} is also an atom in an adapted
SLD-refutation of P ∪{← pi(si; ti) } for some i∈ [1; n]. The length of the adapted
SLD-refutation of P ∪{← pi(si; ti) } is clearly less than k and by the induction hy-
pothesis, v ∈DB(ti )⊆DB(t) for each atom q(u; v) in any adapted SLD-refutation
of P ∪{← pi(si; ti) } if q∈0.
Case 2: We have two subcases: m=0 and m¿0. In the former subcase, there are
no local variables and t1; : : : ; tn are subterms of t0. Further, p1(s1; t1) ; : : : ; pn(sn; tn) 
are the only atoms in the adapted SLD-refutation of P ∪{Q}. Since Q is a ground
query, s0 ≡ s and t0 ≡ t. Hence, output terms of these atoms are subterms of t and
therefore members of DB(t).
Now, consider the subcase m¿0. By the de4nition of 4nely moded clauses,
tm+1; : : : ; tn are subterms of t0 and hence tm+1 ; : : : ; tn are subterms of t0 = t and there-
fore members of DB(t). For each atom q(u; v) (not a member of pm+1(sm+1; tm+1) ; : : : ;
tn(sn; tn) ) in the adapted SLD-refutation of P ∪{Q} with q∈0, it is clear that
q(u; v) is an atom in an adapted SLD-refutation of P ∪{← pi(si; ti) }, for some
i∈ [1; m]. The length of the adapted SLD-refutation of P ∪{← pi(si; ti) } is clearly
less than k and by the induction hypothesis, v ∈DB(ti ). Now, we prove that DB(ti )⊆
DB(t) for each i∈ [1; m]. By the de4nition of 4nely moded clauses, t1; : : : ; tm are sub-
terms of terms in t0; sm+1; : : : ; sn. If ti is a subterm of t0 then DB(ti )⊆DB(t0 )=DB(t).
Consider the case that ti is a subterm of a term in sm+j for some j∈ [1; n−m]. Since
B |=pm+j(sm+j; tm+j) , it follows that each term in sm+j is a member of DB(tm+j )⊆
DB(t0 )=DB(t). Therefore, DB(ti )⊆DB(t) as ti is a subterm of a term in sm+j.
It may be noted that unlike Theorem 1, this theorem does not hold for any arbitrary
adapted SLD-derivation, but holds only for SLD-refutations. In particular, it does not
hold if P |=p(s; t) .
Example 5. Consider the multiplication program given in Example 3 and the query ←
m(s(s(0)); s(s(0)); 0). Obviously, there is no SLD-refutation starting with this query,
and all the SLD-derivations starting with this query fail. It is easy to note that atom
a(s(s(0)); 0; s(s(0))) occurs in one such SLD-derivation. The output term s(s(0)) of
this atom does not belong to the set DB(t), where t is the output term of the initial
query, i.e., t≡ 0.
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This example demonstrates that the above theorem does not hold for any arbitrary
adapted SLD-derivation, but holds only for SLD-refutations.
4. Subsumption and entailment
Denition 9. Let C1 and C2 be clauses H1←Body1 and H2←Body2 respectively. We
say C1 subsumes C2 and write C1¡C2 (or C2 4C1) if there exists a substitution  
such that H1 ≡H2 and Body1 ⊆Body2.
Denition 10. A program P1 is a re7nement of program P2, denoted by P1  P2 if
(∀C1 ∈P1)(∃C2 ∈P2)C2¡C1. Further, P1 is a conservative re7nement of P2 if P1 is a
re4nement of P2 and each C in P2 has at most one C′ ∈P1 such that C¡C′.
Denition 11. A program P entails a clause C, denoted by P |=C, if C is a logical
consequence of P.
The relation between subsumption and entailment is discussed below.
Denition 12. A derivation of a clause C from a program P is a 4nite sequence of
clauses C1; : : : ; Ck =C such that each Ci is either an instance of a clause in P or a
resolvent of two clauses in C1; : : : ; Ci−1. If such a derivation exists, we write P d C.
The following theorem (valid for all Horn programs) is proved [14].
Theorem 3 (Subsumption theorem). Let P be a program and C be a clause. Then
P |=C if and only if one of the following holds:
(1) C is a tautology or
(2) there exists a clause D such that P d D and D subsumes C.
When C is ground, the above theorem can be reformulated as follows.
Theorem 4. Let P be a program and C be a ground clause A←B1; : : : ; Bn. Then
P |=C if and only if one of the following holds:
(1) C is a tautology.
(2) C is subsumed by a clause in P.
(3) There is a minimal SLD-refutation of P′ ∪{← A}; where
P′ = P ∪ {Bi ← | i ∈ [1; n]}:
Denition 13. An SLD-refutation is minimal if selected atoms are resolved with unit
clauses whenever possible.
Even though (2) is covered by (3) in the above theorem, we explicitly mention (2)
in view of its importance in our learning algorithm.
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Lemma 3. If C1 and C2 are two 7nely moded clauses; C1¡C2 is decidable in poly-
nomial time over the sizes of C1 and C2.
5. Learning algorithm
In this section, we present an algorithm Learn-FM for exact learning of terminating
4nely moded programs from entailment using equivalence, subsumption and request-
for-hint queries. The oracle (teacher) answers ‘yes’ to an entailment equivalence query
EQUIV (H) if H is equivalent to the target program H∗, i.e., H |=H∗ and H∗ |=H .
Otherwise, it produces a ground atom A such that H∗ |=A but H |= A or H∗ |= A but
H |=A. A subsumption query SUBSUME(C) produces an answer ‘yes’ if the clause C
is subsumed by a clause in H∗, otherwise answer ‘no’. When C is a ground clause
A←B1; : : : ; Bn such that H∗ |=C, the request-for-hint query REQ(C) returns (1) an
answer ‘subsumed’ if C is subsumed by a clause in H∗, otherwise returns (2) an atom
(hint) B in a minimal adapted SLD-refutation of H ′ ∪{← A} with answer substitution
 such that B ∈ {B1; : : : ; Bn}, where H ′=H∗ ∪ {Bi←| i∈ [1; n]}.
Algorithm Learn-FM uses the notions of saturation [9, 17] and least general gener-
alization.
Denition 14. A clause C is a saturation of an example E w.r.t. a theory (program) H
if and only if C is a reformulation of E w.r.t. H and C′⇒C for every reformulation
C′ of E w.r.t. H . A clause D is a reformulation of E w.r.t. H if and only if H ∧E ⇔
H ∧D.
We are concerned with 4nely moded programs and clauses and de4ne saturation of
an example E≡p0(s0; t0) w.r.t. H as E←ClosureH (E), where ClosureH (E)= S1 ∪ S2
such 4 that S1 is the set of ground atoms {p(s; t) |p∈1, each term in s is a subterm
of a term in s0 and t is a subterm of either t0 or of an input term of an atom in S2
and H |=p(s; t)} and S2 is the set of ground atoms {q(u; v) | q∈0, v is a subterm of
t0 and H |= q(u; v)}.
The size of ClosureH (E) is bounded by a polynomial in the size of E and can be
computed in polynomial time (see Lemma 7 in the sequel).
Denition 15. Let C1 and C2 be two 4nely moded clauses A1←Body1 and A2←
Body2, respectively. The least general generalization C1 unionsq C2 of C1 and C2 is de4ned
as a 4nely moded clause A←Body such that
(1) A≡p0(s0; t0) is the least general generalization of A1 and A2 and Ai≡A%i, i∈ [1; 2],
(2) Body= S1 ∪ S2 is the largest set of atoms such that
4 (Here, S1 ∪ S2 denotes the body of a clause containing the atoms in set S1 (in any order) followed by
the atoms in set S2 (in any order). Irrespective of the order in which atoms in S1 (and S2) are ordered the
clause E←ClosureH (E) is 4nely moded as long as the atoms in set S1 are followed by the atoms in set
S2.)
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(a) S1 = {p(s; t) |p∈1, p(s; t)%i ∈Bodyi ; i∈ [1; 2], each term in s is a subterm
of a term in s0 and t is either a subterm of t0 or a subterm of an input term
of an atom in S2} and
(b) S2 = {p(u; v) |p∈0, p(u; t)%i ∈Bodyi ; i∈ [1; 2], v is a subterm of t0}.
The least general generalization of two 4nely moded clauses de4ning the same pred-
icate (i.e., predicate symbol of the two heads is same) is unique and its length is
bounded by the lengths of the input clauses. It can be computed in polynomial time
in the sizes of the input clauses (time complexity is O(m1 ∗m2), where m1 and m2 are
the number of atoms in the two clauses C1 and C2).
Now, we are in a position to present our algorithm Learn-FM.
Procedure Learn-FM;
begin H :=B;
while EQUIV (H) = ‘yes’ do
begin A := EQUIV (H);
C :=A←ClosureH (A);
while REQ(C) returns a hint B do C :=B←ClosureH (B);
% This while loop exits when C is subsumed by a clause in H∗. %
C :=Reduce(C);
if SUBSUME(C unionsq D) returns ‘yes’ for some clause D∈H then
generalize H by replacing D with Reduce(C unionsq D)





% Removes irrelevant literals in the body of a clause. %
begin
for each atom B∈Body do
if SUBSUME(A← (Body− {B})) then Body := (Body− {B});
Return(A←Body)
end Reduce.
Remark. It may be noted the application of the above function Reduce from [16] is
not mandatory for the correctness of the algorithm Learn-FM, but it improves the
eQciency. In particular, checking subsumption of reduced clauses is easier than that of
non-reduced clauses.
Lemma 4. If a clause C is subsumed by a clause C′ in the target program H∗ then
Reduce(C)=C′ for some substitution  .
Example 6. We illustrate the working of Learn-FM by considering the standard mul-
tiplication program given in Example 3. The program for addition is given as the
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background knowledge B. For presentation purposes, we consider counterexamples of
small size. Learn-FM starts with H =B as the initial hypothesis and query EQUIV (H)
returns a counterexample, say A= m(s(s(0)), s(s(0)), s(s(s(s(0))))).
The inner while loop asks REQ(A←Body), where Body= a(0; 0; 0); a(0, s(0),
s(0)), a(s(0), 0, s(0)), a(0, s(s(0)), s(s(0))), a(s(s(0)), 0, s(s(0))), a(s(0),
s(0), s(s(0))), a(s(0), s(s(0)), s(s(s(0)))), a(s(s(0)), s(0), s(s(s(0)))),
a(s(s(0)), s(s(0)), s(s(s(s(0))))), a(0,s(s(s(0))), s(s(s(0)))), a(0,
s(s(s(0)))), s(s(s(s(0))))), a(s(0), s(s(s(0))), s(s(s(s(0))))), a(s(s
(s(0))), 0, s(s(s(0)))), a(s(s(s(0))), s(0), s(s(s(s(0))))), a(s(s(s(s
(0)))), 0, s(s(s(s(0))))). This results in a hint m(0, s(s(0)), 0). Now, the
inner while loop asks REQ(m(0, s(s(0)), 0)← a(0, 0, 0)), which returns answer
‘subsumed’. The function Reduce is applied to the clause m(0, s(s(0)), 0)← a(0, 0,
0) and the resulting clause C0 : m(0, s(s(0)), 0)← is added to H .
The outer while loop asks EQUIV (H) and gets a counterexample, say A1 =
m(s(0), s(s(0)), s(s(0))). The inner while loop asks REQ(A1←Body1), where
Body1 = m(0, s(s(0)), 0), a(0, 0, 0), a(0, s(0), s(0)), a(s(0), 0, s(0)), a(0,
s(s(0)), s(s(0))), a(s(s(0)), 0, s(s(0))), a(s(0), s(0), s(s(0))). The query
REQ(A1← Body1) returns answer ‘subsumed’ and Reduce(A1←Body1) is the clause
C1 : m(s(0), s(s(0)), s(s(0))← m(0, s(s(0)), 0), a(s(s(0)), 0, s(s(0))). The
clause C1 is added to H as SUBSUME(C0 unionsqC1) returns answer ‘no.’
The outer while loop asks EQUIV (H) and gets a counterexample, say A2 = m(s
(s(0)), s(s(0)), s(s(s(s(0))))). The inner while loop asks REQ(A2←Body2),
where Body2 = m(0, s(s(0)), 0), m(s(0), s(s(0)), s(s(0))), a(0, 0, 0), a(0,
s(0), s(0)), a(0, s(s(0)), s(s(0))), a(s(0), 0, s(0)), a(s(0), s(0), s(s(0))),
a(s(0), s(s(0)), s(s(s(0)))), a(s(s(0)), 0, s(s(0))), a(s(s(0)), s(0), s(s(s
(0)))), a(s(s(0)), s(s(0)), s(s(s(s(0))))), a(0,s(s(s(0))), s(s(s(0)))),
a(0,s(s(s(0)))), s(s(s(s(0))))), a(s(0), s(s(s(0))), s(s(s(s(0))))),
a(s(s(s(0))), 0, s(s(s(0)))), a(s(s(s(0))), s(0), s(s(s(s(0))))), a(s(s
(s(s(0)))), 0, s(s(s(s(0))))). The query REQ(A2←Body2) returns answer ‘sub-
sumed’ and Reduce(A2←Body2) is the clause m(s(s(0)), s(s(0)), s(s(s(s(0))))
← m(s(0), s(s(0)), s(s(0))), a(s(s(0)), s(s(0)), s(s(s(s(0))))). The least
general generalization of this clause and C1 is C3 : m (s(X), s(s(0)), s(s(Z)))←m(X,
s(s(0)), Z1), a(s(s(0)), Z1, s(s(Z))). The query SUBSUME(C3) returns answer
‘yes’ and clause C1 in H is replaced by C3.
The outer while loop asks EQUIV (H) and gets a counterexample, say m(s(0),
s(0), s(0)). The while loop asks REQ(m(s(0), s(0), s(0))← a(0, 0, 0), a(0,
s(0), s(0)), a(s(0), 0, s(0))), which returns a hint m(0, s(0), 0). Then
inner while loop asks REQ(m(0, s(0), 0)← a(0, 0, 0)), which returns answer
‘subsumed’ and Reduce(m(0, s(0), 0)← a(0, 0, 0)) is m(0, s(0), 0)← . The
least general generalization of this clause and C0 is C4 : m(0, Y, 0)← . As the
query SUBSUME(C4) returns answer ‘yes,’ clause C0 in H is replaced
by C4.
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The outer while loop asks EQUIV (H) and (say) gets the above counterexample
m(s(0), s(0), s(0)). The inner while loop asks REQ(m(s(0), s(0), s(0))←
m(0,0,0), m(0, s(0), 0), a(0, 0, 0), a(0, s(0), s(0)), a(s(0), 0, s(0))), which
returns answer ‘subsumed.’ An application of Reduce returns the clause m(s(0), s(0),
s(0))← m(0, s(0), 0), a(s(0), 0, s(0)). The least general generalization of this
clause and C3 is C5 : m(s(U), s(V), s(W))← m(U, s(V), Z1), a(s(V), Z1, s(W)).
The query SUBSUME(C5) returns answer ‘yes’ and clause C3 in H is replaced by C5.
The outer while loop asks EQUIV (H) and gets another counterexample, say m(s
(s(s(0))), 0, 0). The while loop asks REQ(m(s(s(s(0))), 0, 0) ← m(0, 0, 0),
m(0,s(0),0), m(0,s(s(0)),0), m(0,s(s(s(0))),0), a(0, 0, 0)), which returns
a hint m(s(0), 0,0). Then inner while loop asks REQ(m(s(0), 0, 0)← m(0, 0, 0),
m(0,s(0),0), a(0, 0, 0)), which returns answer ‘subsumed’ and Reduce returns
the clause m(s(0),0,0) ← m(0,0,0), a(0,0,0). The least general generalization
of this clause and C5 isC6 : m(s(X), Y, Z) ← m(X, Y, Z1), a(Y, Z1, Z). The query
SUBSUME(C6) returns answer ‘yes’ and clause C5 in H is replaced by C6. The algo-
rithm terminates as the query EQUIV (H) returns answer ‘yes’ and the 4nal program
learned is the following.
m(0; Y; 0)←
m(s(X ); Y; Z)← m(X; Y; Z1); a(Y; Z1; Z)
6. Correctness of the learning algorithm
In this section, we prove various properties of the learning algorithm. First we prove
that oracle answers all the three types of queries in polynomial time and then the
correctness of the learning algorithm followed by the properties about the order in
which the clauses of the target program are learned.
6.1. Time complexity of queries
Lemma 5. The query SUBSUME(C) can be answered in polynomial time over the
size of the target program and the size of C.
Proof. Follows from Lemma 3.
Lemma 6. The query EQUIV (H) can be answered in polynomial time over the size
of the target program and the size of H .
Proof. This can be done by checking that each clause in H is subsumed by a clause
in the target program H∗ and each clause in H∗ is subsumed by a clause in H . Each
such subsumption check can be done in polynomial time and hence EQUIV (H) can
be answered in polynomial time.
Before proving that the query REQ(A←ClosureH (A)) can be answered in polyno-
mial time over the size of the target program and the size of A, we prove that the
clause A←ClosureH (A) can be constructed in polynomial time over the size of A.
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In the following, k0 and k1 denote the number of predicate symbols in 0 and 1,
respectively, and k2 denotes the maximum arity of the predicate symbols in 0 ∪1.
Lemma 7. If A is a ground atom then |ClosureH (A)| is bounded by a polynomial
over |A| and can be computed in polynomial time over |A|.
Proof. Let n be the size of A. By de4nition, each input term of an atom p(· · ·)∈
ClosureH (A) with p∈1 is a subterm of an input term of A. The number of subterms
of a term is bounded by its size. Since H is a deterministic program, the sequence
of input terms of an atom uniquely determines the output term. Therefore, the number
of atoms p(· · ·)∈ClosureH (A) with p∈1 is bounded by k1nk2 , a polynomial in n
and can be computed in polynomial time over |A|. By de4nition, output term of an
atom p(· · ·)∈ClosureH (A) with p∈0 is a subterm of the output term of A. Since the
background knowledge B is regular, the number of atoms p(u; v) such that B |=p(u; v)
is bounded by a polynomial over the size of v and they can be computed in polynomial
time over |A|. Therefore, |ClosureH (A)| is bounded by a polynomial over the size of
A and can be computed in polynomial time over |A|.
Lemma 8. Let A be either a positive example returned by an equivalence query or a
hint returned by a request-for-hint query. The query REQ(A←ClosureH (A)) can be
answered in polynomial time over the size of the target program and the size of A.
Proof. It is easy to see that H∗ |=A if A is a positive example or A is a hint returned by
a request-for-hint query. Therefore, there is an adapted SLD-refutation of H∗ ∪ {←A},
say, with an answer substitution  . By Theorems 1 and 2, each atom p(u; v) in it
satis4es (a) p∈1 and each term in u is a subterm of an input term of A or (b)
p∈0 and v ∈DB(t), where t is the output term of A. Let S be the set of all atoms
of the form p(u; v) such that H∗ |=p(u; v) and either (1) p∈1 and each term in u
is a subterm of an input term of A or (2) p∈0 and v∈DB(t). Note that each atom
in S need not be there in any adapted SLD-refutation of H∗ ∪ {←A}, though the
converse holds. Since |DB(t)| is bounded by a polynomial over |t|, it follows that |S|
is bounded by a polynomial over the size of A and we can compute S in polynomial
time over the size of A in a bottom-up fashion. 5 Now, we can construct an adapted
SLD-refutation of H∗ ∪ {←A} in polynomial time by resolving each selected atom
with a ground instance of a clause whose body atoms are all members of S.
Remark. It may be noted that the main idea of the above proof, namely, bottom-up
construction of potential atoms in an SLD-refutation, can be used for proving Lemma 5
5 Starting with the set {p(u; v) |p∈0; B |=p(u; v) and v∈DB(t)}, we let S grow to contain larger and
larger atoms of the form p(· · ·); p∈1. First, it only contains atoms of the form p(s;w) such that p∈1
and each term in s is a subterm (of size 1) of an input term of A Then it shall contain atoms with subterms
of size 2 and so on. This is possible as the size of input terms of atoms in the adapted SLD-refutation (with
predicate from 1) is bounded by the size of input terms of the goal being proved (Theorem 1). This is
similar to the bottom-up evaluation of Datalog programs.
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of Arimura [3]. That lemma is very important for the results of [3], but the proof given
there is wrong in the following respect. In their lemma, an attempt is made to prove that
entailment problem H |=C is polynomial solvable for acyclic constrained Horn pro-
grams. They Skolemize C =A←Body by applying a Skolem substitution %, construct
the set ground%(H) of all the ground clauses obtained from H by substituting for the
variables in H arbitrary subterms of the head A% and check whether ground%(H) |=C%
or not. They incorrectly claim that size(ground%(H)) is bounded by a polynomial in
size(H) and size(C). The upper bound on the number of variables in H is a linear
function over size(H) (it is easy to that a term of size n can have n − 1 variables).
The number of subterms of the head A% is bounded by size(A%), which is again a
linear function over size(C). Each variable can be substituted by any of these subterms.
Therefore, size(ground%(H)) is bounded by size(C)size(H), which is not a polynomial
in size(H) but an exponential in size(H).
6.2. Correctness proof of the learning algorithm Learn-FM
In this section, we provide the correctness proof of Learn-FM. Let H∗ be the target
program, H0; H1; : : : ; be the sequence of hypotheses proposed in the equivalence queries
and A1; A2; : : : ; be the sequence of counterexamples returned by those queries.
Theorem 5. For each i¿0; hypothesis Hi is a conservative re7nement of H∗ and
counterexample Ai+1 is positive.
Proof. Proof by induction on i. For i=0, Hi is B and the theorem obviously holds.
We prove that the theorem holds for i=m if it holds for i=m − 1. Consider mth
iteration of the main while loop. Since A is a positive counterexample, H∗ |=A and
hence H∗ |=A←ClosureHm−1 (A). Each hint B is an atom in an adapted SLD-refutation
of H ′ ∪{←A} where H ′=H∗ ∪ {B′←|B′ ∈ClosureHm−1 (A)}. By induction hypoth-
esis, Hm−1 is a conservative re4nement of H∗ and hence H∗ |=B′ for each B′ ∈
ClosureHm−1 (A). Therefore each hint B is an atom in an adapted SLD-refutation of
H∗ ∪ {←A} and H∗ |=B←ClosureH (B). By de4nition, Hm−1 |=B for any hint B.
That is, H∗ |=C and Hm−1 |=C for each clause C considered in this iteration, in
particular for the clause C at the exit of the inner while loop. We have two cases:
(a) there is a clause D∈Hm−1 such that C unionsqD is subsumed by a clause C∗ ∈H∗
and Hm=Hm−1 ∪{Reduce(C unionsqD)} − D or (b) there is no such clause D and Hm=
Hm−1 ∪{C}.
By hypothesis, Hm−1 is a conservative re4nement of H∗ and it is easy to see that
Hm is a conservative re4nement of H∗ in case (b). Consider case (a) now. Since Hm−1
is a conservative re4nement of H∗, D is the unique clause in Hm−1 subsumed by C∗.
As Hm is obtained from Hm−1 by replacing D with Reduce(C unionsqD), it is clear that
Hm is a conservative re4nement of H∗. Since each hypothesis is a re4nement, each
counterexample is positive.
Now, we establish polynomial time complexity of the learning algorithm Learn-FM.
194 M.R.K. Krishna Rao, A. Sattar / Theoretical Computer Science 268 (2001) 179–198
Lemma 9. If C is a clause of size n; then the sequence C =C0≺C1≺C2≺ · · · is of
length no more than 2n.
Proof. When Ci≺Ci+1, one of the following holds: (1) size(Ci+1)= size(Ci) and
|Var(Ci+1)|¿|Var(Ci)|, i.e., a constant or an occurrence of a variable (which occurs
in Ci more than once) is replaced by a new variable or (2) size(Ci+1)¡size(Ci). The
change (1) can occur at most n times as the number of variables in a clause is less
than its size. Change (2) can occur at most n times as the size of any clause is
positive.
Theorem 6. For any counterexample A of size n; the inner while loop of Learn-FM
iterates for no more than k1nk2 (a polynomial in n) times.
Proof. Since each hint B is an atom in an adapted SLD-refutation of H∗ ∪ {←A},
the input terms of B are subterms of the input terms of A by Theorem 1. There are at
most k1nk2 such atoms. As the target program H∗ is a terminating program, no atom
B is returned as hint more than once. Therefore the inner while loop iterates for no
more than k1nk2 times.
Theorem 7. The algorithm Learn-FM exactly identi7es any 7nely moded program
with m clauses in a polynomial time over m and n; where n is the size of the largest
counterexample provided.
Proof. Termination condition of the main while loop is H⇔H∗. Therefore Learn-FM
exactly identi4es the target program H∗ if Learn-FM terminates. Now, we prove that
the number of iterations of the main while loop is bounded by a polynomial over m
and n.
By Theorem 5, H is always a conservative re4nement of H∗ and hence H has at
most m clauses. By Lemma 7, the size of each clause in H is bounded by a polynomial
in n. Each iteration of the main while loop either adds a clause to H or generalizes a
clause in H . By Lemma 9, the number of times a clause can be generalized is bounded
by twice the size of the clause. Therefore, the number of iterations of the main while
loop is bounded by m:poly(n), where poly(n) is a polynomial in n. Each iteration takes
polynomial time as (1) saturation and lgg are polynomial time computable, (2) each
query is answered in polynomial time and (3) by Theorem 6, the number of iterations
of the inner while loop is bounded by a polynomial in n. Therefore, Learn-FM exactly
identi4es any 4nely moded program with m clauses in a polynomial time over m
and n.
6.3. Some properties of the learning algorithm
In this section, we show that the learning algorithm learns the non-recursive clauses
of any predicate p∈1 before learning the recursive clauses of that predicate, irre-
spective of the friendly=adversary nature of the oracle. In other words, our learning
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algorithm is powerful enough to force the oracle to give the hints that are more useful
to it. The following lemma formalizes this property.
Lemma 10. Let A be an example (positive) returned by an equivalence query EQUIV
(H) and B1; B2; : : : ; Bn be the sequence of hints returned by the oracle in the
inner while loop of Learn-FM. Then there is an SLD-refutation G0; G1; : : : ; Gn1 of
H∗ ∪ {←A} with answer substitution  such that for each i∈ [1; n]; Bi ≡ B′i ; where
B′i is the selected atom in goal Gki and 1¡k1¡k2¡ · · ·¡kn6n1. Further; H∗ |=Bi
for each i∈ [1; n].
Proof. Since A is a positive example, there is a minimal SLD-refutation, say, G0; G1;
: : : ; Gn1 of H∗ ∪ {←A} with an answer substitution  . Now, we prove (by induction
on i) that for each i ∈ [1; n], Bi≡B′i , where B′i is the selected atom in goal Gki and
1¡k1¡k2¡ · · ·¡kn6n1.
Basis: i=1. By the de4nition of hint, there is a selected atom B′1 in goal Gk1 such
that B1 ≡ B′1 . It is obvious that H∗ |=B1.
Induction hypothesis: Assume that the theorem holds for each i¡j.
Induction step: We prove that the theorem holds for i= j if it holds for each
16i¡j. In jth iteration of the inner while loop, the query REQ(Bj−1←ClosureH
(Bj−1)) is asked and hint Bj is obtained. By induction hypothesis, H∗ |=Bj−1 and
hence there is a minimal SLD-refutation of H∗ ∪ {←Bj−1} with answer substitution
 and Bj ≡ B′j  , where B′j is the selected atom of a goal in it. Therefore, H∗ |=Bj.
It is easy to see that the SLD-refutation of H∗ ∪ {←Bj−1} is a sub-derivation of the
derivation Gkj−1 ; : : : ; Gn1 in the sense that all atoms in each goal in the SLD-refutation
of H∗ ∪ {←Bj−1} are atoms in a goal in Gkj−1 ; : : : ; Gn1. Therefore, Bj is the selected
atom of a goal (say, Gkj) in Gkj−1 ; : : : ; Gn1 and kj¿kj−1.
The above lemma says that the learning algorithm Learn-FM forces the oracle to
give the hints in a sequence that closely follows the goals in an SLD-refutation of
H∗ ∪ {←A}. The following two theorems give some facts about the order in which
Learn-FM learns the clauses of the target program.
Theorem 8. For any predicate p∈1; the 7rst clause de7ning p learned by Learn-
FM is an instance of a non-recursive clause in the target program H∗.
Proof. Let C be the 4rst clause de4ning p learned by Learn-FM. That is, there is no
clause de4ning p in the hypothesis H of Learn-FM before C is learned and hence
H |=A for any atom A≡p(· · ·). Therefore, C is added after the inner while loop of
Learn-FM terminates with a clause C′ such that C ≡Reduce(C′). For any clause C′
considered in this loop, H |=Body(C′) and hence H |=Body(C). Therefore Body(C)
does not contain any atom with predicate p and hence C is an instance of a non-
recursive clause in the target program H∗.
The following corollary follows from this theorem.
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Corollary 1. If C is a recursive clause de7ning a predicate p∈1 in the target
program H∗ then at least one (instance of a) non-recursive clause de7ning p in H∗
is learned before any instance of C is learned by Learn-FM.
The following theorem deals with the order in which clauses de4ning two diRerent
predicate symbols in 1 are learned by Learn-FM.
Theorem 9. If p∈1 is a predicate symbol of an atom in the body of a clause C
in the target program H∗ then at least one (instance of a) clause de7ning p in H∗
is learned before any instance of C is learned by Learn-FM.
Proof. Let H be the hypothesis of Learn-FM before an instance C1 of C is learned.
Any clause is added by Learn-FM only when the inner while loop terminates with
a clause subsumed by it. That is, before C1 is added, this loop terminates with a
clause (say, C2) subsumed by C1. Since C2 is subsumed by C1 and C1 contains an
atom with predicate p, C2 also contains an atom with predicate p. For any clause
C2 considered in this loop, H |=Body(C2) and hence H |=A for some atom A with
predicate p. In other words, H contains a clause de4ning p. Therefore an instance
of a clause de4ning p in H∗ is learned before any instance of C is learned by
Learn-FM.
7. Comparison with related works
In this section, we compare our results with the existing results, in particular, the
recent results of Arimura [3] and Reddy and Tadepalli [16].
Arimura [3] introduced the class of acyclic constrained Horn programs and pre-
sented a polynomial time algorithm to learn them from entailment.
Denition 16. A logic program P is an acyclic constrained Horn program if there is
a well-founded ordering ¡ such that
1. A¡B implies A%¡B% for every substitution %,
2. if H←B1; : : : ; Bn is an instance of a clause in P then Bi¡H for each i∈ [1; n] and
3. if H←B1; : : : ; Bn is a clause in P then every term occurring in Bi also occurs in H
for each i∈ [1; n].
The class of acyclic constrained Horn programs includes an impressive set of stan-
dard programs with recursion like append, merge, split, delete, member, prefix,
suffix, length and add besides many nonrecursive programs. However, the above
condition 3 disallows local variables in the body. This is a strong limitation from
the programming point of view as local variables play the important role of sideways
information passing in the paradigm of logic programming.
The following theorem establishes that the class of acyclic constrained Horn pro-
grams is properly contained in the class of 4nely moded programs and our main result
is a generalization of the main result of [3].
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Theorem 10. Every acyclic constrained Horn program is a terminating 7nely moded
program with respect to the moding in which every predicate has no output positions.
Proof. By acyclicity, every acyclic constrained Horn program is a terminating program.
Now we prove that any acyclic constrained Horn clause p0(s0)←p1(s1); : : : ; pn(sn) is
4nely moded. Only condition 2 of the de4nition of 4nely moded clauses is relevant as
no predicate has any output position. Condition 2 requires that each term in s1; : : : ; sm
is a subterm of a term in s0 and this is true of any acyclic constrained Horn clause by
condition 3 of the above de4nition.
The above theorem says that every acyclic constrained Horn program can be seen
as a 4nely moded program by uniformly assigning modes (in, in,..., in) to each
predicate in it.
As in [3], we can replace request-for-hint queries with membership queries to learn
a class of 4nely moded programs whose termination can be proved using a particular
well-founded ordering.
Reddy and Tadepalli [16] independently studied exact learning of logic programs
with local variables from entailment and introduced the class of acyclic Horn (AH)
programs. The main restriction of AH-programs is that each term occurring in the
head of a clause is a subterm of a term in the body. This is a strong restriction from
the programming point of view and excludes even simple programs like append and
member. However, Reddy and Tadepalli [16] argue that the class of acyclic Horn (AH)
programs is quite useful for representing planning knowledge. Further, they do not need
moding annotations.
8. Conclusion
In this paper, we considered exact learning of logic programs from entailment and
present a polynomial time algorithm to learn a rich class of logic programs that allow
local variables. The naturality of this class and applicability of our results in practice
can be inferred from the fact that our class contains a substantial portion of the set of
programs given in Sterling and Shapiro’s book [20]. Our results generalize the existing
results and have an additional advantage of incrementality in the sense that the programs
already learned can be used as background knowledge in learning new programs.
Future directions: it will be interesting to implement the learning algorithm and
apply it to simulate the interactions between a teacher and a student learning simple
theorems in Euclidean geometry.
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