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Linear dynamics and recurrence properties
defined via essential idempotents of βN
Yunied Puig∗
Abstract
Consider F a non-empty set of subsets of N. An operator T on
X satisfies property PF if for any U non-empty open set in X, there
exists x ∈ X such that {n ≥ 0 : T nx ∈ U} ∈ F . Let BD the collection
of sets in N with positive upper Banach density. Our main result is
a characterization of sequence of operators satisfying property P
BD
,
for which we have used a deep result of Bergelson and McCutcheon in
the vein of Szemerédi’s theorem. It turns out that operators having
property P
BD
satisfy a kind of recurrence described in terms of essential
idempotents of βN. We will also discuss the case of weighted backward
shifts. Finally, we obtain a characterization of reiteratively hypercyclic
operators.
KEYWORDS: hypercyclic operator, reiteratively hypercyclic operator,
essential idempotent, D-recurrence
MSC (2010): Primary: 47A16; Secondary: 05D10
1 Introduction
This paper deals with various recurrence results for linear operators on
separable Banach spaces, hence the terminology linear dynamics. These
results may be viewed as being roughly analogous to recurrence results for
measure-preserving transformations on probability spaces.
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The celebrated theorem of Szemerédi asserts that any subset of the inte-
gers with positive upper density contains arbitrarily large arithmetic progres-
sions. There have been several proofs of Szemerédi’s theorem. One reason for
this is that each proof reveals a new facet of Szemerédi’s theorem, allowing to
connect different fields of mathematics. For example, Furstenberg’s proof in
1977 [12] showed that techniques of ergodic theory can be used to prove many
Ramsey theoretic results, including Szemerédi’s theorem and certain exten-
sions of Szemerédi’s theorem that were previously unknown. In [11], Costakis
and Parissis examine how some notions of recurrence in linear dynamics are
connected to classical notions of recurrence in topological dynamics, in which
Szemerédi’s theorem plays an important role.
In the present work, we improve the results of [11] using a result of Bergel-
son and McCutcheon [4] concerning ergodic Ramsey theory, in the vein of
Szemerédi’s theorem. The marriage of combinatorics and recurrence begins
to spread to linear dynamics and we hope it will be fruitful for future research.
1.1 Preliminaries and main results
Let X be a complex infinite-dimensional separable Banach space, T a
continuous and linear operator on X, denoted T ∈ L(X). The main object
of study in linear dynamics is the notion of hypercyclicity. The operator T
is said to be hypercyclic if there exists x ∈ X, called hypercyclic vector, such
that its T -orbit {T nx : n ≥ 0} is dense in X.
Birkhoff’s transitivity Theorem [1], asserts that whenever X is a complete,
separable and metrizable topological vector space, T is hypercyclic if and only
if T is topologically transitive, i.e. if for every pair of non-empty open sets
U, V in X, the set N(U, V ) := {n ≥ 0 : T nU ∩V 6= ∅} is non-empty. Given a
set F of subsets of N, we say that F is a family provided (I.) |A| =∞ for any
A ∈ F , where |A| denotes the cardinality of A ⊆ N and (II.) A ⊂ B implies
B ∈ F , for any A ∈ F . According to Birkhoff’s transitivity Theorem, it
is natural to refine the notion of hypercyclicity in the following way: given
a family F on N, an operator T ∈ L(X) is called an F -transitive operator
(F -operator for short), if the set N(U, V ) ∈ F , for all non-empty open sets
U, V in X. This notion was introduced in [7], which contains an analysis of
the hierarchy established between F -operators, whenever F covers families
frequently studied in Ramsey theory.
An equivalent way of seeing hypercyclicity is the following: an operator
T is hypercyclic if there exists some x ∈ X such that for every non-empty
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open set U ⊂ X, the return set N(x, U) := {n ≥ 0 : T nx ∈ U} is non-empty.
Of particular interest is a strengthened form of hypercyclicity in which for
some x ∈ X, its T -orbit visits to each non-empty open set are quantified.
Specifically,
• T is said to be frequently hypercyclic if there exists some x ∈ X, called
frequently hypercyclic vector, such that for every non-empty open set
U ⊂ X, the return set N(x, U) ∈ AD.
• T is said to be U-frequently hypercyclic if there exists some x ∈ X,
called U-frequently hypercyclic vector, such that for every non-empty
open set U ⊂ X, the return set N(x, U) ∈ AD.
• T is said to be reiteratively hypercyclic if there exists some x ∈ X,
called reiteratively hypercyclic vector, such that for every non-empty
open set U ⊂ X, the return set N(x, U) ∈ BD.
Here, AD(AD) denotes the collection of sets with positive lower (upper)
density, i.e. AD = {A ⊆ N : d(A) > 0}(AD = {A ⊆ N : d(A) > 0}) with
d(A) = lim inf
n→∞
|A ∩ [1, n]|
n
d(A) = lim sup
n→∞
|A ∩ [1, n]|
n
,
and BD denotes the collection of sets with positive upper Banach density,
i.e. BD = {A ⊆ N : Bd(A) > 0} with Bd(A) = lims→∞ αss and
αs = lim sup
k→∞
|A ∩ [k + 1, k + s]| . (1.1)
It is known that
d(A) ≤ d(A) ≤ Bd(A), (1.2)
for any A ⊆ N. Observe that by definition every frequently hypercyclic
operator is U-frequently hypercyclic. For further information about the re-
lationship between these classes of operators, we refer the reader to [13], [1]
and the references within these, as well as to [2]. Observe also that every
U-frequently hypercyclic operator is reiteratively hypercyclic. For further in-
formation about the relationship between these classes of operators we refer
to [16] and [6].
We are interested in studying a more general notion appearing when the
roles of x and U are interchanged in the definition of frequently hypercyclic,
U-frequently hypercyclic and reiteratively hypercyclic operators. Consider a
family A on N.
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Definition 1. We say that a sequence of operators (Tn)n satisfies property
PA, if for any U non-empty open set in X, there exists x ∈ X such that
{n ∈ N : Tnx ∈ U} ∈ A.
An operator T satisfies property PA if the sequence (T n)n satisfies prop-
erty PA.
Obviously, every operator satisfying PAD satisfies PBD. Concerning the
converse we cannot say anything, although we suspect there must be an op-
erator satisfying PBD and not satisfying PAD, since there exists a reiteratively
hypercyclic operator on c0(Z+) which is not U-frequently hypercyclic [6].
On the other hand, a central notion in topological dynamics is that of
recurrence. In our setting, T ∈ L(X) is called recurrent if for every non-
empty open set U in X, the set {n ≥ 0 : U ∩ T−nU 6= ∅} is non-empty. A
stronger and well-known notion of recurrence is the following: an operator
T ∈ L(X) is topologically multiply recurrent if for every non-empty open set
U in X and every r ∈ N, there is some k ∈ N such that
U ∩ T−kU ∩ ... ∩ T−rkU 6= ∅. (1.3)
Observe that if T satisfies P
AD
then T is topologically multiply recurrent.
This follows easily from Szemerédi’s theorem. Indeed, let U ⊂ X a non-
empty open set, then there exists x ∈ X such that N(x, U) has positive upper
density, then by Szemerédi’s theorem it contains arbitrarily long arithmetic
progressions. Hence, for any r ∈ N, there exist a, k ∈ N such that a, a +
k, . . . , a + kr ∈ {n ≥ 0 : T nx ∈ U}. Thus, T ax ∈ ∩rj=0T−jkU and T is
topologically multiply recurrent.
Hence, it is natural to wonder whether T is topologically multiply recur-
rent whenever some family of linear operators (λnT n)n satisfies property PAD
for some sequence of non-zero complex numbers (λn)n. In fact, this is the
content of a result of Costakis and Parissis [11].
Theorem 2. (Theorem 3.8 [11]) Let (λn)n∈N be a sequence of non-zero com-
plex numbers which satisfies
lim
n→∞
|λn|
|λn+τ | = 1
for some positive integer τ . If T ∈ L(X) is such that the family (λnT n)n
satisfies property PAD, then T is topologically multiply recurrent.
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Theorem 3.8 [11] is in fact a stronger version of what the authors call
their main theorem of [11].
The aim of this work is to generalize Theorem 2. We do this using a
deep result due to Bergelson and Mccutcheon [4] concerning ergodic Ramsey
theory, in the vein of Szemerédi’s theorem. This leads us to a characterization
of a sequence of operators satisfying property PBD. In order to do this, we
need to introduce a kind of recurrence stronger than topological multiple
recurrence. We first recall some notions from ergodic Ramsey theory.
Recall that a filter is a family that is invariant by finite intersections,
i.e. F is a family such that for any A ∈ F , B ∈ F implies A ∩ B ∈ F .
The collection of all maximal filters (in the sense of inclusion) is denoted by
βN. Elements of βN are known as ultrafilters ; endowed with an appropiate
topology, βN becomes the Stone-Čech Compactification of N. Each point
i ∈ N is identified with a principal ultrafilter Ui := {A ⊆ N : i ∈ A} in order
to obtain an embedding of N into βN. For any A ⊆ N and p ∈ βN, the
closure of A, clA in βN is defined as follows, p ∈ clA if and only if A ∈ p.
Given p, q ∈ βN and A ⊆ N, the operation (N,+) can be extended to βN
by defining A ∈ p + q if and only if {n ∈ N : −n + A ∈ q} ∈ p. The
operation + on βN is continuous with respect to the topology mentioned
above. Thus βN becomes a compact topological semigroup, and according
to a famous theorem of Ellis, idempotents (with respect to +) exist. Let
E(N) = {p ∈ βN : p = p + p} be the collection of idempotents in βN. For
further details see [14]. Given a family F , the dual family F ∗ consists of all
sets A such that A ∩ F 6= ∅, for every F ∈ F . The following lemma is from
[3]:
Lemma 3. (1) If F is an ultrafilter, then F ∗ = F .
(2) If F = ∪αFα, then F ∗ = ∩αF ∗α.
In particular, whenever F is a union of some collection of ultrafilters,
then F ∗ is the intersection of the same collection of ultrafilters.
We will be mainly concerned with the so-called essential idempotents in
βN. The collection of essential idempotents is commonly referred to in the
literature as D.
Definition 4. The collection D (of D-sets) is the union of all idempotents
p ∈ βN such that every member of p has positive upper Banach density.
Accordingly, D∗ is the intersection of all such idempotents.
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Now we have all what we need in order to introduce a kind of recurrence
stronger than topological multiple recurrence in according with our purposes.
We will ask that the intersection in condition (1.3) is not only non-empty
but also satisfies some condition involving Banach density. While it is well-
known that infinitely many k′s satisfy condition (1.3) for any topologically
multiply recurrent operator, this will not be enough for us. In addition we
want that this set satisfies very specific algebraic properties, for which we
introduce what we call D-recurrence for a linear operator.
Definition 5. An operator T ∈ L(X) is topologically D-recurrent with re-
spect to λ = (λn)n if there exists some p ∈ D such that for any non-empty
open set U in X, there exists x ∈ X, such that for any r ∈ N, we have{
k ∈ N : Bd
(
a ∈ N : λaT ax ∈ ∩rj=0T−jk(U)
)
> 0
}
∈ p.
In the case, (λn)n = 1, we simply say T topologically D-recurrent. Note
that in particular, topological D-recurrence implies topological multiple re-
currence. However the converse is not true.
Proposition 6. Let X = c0(Z+) or lp(Z+), 1 ≤ p < ∞. Then there exists
a topologically multiply recurrent operator on X which is not topologically
D-recurrent.
In order to state our main result, we need the notion of limit along a
collection of sets.
Definition 7. (Limit along a filter)
Given a filter F on N, F − limn T n(x) := y if and only if for every open
neighbourhood V of y, the set {n ≥ 0 : T n(x) ∈ V } ∈ F .
Denote BD1 the collection of sets with lower Banach density 1, where the
lower Banach density of a set A ⊆ N is defined in the same way as the upper
Banach density taking limit inferior instead of limit superior in condition
(1.1). We remark that BD1 is a filter, this is well-known and discussed in
detail in the proof of Theorem 8 below. We state our main result:
Theorem 8. Let (λn)n be a sequence of non-zero complex numbers and let
p ∈ D such that there exists A ∈ p for which
BD1 − lim
n
∣∣∣ λn
λn+k
∣∣∣ = 1, ∀k ∈ A. (1.4)
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Then the family (λnT n)n acting on X satisfies the property PBD if and only
if T is topologically D-recurrent with respect to (λn)n.
Thus we have the following diagram, where each solid arrow indicates
implication, and the dashed arrow indicates that implication fails to hold.
T has P
AD
T multiply recurrent
T has PBD T is D-recurrent
Th. 2
Th. 8
First, observe from this diagram that the converse of Theorem 2 can
not be obtained, i.e. there exists a multiply recurrent operator which does
not have P
AD
. On the other hand, Theorem 8 is in fact a generalization of
Theorem 2, as can be deduced from the diagram.
Finally, we obtain a characterization of reiteratively hypercyclic opera-
tors, which gives us much more information about the behavior of the return
sets of reiteratively hypercyclic operators.
Theorem 9. An operator T ∈ L(X) is reiteratively hypercyclic if and only
if there exists some x ∈ X such that for any non-empty open set U in X and
any r ∈ N, it holds
{
k ∈ N : Bd
(
a ∈ N : T ax ∈ T−kU ∩ · · · ∩ T−rkU ∩ U
)
> 0
}
∈ D∗.
2 Operators satisfying property PBD
2.1 Proof of theorem 8
Suppose T is topologically D-recurrent with respect to (λn)n, then there
exists some p ∈ D such that for any non-empty open set U in X, there exists
x ∈ X such that {k ∈ N : Bd(a ∈ N : λaT ax ∈ U ∩ T−kU) > 0} ∈ p. In
particular, we can pick some k such that Bd(a ∈ N : λaT ax ∈ U∩T−kU) > 0.
Hence, Bd(a ∈ N : λaT ax ∈ U) > 0 and (λnT n)n has property PBD.
Conversely, let (λn)n a sequence of non-zero complex numbers as in the
statement of the theorem, then the family (λnT n)n has the property PBD if
and only if (|λn|T n)n has the property PBD, and the proof follows the same
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lines as Lemma 3.7 [11], replacing Bd instead of d. So, we may assume that
(λn)n is a sequence of positive numbers such that for some p ∈ D and some
A ∈ p, it is satisfied limn λn/λn+k = 1 for every k ∈ A.
Let U a non-empty open set in X and r ∈ N, then there exists y ∈ U and
a positive number ǫ such that B(y; ǫ) ⊆ U , where B(y; ǫ) denote the open
ball centered at y with radius ǫ. Hence by the property PBD of the family
(λnT
n)n, there exists x ∈ X such that
F = {n ∈ N : λnT nx ∈ B(y, ǫ/2)}
has positive upper Banach density. Consider the family of polynomials
g1(k) = −k, ..., gr(k) = −rk, hence g1, ...gr ∈ Ga the group of admissible
generalized polynomials, see page 10 [4] for the definition. Now by Theorem
1.25 [4] we have that
W :=
{
k ∈ N : Bd
(
F ∩ (F − k) ∩ ... ∩ (F − rk)
)
> 0
}
∈ D∗. (2.1)
Hence, W ∈ q, ∀q ∈ D.
On the other hand, recall that (1.4) holds for some p ∈ D and some
A ∈ p, hence,
W ∩A ∈ p. (2.2)
Fix k ∈ W ∩ A. Denote
Mk,r := F ∩ (F − k) ∩ ... ∩ (F − rk) = {a : a, a+ k, ..., a+ rk ∈ F}.
As in the proof of Theorem 3.8 [11], we agree the following notation
u := λaT
ax ∈ B(y; ǫ/2) (2.3)
uj := λa+jkT
a+jkx =
λa+jk
λa
T jku ∈ B(y; ǫ/2)
for every a ∈ Mk,r and j = 1 . . . r. Let M > 0 such that ‖uj‖ ≤ M for any
j = 1 . . . r.
On the other hand,
||T jku− uj|| =
∥∥∥ λa
λa+jk
uj − uj
∥∥∥ = ∣∣∣ λa
λa+jk
− 1
∣∣∣‖uj‖
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Now, set
Ij,k =
{
a ∈ N :
∣∣∣ λa
λa+jk
− 1
∣∣∣ < ǫ/2M}.
It is a well-known fact and easy to verify that BD
∗
= BD1. Hence,
Ij,k ∈ BD∗, (2.4)
for every j = 1 . . . r, because by hypothesis k ∈ W ∩A implies
BD
∗ − lim
n
λn
λn+k
= 1,
and at the same time, the following is true.
Fact 1: BD
∗ − limn λnλn+k = 1 implies BD
∗ − limn λnλn+jk = 1,
for any j = 1 . . . r.
In fact,
λa/λa+jk = λa/λa+k · λa+k/λa+2k · ... · λa+(j−1)k/λa+jk.
Now, let V an open neighbourhood of 1, then one can find V1, V2, . . . , Vj
neighbourhoods of 1 such that
{
n ≥ 0 : λn
λn+k
∈ V1
}
∩
{
n ≥ 0 : λn+k
λn+2k
∈ V2
}
∩...∩
{
n ≥ 0 : λn+(j−1)k
λn+jk
∈ Vj
}
⊆
⊆
{
n ≥ 0 : λn
λn+k
· λn+k
λn+2k
· ... · λn+(j−1)k
λn+jk
∈ V
}
=
{
n ≥ 0 : λn
λn+jk
∈ V
}
.
By hypothesis, {
n ≥ 0 : λn+(t−1)k/λn+tk ∈ Vt
}
∈ BD∗,
for t = 1 . . . j. Hence because BD
∗
is a filter (see Fact 2 below), we have
j⋂
t=1
{
n ≥ 0 : λn+(t−1)k
λn+tk
∈ Vt
}
∈ BD∗.
Consequently,
{
n ≥ 0 : λn/λn+jk ∈ V
}
∈ BD∗. Finally due to the arbitrari-
ness of V , we conclude{
n ≥ 0 : λn/λn+jk ∈ V
}
∈ BD∗,
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for every V open neighbourhood of 1 and any j = 1 . . . r, which concludes
the proof of Fact 1.
Fact 2: The family BD
∗
is a filter. In fact, it can be written as intersec-
tion of ultrafilters, i.e.
BD
∗
=
⋂
p∈D
p∗ =
⋂
p∈D
p = {A ⊆ N : A ∈ p, ∀p ∈ D},
where D = {p ∈ βN : Bd(A) > 0, ∀A ∈ p}.
First, by Lemma 3 if F is an ultrafilter, then F = F ∗. Second, obviously⋃
p∈D
p = {A ⊆ N : A ∈ p, p ∈ D} ⊆ BD.
Conversely, Let A ∈ BD, then by Lemma 2.3 [15] there exists p ∈ D such
that A ∈ p, then BD = ⋃p∈D p and consequently BD∗ = ⋂p∈D p∗, which
concludes the proof of Fact 2.
Hence by (2.4), we have that Ik := ∩rj=1Ij,k ∈ BD
∗
= D∗, i.e.
Ik ∈ q, ∀q ∈ D . (2.5)
Now, Bd(Mk,r) > 0 by (2.1). Hence by Lemma 2.3 [15] there exists p˜ ∈ D
such that
Mk,r ∈ p˜. (2.6)
By (2.5) and (2.6) it results Ak,r := Ik ∩Mk,r ∈ p˜. Hence,
Bd(Ak,r) > 0 (2.7)
and
Ak,r ⊆
{
a ∈ N : ‖T jku− uj‖ < ǫ/2, ‖uj − y‖ < ǫ/2, j = 1 . . . r
}
,
then
Ak,r ⊆
{
a ∈ N : ‖T jku− y‖ < ǫ, j = 1 . . . r
}
. (2.8)
Hence by (2.3) and (2.8) we obtain
u, T k(u), ..., T rk(u) ∈ U,
for every a ∈ Ak,r.
Now, by (2.2) and (2.7) we have,{
k ∈ N : Bd
(
a ∈ N : λaT ax ∈ ∩rj=0T−jk(U)
)
> 0
}
∈ p
and T is topologically D-recurrent with respect to λ = (λn)n.
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Remark 10. (a) Observe that in the sufficiency part of the proof of Theorem
8, condition (1.4) is superfluous.
(b) In Example 3.13 [11], Costakis and Parissis showed that the hypothesis
limn→∞ |λn| / |λn+τ | = 1, for some positive integer τ , in Theorem 2, cannot
be replaced by the hypothesis limn→∞,n∈A |λn| / |λn+τ | = 1 for some positive
integer τ and A ⊂ N with Bd(A) = 1. We remark that there exists a linear
operator T on c0(Z+) such that for any finite set A ⊂ N, there exists a
sequence of complex numbers (λn)n such that Bd1-limn |λn| / |λn+k| = 1, for
every k ∈ A, (λnT n)n satisfies property PBD and T is not recurrent. We can
use Example 3.13 [11] of Costakis and Parissis to show that the hypothesis
of Theorem 8 cannot be weakened in this sense. We give the details for the
sake of completeness. Let B the unilateral backward shift on c0(Z+), defined
by: Ben := en−1, n ≥ 1, Be0 := 0, where (en)n∈Z+ denotes the canonical
basis of c0(Z+). Suppose A ⊂ N is a finite set and M = maxa∈A a. Define
λn = 2
2r if n ∈ [2r−1, 2r −M ] and S = ∪∞r=M+1[2r−1, 2r − 2M ]. Note that
S ⊆ {n ∈ N : |λn| / |λn+k| = 1, ∀k ∈ A} and Bd(S) = 1. Hence,
Bd1 − limn
∣∣∣∣ λnλn+k
∣∣∣∣ = 1, ∀k ∈ A.
Using the frequent universality criterion from [9] and [10] it is not difficult
to see that (λnBn)n is frequently universal, i.e. there exists x ∈ X such that
for every non-empty open set U ⊂ X, the set {n ∈ N : λnBnx ∈ U} has
positive lower density. In particular, (λnBn)n has property PBD and B is not
recurrent.
However, we cannot say anything if we replace the hypothesis
Bd1 − lim
n
|λn| / |λn+k| = 1, ∀k ∈ A,
for some A ∈ p and p ∈ D in Theorem 8, by Bd1-limn |λn| / |λn+k| = 1, for
every k ∈ A with Bd(A) = 0.
2.2 Adjoint of multiplication operators
An easy application of Theorem 8 can be seen in the frame of adjoint of
multiplication operators (see [13], [1]) for an introduction.
Fix a non-empty open connected set Ω ⊂ Cn, n ∈ N, and H a Hilbert
space of holomorphic functions such that H 6= {0} and for every z ∈ Ω, the
point evaluation functionals f 7→ f(z), f ∈ H , are bounded.
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Recall that every complex valued function φ : Ω → C such that the
pointwise product φf ∈ H , for every f ∈ H is called a multiplier of H , and
defines a multiplication operator Mφ : H → H defined as
Mφ(f) = φf, f ∈ H.
The following is an improvement of Proposition 6.1 [11].
Corollary 11. Suppose that every non-constant bounded holomorphic func-
tion φ on Ω is a multiplier of H such that ‖Mφ‖ = ‖φ‖∞. Then for each
such φ the following are equivalent.
i) M∗φ is topologically D-recurrent
ii) M∗φ is recurrent
iii) M∗φ is frequently hypercyclic
iv) M∗φ is hypercyclic
v) φ(Ω) ∩ T 6= ∅.
Proof. By Proposition 6.1 [11], conditions ii)− v) are equivalent. Condition
iii) implies i). Indeed, suppose M∗φ is frequently hypercyclic, then obviously
M∗φ is reiteratively hypercyclic, hence topologically D-recurrent by Theorem
8. Finally, i) implies ii) since every topologically D-recurrent operator is
clearly recurrent.
2.3 Weighted shifts satisfying property PBD
In this section we will prove Proposition 6 and show another consequence
of Theorem 8.
An important class of operators in linear dynamics is the weighted shifts.
Definition 12. (weighted backward shifts)
Each bilateral bounded weight w = (wk)k∈Z, induces a bilateral weighted
backward shift Bw on X = c0(Z) or lp(Z), given by Bwek := wkek−1, where
(ek)k∈Z denotes the canonical basis of X.
Similarly, each unilateral bounded weight w = (wn)n∈Z+ induces a uni-
lateral weighted backward shift Bw on X = c0(Z+) or lp(Z+), given by
Bwen := wnen−1, n ≥ 1 with Bwe0 := 0, where (en)n∈Z+ denotes the canonical
basis of X.
12
2.3.1 A multiply recurrent operator which is not D-recurrent
Now we proceed to prove Proposition 6 but first we need to point out the
following:
Proposition 13. Let Bw a weighted backward shift on X = c0(Z+) or
lp(Z+), 1 ≤ p <∞. The following are equivalent:
i) Bw topologically multiply recurrent
ii) ∀M > 0, ∃m0 : ∀m > m0, ∃n : min1≤l≤m{|w1w2...wln|} > M .
Proof. It is easy to see that condition ii) is equivalent to
∀m ∈ N, sup
n∈N
{
min
1≤l≤m
{|w1w2...wln|}
}
=∞. (2.9)
By Proposition 4.3 [8] condition (2.9) is equivalent to say Bw⊕B2w⊕· · ·⊕Bmw
is hypercyclic on Xm, for every m ∈ N. Finally, Proposition 5.3 [11] is
enunciated for bilateral weighted shifts, but obvious modifications asserts
that the operator Bw⊕B2w⊕· · ·⊕Bmw is hypercyclic on Xm, for every m ∈ N
if and only if Bw is topologically multiply recurrent.
Recall that a set A ⊆ N is syndetic if it has bounded gaps, i.e. there
exists k ∈ N such that for any n ∈ N, {n+ i : 1 ≤ i ≤ k} ∩ A 6= ∅.
In order to prove Proposition 6 we will need the following characterization
of syndetic unilateral weighted backward shifts [7].
Proposition 14. [7]
Let X = c0(Z+) or lp(Z+) and w = (wn)n∈Z+ a unilateral bounded weight,
then the following are equivalent:
i) Bw is syndetic operator
ii) the set {n ∈ N :∏ni=1 |wi| > M} is syndetic, for any M > 0.
Remark 15. Observe that if T is a hypercyclic operator that satisfies prop-
erty PBD then it is a syndetic operator. In fact, Let U, V non-empty open
sets in X. Pick, n ∈ N(U, V ), then T n(U) ∩ V 6= ∅. Denote the non-empty
open set Un := U ∩ T−n(V ) and pick x ∈ X such that Bd (N(x, Un)) > 0.
On the other hand, it is a well known fact that
N(x, Un)−N(x, Un) + n ⊆ N(U, V ). (2.10)
Let s1, s2 ∈ N(x, Un). Then, we have
T s1−s2+n(T s2x) = T n(T s1x) ∈ V.
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and identity (2.10) holds. A theorem of Erdös and Sárközy [17] asserts that
A−A is a syndetic set whenever A has positive upper Banach density. Since
B+n is a syndetic set as well as B is syndetic, we conclude that N(x, Un)−
N(x, Un)+n is a syndetic set, hence N(U, V ) is a syndetic set. By definition,
T is a syndetic operator.
Proof of Proposition 6
Note that for weighted backward shifts, be hypercyclic is equivalent to
be recurrent [11]. Hence by Theorem 8, it suffices to find Bw non syndetic
operator in virtue of Remark 15 and satisfying condition ii) of Proposition
13.
Let us construct (bn)n∈N = B ⊆ N with the property
∀m ∈ N, ∃n ∈ N : ln ∈ B, ∀1 ≤ l ≤ m
and define a weight w = (wn)n in such a way that A1 = {n ∈ N :
∏n
i=1 |wi| >
1} be non-syndetic and w satisfies condition ii) of Proposition 13 on B.
Denote wn = (w1, ..., wn). For better understanding we set w∗n for indicate
that n ∈ A1.
Let m = 1, n = 1 and define b1 = 1 · 1 = 1. Then, w3 = (2∗, 1/22, 2). Let
m = 2, take n = 4 and define b2 = 1 · 4 = 4, b3 = 2 · 4 = 8. Then, introducing
an increasing gap on A1 we set
wb3+3 = ( 2∗︸︷︷︸
wb1
,
1
22
, 2, 2∗︸︷︷︸
wb2
, 2∗, 2∗, 2∗, 2∗︸︷︷︸
wb3
, 1/27, 2, 2).
Now, in order to satisfy condition ii) of Proposition 13 we must define b4 at
least equal to b3 + 4 + (b3 − b2 + 1) = 17. Hence, for m = 3, take n = 17
and define b4 = 1 · 17 = 17, b5 = 2 · 17 = 34, b6 = 3 · 17 = 51, introducing the
corresponding increasing gap on A1 we have
wb6+4 = ( 2∗︸︷︷︸
wb1
,
1
22
, 2, 2∗︸︷︷︸
wb2
, ..., 2∗︸︷︷︸
wb3
, 1/27, 2, 2, 2∗, ..., 2∗︸︷︷︸
wb4
, ..., 2∗︸︷︷︸
wb5
, ..., 2∗︸︷︷︸
wb6
,
1/243, 2, 2, 2).
Again in order to satisfy condition ii) of Proposition 13 we must define b7
at least equal to b6 + 5 + (b6 − (b3 + 4) + 1) = 97. Hence for m = 4, take
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n = 97 and define b7 = 1 · 97 = 97, b8 = 2 · 97, b9 = 3 · 97, b10 = 4 · 97 = 388,
introducing the corresponding increasing gap on A1 we have
wb10+5 = ( 2∗︸︷︷︸
wb1
,
1
22
, 2, 2∗︸︷︷︸
wb2
, ..., 2∗︸︷︷︸
wb3
, 1/27, 2, 2, 2∗, ..., 2∗︸︷︷︸
wb4
, ..., 2∗︸︷︷︸
wb5
, ..., 2∗︸︷︷︸
wb6
, 1/243,
2, 2, 2, 2∗, ..., 2∗︸︷︷︸
wb7
, ..., 2∗︸︷︷︸
wb8
, ... 2∗︸︷︷︸
wb9
, 2∗︸︷︷︸
wb10
, 1/2337, 2, 2, 2, 2).
an so on. Clearly Bw satisfies condition ii) of Proposition 13 and by Proposi-
tion 14 is not a syndetic operator, and this concludes the proof of Proposition
6.
2.3.2 Weighted shifts satisfying property PBD
In general, an operator satisfying property PBD is not necessarily hy-
percyclic, consider for example the identity operator. But in the context
of weighted backward shifts on X = lp or c0, operators satisfying prop-
erty PBD are necessarily hypercyclic, even more, we show that any weighted
backward shift Bw having property PBD satisfies a stronger condition, i.e.
Bw ⊕B2w ⊕ ...⊕ Brw is D∗-operator on Xr, for any r ∈ N.
Proposition 16. Let w = (wk)k∈Z
(
w = (wn)n∈Z+
)
be a bounded weight
sequence and Bw a bilateral (unilateral) weighted backward shift on X =
lp(Z) or c0(Z)
(
X = lp(Z+) or c0(Z+)
)
. If Bw satisfies property PBD then
Bw ⊕B2w ⊕ ...⊕ Brw is D∗-operator on Xr, for any r ∈ N.
Notice that by Lemma 3, D∗ is a filter, since it can be written as an
intersection of ultrafilters, indeed D∗ = ∩p∈Dp.
Let M > 0, j ∈ Z and w = (wi)i a bounded weight. Let us denote
AM ;j =
{
n ∈ N :
j+n∏
i=j+1
|wi| > M
}
, A¯M ;j =
{
n ∈ N : 1∏j
i=j−n+1 |wi|
> M
}
.
In order to prove Proposition 16, we will need the following characteriza-
tion of F -operators for weighted shifts and F a filter, see [7].
Proposition 17. [7]
Let F a filter on N, then
15
i) the bilateral weighted backward shift Bw is F -operator on X = c0(Z)
or lp(Z) if and only if AM ;j ∈ F and A¯M ;j ∈ F , for any M > 0, j ∈ Z
ii) the unilateral weighted backward shift Bw is F -operator on X = c0(Z+)
or lp(Z+) if and only if AM ;j ∈ F , for any M > 0, j ∈ Z+.
The following Lemma is an easy consequence of Proposition 17.
Lemma 18. [7]
Let F a filter, r ∈ N and Bw a bilateral weighted backward shift on
X = lp(Z) or c0(Z), then the following are equivalent:
i) AM,j ∈ lF and A¯M,j ∈ lF , for any 1 ≤ l ≤ r,M > 0, j ∈ Z
ii) Bw ⊕ B2w ⊕ ...⊕ Brw is F -operator on Xr.
Proof. By Proposition 17, we have that AM,j ∈ lF and A¯M,j ∈ lF , for any
M > 0, j ∈ Z and any 1 ≤ l ≤ r is equivalent to NBlw(U, V ) ∈ F for any U, V
non-empty open sets in X and 1 ≤ l ≤ r. On the other hand, condition ii)
is equivalent to ∩rl=1NBlw(Ul, Vl) ∈ F , for any pair of finite collection of non-
empty open sets (Ul, Vl)rl=1. The conclusion follows since F is a filter.
Proof of Proposition 16.
Fact 3: If Bw is topologically D-recurrent then, for any r ∈ N we have
that AM ;j ∈ lD∗ and A¯M ;j ∈ lD∗, for any j ∈ Z,M > 0 and 1 ≤ l ≤ r.
Let M > 0, j ∈ Z. We must show
∀r ∈ N, ∃W ∈ D∗ : lk ∈ AM,j , lk ∈ A¯M,j ∀k ∈ W, 1 ≤ l ≤ r.
Let r ∈ N. Pick δ > 0 such that (1 − δ)/δ > M . Consider the open ball
B(ej , δ) = {x ∈ X : ‖x − ej‖ < δ}. Bw topologically D-recurrent implies
there exists W ∈ D∗ such that for each k ∈ W there exists
y ∈ B(ej , δ) (2.11)
such that
T lky ∈ B(ej , δ) (2.12)
for any 1 ≤ l ≤ r. The existence of W ∈ D∗ is due to the fact that we
are considering (λn)n = 1 and hence in (2.2), A can be taken as N.
By (2.11),
|yj − 1| < δ, |yt| < δ for t 6= j. (2.13)
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By (2.12),
lk∏
i=1
|wi+jyj+lk − 1| < δ,
lk∏
i=1
|wi+tyt+lk| < δ for t 6= j. (2.14)
for any 1 ≤ l ≤ r.
Now by (2.14), we have
∣∣∣
lk∏
i=1
wi+jyj+lk
∣∣∣ > 1− δ. (2.15)
Thus by (2.13) and (2.15),
lk∏
i=1
|wi+j| > 1− δ
δ
> M,
and lk ∈ AM,j, for any 1 ≤ l ≤ r.
On the other hand, by (2.14),
j∏
i=j−lk+1
|wiyj| < δ < 1− δ
M
.
Furthermore, by (2.13) we get
j∏
i=j−lk+1
|wi| (1− δ) <
j∏
i=j−lk+1
|wiyj| < 1− δ
M
.
Hence,
∏j
i=j−lk+1 |wi| < 1/M and lk ∈ A¯M,j, for any 1 ≤ l ≤ r. This
concludes the proof of Fact 3.
By Fact 3 and Lemma 18 we have that, if Bw is topologically D-recurrent
then Bw ⊕ B2w ⊕ ... ⊕ Brw is D∗-operator, for any r ∈ N. We conclude the
proof by Theorem 8. The proof of the unilateral version follows the same
sketch of the bilateral one.
Remark 19. The converse of the unilateral version of Proposition 16 does
not hold. Denote by B(x; r) the open ball centered at x with radius r.
Recall that an operator T is called mixing if the set N(U, V ) = {n ∈ N :
T n(U) ∩ V 6= ∅} is a cofinite set, for any non-empty open sets U, V in X.
It was pointed out to me (personal communication) by Quentin Menet the
following:
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Proposition 20. There exists a mixing weighted backward shift Bw on lp(Z+)
such that N(x,B(e0; 1/2)) has upper Banach density equals to zero for any
x ∈ lp(Z+).
Now, let Bw given by Proposition 20, then Bw is mixing on lp(Z+) and
does not satisfy property P
BD
. Finally take into account the following fact
proved in [5]: Bw is mixing if and only if Bw ⊕ B2w ⊕ ... ⊕ Brw is mixing, for
any r ∈ N, thus the converse of the unilateral version of Proposition 16 does
not hold
The proof of Proposition 20 is due to Quentin Menet and we include it
here for the sake of completeness.
Proof. Let Bw a weighted backward shift such that |wn| ≥ 1 for any n ≥ 1
and suppose there exists x ∈ lp(N) and m ≥ 1 such that
Bd
(
N
(
x,B
(
e0;
1
2
)))
>
1
m
.
We denote by A the set B(e0; 1/2). We have thus
lim
s→∞
lim sup
k→∞
|A ∩ [k + 1, k + s]|
s
>
1
m
.
In other words, there exists s0 ≥ 1 such that for any s ≥ s0, any k0 ≥ 1,
there exists k ≥ k0 such that
|A ∩ [k + 1, k + s]| > s
m
.
In particular, we obtain the existence of an integer l0 ≥ 1 such that for any
l ≥ l0, we can find an integer k ≥ 1 satisfying
|A ∩ [k + 1, k + lm]| > l.
This means that for any l ≥ l0, there exist n0, · · · , nl ∈ [1, lm] such that for
any 0 ≤ j ≤ l,
‖Bk+njw x− e0‖pp <
1
2p
.
We deduce that
l∑
j=1
k+n0∏
ν=1
|wnj−n0+νxk+nj |p <
1
2p
(2.16)
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and that for any 0 ≤ j ≤ l
k+nj∏
ν=1
|wνxk+nj | >
1
2
. (2.17)
We get by (2.17)
l∑
j=1
k+n0∏
ν=1
|wnj−n0+νxk+nj |p =
l∑
j=1
∏k+nj
ν=1 |wν|p∏nj−n0
ν=1 |wν |p
|xk+nj |p >
l∑
j=1
1
2p
∏nj−n0
ν=1 |wν |p
and thus by (2.16)
inf
1≤j≤lm
l∏j
ν=1 |wν |p
≤ inf
1≤j≤l
l∏nj−n0
ν=1 |wν |p
≤ 2p
l∑
j=1
1
2p
∏nj−n0
ν=1 |wν|p
< 1.
Hence, we conclude that there exists m ≥ 1 such that
lim sup
l→∞
l∏lm
ν=1 |wν |p
<∞
because |wn| ≥ 1 for any n ≥ 1.
Now, consider the weighted shift Bw where wν =
(
(ν + 1)/ν
) 1
2p . Since
n∏
ν=1
|wν | = (n+ 1)
1
2p →∞,
the weighted shift Bw is mixing on lp(Z+), see Chapter 4 [13]. On the other
hand, N(x,B(e0; 1/2)) has upper Banach density equals to zero for any x ∈
lp(Z+) since for any n ≥ 1, |wn| ≥ 1 and for any m ≥ 1,
l∏lm
ν=1 |wν |p
=
l√
lm+ 1
→∞.
3 A characterization of reiteratively hypercyclic
operators
Using the same ideas of the proof of Theorem 8 we can obtain automati-
cally more information about the return time set of a reiteratively hypercyclic
operator respect to a reiteratively hypercyclic vector.
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Definition 21. We will say that T ∈ L(X) is D-reiteratively hypercyclic
with respect to λ = (λn)n if there exists some p ∈ D and x ∈ X such that for
any non-empty open set U in X and r ∈ N, it holds
{
k ∈ N : Bd
(
a ∈ N : λaT ax ∈ ∩rj=0T−jk(U)
)
> 0
}
∈ p.
In the case (λn)n = 1, we simply say that T is D-reiteratively hypercyclic.
Following the same sketch of proof of Theorem 8 we have the following:
Theorem 22. Let (λn)n a sequence of non-zero complex numbers and some
p ∈ D such that there exists A ∈ p for which
BD1 − lim
n
∣∣∣ λn
λn+k
∣∣∣ = 1, ∀k ∈ A (3.1)
then the family (λnT n)n is reiteratively hypercyclic if and only if T is D-
reiteratively hypercyclic with respect to λ = (λn)n.
As a consequence we obtain Theorem 9, which gives us a characterization
of reiteratively hypercyclic operators.
Proof of theorem 9.
When considering (λn)n = 1, condition (3.1) holds with A = N. The proof
of Theorem 8 shows that in fact {k ∈ N : Bd(a ∈ N : T ax ∈ ∩rj=0T−jk(U)) >
0} ∈ D∗.
Question 23. Obviously, any reiteratively hypercyclic operator is hypercyclic
and satisfies property P
BD
. We do not know anything about the converse. We
wonder if this is true at least for weighted shifts. Observe that weighted shifts
satisfying property PBD are recurrent, therefore hypercyclic [11]. Hence, it
is natural to ask the following question: does any weighted backward shift
satisfying property PBD is reiteratively hypercyclic?
Note Added in Proof
It should be noted that in Remark 3 (a) [6], it has been shown that
any hypercyclic operator satisfying property PBD is reiteratively hypercyclic.
In particular, Question 23 can be answered affirmatively. Now, taking into
account this fact, Theorem 9 can be reformulated as follows.
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Theorem 24. Let T ∈ L(X) a hypercyclic operator. The following are
equivalent:
i) T is reiteratively hypercyclic
ii) there exists some x ∈ X such that for any non-empty open set U in
X and any r ∈ N,
{
k ∈ N : Bd
(
a ∈ N : T ax ∈ T−kU ∩ · · · ∩ T−rkU ∩ U
)
> 0
}
∈ D∗
iii) for any non-empty open set U in X there exists some x ∈ X such that
for any r ∈ N,
{
k ∈ N : Bd
(
a ∈ N : T ax ∈ T−kU ∩ · · · ∩ T−rkU ∩ U
)
> 0
}
∈ D∗.
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