Abstract. In this paper we study the problem of stopping a Brownian bridge X in order to maximise the expected value of an exponential gain function. In particular, we solve the stopping problem sup
Introduction
Problems of optimal stopping involving Brownian bridge have a long history, dating back to the early days of modern optimal stopping theory. The first results were obtained by Dvoretzky [8] and Shepp [22] . Both authors considered stopping of a Brownian bridge to maximise its expected value. Dvoretzky proved existence of an optimal stopping time and Shepp provided an explicit solution in terms of the first time the Brownian bridge (pinned at zero at time t = 1) exceeds a boundary of the form t → a √ 1 − t, for t ∈ [0, 1] and a suitable a > 0.
Few years later, Föllmer [12] extended the study to the case of a Brownian bridge whose pinning point is random with normal distribution. He showed that the optimal stopping time is the first time the process crosses a time-dependent boundary and the stopping set may lie either above or below the boundary, depending on the variance of the pinning point's distribution.
More recently, Ekström and Wanntorp [10] studied optimal stopping of a Brownian bridge via the solution of associated free boundary problems. They recovered results by Shepp and extended the analysis by finding explicit solutions to some examples with more general gain functions than the linear case.
Optimal stopping of Brownian bridge with random pinning point or random pinning time were also studied in [9] and [14] , respectively. In [9] , the authors consider more general versions of the problem addressed in [12] and, among other things, they give general sufficient conditions for optimal stopping rules in the form of a hitting time to a one-sided stopping region. In [14] , the author provides sufficient conditions for a one-sided stopping set and is able to solve the problem in closed form for some choices of the pinning time's distribution.
Problems of optimal stopping for Brownian bridge have attracted significant attention from the mathematical finance community thanks to their application to trading. Already in 1970, Boyce [3] proposed applications of Shepp's results to bond trading. In that context the pinning effect of Brownian bridge captures the well-known pull-to-par mechanism of bonds. Many other applications to finance have appeared in recent years, motivated by phenomena of stock pinning (see, e.g. [1] and [16] among many others). Explicit results for some problems of optimal double stopping of Brownian bridge, also inspired by finance, were obtained in [2] .
In our paper we study a problem that was posed by Ernst and Shepp in Section 3 of [11] . In particular, we are interested in finding the optimal stopping rule that maximises the expected value of the exponential of a Brownian bridge which is constrained to be equal to zero at time t = 1. Besides the pure mathematical interest, this problem is better suited to model bond/stock trading situations than its predecessors with linear gain function. Indeed, the exponential structure avoids the unpleasant feature of negative asset prices, whilst retaining the pinning effect discussed above. Questions concerning stopping the exponential of a Brownian bridge were also considered in [18] in a model inspired by financial applications. In fact, in [18] authors consider a more general model than ours and allow a random pinning point. However, the complexity of the model is such that the analysis is carried out mostly from a numerical point of view.
In this work we prove that the optimal stopping time for our problem is the first time the Brownian bridge exceeds a time-dependent optimal boundary t → b(t), which is non-negative, continuous and non-increasing on [0, 1] . The boundary can be computed numerically as the unique solution to a suitable integral equation of Volterra type (see Section 5.1). The full analysis that we perform relies on four equivalent formulations of the problem (see (2.7), (2.9), (2.10) and (3.7)), which are of some interest in their own right, and offer different points of view on the problem.
Our study reveals interesting features of the value function v. Indeed, we can prove that v is continuously differentiable on [0, 1) × R, both with respect to time and space, with second order spatial derivative which is continuous up to the optimal boundary (notice that this regularity goes beyond the standard smooth-fit condition in optimal stopping). However, we can also prove that the value function is not continuous at {1} × (−∞, 0).
Our analysis extends the existing literature in several directions. The exponential structure makes it impossible to use scaling properties that are central in all papers where explicit solutions were obtained (see, e.g., [22] , [10] , [2] , [14] ). Moreover, in order to prove monotonicity of the boundary (which is the key to the subsequent analysis) we have developed a method based on pathwise properties of the Brownian bridge and martingale theory (see Theorem 4.1). This approach is necessary due to the nonlinearity introduced by the exponential structure of the gain function and it could be used in other optimal stopping problems involving Brownian bridges and non-linear gain functions. In this respect it is worth noticing that, in Section 5 of [9] , authors also obtain a characterisation of the optimal boundary via integral equations. However, in that case a time-change of the Brownian bridge and linearity of the gain function are used to infer monotonicity of the boundary.
The paper is organised as follows. In Section 2 we provide some background notions on the Brownian bridge and formulate the stopping problem. In Section 3 we prove continuity of the value function and existence of an optimal boundary. In Section 4 we prove that the boundary is monotonic non-increasing, continuous and bounded on [0, 1] and find its limit at time t = 1. In Section 5 we find C 1 regularity for the value function, we derive the integral equation that uniquely characterises the optimal boundary and we use it to obtain a numerical approximation of the boundary.
Problem formulation
We consider a complete filtered probability space (Ω, F, (F t ) t≥0 , P), equipped with a standard Brownian motion W := (W t ) t≥0 . With no loss of generality, we assume that (F t ) t≥0 is the filtration generated by W and augmented with P-null sets. Further, we denote by X := (X t ) t∈[0,1] a Brownian bridge pinned at zero at time t = 1, i.e. such that X 1 = 0. If the Brownian bridge starts at time t ∈ [0, 1) from a point x ∈ R, we sometimes denote it by (X t,x s ) s∈ [t,1] in order to keep track of the initial condition. It is well-known that, given an initial condition X t = x at time t ∈ [0, 1), the dynamic of X can be described by the following stochastic differential equation (SDE):
The unique strong solution of the SDE (2.1) is given by
The expression in (2.2) allows to identify (in law) the process X t,x with the process
That is, we have
for any initial condition (t, x) ∈ [0, 1] × R. In the rest of the paper we will often use the notations
Using the above mentioned identity in law of X and Z, along with well-known distributional properties of the Brownian motion, it can be easily checked that
|x| E e S 1 < +∞, (2.5) where S 1 := sup 0≤s≤1 |W s |. The random variable S 1 will be used several times in what follows and we denote
and c 2 := E S 1 e S 1 . (2.6) 2.1. The stopping problem. Our objective is to study the optimal stopping problem
where τ is a random time such that t + τ is a (F s ) s≥t -stopping time (in what follows we simply say that τ is a (F s ) s≥t -stopping time, as no confusion shall arise). Thanks to (2.5), we can rely upon standard optimal stopping theory to give some initial results (see, e.g., [21] and Appendix D in [17] ). In particular, we split the state space [0, 1] × R in a continuation region C and a stopping region D, respectively given by
Then, for any (t, x) ∈ [0, 1] × R, the smallest optimal stopping time for problem (2.7) is given by (2.8)
We will sometimes use the notation τ * t,x to keep track of the initial condition of the time-space process (t, X).
Moreover, standard theory also guarantees that the process V := (V t ) t∈[0,1] defined by V t := v(t, X t ) is a right-continuous, non-negative, P-super-martingale and that V * := (V t∧τ * ) t∈[0,1] is a right-continuous, non-negative, P-martingale.
To conclude this section, we show two further formulations of problem (2.7) that will become useful in our analysis. The former uses (2.4) and the fact that, thanks to the above discussion, we only need to look for optimal stopping times in the class of entry times to measurable sets. Hence, we have
The second formulation, instead, uses ideas originally contained in [15] . In particular, for any fixed t ∈ [0, 1] and any (
. In addition to this, notice that
Therefore, problem (2.9) (hence problem (2.7)) can be rewritten as
This last formulation of the problem has the advantage that the domain of admissible stopping times θ is independent of the initial time t.
Remark 2.1. There is no loss of generality in our choice of a pinning time t = 1 and a pinning point x = 0. We could equivalently choose a generic pinning time T > t and pinning point α ∈ R and consider the dynamic
Then, the analysis in the next sections would remain valid up to obvious tweaks.
Continuity of the value function and existence of a boundary
In this section we prove some properties of the value function, including its continuity, and derive the existence of a unique optimal stopping boundary. It follows immediately from (2.5) that the value function is non-negative and uniformly bounded on compact sets. In particular, we have
where c 1 > 0 is given by (2.6).
Proposition 3.1. The map x → v(t, x) is convex and non-decreasing. Moreover, for
Proof. Convexity of x → v(t, x) follows from linearity of x → Z t,x s (see (2.3)), convexity of the map x → e x and the well-known inequality sup(a + b) ≤ sup a + sup b.
Monotonicity can be easily deduced by, e.g., the explicit dependence of (2.10) on x ∈ R. As for the Lipschitz continuity, the claim is trivial for t = 1 since v(1, x) = e x . For the remaining cases, let t ∈ [0, t) and let us fix y ≥ x. Denote τ y := τ * t,y , then by monotonicity of v(t, · ), the fact that τ y is sub-optimal for v(t, x) and simple estimates, we obtain
Hence, the claim follows with L K := c 1 max x∈K e |x| .
Next we show that the value function is locally Lipschitz in time on [0, 1) × R. However, it fails to be continuous at {1} × (−∞, 0).
Proposition 3.2. For any T < 1 and any
with c 2 > 0 as in (2.6). Moreover,
Proof. For the proof of (3.2) we will refer to the problem formulation in (2.10). Fix 0 ≤ t 1 < t 2 ≤ T < 1 and let θ 2 := θ * t 2 ,x be the optimal stopping time for v(t 2 , x). Then, given that θ 2 is sub-optimal for the problem with value v(t 1 , x), we have
Now, setting θ 1 := θ * t 1 ,x we notice that θ 1 is admissible and sub-optimal for the problem with value v(t 2 , x). Then, arguments as above give
which, combined with (3.5), implies (3.2). Finally, we show (3.3) and (3.4). Notice first that v(1, x) = e x and v(t, x) ≥ e x for t ∈ [0, 1). Pick x ≥ 0, then by (2.9) we have e x ≤ v(t, x) ≤ e x E e S 1−t which implies (3.3) by dominated convergence and using that S 1−t → 0 as t → 1. If x < 0, instead, the sub-optimal strategy τ = 1 − t gives v(t, x) ≥ 1. Hence, lim inf t→1 v(t, x) ≥ 1 > e x = v(1, x) as in (3.4).
As a corollary of the two propositions just stated, we have that C is an open set. Combining this fact with the martingale property (in C) of the value function, we obtain that v ∈ C 1,2 (C) and it solves the free boundary problem (see, e.g., arguments as in the proof of Theorem 7.7 in Chapter 2 Section 7 of [17] )
where ∂ t , ∂ x and ∂ xx denote the time derivative, the first spatial derivative and the second spatial derivative, respectively. For future reference, we also denote by L the second order differential operator associated with X. That is
3.1. Existence of an optimal boundary. In order to prove the existence of an optimal boundary it is convenient to perform a change of measure in our problem formulation (2.7). In particular, using the integral form of (2.1) (upon setting
with X t,x t = x, and with W t := W t − t defining a P-Brownian motion by Girsanov's theorem.
Thanks to this transformation of the expected payoff, it is clear that solving problem (2.7) is equivalent to solve
Notice that, indeed, v(t, x) = e xṽ (t, x) implies that
Moreover, the process V := ( V t ) t∈[0,1] defined as
is a P-super-martingale, whereas V * := ( V t∧τ * ) t∈[0,1] is a P-martingale, with τ * as in (2.8) .
Using this formulation, we can easily obtain the next result.
Proof. Thanks to the pathwise uniqueness of the Brownian bridge, it is clear that for any x ≤ x ′ we have, P-a.s. (hence also P-a.s.) 
Regularity of the optimal boundary
In this section we show that the optimal boundary is monotonic, continuous and bounded. We will then use these properties to derive smoothness of the value function across the optimal boundary, in the next section.
By an application of Dynkin's formula we know that, given any initial condition (t, x) ∈ [0, 1) × R, any stopping time τ ∈ [0, 1 − t] and a small δ > 0 we have
ds .
This shows that immediate stopping can never be optimal inside the set
and so Q ⊆ C.
The next result, concerning monotonicity of the optimal boundary, is crucial for the subsequent analysis of the stopping set and of the value function. Monotonicity of optimal boundaries is relatively easy to establish in optimal stopping problems when the underlying diffusion is time-homogeneous and the gain function is independent of time. In our case, the latter condition holds but our diffusion is time-dependent, hence new ideas are needed in the proof of the theorem below. We also remark that, while in some stopping problems of a Brownian bridge (see, e.g., [10] ) it is possible to rely upon a time-change in order to formulate an auxiliary equivalent stopping problem for a time-homogeneous diffusion (see [19] ), this is not the case here, due to the exponential nature of the gain function. Proof. It is sufficient to show that, for any fixed x ∈ R, the map t → v(t,
Recalling (3.6) and using convexity of x → v(t, x), we obtain
and, in particular,
thanks to the fact that Q ⊆ C (see (4.1)) and ∂ x v ≥ 0 in C (Proposition 3.1).
Notice that if (t, x) ∈ D \ ∂C then v(t, x) = e x and ∂ t v(t, x) = 0. Since t → v(t, x) is continuous in [0, 1), it only remains to prove that ∂ t v(t, x) ≤ 0 for (t, x) ∈ C with x > 0. For that we proceed in two steps.
Step 1. (Property of t → X t,x ). Consider (t, x) ∈ C with x > 0 and 0 < ε ≤ t < 1, for some ε > 0. For s ∈ [0, 1 − t] we denote Since (t, x) are fixed, we simplify notation and set Y ε := Y t,x;ε . Next, for some small δ > 0, we let t δ := (1− t − δ) > 0 and ρ δ := t δ ∧ τ 0 , where τ 0 := τ 0 t,x := inf{u ∈ [0, 1− t] : X t,x t+u ≤ 0}. Then, using the integral form of (2.1), for an arbitrary s ∈ [0, 1 − t] we have, P-a.s.
Let Hence, the process X t,x hits zero earlier than the process X t−ε,x .
Step 2. (∂ t v(t, x) ≤ 0). Fix (t, x) ∈ C with x > 0. Using the same notation as in step 1 above, let σ := τ * t,x ∧ τ 0 t,x . By the (super)martingale property of the value function, noticing that τ * is optimal in v(t, x) and sub-optimal in v(t − ε, x) we have
Recalling (4.4), on the event {τ * ≤ τ 0 } ∩ {τ * < 1 − t} we have X t−ε,x t−ε+τ * ≥ X t,x t+τ * and on the event {σ = 1 − t} we have that X
is non-decreasing (Proposition 3.1). Thus, combining these facts with (4.5), we obtain
where the final inequality uses (4.2) and that τ 0 < 1 − t. Finally, dividing both sides of (4.6) by ε and letting ε → 0, we obtain ∂ t v(t, x) ≤ 0 as needed.
It is well-known in optimal stopping theory that monotonicity of the boundary leads to its right-continuity (or left-continuity). In our case we have a simple corollary. Proof. Let t ∈ [0, 1) be such that b(t) < +∞. Consider a sequence (t n ) n∈N such that t n ↓ t as n → ∞. By definition of b, we have that (t n , b(t n )) ∈ D for all n ∈ N and b(t n ) < ∞ by monotonicity. Since D is a closed set and (t n , b(t n )) → (t, b(t+)), then also (t, b(t+)) ∈ D (the right-limit b(t+) exists by monotonicity). Hence, b(t+) ≥ b(t) (see (3.10)). However, by monotonicity b(t) ≥ b(t+), which leads to b(t) = b(t+).
Next we show that the optimal boundary is bounded on [0, 1].
Proposition 4.3. We have
Proof. The proof is divided into three steps.
Step 1. (Non-empty stopping) . First, we show that D ∩ ([0, 1) × R) = ∅. Suppose by contradiction that this is not true, then τ * t,x = 1−t, P-a.s. for all (t, x) ∈ [0, 1)×R, which implies v(t, x) = 1. This, however, leads to a contradiction since immediate stopping gives v(t, x) ≥ e x > 1 for x > 0 and any t ∈ [0, 1).
The same argument can be adopted to show that D∩([t, 1)×R) = ∅ for any t ∈ [0, 1), which implies that for any t 1 ∈ [0, 1) there exists t 2 ∈ (t 1 , 1) such that b(t 2 ) < +∞.
Step 2. (Finite boundary for t ∈ (0, 1) ). Arguing by contradiction, let us assume that there is t ∈ (0, 1) such that b(t) = +∞. Then, thanks to step 1 and Corollary 4.2 we can find t ′ ∈ (t, 1) such that 0 ≤ b(t ′ ) =: b 0 < +∞ and (t, t ′ ) × R ⊆ C. Let σ 0 := inf{s ∈ [0, 1 − t) : X t,x t+s ≤ b 0 } ∧ (t ′ − t), then recalling τ * t,x as in (3.11), we immediately see that P(τ * t,x ≥ σ 0 ) = 1. Using the martingale property of the value function (see (3.8)), we obtaiñ
where we have used continuity of paths and the fact that on {σ 0 = t ′ − t} it must be
where in the second inequality we used (3.1) andṽ(t, x) = e −x v(t, x). Now, we let x → ∞ and notice that
so that the first term on the right-hand side of (4.7) goes to zero. Similarly, given that lim x→∞ X t,x t+s = +∞ for any s ∈ [0, t ′ − t], the second term goes to zero as well by the reverse Fatou's lemma. Then, recalling thatṽ ≥ 1, we reach the contradiction lim sup
It follows that b(t) < +∞ for all t ∈ (0, 1].
Step 3. (b(0) < +∞). For this last step we consider an auxiliary problem where the Brownian bridge is pinned at time 1 + h, for some h > 0, and the time horizon of the optimisation is 1 + h. That is, we set
where X is a Brownian bridge (2.2) pinned at time 1 + h. By the same argument as in Section 2, it follows that Law( X t,x ) = Law( Z t,x ), where 
By the same arguments as for the original problem, we obtain that there exists a non-decreasing, right-continuous optimal boundary t → b h (t) such that
Moreover, since the gain function e x does not depend on time, using (4.9) we obtain
In particular, b(0) = b h (h) and b h (h) < +∞ by applying the result in step 2 to the auxiliary problem.
Using ideas as in [4] , we can prove continuity of the boundary. 
, then for any t < t 0 we have 0 =
where for the inequality we have used ∂ t v ≤ 0 (see proof of Proposition 4.1) and in the last equality we have applied integration by parts and used the adjoint operator
Taking limits as t → t 0 and using dominated convergence, we obtain
where we have used that v(t 0 , y) = e y and integration by parts in the final equality.
Finally, recalling that
2 , then (4.11) leads to a contradiction because the right-hand side of the expression is strictly negative (also ϕ is arbitrary).
In order to prove that b(1−) = b(1) = 0, we need a slight modification of the argument above. In particular, suppose by contradiction that b(1−) > 0 and consider an interval (1−)) . Then, replacing ϕ in (4.10) withφ(t, x) := (1 − t)ϕ(x), and using the same arguments with t 0 = 1 we reach a contradiction, i.e.
x 1 e y yϕ(y)dy < 0.
Regularity of the value function and integral equations
Thanks to monotonicity of the optimal boundary and the law of iterated logarithm (combined with (2.3)), it is easy to see that
(A proof of this claim can be found, e.g., in Lemma 5.1 of [5] ).
Moreover, combining (5.1) with continuity of the optimal boundary, we deduce
t+s ) ∈ int(D)}, where int(D) = D \ ∂C is the interior of the stopping set. In particular, since τ * t,x = 0, P-a.s. for any (t, x) ∈ ∂C, by its definition (2.8), this implies τ ′ t,x = 0, P-a.s. as well for (t, x) ∈ ∂C. This means that the boundary ∂C is regular for the interior of the stopping set, in the sense of diffusions (see, e.g., [6] ).
It is therefore possible to prove (see, e.g., Corollary 6 in [6] and Proposition 5.2 in [5] ) that for any (t 0 , x 0 ) ∈ ∂C (i.e., x 0 = b(t 0 )) and any sequence (t n , x n ) n≥1 ⊆ C converging to (t 0 , x 0 ) as n → ∞, we have Now we can use this property of the optimal stopping time and some related ideas from [6] to establish C 1 regularity of the value function.
First, we give a lemma concerning the spatial derivative of v.
Hence, it also holds
Proof. Recall that v ∈ C 1,2 (C) (see comment before (3.6)). Moreover, v(t, x) = e x on D and ∂ x v(t, x) = e x on D \ ∂C as needed in (5.3) . It remains to show that (5.3) holds for all (t, x) ∈ C.
Fix (t, x) ∈ C and take ε > 0. We set τ * := τ * t,x and recall problem formulation (2.9) with the explicit expression for Z (see (2.3)). Then, using that τ * is admissible but sub-optimal for the problem with value v(t, x + ε), we have that
Hence, by dominated convergence theorem and recalling that v is differentiable at (t, x) ∈ C, we obtain
By the same arguments, we also have that
Combining (5.5) and (5.6) we obtain (5.3). Now, the inequality in (5.4) follows easily by comparison of (5.3) and (2.9).
Proof. We know from (3.6) that ∂ x v and ∂ t v exist and are continuous in C. Moreover, v(t, x) = e x on D implies ∂ x v(t, x) = e x and ∂ t v(t, x) = 0 for (t, x) ∈ D \ ∂C. Then, it remains to prove that ∂ x v and ∂ t v are continuous across the boundary ∂C. We do this in two steps below.
Step 1. (Continuity of ∂ x v). Fix (t 0 , x 0 ) ∈ ∂C with t 0 < 1 and recall (5.3). Then, for any sequence (t n , x n ) n≥1 ⊆ C converging to (t 0 , x 0 ) as n → ∞, we can use dominated convergence, continuity of paths and (5.2) to obtain
Step 2. (Continuity of ∂ t v). Let (t, x) ∈ C and 0 < ε < 1 − t. Then, repeating arguments as those used in (3.5) and recalling that t → v(t, x) is non-increasing on [0, 1) (see proof of Proposition 4.1) we obtain
where θ * := θ * t,x is the optimal stopping time for v(t, x) (see (2.10)). Dividing all terms above by ε and letting ε → 0, we find
The inequalities in (5.7) hold if we replace (t, x) by (t n , x n ) and θ * by θ * n := θ * tn,xn , where the sequence (t n , x n ) n≥1 ⊆ C converges to (t 0 , x 0 ) ∈ ∂C as n → ∞. Thus, using dominated convergence theorem, we obtain
Theorem 5.2 has a simple corollary which shows the regularity of ∂ xx v across the boundary. In particular, ∂ xx v is continuous but for a (possible) jump along the optimal boundary. Corollary 5.3. We have ∂ xx v continuous on ([0, 1] × R) \ ∂C. Moreover, for any (t 0 , x 0 ) ∈ ∂C with t 0 < 1 and any sequence (t n , x n ) n≥1 ⊆ C converging to (t 0 , x 0 ) as n → ∞, we have
To show (5.8), it is sufficient to take limits in (3.6) , that is
where we used Theorem 5.2 to arrive at the final expression. The inequality in (5.8) follows from the fact that Q ⊆ C (see (4.1)).
5.1.
Integral equation for the optimal boundary and numerical results. The regularity of the value function proved in the previous section allows us to derive an integral equation for the optimal boundary. This follows well-known steps (see, e.g., [21] ) which we repeat briefly below.
Theorem 5.4. For all (t, x) ∈ [0, 1) × R, the value function has the following representation Proof. Thanks to Theorem 5.2 and Corollary 5.3, we can find a mollifying sequence
as n → ∞, uniformly on compact sets, and
We let (K m ) m≥0 be a sequence of compact sets increasing to [0, 1 − ε] × R and for t < 1 we define
By an application of Itô's formula to v n and noticing that P(X t,x t+s = b(t + s)) = 0 for s ∈ [0, 1 − t), we obtain v n (t, x) = E t,x v n (t + τ m , X t+τm ) − τm 0 ∂ t v n (t + s, X t+s ) + Lv n (t + s, X t+s ) 1 {X t+s =b(t+s)} ds . Now, since (t + s, X s ) s≤τm lives in a compact, letting n → ∞ and applying dominated convergence theorem, by (5.11) and (5.12) we obtain v(t, x) = E t,x v(t + τ m , X t+τm ) − τm 0 ∂ t v(t + s, X t+s ) + Lv(t + s, X t+s ) 1 {X t+s =b(t+s)} ds = E t,x v(t + τ m , X t+τm ) + τm 0 e X t+s X t+s 1 − t − s − 1 2 1 {X t+s >b(t+s)} ds ,
where in the second equality we have used (3.6) and v(t, x) = e x in D.
Notice that τ m → 1 − t − ε as m → ∞ and the integrand in the right-hand side of the above expression is non-negative. Recalling (3.1) and letting m → ∞, we can apply dominated convergence and monotone convergence (for the integral term) in order to obtain v(t, x) = E t,x v(1 − ε, X 1−ε ) + By the same arguments, letting ε → 0 we obtain (5.9), i.e.
v(t, x) = E t,x v(1−, X 1− ) + where in the second line we have used that, for t n < 1, which follows from problem formulation (2.9) with τ * n := τ * tn,xn . Now the integral equation (5.10) is obtained by setting (t, x) = (t, b(t)) in (5.9). Uniqueness of the solution to such equation follows a standard proof in four steps that was originally developed in [20] . The same proof has since been repeated in numerous examples, some of which are available in [21] . Therefore, we omit it here.
In order to numerically solve the nonlinear Volterra integral equation (5.10), we apply a Picard scheme that we learned from [7] .
First, notice that equation ( The algorithm stops when the tolerance condition max j=0,...,n |b (k) (t j )−b (k−1) (t j )| < ε is fulfilled, for some ε > 0. A numerical approximation of the optimal boundary is presented in Figure 1 . Figure 1 . A sample path of a Brownian bridge X starting at X 0 = 0.3 and pinned at X 1 = 0. The Brownian bridge hits at τ * ≈ 0.3 the optimal boundary, which divides the state space into continuation region C (in blue) and stopping region D (in red). The tolerance of the algorithm is set at ε = 10 −6 and the equispaced time step is h = 10 −3 .
