Abstract. Using combinatorial properties of symmetric polynomials, we compute explicitly the Soergel modules for some permutations whose corresponding Schubert varieties are rationally smooth. We build from them diagram algebras whose module categories are equivalent to the subquotient categories of the BGG category O(gl n ) which show up in categorification of gl(1|1)-representations. We construct diagrammatically the graded cellular structure and the properly stratified structure of these algebras.
Introduction
The BGG category O(g), introduced in [BGG76] , is a fundamental tool for studying the representation theory of a reductive Lie algebra g. Its combinatorial properties are quite surprising: the Kazhdan-Lusztig conjecture, for example, relates decomposition numbers in the category O(g) with certain polynomials which appear naturally in the theory of Hecke algebras [KL79] .
The explicit structure of this category remained obscure until the fundamental work of Soergel [Soe90] , who constructed a fully faithful functor V from the additive category of projective objects of O(g) to a category of modules (which we call Soergel modules) over a polynomial ring. In principle, this gives a way to do explicit computations in the category O(g) (see [Str03] for some examples in small cases); however, determining Soergel modules and their homomorphisms is not affordable in general. In this paper, we present such a description for some subquotient categories of O 0 = O 0 (gl n ), which are denoted by Q k (n) in [Sar13b] . These are a particular case of the "generalized parabolic subcategories" introduced in [FKM02] and developed further in [Maz04] . Our interest for these particular categories is motivated by the fact that they can be used to categorify tensor powers of the vector representation of gl(1|1) (see [Sar13b] ).
The central role played by category O in categorification makes the ability to do explicit computations crucial. Khovanov homology [Kho00] , which is ultimately an sl 2 -categorification through category O, has proven very useful in its application to low dimensional topology, because of its explicit description. A diagrammatic approach to understand some parabolic subcategories of the category O(gl n ) has been successfully carried out by Brundan and Stroppel: in a series of four paper ([BS11a] , [BS10] , [BS11b] , [BS12b] ) they define diagrammatic algebras (called generalized Khovanov algebras) which are isomorphic to the endomorphism rings of projective generators of the parabolic category O p (gl n ), where p ⊆ gl n is a maximal parabolic subalgebra. They are able to interpret diagrammatically translation functors, and hence compute explicitly homomorphism spaces between them. Using the machinery they have constructed, they can connect the category O(gl n ) to the category of finite dimensional representations of the super Lie algebra gl(r|s); they also find interesting connections to representations of the walled Brauer algebra [BS12a] .
The goal of this paper is to develop a similar approach in the case of the categories Q k (n). Our main result is a diagrammatic/combinatorial definition of graded algebras A n,k whose module categories are equivalent to Q k (n).
The main tools of our construction are Soergel modules and combinatorics of symmetric polynomials. Soergel modules for the symmetric group S n (or for gl n ) are modules C z over the polynomial ring in n variables R = C[x 1 , . . . , x n ], and are labeled by permutations z ∈ S n . By definition, they are the indecomposable direct summands of modules of the type where B = R/(R + ) Sn R is the ring of the coinvariants and B s are the invariants under a simple reflection s ∈ S n . In particular, if we choose a reduced expression s ir · · · s i1 for z, then C z is the indecomposable direct summand of (1.1) containing 1 ⊗ · · · ⊗ 1.
Although they could seem apparently harmless, identifying explicitly the direct summands in (1.1) is quite tricky, even in some small examples. Describing homomorphism spaces between such summands is in general hard. A significant simplification occurs when the Soergel module C z happens to be cyclic: in this case it is enough to determine the annihilator of C z , which is the same as the annihilator of (1.1). Moreover, in order to describe the homomorphisms between two cyclic R-modules it is enough to study the quotient ideal between the corresponding annihilators.
The condition of a Soergel module being cyclic arises naturally since it is equivalent to the rational smoothness of the corresponding Schubert variety in the full flag variety (cf. [KL79, Appendix] ); an easy combinatorial criterion for determining which Schubert varieties are rationally smooth is given in [GR02] . It is quite surprising that all the Soergel modules needed for understanding the categories Q k (n) satisfy this condition.
We point out that some work has been done to understand Soergel bimodules [Soe92] , which are the equivariant version of Soergel modules and are obtained dropping the last ⊗ B C in (1.1) (see [Wil11] , [EK09] ; we would also like to mention that Soergel bimodules have been prove useful for the recent algebraic proof [EW12] of the Kazhdan-Lusztig conjecture). On the other side, as far as we know, this is the first attempt to describe explicitly Soergel modules. We believe that Soergel modules are in some sense more difficult than Soergel bimodules because of the lack of symmetry of (1.1).
Despite of the deep background, the computations required along the paper are elementary, although quite involved. In order to keep the paper readable also for non-experts, we decided to start the paper with combinatorial properties of symmetric polynomials and postpone the introduction of category O after the definition of the diagram algebra.
Overview of the paper. Let us now explain in more detail the structure and the results of the paper. We start in Section 2 by studying quotients of the polynomial ring R modulo ideals I b generated by some complete symmetric polynomials in a subset of the variables. More precisely, if b = (b 1 , . . . , b n ) is a non-increasing sequence of positive integers, then we let (1.2) I b = (h b1 (x 1 ), h b2 (x 1 , x 2 ), . . . , h bn (x 1 , . . . , x n )),
where the h i 's are complete symmetric polynomials of degree i in the variables indicated. This definition will prove very helpful to describe the Soergel modules we are interested in. To study such ideals, we will use the powerful machinery of Groebner bases, which we will briefly review.
In Section 3 we introduce the Hecke algebra and define the Kazhdan-Lusztig polynomials. Then we compute explicitly some Kazhdan-Lusztig basis elements, which we will use later to determine the dimension of the corresponding Soergel modules.
In Section 4 we briefly recall the definition of Soergel modules and then compute explicitly some of them. In particular, we compute all Soergel modules C w k z where z is in the set D of shortest coset representative for (S k × S n−k )\S n and w k is the longest element of S k . Our strategy is the following: first, we show that the Soergel module C w k z is cyclic. Then for every such z we choose a clever reduced expression s ir · · · s i1 and we determine some partial symmetric polynomials which lie in the annihilator of the module (1.1). We deduce that they are enough to generate the whole annihilator by comparing the dimensions, using the results we collected in the previous sections. Our first main result is: Theorem 1.1 (see Theorem 4.10). For each z ∈ D there is an associated bsequence b z such that the Soergel module C w k z is isomorphic to R/I b z .
Our next main result is the explicit description of the spaces of homomorphisms between these Soergel modules modulo the morphisms which factor through some "wrong" Soergel modules (see Theorem 4.17). This is motivated by the fact that the categories Q k (n) are subquotient categories of O 0 : hence they are described by algebras which are the endomorphism rings of some projective modules of O 0 modulo morphisms which factor through some "wrong" projective modules (see Section 6 for the details).
To make the statement of Theorem 4.17 clear and usable, in Section 5 we introduce diagrams which describe the corresponding homomorphism spaces. Putting together all the homomorphism spaces and translating into our diagram language we obtain diagram algebras A n,k . These algebras resemble the generalized Khovanov algebras of [BS11a] . Recall that the generalized Khovanov algebras categorify tensor powers of sl 2 -representations, and the diagrams which build these algebras are the same diagrams of [FK97] describing sl 2 -intertwiners. Unsurprisingly, the same happens for our algebras A n,k : the diagram which we use here are essentially the same diagrams which we introduce in the related paper [Sar13b] for describing gl(1|1)-intertwiners; and indeed the resulting algebras categorify tensor powers of gl(1|1)-representations.
We remark that the algebras A n,k are graded, the grading coming from the one on polynomial rings. Since the algebras A n,k describe categories which come from category O, we could deduce from abstract Lie theory that they enjoy very nice properties, such as cellularity [GL96] and proper stratifiedness [FKM02] (which is a generalization of quasi-hereditariness). In the second part of Section 5 we show how these properties can be proved independently, by constructing explicitly cellular, standard and projective modules using our diagrams, and we obtain: Theorem 1.2 (see Prop. 5.18 and Theorem 5.24). For all n ∈ N, 0 ≤ k ≤ n the algebra A n,k is graded cellular and properly stratified.
In Section 6 we finally explain in detail the relation with category O which underlies all the paper. We recall from [Sar13b] the definition of the categories Q k (n) and we state our main result: Theorem 1.3 (see Theorem 6.7). The category Q k (n) from [Sar13b] is equivalent to gmod−A n,k .
This gives an explicit description of the categories Q k (n)'s categorifying gl(1|1) and makes possible to compute examples of that categorification. One of the main application is the computation of the endomorphism rings of the functors E k and F k from [Sar13b] (see Theorem 6.11).
We remark that there is a connection between the algebra A n,k and the cohomology of closed attracting varieties in the Springer fiber of hook type sitting inside the full flag variety, see [Sar13a] . In particular, we conjecture that it is possible to construct a convolution product on these cohomology rings as in [SW12] so that one can recover the full algebra A n,k using geometry.
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Symmetric polynomials
In this section we are going to study some rings obtained as quotients of a polynomial ring modulo an ideal generated by complete symmetric functions in some subsets of variables. We start recalling some easy standard facts about symmetric polynomials.
We let R = C[x 1 , . . . , x n ] be a polynomial ring. We consider it as a graded ring with deg x i = 2 for every i.
2.1.
Complete symmetric polynomials. The complete symmetric polynomials are defined as
for every j ≥ 1 so that for example h 2 (x 1 , x 2 ) = x 2 1 + x 1 x 2 + x 2 2 . We set also h 0 (x 1 , . . . , x n ) = 1, while if n = 0 (i.e., we have zero variables), we let h i () = 0 for every i ≥ 1. The symmetric group S n acts on R permuting the variables, and the polynomials h i (x 1 , . . . , x n ) are invariant under this action; in fact, they generate the whole algebra R S n of invariant polynomials (see [Ful97, Section 6] ). We will consider complete symmetric polynomials in some subset of the variables of R. The following formula helps us to decompose a complete symmetric polynomials in k variables as complete symmetric polynomials in ℓ and k − ℓ variables, for every ℓ = 1, . . . , k − 1:
Another formula allows us to express a complete symmetric polynomials in k − 1 variables in terms of complete symmetric polynomials in k variables:
Both (2.2) and (2.3) can be checked easily by comparing which monomials appear on both sides. For 1 ≤ i ≤ n − 1 let R si be the subring of R consisting of polynomials invariant under the simple transposition s i . We recall from [Dem73] the definition of the classical Demazure operator ∂ i : R → R si 2 , given by (2.4)
The operator ∂ i is linear, vanishes on R si and satisfies
It is easy to show that P i has also values in R si . The operators ∂ i and P i can be used to define the
Demazure operators have the nice property of sending complete symmetric polynomials to other complete symmetric polynomials:
We omit the proof, which is a straightforward computation.
2.2. Ideals generated by complete symmetric polynomials. We are going to study quotients rings of R generated by some of the h i 's. Let (2.7)
In other words, B ′ is the set of weakly decreasing sequences of positive numbers such that the difference between two consecutive items is at most one. For every sequence b ∈ B ′ let I b ⊂ R be the ideal generated by
We will shortly recall the definition of Groebner basis, which are a useful tool for studying ideals in polynomial rings; for a complete reference see [CLO07, Chapter 2]. Let us fix a lexicographic monomial order on R with (2.9)
With respect to this ordering, each polynomial p ∈ R has a leading term lt(p).
Given an ideal I ⊆ R, let lt(I) = {lt(p) | p ∈ I} be the set of leading terms of elements of I and let lt(I) be the ideal they generate. We recall that a finite subset {p 1 , . . . , p r } of an ideal I of R is called a Groebner basis if the leading terms of the p 1 , . . . , p r generate lt(I) . Then we have:
Lemma 2.2. The polynomials (2.8) are a Groebner basis for I b with respect to the order (2.9).
Proof. By [CLO07, Theorem 2.9.3 and Proposition 2.9.4] it is enough to check that the leading monomials of the polynomials (2.8) are pairwise relatively prime. This is obvious.
Proposition 2.3. Let b ∈ B ′ . The quotient ring R b = R/I b has dimension b 1 · · · b n , and a C-basis is given by (2.10)
By the theory of Groebner bases (cf. [CLO07, Proposition 2.6.1]), any f ∈ R can be written uniquely as f = g + r, with g ∈ I b and r such that no term of r is divisible by any of the leading terms of the Groebner basis (2.8); that is, r is a linear combination of the monomials (2.10). This means exactly that the monomials (2.10) are a basis of R b .
Example 2.5. Let b = (n, n − 1, . . . , 1). Then it is easy to show that the ideal I b is the ideal generated by the symmetric polynomials in n variables with zero constant term, and R b is the ring of the coinvariants R/(R Sn + ), isomorphic to the cohomology of the full flag variety of C n (see [Ful97, §10.2, Proposition 3]). As given by Proposition 2.3, it has dimension n! and it is well-known that a monomial basis is given by
. Morphisms between quotient rings. Next, we are going to determine all R-module homomorphisms between rings R b .
Proposition 2.6. Let b, b ′ ∈ B ′ , and let c i = max{b
The proof consists of several lemmas.
Proof. We prove by induction on ℓ ≥ 0 that h bi+ℓ (x 1 , . . . , x i ) ∈ I b for every i = 1, . . . , n. For ℓ = 0 the statement follows from the definition. For the inductive step, choose an index i and pick j < i maximal such that b j = b i + 1 (or let j = 0 if such an index does not exist) and write using iteratively (2.3):
Since b i + ℓ = b j + ℓ − 1, the terms on the right all lie in I b by the inductive hypothesis.
Lemma 2.8.
Proof. It follows directly from Lemma 2.7 that I b ′ ⊂ I b . For the other assertion, since h bj (x 1 , . . . , x j ) ∈ I b ′ for every j = i, we only need to prove that
3) we have (2.14)
Since we suppose b ′ ∈ B ′ , it follows that b i−1 = b i + 1, hence the r.h.s. of (2.14) lies in I b ′ .
We will call two sequences b, b ′ ∈ B ′ that satisfy the hypothesis of Lemma 2.8 (without regarding the order) near each other.
Lemma 2.9. Let b, b ′ ∈ B ′ and set c i = max{b
Proof. We can find a sequence
are near each other. Then the claim follows applying iteratively Lemma 2.8.
Proof. We prove the claim by induction on the leading term of p, using the lexicographic order (2.9). Let p ′ be the leading term of p and pick an index 1 ≤ i ≤ n. By assumption, ph bi (x 1 , . . . , x i ) ∈ I b ′ . By the theory of Groebner basis, the leading term of pψ bi (x 1 , . . . , x i ) is divisible by x
n , and this leading term is just
By Lemma 2.9 we then know that
, and we are done.
Proof of Proposition 2.6. It follows from Lemma 2.9 that the elements of (2.12) indeed define morphisms R b → R b ′ . By Proposition 2.3 they are linearly independent, and by Lemma 2.10 they are a set of generators.
2.4. Duality. The category of finite dimensional R-modules has a duality, given by
In fact, the vector space M * is endowed with an R-action by setting (r · f )(m) = f (r · m) for all f ∈ M * , m ∈ M , r ∈ R (since R is commutative). If M is graded, the dual inherits a grading declaring (M * ) j = (M −j ) * . Now consider some b ∈ B ′ . The monomial basis (2.10) of R b has a unique element of maximal degree b = 2(b 1 +· · ·+b n −n), namely x b−1 where 1 = (1, . . . , 1) and b − 1 is the sequence (b 1 − 1, . . . , b n − 1). We define a symmetric bilinear form (·, ·) on R b by letting
on the monomial basis (2.10), where sequences are added termwise. Since this form is clearly non-degenerate, we get an isomorphism of graded R-modules
The degree shift comes out because the bilinear form pairs the degree i component of R b with its component of degree b − i. By the properties of a duality, we have
. It is not difficult to see that the composite isomorphism is given explicitly by
2.5. Schubert polynomials. We recall some basic facts about Schubert polynomials, referring to [Mac91] for more details. Let w ∈ S n be a permutation; then the operator ∂ w = ∂ i1 · · · ∂ ir , where w = s i1 · · · s ir is some reduced expression, does not depend on the particular chosen reduced expression and is hence well-defined. Let w n ∈ S n be the longest element. Then one defines the Schubert polynomial
for each w ∈ S n . The Schubert polynomials give a basis of R/(R Sn + ). It follows from the definition that deg S w (x 1 , . . . , x n ) = 2ℓ(w).
For our purposes, it will be more convenient to have a monomial basis of R/(R Sn + ), indexed by permutations w ∈ S n . Definition 2.11. For each w ∈ S n we define S ′ w (x 1 , . . . , x n ) to be the leading term of S w (x 1 , . . . , x n ) in the lexicographic order (2.9).
Being the leading terms of a basis of R/(R Sn + ), it follows by the theory of Groebner bases (see §2.2) that also the monomials S ′ w (x 1 , . . . , x n ) give a basis.
Remark 2.12. We already noticed in Example 2.5 that R/(R Sn + ) ∼ = R b for b = (n, n − 1, . . . , 1). Hence we already have a monomial basis of R/(R Sn + ) given by Proposition 2.3. In fact, this basis coincides with the basis {S ′ w (x 1 , . . . , x n ) | w ∈ S n }; the advantage of using Schubert polynomials is that they give us a way to index these basis elements through permutations.
There is an easy way to construct the monomials S
Example 2.13. The following table contains the Schubert polynomials and the polynomials S ′ w in the case n = 3.
Some canonical bases elements
In this section we recall the definition of the bar involution and the canonical basis of the Hecke algebra for the symmetric group S n . We will then compute some canonical basis elements in the Hecke algebra for some special permutations of the symmetric group S n . We will need these expressions to compute the dimension of Soergel modules in the next section.
We remark that all actions of S n will be from the right.
3.1. Hecke algebra. Let s 1 , . . . , s n−1 denote the simple reflections which generate the symmetric group S n . For w ∈ S n we let ℓ(w) be the length of w. Moreover, we denote by ≺ the Bruhat order on S n .
The Hecke algebra of the symmetric group W = S n is the unital associative C(v)-algebra H n generated by {H i | i = 1, . . . , n − 1} with relations
Note that we use Soergel's normalization [Soe97] , instead of Lusztig's one. It follows from (3.1c) that the elements H i are invertible with H
Thanks to (3.1b), this does not depend on the chosen reduced expression. The elements H w for w ∈ W form a basis of H n , called standard basis, and we have
We can define on H n a bar involution by H w = H −1
We also have a bilinear form −, − on H n such that the standard basis elements are orthonormal:
By standard arguments one can prove the following:
, in the normalization of [Soe97] ). There exists a unique basis {C w | w ∈ W } of H n consisting of bar-invariant elements such that
The basis C w is called Kazhdan-Lusztig basis. We will also call it canonical basis of H n .
Remark 3.2. There is an inductive way to construct the canonical basis elements. First, note that C e = H e . Then set
3.2. Combinatorics. Let us fix an integer 0 ≤ k ≤ n. If s 1 , . . . , s n−1 are the simple reflections in S n , let W k be the subgroup generated by s 1 , . . . , s k−1 and W ⊥ k be the subgroup generated by s k+1 , . . . , s n−1 . Notice that
short . The set D is in natural bijection with ∧∨-sequences consisting of k ∧'s and n − k ∨'s, by mapping the identity e ∈ S n to the sequence
and letting S n act by permutation of positions; in order to obtain a bijection with right coset representatives we regard this as a right action. From now on, we identify an element z ∈ D with the corresponding ∧∨-sequence.
There are a few ways to encode an element z ∈ D, that we are now going to explain.
The position sequences:
In an ∧∨-sequence z ∈ D, we number the ∧'s (resp. the
In other words, z ∧ i measures how many steps the i-th ∧ of the initial sequence e has been moved to the right by the permutation z. This defines a bijection z → z ∧ between D and the set (3.9)
. . , n − 1 and ℓ = 1, . . . , n − i (and set t ∧ i,0 = e). Then we have a reduced expression for z:
The ∨-distance sequence: Analogously, set
. In other words, z ∨ i measures how many steps the (i − k)-th ∨ of e has been moved to the left by the permutation z. This defines a bijection z → z ∨ between D and the set (3.14)
. . , n − k and ℓ = 1, . . . , k (and set t ∨ k+i,0 = e). Then we have another reduced expression for z:
The b-sequence: Finally we want to assign to the element z ∈ D its b-sequence b z . Let Lemma 3.4. Let w k be the longest element of S k . Then the canonical basis element C w k is given by
This expression holds both in H k and in H n ⊃ H k for any n > k.
In fact, formula (3.19) generalizes verbatim to the case of the longest element of any parabolic subgroup of S n .
In the next proposition we will generalize (3.19) and give explicit formulas for the canonical basis elements C w k z for z ∈ D. But first we introduce the following notation: we set (3.20)
for whatever functions f defined on S n and g defined on {0, . . . , h}.
Proof. First, we note that all words
n,in that appear in the expression on the right are actually reduced words. This is clear if we look at the action of this permutation on the string
from the right: the length of the permutation is the cardinality of the set X of the couples of symbols of this string that have been inverted. To X belong ℓ(w ′ ) couples consisting of two ∧'s; moreover, every ∨ k+α appears in X exactly i α times coupled with some ∧ or some ∨ k+β for β < α. Hence the length of the permutation
n,in is exactly ℓ(w ′ ) + i k+1 + · · · + i n , and therefore this is a reduced expression. Now, in the r.h.s. of (3.21) the coefficient of H w k z is one, while the coefficient of every other basis element
is divisible by v. Hence the only thing we have to prove is that the r.h.s of (3.21) is bar invariant.
We proceed by induction on the length of z, the case z = 0 being given by Lemma 3.4. Let h be the greatest index such that z
We compute:
The element C w k z ′ C j is obviously bar-invariant. Moreover, the sum of (3.24) and (3.26) gives exactly the r.h.s. of (3.21) for C w k z ; hence we only need to prove that (3.25) is bar invariant. But it is easy to check that in (3.25) the term H j on the right acts as v −1 ; hence (3.25) is equal to the r.h.s. of (3.21) for C w k z ′′ , where
, and this is bar-invariant by induction. Now suppose instead that z ∨ h = 1, and set z
is equal to the r.h.s. of (3.21) for C w k z , which is therefore bar-invariant (see [Sar13a] for more details).
, and suppose that for some index j we have z
. Then in a similar way as above it is possible to compute explicitly the canonical basis element C sj w k z . We refer to [Sar13a] for a detailed computation and we state instead the following corollary, which is all we will use later:
. Then the canonical basis element C sj w k z is a sum of
standard basis elements with monomial coefficients in v.
Soergel modules
In this section we will describe some Soergel modules as quotient rings R b (defined in Section 2). The strategy is the following: we prove that the ideal I b is contained in the annihilator and we then use a dimension argument comparing the dimension of R b (Proposition 2.3) and of the Soergel module (given by the corresponding canonical basis element computed in Section 3). We compute then the homomorphism spaces between these Soergel modules ( §4.3).
Fix a positive integer n and let R = C[x 1 , . . . , x n ] be the polynomial ring in n variables. For 0 ≤ ℓ ≤ n let J ℓ be the ideal generated by the non-constant symmetric polynomials in ℓ variables x 1 , . . . , x ℓ . Let moreover B = C[x 1 , . . . , x n ]/J n . For a simple reflection s i ∈ S n , let B si denote the invariants under s i . In the following, we will abbreviate ⊗ B s i by ⊗ i while ⊗ will be simply ⊗ B . We let also B i = B ⊗ i B.
Soergel modules.
We define now Soergel modules for the symmetric group S n by recursion on the Bruhat ordering. First we set C e = C. Let then w ∈ S n be a permutation and choose some reduced expression w = s i1 · · · s ir where s i1 , . . . , s ir ∈ S n are simple reflections. Then we have:
). The B-module B ir ⊗ · · · ⊗ B i1 ⊗ C has a unique indecomposable direct summand C w which is not isomorphic to some C w ′ for w ′ ≺ w. This is the unique indecomposable summand containing 1 ⊗ · · · ⊗ 1. Up to isomorphism, C w does not depend on the particular reduced expression chosen for w.
We call the C w 's for w ∈ S n Soergel modules.
Example 4.2. Consider a simple reflection s i ∈ S n . According to the theorem, the indecomposable object
Notice that since B is a quotient of R we have Hom B (M, N ) ∼ = Hom R (M, N ) for all M, N ∈ B−mod. In other words, the category of B-modules embeds as a full subcategory into the category of R-modules. Hence, it is harmful to consider B-modules as R-modules.
To compute Soergel modules we will need to know their dimension. This is given from the Kazhdan-Lusztig conjecture:
Theorem 4.3. For all w ∈ S n we have
where the P z,w 's are the Kazhdan-Lusztig polynomials (3.4).
Proof. For the proof, we need some facts about the BGG category O (see [Hum08] and Section 6 below); we use the notation from §6.2. By Theorem 6.3 we have
where the latter denotes the multiplicity of the simple module L(w 0 · 0) in some composition series of P (w · 0). Since P (w · 0) has a Verma filtration, and since [EW12] for a proof) states precisely that (P (w·0) : M (z ·0)) = P z,w (1), and this concludes the proof (notice that P z,w (1) = 0 unless z w).
Some Soergel modules.
We determine now explicitly some modules C w . In the following, we will use the notation introduced in §3.2. We recall the following well-known fact:
The claim follows since each polynomial f ∈ R can be written uniquely as
A key-tool to determine the Soergel modules C w k z is given by the next proposition; unfortunately it is based on a lemma which uses facts about the BGG category O, and that we hence postpone to Section 6.
Proof. By Proposition 3.5, H e appears exactly once with coefficient v ℓ(w k z) in the canonical basis element C w k z . By Lemma 6.4, this implies that C w k z is cyclic.
Lemma 4.6. For every z ∈ D the dimension of C w k z over C is given by
Proof. The first equality follows directly from Theorem 4.3 and Proposition 3.5. We want to show the second equality. As in Example 3.3, we imagine the b-sequence written on top of the ∧∨-sequence for z. Over the ∧'s we have the numbers between 1 and k, each appearing once: hence their contribute is k!. Over the j-th ∨, we have a number measuring how many ∧'s are on its right, plus one: this coincides with how many times this ∨ has been moved to the left plus one, that is, z ∨ k+j + 1. The claim follows immediately.
. . , x n ). By Proposition 4.5, the module C w k is cyclic over B. Choose any reduced expression s i1 · · · s iN for w k and build the corresponding module
Notice that J ′ = I b e for e ∈ S n the identity element. By Lemma 4.6 and
As we said, we will use the same notation of §3.2. For t
.
From Soergel Theorem 4.1 and Proposition 4.5, it follows that C w k z is isomorphic both to the B-submodule of B ∧ z ⊗ C w k generated by 1 = 1 ⊗ · · · ⊗ 1 and to the B-submodule of B ∨ z ⊗ C w k generated by 1 = 1 ⊗ · · · ⊗ 1. The following lemma is the crucial step to determine the annihilator of C w k z .
Lemma 4.8. Let z ∈ D, and let m be the number of nonzero z
Proof. Let us prove the assertion by induction on the sum N of the z ∧ i 's (that is, up to a shift, the length of z). If N = 0 then also m = 0, and h ℓ (x 1 , . . . , x k ) ∈ Ann C w k = (J k , x k+1 , . . . , x n ) for every ℓ > 1 by Lemma 4.7.
For the inductive step, let
(4.10)
, it is sufficient to show that (4.10) is zero. In fact, we prove that both terms P i (h ℓ+1 (x 1 , . . . , x i )) and
Let us start considering the second term. Let y ∈ D be determined by y
. Notice that our chosen reduced expression for z splits as z ′ = yz ′′ , so that
, where we omitted the tensor product signs. By (2.6),
. . , x i+1 ); being symmetric in the variables x a for a = i, i + 1, this passes through B z ′′ and acts on B ∧ y ⊗ C w k . By induction, this action is zero. Now let us consider the action of the term
Of these two summands, the second acts as zero exactly as before. For the first one, write Proof. We divide the indices i ∈ {1, . . . , n} corresponding to the positions in the ∧∨-sequence of z in three subsets: we call an index i such that z ∧ i = 0 initial, we call an index i for which b z i = 1 final, and we call all other indices in between in the middle:
where a × stands for a ∧ or a ∨. Notice that it can happen that an index i is both initial and final if and only if there are no ∨'s, that is k = n. Since in this case we already know the claim, we can exclude it. If i is final, then w k z ∈ S i ⊂ S n (where S i is the subgroup generated by the first i − 1 simple transpositions) and obviously h 1 (x 1 , . . . ,
If z is not the identity (in which case there are no indexes in the middle), (x 1 , . . . , x i ) ∈ Ann C w k . In fact, renaming the indexes this follows from the following general statement: h a (x 1 , . . . , x ℓ ) ∈ J k for every 1 ≤ ℓ ≤ k and a > k − ℓ. This well-known fact can easily be proved by (reversed) induction on h: if h = k the claim is obvious; for the inductive step, just use (2.3).
We now identify the Soergel modules with the rings R b = R/I b defined in §2.2. 
z . By Proposition 4.9, I b ⊆ Ann C w k z , so we have a surjective map R/I b ։ R/(Ann C w k z ). By Proposition 2.3 and Lemma 4.6 their dimension agree, hence I b = Ann C w k z . The basis of R b is given by Proposition 2.3.
Translating Proposition 2.6, we can determine the homomorphism spaces between the Soergel modules C w k z :
We will need in the following some other Soergel modules, corresponding to elements w ′ ∈ S n which differ from some w k z only by a simple reflection, as in the following proposition:
Then C sj w k z is the quotient of R modulo the ideal generated by the complete symmetric polynomials
where
. Notice that the sequence a = (a 1 , . . . , a n ) is not an element of B ′ , since a ℓ = a ℓ−1 + 1.
Proof. The proof is analogous to the proof of Theorem 4.10. By Corollary 3.6, the module C sj w k z is cyclic. In particular, it is the submodule generated by 1 inside B ⊗ ℓ C w k z . First, let us prove that the polynomials (4.15) lie in Ann C sj w k z , or equivalently that they vanish on B ⊗ ℓ C w k z . This is clear for i = ℓ: in this case, these polynomials commute with the first tensor product, and then they vanish because they lie in Ann C w k z by Theorem 4.10. For the remaining case, we have
By (2.6) all terms contain h a ℓ (x 1 , . . . , x ℓ ) or h a ℓ −1 (x 1 , . . . , x ℓ+1 ), which both lie in Ann C w k z , and we are done.
It remains to prove that the polynomials (4.15) are a set of generators. Let I be the ideal generated by them. We know that C sj w k z is a quotient of R/I. As for Lemma 2.2, the polynomials (4.15) are a basis of I. As for Proposition 2.3, the quotient R/I has dimension a 1 · · · a n . By Corollary 3.6 and an argument similar to the proof of Lemma 4.6, this coincides with the dimension of C sj w k z , and we are done.
4.3. Morphisms between Soergel modules. In each basis set (4.14) there is exactly one morphism of minimal degree, which we call the minimal degree morphism C w k z → C w k z ′ . For each z ∈ D, the vector space Hom R (C w k z , C w k z ) is a ring that is naturally isomorphic to C w k z . Moreover, for z, z ′ ∈ D the vector space
It follows directly from Corollary 4.11 that this bimodule is cyclic (even more, it is cyclic both as a left and as a right module), generated by the minimal degree morphism. In what follows, we will often refer to this fact saying that the minimal degree morphisms divides all other morphisms.
We let D ′ be the set of shortest coset representatives for
Definition 4.13. For z, z ′ ∈ D we say that a morphism C w k z → C w k z ′ is illicit if it factors through some C y , where y is a longest coset representative for
The definition is motivated by the following. Let W z,z ′ be the subspace of Hom R (C w k z , C w k z ′ ) consisting of all illicit morphisms; since it is a (C w k z ′ , C w k z )-submodule, we can define the quotient bimodule
This corresponds to the homomorphism space between projective modules in some parabolic category O (see Section 6).
Lemma 4.14. Let z, z ′ ∈ D, and suppose that for some index j we have
In particular z ′ = zs ℓ s ℓ+1 for ℓ = j − z ∨ j − 1, and the corresponding ∧∨-sequence in positions ℓ, ℓ + 1, ℓ + 2 are Let y = s j z = zs ℓ+1 , and note that y / ∈ D ′ . We know C w k y by Proposition 4.12. Since Ann(C w k z ) ⊂ Ann(C w k y ) ⊂ Ann(C w k z ′ ), the morphism ψ can be written as the composition of the natural quotient maps
hence it is illicit. On the other side,
by the arguments of the proof of Lemma 2.7.
and this is in Ann(C w k z ′ ) by Lemma 2.7. Hence ϕ can be written as the composition
and therefore is illicit.
Lemma 4.15. Let z ∈ D and suppose z
We claim that x ℓ Ann(C w k z ) ⊆ Ann(C y ) and hence that 1 → x ℓ defines a morphism C w k z → C y . By Theorem 4.10 and Proposition 4.12 the only thing to check is that
. On the other side, again by Theorem 4.10 and Proposition 4.12, it is clear that 1 → 1 defines a morphism C y → C w k z . Hence the endomorphism 1 → x ℓ of C w k z factors through C y and is therefore illicit.
Lemma 4.16. Let z ∈ D. For every j between k + 1 and n − 1 the morphism
. From Corollary 4.11 we have that 1 → 1 and 1 → x ℓ x ℓ+1 · · · x ℓ ′ −1 define morphisms C w k z → C w k y and C w k y → C w k z respectively. By Lemma 4.15 the endomorphism 1 → x ℓ ′ of C w k y is illicit, and so is (4.26), since it can be expressed as composition of these three morphism.
Theorem 4.17. For all z, z ′ ∈ D define a subbimodule W z,z ′ of the homomorphism space Hom R (C w k z , C w k z ′ ) as follows:
(ii) otherwise we define W z,z ′ to be the subbimodule generated by the morphisms
where c i = max{b
Example 4.18. Let us consider the following example: 
For convenience we have written the subscripts of the ∨'s, indicating their progressive number. We are in case (ii), and the generating morphisms (4.27) of W z,z ′ are j morphism 1 1 −→ (x 2 x 3 x 4 )(x 1 x 5 x 6 x 7 ) 2 1 −→ (x 8 )(x 1 x 5 x 6 x 7 ) 3 1 −→ (x 9 x 10 x 11 x 12 )(x 1 x 5 x 6 x 7 ) 4 1 −→ (x 13 )(x 1 x 5 x 6 x 7 ) In the picture, the case j = 1 is highlighted in solid and the case j = 3 is highlighted in dashed.
Proof of Theorem 4.17. First, we assume that ∨ z j , and define z
(1) and z (2) as
where on the right we pictured the corresponding ∧∨-sequences between positions α − 1 and α + ℓ (and we included z for clarity). The composition
is illicit by Lemma 4.14. Composing with the minimal degree morphism C w k z (2) → C w k z ′ we obtain the minimal degree morphism C w k z → C w k z ′ , which is therefore illicit. It follows that Hom
. Now assume we are in case (ii) and fix an index j. First, let us consider the case ∨
where on the right we pictured the corresponding ∧∨-sequences between positions γ and ε. The composition (4.37)
x δ+1 x δ+2 ···xε−1
is illicit by Lemma 4.14. By construction, the composition of (4.37) with the minimal degree morphism C w k z (3) → C w k z ′ equals the morphism (4.27) from C w k z to C w k z ′ , that is therefore illicit. Let us now consider the other case
. By Lemma 4.16 the endomorphism of C w k z defined by
is illicit. This morphism divides the morphism (4.27), which is therefore illicit.
To conclude the proof we are left to check that in case (ii) W z,z ′ ⊆ W z,z ′ . Unfortunately we cannot check this directly. Instead, by Lemma 5.9 in the next section we have that the dimensions of the quotients of Hom R (C w k z , C z k z ′ ) by W z,z ′ and W z,z ′ agree. This implies that W z,z ′ = W z,z ′ . 4.4. Grading. In order to keep the computations more transparent, we decided to postpone the introduction of the grading until now. The ring R is graded with deg x i = 2. Since the ideal J n is homogeneous, B is also graded, and the graded definition of the module B i is B i = B ⊗ i B −1 . By Soergel theorems all C w for w ∈ S n are graded. In the graded version of the module C w k z the cyclic generator is in degree − − ℓ(w k z). Then (4.1) has the following graded version:
The spaces W z,z ′ are homogeneous submodules, and the quotients Z z,z ′ are then graded modules.
By our discussion in §2.4, and with the opportune degree shifting we put on the modules C w k z , it follows that all modules C w k z are graded self-dual. In particular
as graded vector spaces for all z, z ′ ∈ D. An explicit isomorphism was described in (2.19).
The diagram algebra
We want now to define some diagram algebras over C, analogous to the generalized Khovanov algebras defined in [BS11a] . We will use some diagrams which represents morphisms between the Soergel modules we studied in the previous section.
We point out that the major difficulty is the definition of the multiplication of two diagrams, which is not simply stacking one on the top of the other (as in many other diagram algebras), but instead a quite involved process. Brundan and Stroppel use Khovanov's TQFT to define this multiplication. Since there is not an analogous of such a TQFT in our case, we construct the multiplication in an indirect way using composition of morphisms between Soergel modules. A drawback of our definition of the multiplication is that it is not clear how one can define diagrammatically bimodules for the diagram algebra, as in [BS10] .
Using the same techniques of [BS11a] we will describe explicitly the graded cellular structure ( §5.3) and the graded properly stratifies structure ( §5.4).
5.1. Diagrams. We start introducing the diagrams on which our algebras will be build. We will redefine some keywords that are commonly used in Lie theory (such as weight and block ) in a diagrammatic sense.
Weights. A number line L is a horizontal line containing a finite number of vertices indexed by a set of consecutive integers in increasing order from left to right. Given a number line, a weight is obtained by labeling each of the vertices by ∧ or ∨.
On the set of weights there is the partial order called Bruhat order, generated by ∧∨ ≻ ∨∧. For weights λ, µ declare λ ∼ µ if µ can be obtained from λ by permuting ∧'s and ∨'s. Enhanced weights. An enhanced weight λ σ is a weight λ together with a bijection σ between the vertices labeled ∧ in λ and the set {1, . . . , k}. By numbering the ∧'s from the left to the right we may view σ as en element in S k and call it the underlying permutation. We call λ the underlying weight. We will also say that we obtain the enhanced weight λ σ by enhancing the weight λ with the permutation σ. Notice that there are exactly k! enhanced weights with the same underlying weight.
We define a partial order on the set of enhanced weights by the following rule:
Fork diagrams. An m-fork is a tree with a unique branching point (the root ) of valency m; the other m vertices of the tree are called the leaves. A 1-fork will be also called a ray. This is an example of a 5-fork:
Let V be the set of vertices of the number line L, and let H − (resp. H + ) be the half-plane below (resp. above) L
If c is a lower fork diagram and λ is a weight with the same underlying number line, we can glue them to obtain a diagram cλ. We call cλ an unenhanced oriented lower fork diagram if:
• each m-fork for m ≥ 1 is labeled with exactly one ∨ and m − 1 ∧'s;
• the diagram begins at the left with a (possibly empty) sequence of rays labeled ∧, and there are no other rays labeled ∧ in c.
Notice that by definition each ∧ and ∨ of λ labels some fork of c. Analogously, we call µd an unenhanced oriented upper fork diagram if d * µ is an unenhanced oriented lower fork diagram. The orientation of an unenhanced oriented lower (or upper) fork diagram is the corresponding weight.
An (enhanced) oriented lower fork diagram cλ σ is an unenhanced oriented lower fork diagram cλ together with a permutation σ ∈ S k such that λ σ is an enhanced weight. Similarly we define an (enhanced) oriented upper fork diagram. If not explicitly specified, our oriented lower/upper fork diagrams will always be enhanced.
For m ≥ 1 and 1 ≤ i ≤ m we define λ(m, i) to be the weight formed by one ∨ and m − 1 ∧'s, where the ∨ is at the i-th place. Note that a lower fork diagram c consisting of only a lower m-fork admits exactly m! orientations, and they are exactly the λ(m, i) σ for i ∈ {1, . . . , m}, σ ∈ S m−1 . By a fork diagram we mean a diagram of the form ab obtained by gluing a lower fork diagram a underneath an upper fork diagram b, assuming that they have the same underlying number lines. An unenhanced oriented fork diagram is a fork diagram aλb obtained by gluing an oriented lower fork diagram aλ and an oriented upper fork diagram λb, as in the picture: An (enhanced) oriented fork diagram is obtained by additionally enhancing the corresponding weight.
Degrees. Define the degree of an unenhanced oriented lower (or upper) m-fork by setting deg(cλ(m, i)) = deg(λ(m, i)c * ) = (i − 1). Define then the degree of an unenhanced oriented lower (resp. upper) fork diagram to be the sum of the degrees of all the lower (resp. upper) forks. Finally, the degree of an unenhanced oriented fork diagram aλb is
Moreover, define the degree of a permutation σ as deg(σ) = 2ℓ(σ). Then we define the degree of enhanced oriented diagrams by
In particular, enhancing with the neutral element e ∈ S k preserves the degree.
Example 5.1. Consider the fork diagram aλb given by:
We have deg(aλ) = 1 and deg(λb) = 2 + 3 = 5, so that deg(aλb) = 6. We can enhance the diagram with any permutation σ ∈ S 5 , and then deg(aλ σ b) = 6+2ℓ(σ).
The lower fork diagram associated to a weight. There is a natural way to associate a lower fork diagram to a weight λ:
Lemma 5.2. For each weight λ there is a unique lower fork diagram, denoted λ, such that λλ e is an oriented lower fork diagram of degree 0.
Proof. Suppose that some oriented lower fork diagram cλ e of degree 0 exists. Recall that, by the definition of orientation, each fork of c is labeled by at most one ∨ of λ; by the assumption on the degree, this ∨ has to be the leftmost label of the corresponding fork. As a consequence, each m-fork of c, with the only exception of some initial rays labeled by ∧, has to be labeled by the weight λ(m, 1). In other words, the lower fork diagram c is obtained in the following way: examine the weight λ from the left to the right and find all maximal subsequences consisting of a ∨ followed by some (eventually empty) set of ∧'s; draw a lower fork under each of these subsequences, and then draw lower rays under the remaining ∧'s which are at the beginning of λ. Hence c exists and is uniquely determined.
Analogously we let λ = (λ) * be the unique upper fork diagram such that λ e λ is an oriented upper fork diagram of degree 0. Example 5.3. As an example, let us illustrate the procedure of constructing λ for λ = ∧∧∨∧∧∧∨∨∧∨. First, we circle all maximal subsequences consisting of a ∨ followed by ∧'s:
Then we draw a lower fork under each of such subsequences, and lower rays under the remaining ∧'s at the beginning of λ.
The resulting lower fork diagram is then λ = For weights µ and λ, we use the notation µ ⊂ λ to indicate that µ ∼ λ and µλ e is an oriented lower fork diagram.
Lemma 5.4. Let λ, µ be two weights in the same block Γ. If λ = µ then λ = µ. If µλ is oriented then µ λ in the Bruhat order.
Proof. Being in the same block, the weights λ and µ have the same number of ∧'s and ∨'s; let h be the number of ∨'s. Consider the h rightmost forks of λ and let a 1 , . . . , a h be their initial positions; then λ is uniquely determined by the condition of having ∨'s in the positions a 1 , . . . , a h and ∧'s elsewhere. Hence the first claim follows. Now, given the lower fork diagram µ, let F 1 , . . . , F h denote its h rightmost forks. Let also Γ µ = {λ ∈ Γ | µλ is oriented}. Then λ ∈ Γ µ if and only if each ∨ of λ labels exactly one of the F i 's. Since µ is the weight of Γ µ with the ∨'s in the leftmost positions, it follows that µ is the minimal element in Γ µ with respect to the Bruhat order.
In particular, given our fixed block Γ, it follows that every lower fork diagram a (such that aµ is oriented for some µ ∈ Γ) determines a unique weight λ with λ = a. In what follows, we will sometime interchange a and λ in the notation: for example, we will write ∨ a j for ∨ λ j or b a for b λ and so on. We collect now some lemmas that we will need later.
Lemma 5.5. Let λ, µ be two weights in the same block Γ.
(i) The lower fork diagram λµ is oriented if and only if
for all i ∈ 1, . . . , n − k − 1.
(ii) There exists an oriented fork diagram ληµ for some η ∈ Γ if and only if
and
Proof. It is clear that (ii) follows from (i), so let us prove (i).
It is easy to see that the lower fork diagram λµ is oriented if and only if each lower fork of λ is labeled by exactly one ∨: this is exactly the same as (5.6). Lemma 5.7. Consider weights λ, η in the same block Γ. Then
Proof. Since λη is oriented, the weight η is obtained from λ permuting the ∧'s and ∨'s on each lower fork of λ. The degree of λη is the sum of how much each ∨ of λ has been moved to the right to reach the corresponding ∨ of η; hence it is just the length of this permutation. In other words, if we let z, z ′ ∈ D n,k be the permutations corresponding to λ, η respectively, then we have z = z ′ y for some y ∈ S n with ℓ(z ′ ) = ℓ(z) + ℓ(y), and deg(λη) = ℓ(y).
5.2.
The algebra structure. We connect now our diagrams with the commutative algebra from Section 4. Let us fix a block Γ with k ∧'s and n − k ∨'s.
Relations with polynomial rings. We associate to the weight λ the ring
2), and we want to describe Z z,z ′ from (4.17) diagrammatically. Given an oriented lower fork diagram λη σ , we define the polynomial (5.9)
) as defined in §2.5. Notice that the terms on the right always make sense because, since λη σ is oriented, ∨ η j ≥ ∨ λ j for all indices j (cf. Lemma 5.5). Often we will consider p λε σ as a polynomial in the quotient R λ , but it will be convenient to have a chosen lift in R. Notice that we have
Proposition 5.8. Let λ, µ ∈ Γ be weights, and let z, z ′ be the corresponding elements of D. Let Z µ,λ be the graded vector space with homogeneous basis
With W z,z ′ as defined in Theorem 4.17 we have an isomorphism of graded vector spaces
). By definition we have p µη e = x Let us show that (5.12) is homogeneous of degree 0. The degree of the morphism
. By (5.10) this is ℓ(λ) + ℓ(µ) − 2ℓ(η) + 2ℓ(σ). By Lemma 5.7, this is the same as deg(µη σ λ). Next, we want to see that p µη σ is always a monomial of the basis (4.14). For that, note that by definition ε j = 1 exactly when b
n is by construction in the basis of R η , that means that i j < b η j for every j. It follows that i j + ε j < b µ j , hence p µη σ is a monomial of the basis (4.14).
We claim now that none of the p µη σ is in W z,z ′ . Note that by construction the indeterminate x ∨ ). By construction, it follows that in this way we get an inverse of the map (5.12), that is hence an isomorphism.
As a consequence we obtain the following result, that completes the proof of Theorem 4.17:
Lemma 5.9. For all z, z ′ ∈ D we have
Proof. By Proposition 5.8, the dimension of Hom R (C w k z , C w k z ′ )/ W z,z ′ is the same as dim C Z µ,λ , where λ, µ ∈ Γ are the weights corresponding to z, z ′ . This dimension is simply k! times the number of unenhanced weights η such that µηλ is oriented. By Lemma 6.6 this is the same as dim Z z,z ′ .
Being Γ and D n,k identified, we will often write C λ for C w k z , where z ∈ D n,k is the element corresponding to λ. If a = λ and b = λ we will even write C a or C b instead of C λ . We will do similarly for W z,z ′ and Z z,z ′ .
The algebra structure. Thanks to Proposition 5.8, we can define a graded algebra A = A Γ over C. As a graded vector space, a homogeneous basis is given by (5.14) The degree on this basis is given by the degrees on fork diagrams. For λ ∈ Γ we write e λ for (λλλ). Note that the vectors e λ give a basis for the degree 0 component of A. Then the basis {e λi } of the degree 0 component is given by (5.17) e λ1 = , e λ2 = , e λ3 = From Proposition 5.8 we get the following:
Corollary 5.11. There is an isomorphism of graded vector spaces
This defines a graded algebra structure on A.
The product of two basis vectors of A can be computed explicitly using the isomorphism (5.18) as explained in details in the following Remark 5.12. Unfortunately, we are not able to describe the multiplication in the algebra A purely in terms of diagrams. Nevertheless, the diagrammatic description proves useful to find other properties of the algebra A, as we will explain in the following.
Remark 5.12. Explicitly, the multiplication of the basis vectors (aλ σ b) and (cµ σ ′ d) can be computed in the following way. First, if b * = c then set it to be zero. Now suppose b = c * . Then take p cµ σ ′ and p aλ σ in R and multiply them. By construction, the result gives a well defined morphism of the corresponding Soergel modules: write it as a linear combination of the basis (4.14) and translate it in the diagrammatic algebra A using the isomorphism of Proposition 5.8. Let also σ = s 1 ∈ S 3 , τ = e ∈ S 3 . We want to compute the product (aλ σ b)(cµ τ d). First notice that b * = c (otherwise the product would be trivially zero). By (5.9) we have
(for the computation of the polynomials S ′ σ and S ′ τ we refer to Example 2.13). The product is p aλ σ p cµ τ = x 3 1 x 4 . The b-sequence of a is (4, 3, 2, 1, 1), hence x 3 1 x 4 is not an element of the monomial basis (4.14) of R a . We need to do some computations in the ring R a : using the relations x 1 + x 2 + x 3 + x 4 ≡ 0 and x . This is now a linear combination of monomials of the basis (4.14). The monomial −x 3 1 x 2 , although not zero in R a , is of type (4.27), hence defines an illicit morphism and is zero in the quotient. We are left only with the monomial m = x 3 1 x 3 . This is an element of (4.14) and, according to Theorem 4.17, does not define an illicit morphism. We need to translate it into a diagram via Proposition 5.8. The ∧∨-sequence corresponding to a is ∨∧∧∧∨; in particular, the indices of the ∨'s are 1, 5. Now, x 5 does not divide m, and the biggest index i such that x 1 x 2 · · · x i | m is 1. Hence the monomial m corresponds to a diagram aη π d where η has ∨'s in positions 2, 5. Moreover, the permutation π is determined by S A basis of the summand e λ Ae µ is
Duality. Recall from §2.4 that for every z, z ′ ∈ D we have an isomorphism 
19).
Lemma 5.14. Let λ, µ ∈ Γ and let z, z ′ be the corresponding elements of D n,k . We have Θ(W z,z ′ ) = W z ′ ,z . Therefore the isomorphism Θ descends to an isomorphism Θ : Z z,z ′ → Z z ′ ,z that fits with the duality on diagrams:
for every enhanced weight η σ such that µη σ λ is oriented.
Proof. Let b, b ′ be the b-sequences of λ and µ, respectively. Note that
Moreover, it follows from equation (5.9) for the polynomials p λη σ and p µη σ that
As a corollary, we have that the linear map ⋆ : A → A defined by
is an algebra anti-isomorphism. As follows from the definition, the algebra A only depends on the number of ∧'s and ∨'s in the block Γ.
Definition 5.15. We define A n,k = A Γ for some block Γ with k ∧'s and n − k ∨'s.
5.3. Graded cellular structure. We construct here explicitly the graded cellular structure of the algebra A. The construction follows the one in [BS11a] .
Proposition 5.16. Let (aλb) and (cµd) be basis vectors of A. Then the product (aλ σ b)(cµ τ d) is equal to: Proof. If b = c * the claim is obvious, so let us suppose b = c * . Suppose moreover that there is some weight ν such that aνd is oriented (or equivalently that Z d,a is not trivial) otherwise the claim is also obvious.
Of course we have
for some coefficients C(ν χ ) ∈ C. Let us first prove that only terms with ν χ µ τ occur in the sum, i.e. if C(ν χ ) = 0 then ν χ µ τ . Before continuing, let us stress the subtlety in the argument. We want to understand which element of A corresponds to the morphism 1 → p aλ σ p cµ τ : in general this morphism is not a monomial morphism of the basis (4.14), and we have to use the relations defining R a to rewrite it as a linear combination of the monomial morphisms (4.14).
Let us fix some ν χ such that C(ν χ ) = 0. First, let us prove that ν µ. By definition, ν µ is equivalent to ∨ 
Hence, if p aλ σ p cµ τ is a monomial of the basis (4.14), we can conclude that ∨ ν j ≥ ∨ µ j . Otherwise, we get the same conclusion using the technical Lemma 5.17 below. Now to check that ν χ µ τ we have to show that in the case ν = µ we have ℓ(χ) ≥ ℓ(τ ). So let us suppose ν = µ. Since the multiplication is graded, we must have
If a = ρ we write ℓ(a) for ℓ(ρ), and similarly for b, c, d. Then, using Lemma 5.7, we get from (5.32)
Since λ σ b is oriented, by Lemma 5.4 the diagram b corresponds to some weight that is smaller or equal than λ in the Bruhat order. This implies that ℓ(λ) ≤ ℓ(b) (notice that under the identification of Γ with D n,k , the Bruhat order on weights corresponds to the opposite of the usual Bruhat order on permutations). It follows that ℓ(χ) ≥ ℓ(τ ). Hence we have shown that
Now suppose that C(µ ξ ) = 0 for some ξ ∈ S k with ℓ(ξ) = ℓ(τ ). If we substitute in (5.33) χ = ξ, we get 2ℓ(σ) + 2ℓ(b) − 2ℓ(λ) = 0. Since ℓ(b) ≥ ℓ(λ), we must have ℓ(σ) = 0 and ℓ(b) = ℓ(λ). This implies σ = e and b = λ. It is easy to see that in this case the morphism 1 → p aλ σ p cµ τ is an element of the monomial basis (4.14), and hence we have exactly (aλ
This shows the second case of (5.29) and also that if either b = λ or σ = e then we can rewrite (5.34) as
Since C(µ τ ′ ) is automatically zero unless aµd is oriented, this concludes the proof of (5.29) and (ii)
We are left to show (i). In order to determine the coefficients of (5.30), consider the expression of the polynomial p aλ σ p cµ τ in the basis (4.13) of R a :
Define J ′′ ⊆ J to be the subset of tuples j such that the morphism (1 → x j ) ∈ Hom R (C d , C a ) dies in the quotient Z d,a , since it is divided by some morphism of the type (ii) of Theorem 4.17. Let also J ′ = J \ J ′′ . Fix some j ∈ J ′ ; by Proposition 5.8, the basis morphism (1 → x j ) ∈ Z d,a corresponds to a diagram aν χ d: then we have C(ν χ ) = α j . Notice that the unique dependence on d is in determining the subset J ′′ ⊆ J. Now suppose aµd is oriented, fix some τ ′ ∈ S k and let (1 → x j ) ∈ Z d,a be the morphism of the basis 4.14 corresponding to the diagram aµ
can divide Proof. We will use the relations defining the ideal I b to write the expression of p as a linear combination of basis monomials. Of course, it is sufficient to examine the case in which p = x j is a monomial. Consider the maximum r for which j r ≥ b r : if there is no such r, then p is a monomial of the basis (4.14) and we are done. If r < m or r > m + ℓ then using the relation h br (x 1 , . . . , x r ) we can rewrite p as a linear combination of monomials x In the special case ℓ = 0, r = m, we write instead The main result of this subsection is the graded cellular algebra structure of A in the sense of [GL96] , [HM10] . A graded cellular algebra is an associative unital algebra H together with a cell datum (X, I, C, deg) such that: (GC1) X is a finite partially ordered set; (GC2) I(λ) is a finite set for each λ ∈ X; (GC3) C :˙ λ∈X I(λ) × I(λ) → H, (i, j) → C λ i,j is an injective map whose image is a basis of H; (GC4) the map H → H, C λ i,j → C λ j,i is an algebra anti-automorphism; (GC5) if λ ∈ X and i, j ∈ I(λ) then for any x ∈ H we have that
where the scalar r x (i ′ , i) is independent of j and H >λ is the subspace of H spanned by {C µ h,l | µ > λ and k, l ∈ I(µ)}; (GC6) deg : Proposition 5.18. The algebra A is a graded cellular algebra with cell datum ((Γ × S k , ), I, C, deg) where:
Proof. Conditions (GC1-3) and (GC6) are direct consequences of the definitions. Condition (GC4) follows from Lemma 5.14. Condition (GC5) follows from Proposition 5.16.
5.4. Properly stratified structure. As before, let us fix a block Γ and let A = A Γ . We construct now explicitly a properly stratified structure on A. The construction is similar to the one of [BS11a] . An A-module will always be a finite dimensional graded left A-module. Let A−gmod be the category of such modules. If M = M i is a graded A-module then we will write M j for the same module structure but with new grading defined by (M j ) i = M i−j . If M, N are graded A-modules then Hom A (M, N ) is a graded vector space.
Irreducible and projective A-modules. As we already noticed, the algebra A is unital with 1 = λ∈Γ e λ . Let A >0 be the sum of all components of A of strictly positive degree. Then
is a split semisimple algebra, with a basis given by the images of the idempotents e λ . The image of e λ spans a one dimensional A/A >0 -modules, and hence also a one dimensional A-module which we denote L(λ). Thus L(λ) is a copy of the field concentrated in degree 0, and (aµ σ b) ∈ A acts on it as 1 if (aµ σ b) = (λλ e λ) and as 0 otherwise. The modules
give a complete set of isomorphism classes of irreducible graded A-modules.
for each λ ∈ Γ. For each λ ∈ Γ let also P (λ) = Ae λ . This is a graded A-module with basis (5.45) {(νµ σ λ) | for all ν, µ ∈ Γ and σ ∈ S k with ν ⊂ µ ⊃ λ}.
The module P (λ) is a projective module; in fact, it is the projective cover of L(λ) in A−gmod. The modules
give a complete set of isomorphism classes of indecomposable projective A-modules.
Cell modules and standard modules. We introduce now standard modules. The terminology will be motivated at the end of the section. For µ ∈ Γ, define ∆(µ) to be the vector space with basis
We put a grading on ∆(µ) by defining the degree of (cµ τ | to be deg(cµ τ ), and we make it into an A-module through was defined only for τ ′ = τ or for ℓ(τ ′ ) > ℓ(τ ); otherwise we set t
Proposition 5.19. For λ ∈ Γ enumerate the distinct elements of the set {µ ∈ Γ | µ ⊃ λ} as µ 1 , µ 2 , . . . , µ m = λ so that if µ i ≺ µ j then i > j. Set M (0) = {0} and for i = 1, . . . , m define M (i) to be the subspace of P (λ) generated by M (i − 1) and the vectors
is a filtration of P (λ) as an A-module such that
Proof. It follows from Proposition 5.16 that M (i) is indeed a submodule of P (λ). The map
gives an isomorphism of graded vector spaces. This map is of degree zero because
. Through this vector space isomorphism we can transport the A-module structure of M (i)/M (i − 1) to ∆(µ i ). Using Proposition 5.16 we see that the module structure we get on ∆(µ i ) is given by (5.49). Hence (5.49) defines indeed an A-module structure on ∆(µ i ) and (5.53) is an isomerism of A-modules. Since any weight µ arises as µ i for some λ as in the statement of the theorem (take for example λ = µ, i = m), we conclude also that (5.49) defines an A-module structure for every µ.
Remark 5.20. In particular, it follows from Proposition 5.19 that each projective module P (λ) has a standard filtration, that is a filtration with standard modules. The function ht(λ) = ℓ(λ), where we consider λ as an element of D n,k via our bijection, plays the role of an height function, as in [DM07] . All subquotients of the standard filtration (5.51) of P (λ) have the form ∆(µ) h , where h ≥ 0 and ht(µ) = ht(λ) − h, and h = 0 is possible only if µ = λ.
Let us now define cell modules. Let µ τ ∈ Γ × S k be an enhanced weight and define V (µ τ ) to be the vector space with basis
Here the symbol ⌋ has no particular meaning (as also | in (5.47)) and is used only as a symbol to distinguish the basis of cell modules. We remark that the difference with (5.47) and (5.48) is that now the permutation τ is fixed. As before, we put a grading on V (µ τ ) by defining the degree of (cµ τ ⌋ to be deg(cµ τ ), and we make it into an A-module through It will follow from Proposition 5.21 that this indeed defines an A-module structure. It is clear from (5.58) that all cell modules V (µ τ ) for a fixed µ are isomorphic (up to a degree shift). Explicitly we have V (µ τ ) ∼ = V (µ e ) deg(τ ) . We recall that deg(τ ) = 2ℓ(τ ). Therefore for a weight µ ∈ Γ we define the proper standard module ∆(µ) to be the vector space with basis (5.59) {(λµ⌋ | for all λ ∈ Γ such that λ ⊂ µ} or, equivalently, (5.60) {(cµ⌋ | for all unenhanced oriented lower fork diagrams cµ}.
We put a grading on ∆(µ) by defining the degree of (cµ⌋ to be deg(cµ), and we make it into an A-module through Of course we have an isomorphism ∆(µ) ∼ = V (µ e ).
Proposition 5.21. Let µ ∈ Γ. Enumerate the elements of S k as σ 1 , σ 2 , . . . , σ k! = e in such a way that if ℓ(σ i ) > ℓ(σ j ) then i < j. Let N (0) = {0} and for i = 1, . . . , k! define N (i) to be the subspace of ∆(µ) generated by N (i − 1) and the vectors
is a filtration of ∆(µ) as an A-module such that
Proof. It follows from Proposition 5.16 that N (i) is indeed a submodule of ∆(µ). The map
gives an isomorphism of graded vector spaces. The degree shift comes from
Through f i we can transport the module structure of N (i)/N (i − 1) to ∆(µ). The module structure on N (i)/N (i − 1) is described by (5.49). It follows that ∆(µ) 2ℓ(σ i ) is endowed with the module structure of V (µ σi ) described by (5.57); this shows in particular that (5.57) defines indeed an A-module structure. We have already argued that this is the same as the module structure described by (5.61) on ∆(µ). We need to show that for each λ which occurs the one-dimensional subspace Q ′ (λ) of Q(j)/Q(j + 1) spanned by (λµ⌋+ Q(j + 1) is an A-module isomorphic to L(λ) j . It is clear where the degree shift comes from. If x ∈ A has deg(x) > 0 then obviously x vanishes on Q(j)/Q(j + 1). So let us consider e ν ∈ A. It follows from (5.61) that
Hence Q ′ (λ) is isomorphic to L(λ) after the opportune degree shift.
The Grothendieck group. The Grothendieck group K(A−gmod) of A−gmod is a free Z-module with basis given by equivalence classes of simple modules. The group
By Propositions 5.19, 5.22 and 5.21 respectively we have that
where we set
Since We recall the definition of a graded properly stratified algebra in the sense of [Maz04] (see also [FKM02] , [Fri07] ).
Definition 5.23. Let B be a finite dimensional associative graded algebra over a field K with a simple preserving duality and with equivalence classes of simple modules {L(λ) j | λ ∈ Λ, j ∈ Z} where (Λ, ≺) is a partially ordered finite set. For each λ ∈ Λ let Theorem 5.24. For every block Γ the algebra A Γ is a graded properly stratified algebra. The partially ordered set indexing the simple modules is (Γ, ≺). The modules ∆(µ) and ∆(µ) are the standard and proper standard modules respectively. Moreover, the diagonal matrix of the multiplicity numbers of the proper standard modules in the filtrations of the standard modules is a multiple of the identity.
Proof. We already noticed that A = A Γ is a finite dimensional associative unital graded algebra over C with a duality with respect to which the simple modules are self-dual. For λ ∈ Γ let L(λ) = L(λ) and define P(λ), ∆(λ) and ∆(λ) as in (i), (ii), (iii) above. By the uniqueness of the projective cover we have P (λ) ∼ = P(λ). 
5.5.
A bilinear form and self-dual projective modules. We define a bilinear form on A and we determine which projective modules are self-dual.
Defect. Let λ be a weight in some block Γ. We say that an ∧ of λ is initial if it has no ∨'s on its left. Let us define the defect of λ to be (5.76) def(λ) = #{non initial ∧'s of λ}.
We have the following elementary result:
Lemma 5.25. The maximal degree of e λ Ae λ is k(k − 1) + 2 def(λ) and the homogeneous subspace of maximal degree of e λ Ae λ is one dimensional.
Proof. It is straightforward to notice that the homogeneous subspace of maximal degree of e λ Ae λ is one dimensional: the diagram of maximal degree is λη σ λ, where η orients every fork of λ with maximal degree (that is, each ∨ is at the rightmost position) and σ is the longest element of S k . By definition, the degree of this diagram is obtained by adding 2ℓ(σ) to the sum of 2(m − 1) for every m-fork of λ. Hence, this degree is 2ℓ(σ) plus twice the number of non-initial ∧'s of λ.
Lemma 5.26. Consider λ, µ ∈ Γ and suppose that e λ Ae µ is not trivial. Then the homogeneous subspaces of minimal and maximal degree of e λ Ae µ are one dimensional. The minimal and the maximal degrees are, respectively,
where we set ∨ Let us now check the last assertion. The sum of the two expressions of (5.77) is
This is the maximal degree of e η Ae η where η ∈ Γ is the weight with
. Of course def(η) = max{def(λ), def(µ)}, and by Lemma 5.25 the maximal degrees of e λ Ae λ and e η Ae η are the same.
Notice that a weight λ is of maximal defect if and only if it starts with a ∨. If λ is not of maximal defect, letλ be obtained from λ by swapping the first ∨ and the first ∧. Otherwise, letλ = λ. In particular,λ is always of maximal defect.
Lemma 5.27. For every λ ∈ Γ the socle of P (λ) contains a degree shift of L(λ).
In facts, the socle of P (λ) is simple, hence it is isomorphic to a degree shift of L(λ), but we will not need this in what follows.
Proof. It is straightforward to check that the diagram of maximal degree in Ae λ is of typeλη σ λ. The claim follows.
A bilinear form. For every λ ∈ Γ of maximal defect, let us choose a non-zero element ξ max λ ∈ e λ Ae λ of maximal degree (for example, we can choose it to be the diagram λη σ λ of the previous proof). For every element z ∈ A write e λ ze λ = tξ max λ + terms of lower degree, and set Θ λ (z) = t. Moreover, define
Finally, define a bilinear form θ : A × A → C by setting θ(y, z) = Θ(yz). Obviously, this form is associative in the sense that θ(y, zw) = θ(yz, w) for every y, z, w ∈ A.
Lemma 5.28. For every λ, the form θ restricted to e λ Ae λ is symmetric and nondegenerate.
Proof. Let λ correspond to z ∈ D. Up to a degree shift, e λ Ae λ ∼ = Z z,z . Since Z z,z is commutative, note that θ is symmetric on e λ Ae λ . Consider the monomial basis {1 → x i } that consists of the elements of (4.14) that are not divided by (4.27). It is clear that for every element ϕ in that basis there exists exactly one element ϕ T in the same basis with θ(ϕ, ϕ T ) = 0. This proves that the form is non-degenerate.
Let e def = def(λ) max e λ .
Lemma 5.29. The form θ restricted to e def A × Ae def is non-degenerate.
Proof. We may take t ∈ e µ Ae λ for some λ of maximal defect and suppose θ(y, t) = 0 for every y ∈ e λ Ae µ . Let y 0 be a generator of the minimal-degree subspace of e λ Ae µ (which by Lemma 5.26 is one dimensional). In particular, θ(y ′ , y 0 t) = θ(y ′ y 0 , t) = 0 for every y ′ ∈ e λ Ae λ . By Lemma 5.28, this implies that y 0 t = 0. From the following Lemma 5.30 it follows then that t = 0.
The vice versa follows because θ(y, t) = θ(t ⋆ , y ⋆ ).
Lemma 5.30. Suppose λ is of maximal defect and let 0 = t ∈ e µ Ae λ . Let also 0 = y 0 ∈ e λ Ae µ be of minimal degree. Then y 0 t = 0.
Proof. First, let 0 = t 0 ∈ e µ Ae λ be of minimal degree, and let us prove that h 1 (x 1 , . . . , x i ) = 0 to write x h in our fixed monomial basis we get in particular a term divided by x i ′ . Applying the technique of the previous paragraph to this term we get that y 0 t 0 = 0: the only thing to notice is that
Now, it follows from the proof of Lemma 5.28 that there is some element u ∈ R such that y 0 t 0 u generates the maximal degree subspace of e λ Ae λ . In particular y 0 t 0 u = 0. By Lemma 5.26, t 0 u is of maximal degree in e µ Ae λ . It is then clear by our characterization of e µ Ae λ that there exists an element u ′ ∈ R such that u ′ t = t 0 u. Now y 0 tu ′ = y 0 u ′ t = y 0 t 0 u = 0 implies that y 0 t = 0.
Self-dual projective modules. Finally, we can determine which indecomposable projective modules are self-dual.
Lemma 5.31. Let λ be of maximal defect. Then P (λ) is self-dual up to a degree shift. In particular, it is an injective module.
Proof. By Lemma 5.29, the map y −→ θ(y ⋆ , ·) defines an isomorphism between P (λ) and its dual up to a degree shift.
Theorem 5.32. Let λ ∈ Γ. Then P (λ) is an injective module if and only if λ is of maximal defect.
Proof. By Lemma 5.31 if λ is of maximal defect then P (λ) is injective. On the other side, suppose P (λ) is injective. Then P (λ) is a tilting module, and by standard theory it is self dual (as an ungraded module). In particular, the socle of P (λ) is L(λ). By Lemma 5.27, λ has to be of maximal defect. A n,k −gmod A n,k+1 −gmod.
They are important since they are the diagrammatic version of the corresponding functors from [Sar13b] (see Section 6 below).
Let us fix an integer n. For all k = 0, . . . , n let us set in this section A k = A n,k . Let Γ ∨ k be the subset of weights of Γ k of maximal defect, and let Γ
Notice that given λ ∈ Γ k we have λ ∈ Γ ∨ k if and only if the leftmost symbol of λ is a ∨, and conversely λ ∈ Γ ∧ k if and only if the leftmost symbol of λ is an ∧. Let also
In the notation of the previous section, e
, that is the sum of all indecomposable projectiveinjective A k -modules. We want to describe a right A k+1 action on it.
For any λ ∈ Γ ∨ k let λ (∧) ∈ Γ ∧ k+1 be the weight obtained from λ by substituting the leftmost symbol, which by assumption is a ∨, with an ∧. Conversely, given
k be the weight obtained from µ after substituting the leftmost symbol, which by assumption is an ∧, with a ∨. Clearly the map λ → λ
Lemma 5.34. Let λ, µ ∈ A ∧ k+1 . Then we have a natural R-modules isomorphism
that induces a surjective map
Proof. Since the b-sequences of λ and λ (∨) are the same, the first claim follows. By Theorem 4.17 the bimodule W λ (∨) ,µ (∨) is generated by W λ,µ together with the morphism 1 → x 1 , . . . , x j where j = min{∨
Corollary 5.35. We have a surjective algebra homomorphism
Proposition 5.36. We have a well-defined surjective algebra homomorphism
, where Ψ is the homomorphism (5.84).
Proof. We need to show that (5.85) does not depend on the particular representative x chosen, or equivalently that Ψ(e
A k+1 . By linearity, it suffices to consider the case x ∈ A k+1 e ν A k+1 for ν ∈ Γ ∨ k+1 . Pick such an x and fix λ, µ ∈ Γ ∧ k+1 . Choose some morphism f ∈ Hom R (C λ , C µ ) which corresponds to e µ xe λ in the quotient Hom R (C λ , C µ )/W λ,µ . Since x ∈ A k+1 e ν A k+1 , we can write f as a composition f 2 • f 1 with f 1 ∈ Hom R (C λ , C ν ) and f 2 ∈ Hom r (C ν , C µ ). By Corollary 4.11, f 1 is divisible by x 1 · · · x ∨ λ 1 , hence also f is. By Theorem 4.17 (cf. also the proof of Lemma 5.34 above) we have f ∈ W λ (∨) ,µ (∨) , and hence Ψ(e µ xe λ ) = 0. Since λ and µ were chosen arbitrarily in Γ ∧ k+1 , it follows that Ψ(e ∧ k+1 xe ∧ k+1 ) = 0. The surjectivity of (5.85) is a direct consequence of the surjectivity of (5.84).
The functor F k . Let us now define F k to be the (A k , A k+1 )-bimodule P ∨ k , where the right A k+1 -structure is induced by the quotient map A k+1 → A k+1 /A k+1 e ∨ k+1 A k+1 composed with (5.85). The bimodule F k defines a right-exact functor (5.86)
For each indecomposable projective module P (µ) = A k+1 e µ we have
The functor E k . The usual hom-tensor adjunction gives a natural isomorphism
is right adjoint to F k . Since F k is a projective A k -module the functor E k is exact.
Remark 5.37. Since
Hence E k is the (A k+1 , A k )-bimodule obtained from F k by turning the left A k -action (resp. the right A k+1 -action) into a right (resp. left) one using the anti-isomorphism ⋆ (5.28) of A k (resp. A k+1 ). Specifically, the left action of α ∈ A k+1 on y ∈ E k is given by α · y = yα ⋆ and the right action of β ∈ A k is given by y · β = β ⋆ y.
Category O
We recall now the definition of the BGG category O(gl n ) and of its subquotient categories O p,q-pres 0 from [Sar13b]. We start with some general facts about Serre subcategories and Serre quotient categories. 6.1. Serre subcategories and Serre quotients. Let A be some abelian category which is equivalent to the category of finitely generated modules over some finitedimensional C-algebra. Let L(λ) for λ ∈ Λ be the simple objects of A up to isomorphism. For all λ ∈ Λ let P (λ) be the projective cover of L(λ). Let P = λ∈Λ P (λ) be a minimal projective generator and let R = End A (P ). Then we have an equivalence of categories A ∼ = mod−R via the functor Hom A (P, −).
Serre subcategories. For each subset Γ ⊆ Λ define S Γ to be the Serre subcategory of A consisting of the modules with all composition factors of type L(γ) for γ ∈ Γ. Let I Γ be the two-sided ideal of R = End A (P ) generated by all endomorphisms which factor through some P (η) for η / ∈ Γ. Then (6.1)
Notice that if we let e λ for λ ∈ Λ be the idempotent projecting onto End A (P (λ)) ⊂ R and e ⊥ Γ = η / ∈Γ e η then I Γ = Re ⊥ Γ R. A complete set of pairwise non-isomorphic simple objects in S Γ is given by the L(γ)'s for γ ∈ Γ and each of them has a projective cover P SΓ (γ) in S Γ , which is the biggest quotient of P (γ) which lies in S Γ .
Serre quotients. Let us denote by A/S Γ the Serre quotient category. Analogously as above, we have an equivalence of categories (6.2)
A/S Γ ∼ = mod− End A (P Γ ),
where P Γ = η∈Λ−Γ P (η) (see for example [AM11, Prop. 33]). The quotient functor is Q = Hom A (P Γ , −). Notice that End A (P Γ ) = e Γ Re Γ where e Γ = γ∈Γ e γ . A complete set of pairwise non-isomorphic simple objects in A/S Γ is given by the L(η)'s for η ∈ Λ − Γ, with projective covers P (η).
Remark 6.1. The category A/S Γ is also equivalent to the category of Add(P Γ )-presentable modules, that is the full subcategory of A consisting of all modules M ∈ A having a presentation (6.3) Q 1 −→ Q 2 −։ M with Q 1 , Q 2 ∈ Add(P Γ ). Here Add(P Γ ) is the additive full subcategory of A consisting of all objects which admit a direct sum decomposition with summands being direct summands of P Γ .
6.2. Category O. Let gl n be the general Lie algebra of complex n × n matrices. Denote by h the Cartan subalgebra of all diagonal matrices and by b = h ⊕ n + the Borel subalgebra of all upper triangular matrices. Let α 1 , . . . , α n−1 be the simple roots. We identify the Weyl group with S n .
The BGG category O = O(gl n ) = O(gl n ; b), introduced in [BGG76] , is the full subcategory of all gl n -modules M which are (O1) finitely generated; (O2) direct sum of weight spaces for the action of h; (O3) locally n + -finite (that is, for every x ∈ M the n + -submodule generated by x is finite dimensional). The category O decomposes into blocks. Let O 0 be the block containing the trivial representation L(0). Then O 0 is a highest weight category with simple modules L(w · 0) for w ∈ S n . In particular, each simple module L(w · 0) has a projective cover P (w · 0). For each w in S n there is a universal highest weight module M (w · 0) ∈ O 0 with highest weight w · 0, usually called Verma module. The projective module P (w · 0) is also the projective cover of M (w · 0).
If we let P = w∈Sn P (w · 0) be a minimal projective generator then we have O 0 ∼ = mod−R where R = End O (P ). For more details about O we refer to [Hum08] .
Parabolic category O. Fix a standard parabolic subalgebra p ⊆ gl n corresponding to a standard parabolic subgroup W p ⊆ S n . Let W p denote the shortest coset representatives for W p \S n . Then the parabolic category O p 0 is the Serre subcategory of O 0 generated by all simple modules of the type L(w · 0) for w ∈ W p . As in (6.1), if we let I p be the two-sided ideal of End O (P ) generated by all morphisms which factor through some P (z · 0) for z / ∈ W p then (6.4) O p 0 ∼ = mod− End O (P )/I p .
q-Presentable category O. Let q ⊆ gl n be also a standard parabolic subalgebra corresponding to a parabolic subgroup W q ⊆ S n . Let as before W q denote the shortest coset representatives for W q \S n , and let w q ∈ W q be the longest element, so that w q W q is the set of the longest coset representatives. Let S q be the Serre subcategory of O 0 generated by all simple modules L(z · 0) for z / ∈ w q W q . Then the q-presentable category O q-pres 0 is the Serre quotient O 0 /S q (the choice of this name is motivated by Remark 6.1). As in (6.2), if we let P q = w∈wqW q P (w · 0) then we have an equivalence of categories (6.5) O q-pres 0 ∼ = mod− End O (P q ).
Remark 6.2. Note that for w, z ∈ w q W q we have Hom O (P (w · 0), P (z · 0)) = Hom O q-pres 0 (P (w · 0), P (z · 0)), since both the head of P (w · 0) and the socle of P (z · 0) are simple modules which are not in S q . For this it is essential that we are working with longest coset representatives.
Mixed parabolic and q-presentable category O. It is possible to mix the two constructions above for two parabolic subalgebras p, q ⊆ gl n which are orthogonal, in the sense that the corresponding sets of simple roots are disjoint and hence W p ×W q is a subgroup of S n . One can consider the Serre subcategory S of O p 0 generated by all simple modules of the type L(z · 0) for z ∈ W p , z / ∈ w q W q and then define O generated by all simple modules of the form L(w · 0) for w ∈ w q W q ∩ W p . As one expects, the two definitions agree (see [Sar13b] ).
To get an explicit description of O p,q-pres 0 , let P p q = w∈wqW q ∩W p P p (w · 0), where P p (w · 0) is the projective cover of L(w · 0) in O p 0 . Let moreover I p be the two-sided ideal of End O (P q ) generated by all endomorphisms which factor through some P (z · 0) for z ∈ w q W q , z / ∈ W p . Then we have equivalences of categories . Let w n be the longest element of S n . We have a canonical isomorphism End O (P (w n · 0)) ∼ = B. The functor V = Hom O (P (w n · 0), −) : O 0 → B−mod is fully faithful on projective modules. Moreover, for each z ∈ S n the B-module VP (z · 0) is isomorphic to the Soergel module C z defined in §4.1.
In particular, it follows from Soergel's result and the discussion in §6.2 that O 0 ∼ = mod− End B ( z∈Sn C z ). As explained in §4.4, there is a natural way to consider the Soergel modules as graded modules. It then makes sense to define the graded version of the category O to be We prove now a technical lemma we used in Section 4.
Lemma 6.4. The module C z is cyclic (generated by 1 ⊗ · · · ⊗ 1) if and only if P e,z = v ℓ(z) , i.e. if and only if H e appears exactly once with coefficient v ℓ(z) in the expression of the canonical basis element C z .
Proof. Let P e,z be the Kazhdan-Lusztig polynomial which gives the coefficient of H e in the expression of C z in the standard basis. Let (P (z · 0) : M (0)) denote the multiplicity of the dominant Verma module M (0) in some Verma flag of the indecomposable projective module P (z ·0) in the category O(gl n ). By the KazhdanLusztig conjecture we have P e,z | v=1 = (P (z · 0) : M (0)). By [Str03, Lemma 7 .3], (P (z · 0) : M (0)) is the cardinality of a minimal system of generators for C z .
6.4. The category corresponding to the algebra A n,k . For this section, fix two integers n ≥ 0 and 0 ≤ k ≤ n. Let W k , W ⊥ k be the parabolic subgroups of S n defined in §3.2. Let q, p ⊆ gl n be the standard parabolic subalgebras with W q = W k and W p = W ⊥ k so that W q × W p = S k × S n−k ⊆ S n . We remark that the resulting category Z O p,q-pres 0 is the category denoted by Q k (n) in [Sar13b] . As in Section 4, let D be the set of shortest coset representatives for S k ×S n−k \S n , that is D = W q ∩ W p . Recall the Definition 4.13 of illicit morphisms. Proof. By the discussion above we have O p,q-pres 0 ∼ = mod− End O (P q )/I p . Here P q = w∈wqW q P (w · 0). Since End O (P q ) = w,z∈wqW q Hom(P (w · 0), P (z · 0)) and any morphisms with source or target some P (y · 0) for y / ∈ W p lies in the ideal I p , we have After applying the isomorphism induced by the functor V, the ideal I p becomes exactly the ideal generated by illicit morphisms. Hence the claim follows from Theorem 6.3.
If Q(w k z) is the projective cover of the simple module L(w k z · 0) for all z ∈ D, it follows also that (6.11) Hom(Q(w k z), Q(w k z ′ )) ∼ = Hom R (C w k z , C w k z ′ )/W z,z ′ = Z z,z ′ .
We deduce then:
Lemma 6.6. Let z, z ′ ∈ D, and let λ, µ ∈ Γ be the corresponding weights. The dimension of Z z,z ′ is k! times the number of unenhanced weights η such that µηλ is oriented. Proof. We just need to identify the quotient of the endomorphism algebra appearing in the r.h.s. of (6.9) with A n,k . This follows from Corollary 5.11.
In Section 5 we focused on left A n,k -modules, but the whole section could be rewritten for right modules. Alternatively, since the algebra A n,k has an antiautomorphism ⋆ (5.28), the categories of right and left graded A n,k -modules are equivalent. Hence we actually have an equivalence (6.13)
A n,k −gmod ∼ = Z O p,q-pres 0 .
Although perhaps the equivalence (6.12) is conceptually the right one, we personally prefer to work with left A n,k -modules.
exactly when it is A k ⊗ A op k+1 -equivariant (i.e. it is an endomorphism of F k as a (A k , A k+1 )-bimodule).
The fact that the functors E k and F k are indecomposable follows since End(E k ) ∼ = End(F k ) is a graded local ring.
