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We develop a scheme for time-frequency encoded continuous-variable cluster-state quantum com-
puting using quantum memories. In particular, we propose a method to produce, manipulate and
measure 2D cluster states in a single spatial mode by exploiting the intrinsic time-frequency selec-
tivity of Raman quantum memories. Time-frequency encoding enables the scheme to be extremely
compact, requiring a number of memories that is a linear function of only the number of different
frequencies in which the computational state is encoded, independent of its temporal duration. We
therefore show that quantum memories can be a powerful component for scalable photonic quantum
information processing architectures.
The need for ever-higher bandwidth encoding of infor-
mation in optical fields has spurred innovation in mod-
ern telecommunication technologies. State of the art
wavelength-division-multiplexed systems can now pro-
vide terabytes per second of capacity in a single fiber
by leveraging sophisticated time-frequency (TF) encod-
ings [1]. In contrast, optical quantum information pro-
cessing (QIP) has historically relied on spatial or polar-
ization encodings, providing at most two quantum chan-
nels per optical spatial mode. However, as the complex-
ity of these quantum optical experiments increases, these
primitive encodings will not be sufficient. The appeal
of higher density encodings for quantum optical infor-
mation applications is twofold. Firstly, optical quantum
communication schemes will require considerably higher
bit-rates to compete with classical schemes. Secondly,
for QIP protocols, the need to efficiently mediate inter-
actions between large numbers of different modes will
challenge the scalability of current encodings.
Drawing inspiration from telecommunications, recent
works have proposed methods of using time or frequency
encodings to access high-dimensional Hilbert spaces [2–
5]. Further, attention has recently been drawn to the
manipulation of optical quantum information in the TF
domain for computation [6, 7], including the realization
of large discrete and continuous-variable cluster states [8–
12]. These approaches can be separated into frequency
encodings [13, 14], in which information is encoded in
different central-frequency modes with the same tempo-
ral profile, and time encodings [6, 9–11, 15], in which
the information is encoded in different time-bin modes
with the same central frequency. Irrespective of which
method is chosen, these encodings can be visualized as a
one-dimensional (1D) set of modes in TF space (Fig 1a).
These encodings can lead to a significant increase in
the information available in an optical channel. How-
ever, they still use far fewer modes than the ultimate
channel capacity. Consider an arbitrary mode in TF
space; it is constrained by the Fourier uncertainty prin-
ciple, which defines a minimum area region occupied by
each mode, δt δω ≥ 1/2. Using a two-dimensional (2D)
encoding in which these minimal area plaquettes are tiled
over the total available frequency bandwidth and time
duration therefore achieves the maximum channel capac-
ity (Fig. 1b) [16]. In order to take full advantage of this
large potential encoding space, methods must be devel-
oped for the coherent generation, manipulation and mea-
surement of TF information. In this Letter, we propose
such a scheme for continuous-variable (CV) cluster-state
computing. Although, for clarity of discussion, we specif-
ically consider this model for quantum computing, the
methods we develop should be widely applicable to many
QIP tasks.
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FIG. 1. Quantum information can be encoded in a) central-
frequency modes or time bin modes. However, the maximum
channel capacity can be achieved by b) tiling minimum uncer-
tainty TF modes across the entire available encoding space.
Continuous-variable quantum computing- In CV quan-
tum computing [17–19], information is encoded in the
quantum state of a field mode, often termed a quan-
tum mode, or ‘qumode’. Qumodes exist in infinite-
dimensional Hilbert spaces [17, 20], spanned by a contin-
uum of orthogonal states, here denoted by |qi〉 for qi ∈ R,
where i is used to label the mode. The conjugate basis
is |pi〉 = 12pi
∫∞
−∞ dqi e
ipiqi |qi〉. We define observables qˆi
and pˆi such that qˆi |qi〉 = qi |qi〉 and pˆi |pi〉 = pi |pi〉, with
[qˆi, qˆj ] = 0, [qˆi, pˆj ] = i δi,j taking ~ = 1. Typically for
optical quantum computing, |qi〉 represents a quadrature
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2eigenstate of the electromagnetic field, in which case we
can write qˆi =
1√
2
(aˆi + aˆ
†
i ), pˆi =
1
i
√
2
(aˆi − aˆ†i ), where
aˆi is the annihilation operator associated with the field
mode.
Cluster-state quantum computing is an approach to
the manipulation of CV quantum information using a re-
source ‘cluster state’ of entangled qumodes [21–23]. Clus-
ter states are often represented as a graph, with qumodes
as nodes, and edges representing entanglement between
qumodes (e.g. as shown in Fig. 5). Remarkably, it can
be shown that Gaussian measurements of such a 2D grid
of entangled qumodes can be used to implement arbi-
trary Gaussian operations on a set of initial qumodes [17].
With the additional capability to perform, deterministi-
cally, a single type of non-Gaussian operation, this ap-
proach can be shown to be sufficient to allow for universal
quantum computing [18]. The size of a CV quantum ma-
chine is limited by the number of qumodes across which
one can create entanglement. This is a particularly sig-
nificant limitation for cluster-state schemes, as these re-
quire the production of a resource state of qumodes that
scales both with the number of qumode states required
to encode the problem of interest and with the number of
operations to be implemented. These requirements make
cluster-state quantum computing an ideal candidate to
benefit from the high dimensionality of time-frequency
encodings.
Time non-stationary elements- In order to be able to
generate and manipulate a CV cluster state based on TF
plaquettes, it is of fundamental importance to be able
to implement both time stationary and non-stationary
linear transformations [24–26] [27]. Although such ele-
ments have been demonstrated for purely time-bin en-
coded [15, 28] and purely frequency encoded [3, 29, 30]
quantum operations, the dual requirement for both time
and frequency manipulation is more challenging to sat-
isfy [24, 25]. Here we propose a method for control-
lably producing, manipulating and measuring TF en-
coded quantum states by exploiting the powerful modal
selectivity of Raman light-matter interactions. These in-
teractions have been demonstrated in diverse systems in-
cluding alkali atom quantum memories [28, 31–34], bulk
diamond [35] and opto-mechanical resonators [36].
We consider an electromagnetic field mode, with a cen-
tral frequency ωi, that is temporally localized near local
time τi = t − z/c, where z represents the position along
the direction of propagation (restricting ourselves to one
spatial mode) and t is the laboratory time. We define an
annihilation operator aˆi for the mode. This field mode is
coupled to a stationary memory mode bˆ by an interaction
Hamiltonian
Hˆ =Kij bˆ
† aˆ†j aˆi +K
∗
ij aˆ
†
i aˆj bˆ. (1)
The coupling is mediated by a control field mode with
central frequency ωj , localized near τj , with an associated
annihilation operator aˆj . The intrinsic strength of the
coupling is determined by Kij , which is a property of the
specific system considered. The creation and annihilation
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FIG. 2. An example off-resonant Raman memory scheme
based on a three-level system. An electromagnetic mode aˆ is
coupled to the transition bˆ between levels |1〉 and |2〉 through a
Raman transition to a virtual energy level detuned by ∆ from
|3〉. By adjusting the frequency of the control field-mode γ,
both a) beam splitter interactions and b) two-mode squeez-
ing interactions can be generated between the modes. The
BS operation can realise read in/out from the memory.
operators for the modes obey the standard commutation
relations [aˆi, aˆ
†
j ] = δij , [aˆi, aˆj ] = [aˆi, bˆ] = [aˆi, bˆ
†] = 0,
[bˆ, bˆ†] = 1.
This phenomenological Hamiltonian may be used to
describe several useful physical systems, and is the basis
of Raman quantum memories, in which an electromag-
netic mode is coupled into a stationary mode, stored, and
subsequently read out through appropriate application of
the control field.
In the case when the control field is a bright coherent
state, we can replace aˆj with a c-number γj representing
the field amplitude. In this case the effective Hamiltonian
between the electromagnetic and stationary modes takes
the form of a beam splitter (BS) interaction [37]
HˆBS = γjKij bˆ
† aˆi + γ∗jK
∗
ij aˆ
†
i bˆ. (2)
Crucially, since the coupling, via γj(ωj , τj), is a func-
tion of ωj and τj , the control field can be adjusted in
order to coherently couple different TF modes with the
stationary memory mode [7, 26, 34]. This TF dependent
beam splitter is exactly the time non-stationary element
that is required in order to carry out TF linear optical
quantum computing. This was recognized in a recent
paper on the implementation of linear unitaries between
different central-frequency modes using quantum memo-
ries [7]. In our scheme, we use this interaction to couple
arbitrary TF plaquettes (Fig. 1b). With this element,
it is therefore possible to implement TF versions of any
linear optical quantum computing scheme.
However, for continuous-variable quantum computing,
the utility of Raman quantum memories extends beyond
linear mode manipulations. If, in Eq. 1, the classical
limit of the aˆi field-mode is instead taken, replacing aˆi
with γi, two-mode squeezing (TMS) can be generated [37]
3between the aˆj mode and the stationary bˆ mode [34, 38,
39]
HˆTMS = γiKij bˆ
† aˆ†j + γ
∗
iK
∗
ij aˆj bˆ. (3)
In this case, the electromagnetic mode that is coupled
to the memory has changed. However, in many physical
systems, it is possible to adjust the frequency of the clas-
sical field used so that the electromagnetic mode coupled
is the same for BS and TMS operations. This provides
us with a universal time non-stationary element, that can
be used to implement BS and TMS operations between a
stationary mode and near-arbitrary TF modes (Fig. 2).
As we show below, this enables the full generation and
manipulation of TF CV cluster states.
CV cluster state generation- In the canonical model of
CV cluster-state computing, the resource state is com-
posed of a number of qumodes, each prepared in the
{pi = 0} eigenstate |0pi〉 =
∫∞
−∞ |qi〉 dqi. This is the
infinitely-squeezed limit of a single-mode squeezed vac-
uum state, and therefore can only be prepared approxi-
mately [40]. These qumodes must subsequently be entan-
gled with each other as required to create a given cluster
state geometry.
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FIG. 3. a) Initial time-bin two-qumode cluster states can be
produced by using a Raman memory to create a TMS interac-
tion between electromagnetic and memory vacuum modes. b)
A BS interaction is then used to read out the memory qumode
into another TF plaquette, resulting in c) a flying 2-TF mode
cluster state
Two-qumode cluster- As a first step towards a full clus-
ter state, we demonstrate how to use the TMS interaction
to create two-qumode TF encoded cluster states. These
will function as primitives for our full state. To do this,
we note [23] that a two-mode canonical cluster state pro-
vides the same correlations as a two-mode squeezed state
under a rotation of the quadratures of one of the modes,
so that qi → pi and pi → −qi. Therefore application
of the TMS interaction between a vacuum electromag-
netic mode and a memory initialized in its ground state
will produce a qumode in the memory entangled with a
qumode in the field (Fig. 3). A subsequent BS interac-
tion can be used to ‘read out’ the memory qumode by
coupling it into another TF plaquette. This produces a
two-qumode TF cluster state [41] (equivalent to an EPR
state [17]).
2D cluster- After creation, these two-qumode clusters
must then be linked to create a 2D cluster state. The
canonical method for generating these links is to apply a
so-called controlled-Z (CZ) gate, which implements the
unitary operation eiqˆiqˆj [21, 42]. For this purpose, the
TMS operation can not substitute the CZ gate, as the
qumodes are not initially in the vacuum. The ability to
implement the CZ gate also enables other cluster state
computing schemes, such as the memory based cluster-
state scheme described in [43]. A CZ gate can be realized
in our scheme through a sequence of a BS interaction, a
TMS interaction, and an additional BS interaction be-
tween two qumodes [44]. A straightforward method for
implementing this uses three successive memories [41], as
shown in Fig. 4. It should be noted that it is also pos-
sible to use only BS operations to link qumodes [10, 11]
although, in this case, corrective displacement operations
must be physically implemented on each qumode between
measurements. An alternative approach to creating clus-
ter states uses only vacuum squeezing followed by linear
interactions [23]. However, the number of linear inter-
actions required scales quadratically with the number of
qumodes in the cluster.
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FIG. 4. Three separate two-qumode operations are required
to create a CZ gate, in the sequence BS, TMS, BS. Here we
show the full protocol needed to implement such a gate be-
tween two qumodes encoded in different time-frequency pla-
quettes (control fields are omitted for clarity). This can be
achieved by using a set of three quantum memories. Only
three operations are used to implement the CZ gate (solid
outlines), the other BS operations are simply required in or-
der to maintain the temporal separation of the two qumodes
(dashed outlines). The two qumodes are shaded in different
colors for clarity, but do not necessarily have different central-
frequencies.
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FIG. 5. A linear chain of 7d−3 quantum memories can gener-
ate 2D cluster states encoded in d different central-frequency
modes and a large number of time-bin modes. a) d quantum
memories are used to create two-qumode clusters encoded in
plaquettes tiled across the available TF space, as shown in I)
(colors are used to denote different central-frequency plaque-
ttes, with the color of the quantum memory corresponding
to the central-frequency that it operates upon). b) Entangle-
ment links are generated between two qumode clusters with
the same central frequency using CZ interactions, as shown
in II). This requires a further 3d memories. c) Entangle-
ment is generated between qumodes with different central-
frequencies, requiring a final set of 3(d − 1) memories. This
produces the final 2D cluster state shown in III).
In order to create a full 2D cluster state, we exploit
the precise modal selectivity of the Raman memory to
controllably address different TF plaquettes. This allows
us to implement the CZ operations required to entangle
neighboring initial two-qumode cluster states (Fig. 5),
creating the desired overall cluster topology. The modes
within a time-bin that are not being addressed by a given
memory will pass straight through, allowing each link to
be created completely independently.
In this way, a linear chain of only 7d − 3 quantum
memories is sufficient to generate 2D cluster states en-
coded in d different central-frequency modes. The clus-
ter state can be of significant temporal duration, since a
given qumode is only stored in a memory for the length
of time δt required to implement a BS or TMS opera-
tion. This requires that the coherence time of the mem-
ory tmem  δt. However, tmem can be significantly less
than the temporal extent of the entire cluster, so that
tmem  n δt, where n is the number of time-bin modes.
For a given δt and therefore δω, the number of differ-
ent central-frequency modes d is then constrained by the
range of frequencies δfull that the memory can access. For
example, in memories based on alkali atoms we require
δfull  δstokes (Fig. 2) in order to suppress four-wave-
mixing noise [45]. Therefore the maximum d is on the
order of δfull/δω ≈ δfull δt, which is the standard time-
bandwidth-product figure of merit for quantum mem-
ories. Time-bandwidth-products upwards of 1000 have
been demonstrated [32, 45].
Measurements and Non-Gaussian Operations- TF clus-
ter states can be used to perform quantum information
processing tasks. This requires the measurement of an
appropriate field quadrature for each qumode in the clus-
ter. Since different central-frequency qumodes are co-
propagating in the same time-bin, a method of measuring
each of these modes separately is needed. For this, we
Memory
Homodyne Measurement
-
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FIG. 6. Measurement of a frequency qumode by using a quan-
tum memory embedded in a balanced Mach-Zehnder interfer-
ometer. A BS operation is used to apply a pi phase to the
qumode to be measured, changing the output port it exits
from. An arbitrary quadrature of the qumode can then be
measured by using a local oscillator to carry out homodyne
detection. This scheme may be implemented in a signal spa-
tial mode by using appropriate polarization elements.
can again exploit the TF selectivity of a quantum mem-
ory. Consider embedding a memory in one arm of a bal-
anced Mach-Zehnder interferometer, with path lengths
adjusted so that the qumodes are mapped back into their
original mode (Fig. 6a). A BS operation can be applied
to one frequency qumode that is sufficiently strong to
read it in and then instantaneously read it out of the
memory. It can be easily shown that this will create a pi
phase shift in this mode and therefore swap the output
port from which it will exit. Homodyne detection can
then be carried out on this qumode without disturbing
the others.
In order to carry out universal quantum compu-
tation, non-linear operations or non-linear resource
states are also needed [46, 47]. Direct implementa-
tion of non-linear operations is experimentally challeng-
ing [48], therefore most proposed schemes have been
based on measurement-induced non-linearities [18, 49].
Our method naturally provides a convenient platform
for probabilistic non-Gaussian state generation schemes,
since the qumodes are already stored in quantum mem-
ories at points of the protocol. The interval between
storage and read-out therefore provides a period in
which multiple attempts can be made at generating suit-
able non-linear states. The use of quantum memories
to increase the success rate of photon subtraction has
been studied in recent papers on entanglement distilla-
tion [38, 39].
Conclusions-We have proposed novel active elements
for TF linear optical quantum computing based on Ra-
man quantum memories. These elements are able to im-
plement time non-stationary beam splitter and two mode
squeezing interactions, providing a versatile toolbox for
state generation, manipulation and measurement. Our
results suggest a useful route towards maximize the space
of encodings available for electromagnetic modes, and
could also be combined with other degrees of freedom,
including polarization and spatial encodings, in order to
obtain further increases in dimensionality. This may en-
able innovative approaches to QIP [50, 51].
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7Supplemental Material
I. REQUIREMENT FOR TIME
NON-STATIONARY COUPLING ELEMENTS
A time-frequency (TF) manipulation scheme requires
an operation that can displace a qumode in TF space
from (ωi, ti) to (ωj , tj). This can be implemented by
first translating in frequency, and then in time. In the
following we briefly outline an argument showing that
time non-stationary interactions are necessary in order
to couple different frequency modes.
For a linear interaction with an optical mode, the out-
put field Eout is related to the input mode Ein by
Eout(t) =
∫ ∞
−∞
R(t, t′)Ein(t′)dt′. (4)
If the response function R(t, t′) is time-stationary, it
can only depend on the time difference t′ − t, giving
Eout(t) =
∫ ∞
−∞
R(t′ − t)Ein(t′)dt′. (5)
This integral has the form of a convolution, and there-
fore the Fourier transform gives
Eout(ω) = χ(ω)Ein(ω), (6)
where the linear susceptibility χ(ω) is the Fourier trans-
form of R(t). This only couples each frequency to itself.
II. RAMAN MEMORY OPERATIONS
As discussed in the main text, it is possible to im-
plement two different effective Hamiltonians between a
stationary memory mode and an electromagnetic field
mode.
A. Beamsplitter operation
The beamsplitter (BS) operation has the Hamiltonian
HˆBS = γjKij bˆ
† aˆi + γ∗jK
∗
ij aˆ
†
i bˆ. (7)
where bˆ represents the stationary mode, and aˆi a given
field mode.
In the Heisenberg picture, it can be shown [20] that
this Hamiltonian induces a mode transformation(
aˆ′i
bˆ′
)
=
(
cosφt e−iθ sinφt
−eiθ sinφt cosφt
)(
aˆi
bˆ
)
(8)
where we have made the substitution φ eiθ = i γiKij/~,
and aˆ′i, bˆ
′ represent the modes after the application of
the Hamiltonian for a time t. Without loss of generality,
we can incorporate this t dependence into φ.
It is useful to note that we can rewrite this matrix
equation in the following form(
aˆ′i
bˆ′
)
=
(
1 0
0 ei θ
)(
cosφ sinφ
− sinφ cosφ
)(
1 0
0 e−i θ
)(
aˆi
bˆ
)
(9)
Written in this way, it is evident that this Hamiltonian
produces a transformation equivalent to the application
of a phase shift of −θ to mode bˆ, followed by a ‘standard’
(real coefficients) BS operation, and a final phase shift of
θ to the same mode (Fig 7a).
B. Two mode squeezing operations
It is possible to carry out a similar procedure for the
two-mode squeezing (TMS) operation, with associated
Hamiltonian
HˆTMS = γiKij bˆ
† aˆ†j + γ
∗
iK
∗
ij aˆj bˆ. (10)
In the Heisenberg picture, with the substitution r eiψ =
−i γiKijt/~, this operation induces a mode transforma-
tion(
aˆ′j
bˆ′
)
=
(
µ 0
0 µ
)(
aˆj
bˆ
)
+
(
0 eiψν
eiψν 0
)(
aˆ†j
bˆ†
)
(11)
where µ = cosh r and ν = sinh r.
This can be rewritten in the form
(
aˆ′j
bˆ′
)
=
(
1 0
0 eiψ
)(
µ 0
0 µ
)(
1 0
0 e−iψ
)(
aˆj
bˆ
)
+
(
1 0
0 eiψ
)(
0 ν
ν 0
)(
1 0
0 eiψ
)(
aˆ†j
bˆ†
)
(12)
.
This Hamiltonian therefore produces a transformation
equivalent to the application of a phase shift of −ψ to
mode bˆ, followed by a ‘standard’ (real coefficients) TMS
operation, and then a final phase shift of ψ to the same
mode (Fig 7b).
C. Arbitrary operations
More generally, for arbitrary linear optical manipula-
tions, it is desirable to be able to implement transforma-
tions consisting of the application of an arbitrary phase
to each mode, followed by either a standard BS or TMS
squeezing operation, as shown in Figs 8a & 8b.
For the BS operation, this transformation corresponds
to (
aˆ′i
bˆ′
)
=
(
cosφ sinφ
− sinφ cosφ
)(
ei θ1 0
0 ei θ2
)(
aˆi
bˆ
)
(13)
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FIG. 7. a) The Raman memory BS operation can be de-
composed into a phase shift of −θ to mode bˆ, followed by a
standard BS operation parameterised by φ, and a final phase
shift of θ to the same mode. The coefficients θ and φ are de-
termined by the control field applied. b) The TMS operation
can be similarly decomposed into a phase shift of −ψ to mode
bˆ, followed by a standard TMS operation parameterised by r,
and a final phase shift of ψ to the same mode.
It can be seen that an equivalent transformation is
given by(
aˆ′i
bˆ′
)
=
(
ei θ1 0
0 ei θ2
)
∗
(
cosφ e−i (θ1−θ2) sinφ
−ei (θ1−θ2) sinφ cosφ
)(
aˆi
bˆ
)
(14)
Therefore, by adjusting the phase of the control field
so that θ′ = (θ1 − θ2), it is possible to move the phase
shifts to after the BS operation.
Similarly, for the TMS squeezing operation, the trans-
formation in Fig 8b corresponds to(
aˆ′j
bˆ′
)
=
(
µ 0
0 µ
)(
ei θ1 0
0 ei θ2
)(
aˆj
bˆ
)
+
(
0 ν
ν 0
)(
e−i θ1 0
0 e−i θ2
)(
aˆ†j
bˆ†
)
(15)
An equivalent transformation with the phase shifts
moved to after the TMS operation is given by(
aˆ′j
bˆ′
)
=
(
ei θ1 0
0 ei θ2
)(
µ 0
0 µ
)(
aˆj
bˆ
)
+
(
ei θ1 0
0 ei θ2
)(
0 e−i (θ2+θ1)ν
e−i (θ2+θ1)ν 0
)(
aˆ†j
bˆ†
)
(16)
This can be achieved by adjusting the phase of the
control field so that ψ′ = −(θ1 + θ2).
In this way an arbitrary string of BS operations, TMS
operations and phase shifts (Fig 8c) can be implemented
using the Raman memory Hamiltonians. As shown in
r
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FIG. 8. a) A general two mode interaction consisting of the
application of a phase to each mode, followed by a standard
BS transformation can be shown to be equivalent to a suit-
able Raman BS operation (with θ′ = (θ1−θ2)) followed by the
same phase shifts. b) Similarly, a two mode interaction con-
sisting of the application of a phase to each mode, followed by
a standard TMS transformation can be shown to be equivalent
to a suitable Raman TMS operation (with ψ′ = −(θ1 + θ2))
followed by the same phase shifts. c) Using these equivalences,
an arbitrary string of phase shifts, BS and TMS operations
can be implemented using Raman memories. A final correc-
tive phase shift for each mode can simply be incorporated into
a change of measurement basis when the mode is read out.
Fig 8d, this is achieved by moving the desired phases
through each operation to the end of the chain. The final
necessary corrective phases θI and θII can then simply
be incorporated into a change of measurement basis when
each mode is finally read out.
III. IMPLEMENTING A CONTROLLED-Z
INTERACTION USING RAMAN MEMORIES
For our cluster state generation scheme, it is useful to
be able to directly generate a controlled-Z (CZ) operation
eiqˆiqˆj between two qumodes. This allows us to link differ-
ent clusters in order to create a 2D cluster of the required
size. Here we show that this can be achieved using three
Raman memory interactions between an electromagnetic
qumode and a memory qumode.
Following the treatment in [57], we note that all Gaus-
sian operations can be represented as a general linear
9unitary Bogoliubov transformation of the form
bˆj =
∑
k
(Ajkaˆk +Bjkaˆ
†
k) (17)
where aˆk, bˆj represent annihilation operators for input
mode k and output mode j respectively.
It can be shown [57] that the matrices A and B can be
decomposed via the Bloch-Messiah reduction into
A = UADV
†, B = UBDV T (18)
where U and V are unitary matrices and AD and BD
are a pair of non-negative diagonal matrices such that
A2D −B2D = 1, with 1 the identity matrix. The corollary
of this is that any Gaussian operation can be decomposed
into a linear interferometer, followed by parallel single-
mode squeezing operations, and finally another linear in-
terferometer.
Using this decomposition, the Bloch-Messiah reduction
for the CZ Hamiltonian is given by [58]
U =
(
sinφ −i cosφ
i cosφ − sinφ
)
, V =
(
cosφ −i sinφ
i sinφ − cosφ
)
,
AD =
(√
5
2 0
0
√
5
2
)
, BD =
(
1
2 0
0 12
)
(19)
where φ = 12 sin
−1(2/
√
5) ≈ 31.72◦.
This cannot be directly implemented using Raman
quantum memories, as they can only implement TMS
and BS operations. However, since the squeezing is the
same for each mode, it is possible to substitute a TMS
operation and suitable linear optical transformations for
the single mode squeezing [20]. A standard TMS opera-
tion, parametrised by µ and ν, is given by
ATMS =
(
µ 0
0 µ
)
, BTMS =
(
0 ν
ν 0
)
. (20)
Applying a 50:50 beam splitter operation and pi/2
phase transformation before and after the squeezing op-
eration, we find that
A′ =
(
1√
2
1√
2
i√
2
− i√
2
)(
µ 0
0 µ
)( 1√
2
− i√
2
1√
2
i√
2
)
=
(
µ 0
0 µ
)
= AD
B′ =
(
1√
2
1√
2
i√
2
− i√
2
)(
0 ν
ν 0
)( 1√
2
i√
2
1√
2
− i√
2
)
=
(
ν 0
0 ν
)
= BD. (21)
This is the desired parallel single-mode squeezing oper-
ation [20]. Combining this with the CZ Bloch-Messiah re-
duction (Eqn. 19), the CZ operation can therefore be im-
plemented by A = U ′ATMSV ′†, B = U ′BTMSV ′T where
U ′ =
(
cosφ′ − sinφ′
i sinφ′ i cosφ′
)
, V ′ =
(
cosφ′ sinφ′
−i sinφ′ i cosφ′
)
,
ATMS =
(√
5
2 0
0
√
5
2
)
, BTMS =
(
0 12
1
2 0
)
(22)
and φ′ = pi4 − φ ≈ 13.28◦.
This operation is equivalent to the sequence of two-
mode transformations shown in Fig 9.
r
φ pi pipi/2 ‘ φ‘
BS
φ
TMS
r
BS
pi/2 pi/2- pi/2pi/2-‘ φpi/2 pi/2-‘
pi/2-
a)
b)
FIG. 9. a) The sequence of two-mode transformations nec-
essary to implement a CZ operation, with r = sinh−1(1/2),
φ′ = pi
4
− 1
2
sin−1(2/
√
5). b) Three Raman memory operations
are sufficient to implement this operation.
IV. MEMORY REQUIREMENTS FOR
CLUSTER STATE GENERATION
The mode coupling BS transformations in the CZ op-
eration (Fig 9b) require a storage efficiency of 5.3%,
and the TMS transformation requires 4.2 dB of squeez-
ing. This is compatible with current state-of-the-art Ra-
man memories, which have achieved storage efficiencies
of over 80% [52], and are estimated to be able to achieve
a squeezing of 9.6 dB [38] (assuming that the modes
for each transformation are similarly detuned from reso-
nance).
This current state-of-the-art squeezing is below the lev-
els needed for fault-tolerant quantum computing in the
Menicucci scheme [40] (approximately 17-20 dB). How-
ever, in principle, an increase of 80% in the mode cou-
pling strength would be sufficient to provide this. With
this level of increase, it would also be theoretically pos-
sible to transfer modes between electromagnetic field
modes and the memory mode with unit efficiency.
In reality, all physical experimental implementations
are imperfect at some level. For any real quantum mem-
ory, it likely that it is not the coupling strength, but
rather the imperfect overlap between the input and out-
put field modes, and other losses associated with field
propagation, that are likely to ultimately limit the stor-
age efficiencies achievable. It should be noted that these
imperfections are obstacles in all quantum linear optical
schemes, and as such are certainly not confined to memo-
ries as optical elements. However, in common with other
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such schemes, our proposal is sensitive to these devia-
tions from ideal operation. Although a full treatment of
the effects of these imperfections is beyond the scope of
this work, in the following section we present calculations
as an initial exploration of their expected impact.
A. Fidelity of cluster state generation with
imperfect memories
We model imperfect two-qumode cluster state genera-
tion by applying a non-ideal read-out BS unitary (with
a deviation from ideal operation parameterised by δη)(√
1− δη √δη√
δη
√
1− δη
)
(23)
between the memory mode of the initial generated TMS
state (main text Fig. 3b) and a vacuum electromagnetic
field mode. We use the results of [53] to calculate the
fidelity between this state and the ideal state, which we
find to be
4/
√(√
1− δη −
(√
1− δη − 1
)
cosh(2r) + 1
)4
(24)
where r = − 12 log
(
10−
dB
10
)
and dB is the squeezing in
decibels.
The fidelity gives a useful indication of the expected
performance of this state for quantum computing as it
can be shown to be equal to the minimum overlap of the
probability distributions for the outcomes of any general
measurement on the respective states [54]. It therefore
gives a rough estimate of the probability that a measure-
ment of the state will give an erroneous result.
Fig. 10 shows a plot of this fidelity as a function of
the desired squeezing level and the deviation from unit
efficiency δη of the read-out operation. As would be ex-
pected, the fidelity is increasingly sensitive to δη as the
squeezing increases. As an example, we consider a 17.4
dB squeezed cluster-state resource, sufficient in princi-
ple for fault-tolerant cluster-state computing if used with
an error code able to tolerate gate error probabilities of
10−3 [40]. In order to produce a two-qumode cluster with
a corresponding 10−3 infidelity to the ideal state, it is nec-
essary to be able to read out the state with 1− 7× 10−5
efficiency.
This is beyond the current state of the art. However,
it is likely that this situation will be improved upon in
the near future, both in terms of the requirements for
fault tolerance, and in terms of the efficiencies that can
be achieved. Specifically considering the case of fault tol-
erance, it should be noted that Menicucci [40] considers
in detail only one specific continuous-variable scheme for
encoding qubits [18]. Using this scheme, he estimates the
errors induced by finite squeezing and compares these
with the error thresholds of contemporary qubit error
correction schemes, in order to show that fault tolerance
is in principle possible. However, this initial treatment
explores only one small part of the parameter space of
possible encodings, computational approaches and fault
tolerance methods, suggesting that improvements may be
possible. This is an important problem to the continuous-
variable community and one of active research [55, 56].
10-1 10-2 10-3 10-4 10-5
0
5
10
15
20
25
30
10-1 10-2 10-3 10-4 10-5
0
5
10
15
20
25
30
Deviation from unit memory efficiency
S
q
u
e
e
z
in
g
HdB
L
10
0
10
-1
10
-2
10
-3
10
-4
10
-5
10
-6
FIG. 10. The fidelity between the state generated by our two-
qumode cluster state protocol and an ideal TMS state with
the same level of squeezing, as a function of the squeezing
desired and the deviation from unit memory efficiency for the
read-out operation. Contours are plotted on a logarithmic
scale, with solid black lines at each order of magnitude.
B. Fidelity of outputs from an imperfect CZ
operation
We additionally calculated the fidelity between the
state output by an imperfect CZ operation used to entan-
gle two uncorrelated single mode squeezed states and the
equivalent ideal state. This is not the operation that will
be carried out in our protocol, as that consists of linking
two-qumode cluster state units. However, the additional
complexity encountered in dealing with at least four field
modes made this full calculation outside of the scope of
this work. In our calculation, it is assumed that each
of the BS operations that are used to transfer a qumode
between a field mode and the spin wave mode in the CZ
protocol (Fig 4 of the main text) deviates from perfect
operation as defined in Eqn 23. This is equivalent to the
set of transformations depicted in Fig 11.
11
TMS BSBS
FIG. 11. Imperfect operation of the CZ operation protocol
depicted in Fig 4 of the main text is modelled by inserting
loss modes (black arrows) at the positions depicted. These
loss modes are coupled to the field modes by the BS unitary
given in Eqn 23.
For this CZ operation, we find a fidelity between the ideal and imperfect states of
4/
((
− (−2(1− δη)3/2 + 2(1− δη)5 + (1− δη)3 + (1− δη)2 + 2
√
1− δη − 1)(1− δη)− (((1− δη)2
− 6(1− δη) + 2
√
1− δη − 2)(1− δη) + 1)(1− δη) sinh(2r) + (−2(1− δη)5/2 + 2(1− δη)6
+ (1− δη)4 − δη + 3) cosh(2r) + 3
)(
− 2(1− δη)3/2 + 2(1− δη)7/2 − 2(1− δη)6 − (1− δη)5
− (1− δη)3 + (1− δη)2 + (((1− δη)2 − 2(1− δη) + 2
√
1− δη − 6)(1− δη) + 1)(1− δη)2 sinh(2r)
+ (−2(1− δη)7/2 + 2(1− δη)6 + (1− δη)5 + (1− δη)2 + 2) cosh(2r) + 3)
)1/2
(25)
Fig. 12 shows a plot of this fidelity as a function of
the desired squeezing level and the deviation from unit
efficiency δη of the BS operations. We consider again a
17.4 dB squeezed cluster-state resource as an example. In
order to entangle two qumodes with a corresponding 10−3
infidelity to the ideal state, we require BS operations with
an efficiency of 1− 10−5.
As can be seen from these calculations, the require-
ments for high fidelity operation at these squeezing lev-
els are stringent. This presents a strong technical chal-
lenge for all experimental implementations of continuous-
variable cluster state quantum computing schemes.
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FIG. 12. The fidelity between the state generated by our two-
qumode cluster state protocol and an ideal TMS state with
the same level of squeezing as a function of the squeezing
desired and the deviation from unit memory efficiency for the
read-out operation. Contours are plotted on a logarithmic
scale, with solid black lines at each order of magnitude.
