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Abstract 
General awareness on energy consumption is globally growing, becoming a significant performance parameter also in the manufacturing field. 
The current work outlines a reduced model for the analysis of the energy consumption of a machine tool during face milling operations. The 
model is characterized by a minimum set of significant parameters describing the product, the process and the machine. The influence of these 
parameters on energy consumption is represented by a feed forward neural network with 20 inputs, two hidden layers and one output. The input 
parameters are identified a priori by means of simplifications based on physical and technological considerations, while their relevance is 
evaluated by a sensitivity analysis using the neural network. The network has been trained and validated on 800 experiments consisting of runs 
of a continuous-time simulator that estimates the energy consumption of a machine tool during part program execution. 
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1. Introduction  
General awareness on energy consumption is globally 
growing, becoming a significant performance parameter also 
in the manufacturing field. In this context, process planning is 
appointed to play a key role in the reduction of the energy 
consumption, besides its effects on the other classic cost 
factors. Recently, the relationship among metal cutting 
process parameters and energy in machining has been widely 
investigated: unit process energy consumption models (e.g., 
models estimating the specific energy associated to a removed 
mass) and experimental campaigns for material removal 
processes have been proposed, for instance to point out the 
influence of the process parameters (e.g. feed rate, spindle 
speed, machining strategy, material) on the overall energy 
consumption.  
 The goal of the present work is to simultaneously analyze 
factors related to workpiece material, machine tool, machining 
feature (i.e. the geometry of the part to be machined) and 
machining operations (machining strategy). A technological 
analysis of the energy consumption in face milling operations 
led to the selection of 20 independent parameters: 3 for the 
machining feature, 6 for the machining operation and 8 for the 
machine tool, while the workpiece material is kept fixed. The 
relationship between the consumed energy and those 
parameters was analyzed by a feed forward neural network 
with 20 inputs, two hidden layers and one output. The neural 
network was used to perform a sensitivity analysis. 
In the existing literature, an exergy framework was firstly 
introduced by Gutowski to generally describe unit process 
energy for all manufacturing processes [1]. Based on thermal 
equilibrium, the process rate has been identified as the main 
factor for unit process energy. However, other factors in this 
model, such as idle power and specific process energy, lack a 
clear quantification. Empirical modelling has been used to 
characterize the relationship between energy consumption and 
process variables in turning process [2] and milling processes 
[3-6]. Four factor types mainly influence a cutting option, 
such as tool condition, workpiece material, cutting parameters, 
and cutting environment. Also empirical models [2-4] have 
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underlined that material removal rate (MRR) is one of the 
decisive factor in unit process energy consumption for a given 
machine tool. These specific energy models are not supportive 
to process planning which generally needs cutting speeds, 
feeds and depth of cut to be explicitly modeled. In addition, 
power demand of machine auxiliary devices (e.g. chiller, 
lubrication, hydraulic unit, etc.) is ignored; in other 
approaches this consumption is considered as a constant 
power required by the machine both in running state and in 
idle state [6,7]. Borgia et al. [8] addressed the problem of 
energy efficiency across the process design and production 
chains, from the process settings and pallet configuration to 
the machine tool design and usage phases, presenting an 
approach to close the loop between process planning and 
machine tool dynamics.  
The novelty of the approach proposed in the paper stands in 
the definition and synthesis of a neural-network based energy 
prediction model standing on a minimum set of process 
parameters, geometric parameters and machine tool 
parameters, e.g. axis motor, friction and inertia, spindle motor 
and chiller.  
The neural network is trained on 800 experiments 
constituted by runs of an internally developed continuous-time 
simulation model that estimates the energy consumption of a 
machine tool while executing a specific part program, 
previously validated through experimental campaigns [9].  
The trained neural network may be exploited to support the 
selection of new machines or process planning, in order to 
identify the best process and machine for the execution of face 
milling operations, in terms of energy consumption. More 
generally, the neural network may aid production engineers to 
point out useful relationships among process parameters and 
machine characteristics, allowing the synthesis of preliminary 
high-level guidelines prone to be extended to a broader class 
of machining operations. 
2. Energy simulation of milling machines 
The energy simulator [9] that estimates the reference 
energy consumption values consists of four software modules, 
depicted in Fig. 1: the numerical control emulator, the 
geometric engine, the milling process model and the energy 
evaluator.  
The part program is taken as input and emulated 
considering the kinematic properties of the machine axes 
(maximum speed and accelerations). Given the axes 
computed reference positions, the geometric simulation of the 
milling cutting process is executed, providing the MRR along 
the path. Cutting torque and forces are computed and applied 
to the machine spindle and axes. The energy evaluator 
provides the estimation of the energy consumption of the 
machine during the execution of the considered part program. 
A brief description of each module is provided in the 
following. 
Numerical Control Emulation Module. The NC emulation 
module is an executable software that interprets the part 
program and computes the instantaneous reference position 
and speed of each axis along a generic tool path. 
Geometric Engine Module. Having defined tools, 
workpiece, and machine data, the geometric engine provides 
tool-workpiece engagement and material removal rate 
information over time. This module, based on commercial 
CSG libraries and proper C++ implementation, allows the 
computation of MRR, depth of cut and engagements arcs 
along the path, through methods and structures for solid 
intersection. 
Cutting Process Modeling Module. A cutting model, 
specifically conceived for energetic analysis, calculates 
average torques and forces taking into account cutting 
parameters, workpiece material and tool geometry. Given tool 
discretization in slices, for each of them the corresponding 
cutting forces are computed starting from engagement arcs 
provided by the geometric engine. The torque is calculated 
from the computed material removal rate. 
  
Fig. 1. Energy simulator architecture. 
Energy Evaluator Module. The energy evaluator uses 
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including the peripherals. The representation behind the 
simulation follows a modular approach consisting of the 
aggregation of several numerical models that correspond to 
the various machine tool subsystems.  
3. Artificial neural network for energy consumption 
evaluation 
The relationship of the model parameters to the required 
energy is represented by a feed forward neural network. The 
network is trained by minimizing an error function defined on 
the training data set. Since this procedure can itself lead to 
some over-fitting on the validation set, the selected network is 
evaluated by measuring its performance on a second 
independent set of data, called the test set. The aim of network 
training is to balance its ability to respond correctly to the 
inputs that are used for training in respect to the ability to give 
an acceptable answer to similar, but different, inputs. 
The input parameters have been identified a priori by 
means of physical and technological considerations while 
their relevance has been evaluated by a sensitivity analysis 
using the neural network. 
3.1.  Parameters selection  
The first step of the approach consists of a preliminary 
selection of the parameters that are possible predictors of the 
machine consumption and that can be directly linked with the 
simulator input data. 
The power demand of a machine tool is typically divided 
into a variable and fixed portion: the variable contribution is 
directly related to the execution of a specific machining 
process and is influenced both by process operative conditions 
(workpiece, material, tool, technological operation, etc.) and 
by machine elements efficiency. The fixed or “basal” power 
covers the constant demand necessary to ensure the required 
operational mode and depends on the energy behavior of the 
machine tool and its subsystems. So, machine energy 
consumption can be associated to: workpiece, operation and 
machine.  
At workpiece level, part geometry is described by 
parameters derived from the STEP-NC standard [10] for 
milling operations and concerning surface length, width and 
depth. The workpiece material, in this analysis, is kept fixed 
(unalloyed C20 steel). The radial and tangential forces are 
computed by the following model, where the cutting 
components depend on the actual depth of cut B and the 
instantaneous chip thickness h (Kienzle, [11]): 
 M
rtrt hBKF
 1\\                                                         (1)                                                    
In the reported experiments, the material is described by: 
tangential cutting coefficient Kt=1500 [N/mm2], radial cutting 
coefficient Kr=900 [N/mm2] and correcting factor M=0.1. The 
following table lists the explored size ranges for the 
workpiece. 
 Table 1. Workpiece parameters. 
Parameter Meas. Unit Notation Value range 
Surface length  [mm] L 350 – 450 
Surface width  [mm] W 120 – 180 
Depth [mm] B 1 – 3 
 
At process level, the energy consumption is dominated by 
two main drivers: the cutting time, that increases the basal 
energy consumption, and the process efficiency in terms of 
cutting force and torques, that in Kienzle’s model [11] are not 
exactly proportional to the MRR, but decrease when the chip 
thickness increases. This latter consideration immediately 
suggests the relevancy of the feed per tooth as an input 
parameters. On the other side, given the desired depth of cut 
and feed per tooth, the cutting time is inversely proportional 
to MRR, which is further determined by the spindle speed and 
the teeth number. Finally, since the average chip thickness is 
influenced also by the angular engagement of the tool, the 
spindle speed is traced back to the cutting velocity and the 
tool diameter. 
 Table 2. Machining operation parameters. 
Parameter Meas. Unit Notation Value range 
Cut angle  [rad] Ac 0 – S 
Width of cut [mm] K W/3 – W 
Tool diameter [mm] D 2K – K 
Cutting velocity  [m/min] Vc 150 –600 
Feed per tooth [mm/tooth 
rev] 
T 0.03 – 0.2 
Teeth number - Z 2 – 8  
 
An example of path planning automatically defined 
according to Table 1 and 2 is depicted in Figure 2. 
 
Fig. 2. Example of machining operation; red line: path of the tool center 
point; blue line: workpiece; green circle: position of the tool along the path. 
Considering the machine level, a family of machine tools 
characterized by axes equipped with electrical rotative 
motors, electro-spindle with a synchronous motor and an on-
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off chiller (i.e. the compressor is not inverter driven) is taken 
as reference application. A set of possible parameters 
identified as relevant for the prediction of the energy 
consumption is listed in Table 3. The moving inertia directly 
impacts on machine energy consumption. Axis maximum 
velocity and acceleration (supposed equal for all the axes) 
influence power requirements during rapid motions. In axes 
and spindle, power losses are mainly due to dissipations on 
motor resistances and to friction. An analysis on catalogue 
data of specific series of Siemens electrical motors [12,13] 
has been conducted in order to find the independent 
parameters from which all the other motor data, relevant from 
the energy point of view, can be calculated (e.g. winding 
resistance, torque constant, velocity at which field weakening 
starts, etc.). For both analyzed rotational axes motors and 
spindle synchronous motors, rated torque and rated velocity 
have been individuated as independent parameters and 
potentially significant predictors for the machine energy 
consumption. For instance, the relationship between axes 
motor parameters is reported in Figure 3.  
Since some combinations of parameter values taken from 
the defined allowed ranges can be unfeasible, further 
feasibility constraints have been introduced, to check that 
selected motors and spindle can provide the required torque 
and speed. 
 Table 3. Machine parameters 
Parameter Meas.Unit Notation Value range 
Axes max velocity [mm/min] ax.VMAX  20000 – 
60000  
Axes max acceleration [m/s2] ax.AMAX 2.5 – 5  
Axis static friction [Nm] ax.TFr 3 – 6 
Axis motor rated torque [Nm] ax.TN 1.5 – 20 
Axis motor rated velocity [rpm] ax.YN 1500 – 6000 
Axis transmission ratio 
(screw lead) 
[mm] ax.U 7 – 30 
Machine basal power 
consumption 
[W] mu.PB 1000 – 3500 
Machine moving total 
inertia 
[kg∙m2] mu.M 0.05 – 0.07 
Spindle motor rated torque [Nm] sp.TN 45 – 160 
Spindle motor rated velocity [rpm] sp.YN 2500 – 4000 
Spindle static friction 
(bearings) 
[Nm] sp.TFr 0.4 – 0.8 
 
 
 
Fig. 3. Relationship between winding resistance and selected independent 
parameters (rated torque and rated velocity) for rotational axis motors. 
3.2. Network design 
The reduced model for the estimation of machine tool 
energy consumption in milling operations consists of an 
artificial neural network that defines a relation between the 
selected parameters (input neurons of the neural network) and 
the energy consumption (output neuron of the network). 
Specifically, a feed forward neural network (FFNN) with two 
hidden layers has been selected (Figure 4). The first and 
second hidden layers are respectively based on 40 and 20 
neurons with hyperbolic tangent functions (Eq. 2), where n is 
the summed neuron input and a the output of the activation 
function; the output layer has instead a pure linear activation 
function. The input parameters as well as the output are 
normalized to the range [-1,1]. Constant inputs/outputs are 
removed. The proposed network design is selected as it grants 
the best results in terms of mean absolute percentage error 
(MAPE) in comparison to neural network with one hidden 
layer, general regression neural network and cascade feed 
forward neural network. 
nn
nn
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Fig. 4: Neural network design 
 
Input
20
W
Hidden 1
Output
1
b
40
+
W
Hidden 2
b
20
+
W
Output
b
1
+
533 Stefano Borgia et al. /  Procedia CIRP  17 ( 2014 )  529 – 534 
The network has been trained through Bayesian 
regularization back-propagation, that minimizes a linear 
combination of squared errors and weights through the 
Levenberg-Marquardt optimization. It also modifies the linear 
combination so that at the end of training the resulting 
network has good generalization qualities [14,15].  
800 samples are extracted from the input parameter 
domain. 400 samples are selected by latin hypercube sampling 
[16], while 400 comes through Sobol sampling [17]. The 
simulation software [9] provides the machine tool energy 
consumption for each of the samples. When a sample fails the 
validation check (feasibility constraints), it is excluded. 660 of 
the 800 selected samples have passed the validation check and 
have been used to train the network. Specifically, 85% of the 
samples have been employed for training. The remaining 
samples, randomly selected from latin hypercube and Sobol 
samples, have been employed to test the quality of the trained 
network.  
The number of experiments seems to be adequate. Indeed, 
the number of experiments required by a full factorial design 
of experiments under the hypothesis to discretize the inputs in 
4 levels would reach 1012. 
3.3. Result analysis 
Figure 5 shows the results for training set, testing set and 
the overall results (aggregated set). The energy consumption 
obtained through the simulation (Target [J]) has been plotted 
against the energy consumption suggested by the network 
(Output [J]): their linear regression has an R2 closed to 1 for 
the training set, equal to 0.959 for the testing set and to 0.992 
for the overall set. 
The mean absolute percentage error (MAPE) and the 
normalized mean square error (NMSE) for the 3 sets are 
depicted in Table 4. According to both MAPE and NMSE, the 
neural network seems to provide realistic results that can 
support process planning definition. 
 
Table 4. MAPE and NMSE 
 MAPE [%] NMSE [-] 
Training set ~0 ~0 
Testing set 2.46 0.0215 
Aggregated set 0.037 0.0032 
 
 
 
 
Fig. 5: Regression analysis for the training set, testing set and for the 
aggregated set. 
 
3.4. Sensitivity analysis 
In order to find out the minimum set of parameters needed 
for the energy evaluation, a sensitivity analysis is led by the 
neural network. Specifically, the orientation parameter and the 
machine tool parameters relative to the axis static friction, 
axis motor rated torque and axis motor rated velocity are 
considered as not-significant and are excluded from the input 
parameters minimum set. 
The neural network is trained again taking into account 16 
inputs by the same strategy previously employed. The R2 
(Figure 6) decreases while the MAPE and the NMSE (Table 
5) increase. However, the obtained accuracy remains 
acceptable. Thus, the excluded input parameters seems to be 
not significant for the energy consumption evaluation. 
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Fig. 6: Regression analysis for the training set, testing set and for the 
aggregated set after network simplification. 
 
Table 5. MAPE and NMSE after network simplification 
 MAPE [%] NMSE [-] 
Training set 0.9 ~0 
Testing set 7.71 0.0317 
Aggregated set 1.23 0.0051 
4. Conclusions 
An artificial neural network has been developed to capture 
the influence of machine tool characteristics and process 
parameters on the energy consumption associated to face-
milling operations. A prior analysis allowed the selection of a 
minimum set of input parameters that guarantee a good 
prediction capability.  
The model can be exploited by process planners in order to 
identify the best process and machine parameters in terms of 
energy consumption for the targeted face-milling operation, or 
even used as “virtual test bed” for the synthesis of preliminary 
high-level guidelines prone to be extended to a broader class 
of machining operations. 
In the future, the ANN could be extended to other 
machining operations, like contouring, drilling, or turning. 
Moreover, the results could be enhanced by a structured 
sensitivity analysis, aiming at a further reduction of model 
parameters through the discovery of possible counter-intuitive 
correlations. 
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