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Abstract
The energy of a graph G is defined as E(G) = ∑p
i=1 |λi |, where λi (i = 1, . . . , p) are
the eigenvalues of the adjacency matrix of G. We show that among all polygonal chains with
polygons of 4n − 2 vertices (n  2), the linear polygonal chain has minimal energy.
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Let G be a simple graph (i.e. G has no loops or multiple edges) with set of vertices
{1, . . . , p}. The adjacency matrix A of G is the square matrix A = (aij ) of order p,
where aij = 1 if i and j are adjacent and 0 otherwise. The characteristic polynomial
of G, denoted by G, is defined as G = G(x) = det(xI − A), where I is the
identity matrix of order p. It is well known [1] that if G is a bipartite graph then
G =
[ p
2
]∑
k=0
(−1)kb(G, k)xp−2k, (1)
where b(G, 0) = 1 and b(G, k)  0 for all k = 1, . . . , [p2
]
. This expression for G
induces a quasi-order relation (i.e. reflexive and transitive relation) on the set of all
bipartite graphs: if G1 and G2 are bipartite graphs with characteristic polynomials
in the form (1)
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G1  G2 ⇐⇒ b(G1, k)  b(G2, k) for all k = 0, . . . ,
[p
2
]
.
If G1  G2 and there exists k such that b(G1, k) > b(G2, k) then we write G1 
G2.
Gutman [2] introduced this quasi-order relation in order to compare the energies
of a pair of graphs. The energy of a graph G, denoted by E(G), is defined to be
the sum of the absolute values of the eigenvalues of A. It is well known that if G is
a bipartite graph, then the energy of G can be expressed by means of the Coulson
integral formula [3,5]
E(G) = 2
π
∫ ∞
0
x−2 ln

1 +
[ p
2
]∑
k=0
b(G, k)x2k

 dx,
which implies
G1 G2 ⇒ E(G1)  E(G2), (2)
G1 G2 ⇒ E(G1) > E(G2).
This increasing property of E have been successfully applied in the study of the
extremal values of the energy over a significant class of graphs. For instance, Gutman
[2] determines the trees with the maximal energy and minimal energy. Along this
line, we can see in [6] that among all graphs with a fixed number of vertices, the star
has minimal energy. Other results in this direction can be found in [7,9–12,15,16].
More recently, the extremal value problem of the energy for the class of hexagonal
systems (see [3,4] for details on this class of graphs) have appeared in the literature.
In [17,18], the authors determine the maximal and minimal energy in the class of the
hexagonal chains. A generalization to catacondensed systems can be found in [13].
The basic idea in [13, Theorem 2.2] is the following: let C be a regular hexagon and
A and B graphs with edges a0a1 and b0b1, respectively. Consider the graphs X and
Y shown in Fig. 1.
Note that Y is obtained from X by rotating B around its vertex b0, keeping A
fixed. It turns out that under this operation, X  Y.
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A natural question arises for general polygonal systems (i.e. finite connected plane
graphs without cut vertices, in which all interior regions are mutually congruent reg-
ular polygons): if C is a a general regular polygon, is X  Y ? In general, the answer
is negative. If C is a regular octagon, in Section 3 (Example 3.7) we present an
example where X and Y are not comparable. However, when C has 4n − 2 vertices
(n  2), a consequence of Theorem 3.1 shows that among all possible positions of
the graph B around the regular polygon C (keeping A fixed), the position opposed
to the edge a0a1 is the unique minimal graph with respect to the quasi-order defined
above. As a by-product, it is shown in Theorem 3.6, that in the class of polygonal
chains with h polygons of 4n − 2 vertices, the linear polygonal chain has minimal
energy.
2. Preliminaries
Given a graph G and an edge st of G, we denote by G − st (resp. G − s) the
graph obtained from G by deleting the edge st (resp. the vertex s and the edges
adjacent to it). Let Cs(G) and Cst (G) denote the sets of all cycles of G containing s
and st, respectively. The following relations between the characteristic polynomial
of G and the characteristic polynomials of G − s and G − st can be found in [14]:
G = G−st − G−s−t − 2
∑
C∈Cst (G)
G−C, (3)
G = xG−s −
∑
w∈Ns
G−s−w − 2
∑
C∈Cs (G)
G−C, (4)
where Ns denotes the set of neighbor vertices of s and x is the variable of the
polynomials.
In this section, A,B denote two disjoint graphs and a, b denote vertices in A,B
respectively. From (3) we have
Proposition 2.1. [8] Let X be the graph obtained from the union of A,B by adjoin-
ing the edge ab. Then
X = AB − A−aB−b.
As usual, we denote by Pn the path of order n. We also define Qn = Pn,Q−1 =
0 and Q−2 = −1. If we apply the above Proposition with A = a and B = Pn, we
obtain
Q0 = 1, Qn+1 = xQn − Qn−1, n  0. (5)
From this and induction on q we show that [1, p. 78],
Qp+q = QpQq − Qp−1Qq−1, p, q  0. (6)
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Proposition 2.2. If p + q = m + n, then
QpQq − QmQn = Qp−kQq−k − Qm−kQn−k
for all 0  k  min{p, q,m, n}.
Proof. By (6) we have,
Qm+n = QmQn − Qm−1Qn−1
and using (6) once again we obtain
QpQq − QmQn = Qp−1Qq−1 − Qm−1Qn−1.
The proof follows by induction. 
Proposition 2.3. Let G be a graph disjoint from A,B and let u, v two different
vertices of G. Let Y be the graph obtained from the union A ∪ G ∪ B by adjoining
the edges au, vb. Then,
Y = ABG − A−aG−uB − AG−vB−b + A−aB−bG−u−v.
Proof. It follows from repeated applications of Proposition 2.1. 
Remark 2.4. We shall use Proposition 2.3 in the following two cases:
(i) If G = Pn, then
Y = QnAB − Qn−1(A−aB + AB−b) + Qn−2A−aB−b.
(ii) If A = Pp and B = Pq then
Y = QpQqG − Qp−1QqG−u − QpQq−1G−v + Qp−1Qq−1G−u−v.
3. Quasi-ordering of polygonal chains
Suppose that A and B are bipartite graphs with edges a0a1 and b0b1, respectively.
Assume further that the edge a0a1 (respectively, b0b1) does not belong to a cycle of
A (respectively, B) of size 4s (s a positive integer). Then by [17, Lemma 6], we can
assure that the polynomials (j = 0, 1)
Aj =A − xA−aj + A−a0−a1 ,
Bj =B − xB−bj + B−b0−b1
are of the form[ p
2
]∑
k=0
αkx
p−2k, (7)
where α0 = 0, α1 < 0 and (−1)kαk  0 for k = 2, . . . ,
[p
2
]
.
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Fig. 2.
Let n  2 and C a regular polygon with 4n − 2 vertices. For every 2  l  n,
consider the graphs Xl and Yl shown in Fig. 2.
As we can see, Yl is obtained from Xl by rotating B around its vertex b0, keeping
A fixed. Using a similar argument as in [13, Lemma 2.1], we can show that∑
C∈C(2n+l−1,2n+l)(Xl)
Xl−C =
∑
C∈C(2n+l)(Yl)
Yl−C. (8)
Theorem 3.1. If Xl and Yl are the graphs shown in Fig. 2 then
(1) Xl − Yl = −B1[Q4n−4lA1 + Q4n−4l−1(A−a1 − A−a0)] for every integer
2  l  n;
(2) Yl − Xl+1 = −B0[Q4n−4l−2A1 + Q4n−4l−3(A−a1 − A−a0)] for every
integer 2  l  n − 1.
Proof
(1) We first apply Eq. (3) to the graph Xl and the edge (2n + l − 1, 2n + l):
Xl =Xl−(2n+l−1,2n+l) − Xl−(2n+l−1)−(2n+l)
−2
∑
C∈C(2n+l−1,2n+l)(Xl)
Xl−C. (9)
Next, we use part (ii) of Remark 2.4 to express
Xl−(2n+l−1,2n+l) and Xl−(2n+l−1)−(2n+l)
in terms of Hl (see Fig. 3)
Xl−(2n+l−1,2n+l)=Q22n−l−1Hl − Q2n−l−2Q2n−l−1Hl−a0
−Q2n−l−1Q2n−l−2Hl−b0 + Q22n−l−2Hl−a0−b0 (10)
and
Xl−(2n+l−1)−(2n+l)=Q22n−l−2Hl − Q2n−l−3Q2n−l−2Hl−a0
−Q2n−l−3Q2n−l−2Hl−b0 + Q22n−l−3Hl−a0−b0 .
(11)
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Consequently, substituting Eqs. (10) and (11) in (9) and bearing in mind Eq. (6), we
obtain
Xl =Q4n−2l−2Hl − Q4n−2l−3Hl−a0 − Q4n−2l−3Hl−b0
+Q4n−2l−4Hl−a0−b0 − 2
∑
C∈C(2n+l−1,2n+l)(Xl)
Xl−C, (12)
where by part (i) of Remark 2.4,
Hl = Q2l−4AB − Q2l−5(AB−b1 + A−a1B) + Q2l−6A−a1B−b1 ,
Hl−a0 = Q2l−4A−a0B − Q2l−5(A−a0B−b1 + A−a0−a1B)
+Q2l−6A−a0−a1B−b1 ,
Hl−b0 = Q2l−4AB−b0 − Q2l−5(AB−b0−b1 + A−a1B−b0) (13)
+Q2l−6A−a1B−b0−b1 ,
Hl−a0−b0 = Q2l−4A−a0B−b0 − Q2l−5(A−a0B−b0−b1
+A−a0−a1B−b0) + Q2l−6A−a0−a1B−b0−b1 .
Similarly, applying Eq. (4) to the graph Yl and the vertex 2n + l we obtain
Yl =xYl−(2n+l) − Yl−(2n+l)−(2n+l+1)
−Yl−(2n+l)−(2n+l−1) − 2
∑
C∈C(2n+l)(Yl)
Yl−C. (14)
By part (ii) of Remark 2.4 (see Fig. 4)
Yl−(2n+l)=Q22n−l−2Fl − Q2n−l−2Q2n−l−3(Fl−a0 + Fl−b1)
+Q22n−l−3Fl−a0−b1 , (15)
Yl−(2n+l)−(2n+l+1)=Q2n−l−3Q2n−l−2Fl − Q2n−l−4Q2n−l−2Fl−a0
−Q22n−l−3Fl−b1 + Q2n−l−4Q2n−l−3Fl−a0−b1 (16)
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and
Yl−(2n+l)−(2n+l−1)=Q2n−l−3Q2n−l−2Fl − Q22n−l−3Fl−a0
−Q2n−l−4Q2n−l−2Fl−b1
+Q2n−l−4Q2n−l−3Fl−a0−b1 . (17)
Substituting (15), (16) and (17) in (14), together with Eqs. (5), (6) and the fact
that Q1(x) = x, gives
Yl =Q4n−2l−3Fl − Q4n−2l−4Fl−a0 − Q4n−2l−4Fl−b1
+Q4n−2l−5Fl−a0−b1 − 2
∑
C∈C(2n+l)(Yl)
Yl−C, (18)
where again by part (i) of Remark 2.4,
Fl = Q2l−3AB − Q2l−4(AB−b0 + A−a1B) + Q2l−5A−a1B−b0 ,
Fl−a0 = Q2l−3A−a0B − Q2l−4(A−a0B−b0 + A−a0−a1B)
+Q2l−5A−a0−a1B−b0 ,
Fl−b1 = Q2l−3AB−b1 − Q2l−4(AB−b0−b1 + A−a1B−b1) (19)
+Q2l−5A−a1B−b0−b1 ,
Fl−a0−b1 = Q2l−3A−a0B−b1 − Q2l−4(A−a0B−b0−b1
+A−a0−a1B−b1) + Q2l−5A−a0−a1B−b0−b1 .
Since Eq. (8) holds, it follows from Eqs. (12), (13) and (18), (19), that Xl − Yl
can be expressed in terms of products of the characteristic polynomials of
A, A − a0, A − a1 and A − a0 − a1 (20)
and the characteristic polynomials of
B, B − b0, B − b1 and B − b0 − b1. (21)
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The coefficient of AB in Xl − Yl can be simplified by means of Proposition
2.2 and Eq. (6) as follows:
Q4n−2l−2Q2l−4 − Q2l−3Q4n−2l−3 =Q4n−4l+2 − Q1Q4n−4l+1
=−Q0Q4n−4l = −Q4n−4l .
Similarly, the coefficient of AB−b1 in Xl − Yl is
−Q4n−2l−2Q2l−5 + Q2l−3Q4n−2l−4 =−Q4n−4l+3 + Q2Q4n−4l+1
=Q1Q4n−4l .
In this way, we can find the coefficients of the 16 possible products of the char-
acteristic polynomials of (20) and (21) appearing in Xl − Yl . Note that the coeffi-
cients corresponding toAB−b0 ,A−a1B−b0 ,A−a0B−b0 andA−a0−a1B−b0
are zero. Hence, setting k = 4n − 4l we obtain
Xl − Yl =−QkAB + xQkAB−b1 + Qk+1A−a1B
−xQk+1A−a1B−b1 + Qk−1A−a0B − xQk−1A−a0B−b1
−QkA−a0−a1B + xQkAB−b1 − QkAB−b0−b1
+Qk+1A−a1B−b0−b1 + Qk−1A−a0B−b0−b1
−QkA−a0−a1B−b0−b1
=−B1(QkA − Qk+1A−a1 − Qk−1A−a0 + QkA−a0−a1)
=−B1(QkA1 + Qk−1(A−a1 − A−a0)).
(2) We can find an expression for Xl+1 by substituting l by l + 1 in Eqs. (12) and
(13). A similar argument as in (1) can be used now to show that
Yl − Xl+1 = −B0(Qk−2A1 + Qk−3(A−a1 − A−a0)). 
It is clear from the definition of “” that G1  G2 if and only if G1 − G2 is
a polynomial of the form (7). Hence, by setting l = n in part (1) of Theorem 3.1,
we obtain
Xn − Yn =−B1(Q0A1 + Q−1(A−a1 − A−a0))
=−B1A1
which implies Xn  Yn (compare with [13, Theorem 2.2]).
On the other hand, if we assume that A − a0 and A − a1 are cospectral graphs,
then parts (1) and (2) of Theorem 3.1 yield
Xl − Yl = −Q4n−4lB1A1 (2  l  n − 1)
and
Yl − Xl+1 = −Q4n−4l−2B0A1 (2  l  n − 1).
J. Rada, A. Tineo / Linear Algebra and its Applications 372 (2003) 333–344 341
Consequently, Xl  Yl  Xl+1. In this way, we have shown the following result.
Corollary 3.2. If Xl and Yl are the graphs shown in Fig. 2 then
Xn  Yn.
Moreover, if A − a0 and A − a1 are cospectral graphs then for 2  l  n − 1
Xl  Yl  Xl+1.
Remark 3.3. Corollary 3.2 states that when we “move” the graph B towards the
edge (2n, 2n + 1) (opposed to (a0, a1)), we obtain a decreasing sequence of graphs,
under the quasi-ordering defined above. Actually, by a symmetry argument, this re-
sult can be extended for values of l  n + 1. In fact, the dual statement of Corollary
3.2 is the following:
If Xl and Yl are the graphs shown in Fig. 2 then
Xn+1  Yn.
Moreover, if A − a0 and A − a1 are cospectral graphs then for n + 2  l  2n − 2
Xl+1  Yl  Xl.
In particular, among all possible positions of the graph B around the regular poly-
gon C (keeping A fixed), the position (2n, 2n + 1) is the unique minimal graph with
respect to the quasi-order defined above. That is to say, if A − a0 and A − a1 are
cospectral graphs then
Xl Yn, 2  l  2n − 1, (22)
Yl Yn, 2  l  2n − 2 (l /= n).
It is well known that among all hexagonal chains with a fixed number of hexagons,
the characteristic polynomial of the linear hexagonal chain is minimal with respect
to the quasi-order defined above ([17, Theorem 8], see also [13]). We next generalize
this result to polygonal chains. Let us first look at an example.
Example 3.4. Consider the decagonal chains with six decagons shown in Fig. 5. Ap-
plying relations (22) to the bold decagon shown in the figure, we obtain the ordered
sequence
D1  D2  D3  D4  D5.
As in the case of hexagonal chains, we can classify the polygons of a polygonal
chain according to the number and position of the adjacent polygons. Let P be a
polygonal chain with polygons of size 4n − 2. Note that each polygon C of P de-
termines a graph PC(A,B) of the form Xl or Yl (Fig. 2), where A and B are again
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Fig. 5.
polygonal chains (see Fig. 5). Following the terminology for hexagonal chains [4],
we have the following definition:
Definition 3.5. Let P be a polygonal chain with polygons of size 4n − 2 and C a
polygon of P. We say that C is an L2-polygon of P if PC(A,B) = Yn. C is an A2-
polygon if PC(A,B) = Xl or PC(A,B) = Yl (l /= n). Finally, C is an L1-polygon
if in PC(A,B), A or B reduces to an edge.
We denote by Ph,4n−2 the set of all polygonal chains with h polygons of 4n − 2
vertices. If P ∈ Ph,4n−2, we denote by a2(P ) the number of A2-polygons of P.
The unique polygonal chain P ∈ Ph,4n−2 such that a2(P ) = 0 is called the linear
polygonal chain, denoted by Lh,4n−2.
Theorem 3.6. If P ∈ Ph,4n−2 and P /= Lh,4n−2 then P  Lh,4n−2. Consequent-
ly, Lh,4n−2 is the polygonal chain with minimal energy in Ph,4n−2.
Proof. The proof is by induction on a2(P ). If a2(P ) = 1 then let C be the unique
A2-polygon of P. It follows that PC(A,B) = Xl or PC(A,B) = Yl (l /= n), where
A and B are linear polygonal chains. In particular, A − a0 and A − a1 are cospectral.
Consequently, by (22)
P  Yn = Lh,4n−2.
Assume that the result holds for polygonal chains P ′ such that a2(P ′) = k  1.
Let P be a polygonal chain such that a2(P ) = k + 1. We can order the polygons of
P as C1, . . . , Ch, where C1 and Ch are the two L1-polygons of P. Let Cj be the first
A2-polygon of P. Then PCj (A,B) = Xl or PCj (A,B) = Yl (l /= n), where A is a
linear polygonal chain. Since A − a0 and A − a1 are cospectral, then again by (22),
P  Yn. The result follows now by induction, due to the fact that a2(Yn) = k.
The second part of the statement is immediate consequence of relations (2). 
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Our next example shows that Theorem 3.6 does not hold for polygons of 4n
vertices.
Example 3.7. Consider the octagonal chains L3,8 and O shown in Fig. 6. Then
L3,8 = 1 − 60x2 + 878x4 − 3502x6 + 6055x8 − 5624x10
+3079x12 − 1024x14 + 203x16 − 22x18 + x20,
O = −72x2 + 852x4 − 3444x6 + 6018x8 − 5614x10
+3078x12 − 1024x14 + 203x16 − 22x18 + x20.
As we can see, these octagonal chains are not comparable.
Remark 3.8. We have shown in Corollary 3.2 and Remark 3.3 that Xn  Yn and
Xn+1  Yn, where A and B are bipartite graphs such that a0a1 (respectively, b0b1)
does not belong to a cycle of A (respectively, B) of size 4s (s a positive integer).
F1 F2
F3
F4
F5
Fig. 7.
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Consequently, it is possible to “linearize” more general polygonal systems when
each A2-polygon determines a graph of the form Xn or Xn+1. For example, the
polygonal systems Fi (i = 1, . . . , 5) shown in Fig. 7 satisfy
F1  F2  F3  F4  F5.
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