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CONDITION-SPECIFIC DIFFERENTIAL SUBNETWORK ANALYSIS  
FOR BIOLOGICAL SYSTEMS 
 
Biological systems behave differently under different conditions. Advances in 
sequencing technology over the last decade have led to the generation of enormous 
amounts of condition-specific data.  However, these measurements often fail to identify 
low abundance genes/proteins that can be biologically crucial. In this work, a novel text-
mining system was first developed to extract condition-specific proteins from the 
biomedical literature. The literature-derived data was then combined with proteomics 
data to construct condition-specific protein interaction networks. Further, an innovative 
condition-specific differential analysis approach was designed to identify key differences, 
in the form of subnetworks, between any two given biological systems.  
The framework developed here was implemented to understand the differences 
between limb regeneration-competent Ambystoma mexicanum and –deficient Xenopus 
laevis. This study provides an exhaustive systems level analysis to compare regeneration 
competent and deficient subnetworks to show how molecular entities inter-connect with 
each other and are rewired during the formation of an accumulation blastema in 
regenerating axolotl limbs. This study also demonstrates the importance of literature-
derived knowledge, specific to limb regeneration, to augment the systems biology 
analysis. Our findings show that although the proteins might be common between the two 
given biological conditions, they can have a high dissimilarity based on their biological 
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and topological properties in the subnetwork. The knowledge gained from the 
distinguishing features of limb regeneration in amphibians can be used in future to 
chemically induce regeneration in mammalian systems.  
The approach developed in this dissertation is scalable and adaptable to 
understand differential subnetworks between any two biological systems. This 
methodology will not only facilitate the understanding of biological processes and 
molecular functions which govern a given system but also provide novel intuitions about 
the pathophysiology of diseases/conditions. 
  Xiaowen Liu, PhD, Chair 
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CHAPTER ONE: INTRODUCTION 
Overview of the Problem 
Systems biology was introduced in 2001 as a framework to study the behavior 
and relationships between different entities of a biological system [1]. The last fourteen 
years have seen tremendous progress in this field, leading to a paradigm shift in 
biology—from being a descriptive science to a predictive science. In the 20th century, 
reductionism dominated the research in biology. It was based on the “divide and 
conquer” policy and hence focused on identification of smaller, simpler solutions of a 
complex biological system. This approach was largely successful in providing 
information about several biological processes and molecular functions and also resulted 
in finding cures for several diseases, especially metabolic disorders. However, for 
complex diseases such as cancer, this approach has not succeeded and as more data is 
being collected, it has become clear that the complexity of a biological system is greater 
than the mere sum of its individual parts [1-4]. 
With the advent of sequencing technologies, enormous amounts of data are being 
generated and deposited in public repositories such as the Gene Expression Omnibus [5]. 
High throughput measurements are an important source of large and heterogeneous 
biological information such as genomics, transcriptomics, proteomics, interactomics, and 
variant data. However, high throughput measurements often fail to identify low abundant 
genes/proteins which can be biologically crucial [6, 7]. Biomedical literature or 
publications are the most comprehensive resource of the knowledge amassed in this 
discipline. This collection can hence be used to extract the “missing” knowledge (not 
obtained by high throughput analysis). Since it is hard for scientists to manually keep up 
with this exploding amount of biomedical literature, text mining or automated retrieval of 
knowledge from biomedical literature has gained more importance over the last few 
years. Text mining has its strengths and weaknesses, the most common weakness being 
the noisy and unspecific data generated as a result of natural language processing. It is 
important to develop effective and efficient information retrieval techniques to 
circumvent the problem of noisy data. 
An important issue that needs to be addressed during automated information 
retrieval is content-focused querying. Any particular biological entity is often discussed 
2 
 
in sufficient detail in a given article. However, the traditional text mining approaches 
usually discard these content-specific details and return a subset of documents which 
contain the keywords specified by the user. This results in generation of a lot of false-
positives or noisy data. For example, from a sentence like “collagen deposition is 
suppressed during limb regeneration, so we investigated collagen deposition and apical 
epithelial cap (AEC) formation during axolotl limb regeneration,” biological features 
such as appendage (limb), biological process (regeneration), tissue (AEC), and organism 
(axolotl) are usually ignored by keyword retrieval methods (unless these were specified 
as keywords). Such biological features are crucial to defining and understanding the 
concept/context of an article. Several document clustering or text categorization 
approaches have been used to cluster the documents based on context. However, these 
approaches either suffer from the problem of high dimensionality and hence cannot be 
applied to large collections such as PubMed [8, 9] or are based on ontologies such as 
Medical Subject Headings (MeSH) [10] which are not always up to date and can generate 
a high number of false positives. The performance evaluation of these methods has 
suggested that it varies based on the domain/field under investigation [8]. 
Systems biology models can be used to logically integrate the knowledge (such as 
genes/proteins) extracted from context-specific text mining and high throughput 
measurements. This approach can build the foundation to integrate several datasets in an 
attempt to better understand complex biological systems. Network analysis has found  
application in several areas ranging from electrical circuits to social networks. It is also 
now being extensively used to study the inter-relations between different molecular 
components of a biological system [11]. Most of the work in network biology has 
focused on static networks. Static networks however merely represent the state of a 
system at any given point and cannot be used to make predictions about network 
behavior. As described by Hiroki Kitano [4], one of the pioneers in systems biology:  
“Although such a diagram represents an important first step, it is analogous to a 
static roadmap, whereas what we really seek to know are the traffic patterns, why such 
traffic patterns emerge, and how we can control them.”  
One of the key challenges then is to understand how the networks change with 
different states of a system. In other words, it is critical to understand the network 
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dynamics or “rewiring.” Biological systems behave differently under different conditions 
and network comparisons such as between disease and normal state can offer novel 
intuitions into the pathophysiological process of a disease and also suggest 
biomarkers/drug targets for the same. This can also help formulate a novel hypothesis 
about the change in the biological processes, and regulation patterns across different 
conditions. 
Limitations of the Present Approaches 
Several studies have been performed for context-specific mining and network 
comparisons in the biomedical domain (as described in the Background section of this 
thesis). However, the following are some of the pitfalls in current studies: 
1. Most importantly, to our knowledge none of the studies so far has logically integrated 
context-specific text mining and high throughput datasets in a systems biology 
framework to compare subnetworks across different biological conditions for target 
discovery. Most of the studies have either focused on information retrieval techniques 
or systems biology analysis on high throughput measurements alone. In our opinion, 
information retrieval, information extraction, and downstream analysis through 
systems biology together can help formulate biologically meaningful hypotheses to 
identify new targets or to understand the pathophysiology of complex biological 
systems. 
2. The present work in document clustering or context based information retrieval 
suffers from the “curse of dimensionality” and hence cannot be used to cluster a large 
set of documents. The current approaches also generate a lot of false positives and the 
performance of a given method is highly dependent on the field/domain. 
3. Although a great deal of work has been done in the identification of functional 
modules and network analysis, not enough work has been done to identify 
functionally differential components by comparing subnetworks/networks between 
biological systems.  The current network comparison algorithms are focused on either 
the local or global alignment of networks with respect to sequence- or structure-based 
similarity between the network nodes. These approaches are suitable to find the 
common structures between networks so as to establish phylogenetic relationships but 
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are not capable of identifying the functionally differential subnetwork components 
between the two conditions. 
4. Network directionality has not been considered in most of the current network 
comparison approaches, which is critical to understanding the regulatory mechanisms 
and both the downstream and upstream effectors of a process. 
5. Existing tools like Ingenuity Pathway Analysis (IPA) [12], MetaCoreTM from 
GeneGO [13] also perform enrichment analysis, however their enrichment is 
restricted to the use of either the function or pathway information and they do not 
integrate condition-specific data from the biomedical literature. These tools have 
built-in algorithms to generate a list of important networks in a biological condition 
but do not contain effective differential network comparison algorithms. Moreover, 
these are commercial software tools and not freely available public tools. 
6. Network comparisons have been done based on either topology or coexpression 
networks from high throughput datasets. Each has its own limitations—for instance,  
topology alone might not be able to identify biologically relevant information while 
high throughput datasets often fail to identify genes/proteins with relatively low 
expression level. 
Summary of the Methodology 
The methodology for the systematic subnetwork comparison between biological 
conditions developed in this study can be broadly categorized into three steps: 
integration, filtration, and analysis. Briefly, an innovative algorithm was designed to 
mine the condition-specific (or context-specific) knowledge from the biomedical 
literature which and integrate it with the high throughput data. This information was used 
to construct protein interaction networks which were filtered using a rule based novel 
algorithm to generate subnetworks, based on both the topological (interaction profile) and 
biological parameters such as molecular class, expression, literature relevance, function 
and pathway information. A unique subnetwork comparison algorithm to identify 
differential subnetworks then analyzed subnetworks between two conditions. This 
algorithm, unlike current approaches, also considered the direction of interaction between 
the proteins on the subnetworks.  
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This framework described above was implemented to understand the difference 
between the limb regeneration competent system of Ambystoma mexicanum (axolotl) and 
the limb regeneration deficient system of adult Xenopus laevis froglets.  Proteomics data 
from the amputated limbs of both systems at multiple time points was used as the high 
throughput data in this study. The context-specific information retrieval method was then 
used to retrieve regeneration-specific articles. Proteins extracted from these relevant 
articles and proteomics data proteins were used to build protein interaction networks for 
the limb regeneration-competent and -deficient systems. The novel subnetwork 
comparison algorithm was further used to identify the most differential growth factor 
(GF), transcription factor (TF) and extracellular matrix (ECM) protein subnetworks in 
these conditions. This led to the generation of a hypothesis to suggest potential protein 
targets which can be instrumental in conferring limb-regeneration ability on Ambystoma 
mexicanum. A similar condition-specific data mining methodology was applied in order 
to understand the segment defect regeneration across a critical size defect. The key GFs 
identified by this study were validated in the biology laboratory and yielded positive 
results, thus demonstrating the efficiency of the approach developed. 
The approach developed in this dissertation is scalable and adaptable to 
understand differential subnetworks between any two biological systems. This 
methodology will not only facilitate the understanding of biological processes and 
molecular functions which govern a given system but also provide novel intuitions about 
the pathophysiology of diseases/conditions. 
Significance 
This approach is expected to increase general understanding about the underlying 
mechanisms of a biological condition. As an example, a comparison between the 
regeneration-competent and –deficient system provided insight into the complex 
mechanisms which confer regeneration ability on urodeles as compared to adult anurans. 
The knowledge gained from the distinguishing features of limb regeneration at systems 
level in amphibians can then be used to chemically induce regeneration in mammalian 
systems. These mechanisms can also be further analyzed to understand why humans are 
not capable of regenerating complex tissues. Hence, significant targets might be 
identified which in future can be used to confer this ability in humans. Similar analysis 
6 
 
can also be performed to distinguish other biological systems—such as performing a 
comparison between different types of cancer in order to provide intuitions about the 
pathophysiological processes of cancer. 
Innovation  
1. The novel bibliomics methodology proposed in this study identified context-specific 
data from the biomedical literature. Traditional text mining approaches lack in the 
identification of large-scale context-specific information from the text. This approach 
was used to identify limb regeneration-specific articles from a set of approximately 
200,000 documents—which is higher than any of the currently available methods. 
The approach developed here achieved a Mathew’s Correlation Coefficient (MCC) 
score of 0.92 and is easily scalable to a much higher number of articles.  
2. An innovative rule based algorithm was developed to identify subnetworks from a 
global context-specific biological network. This algorithm used both the biological 
and topological properties of proteins on the network.  
3. To our knowledge, this is the only functional and molecular class based differential 
subnetwork analysis which includes directed protein interactions between proteins 
mined from condition-specific literature and high throughput experiments.  
4. Systems biology approaches have not been applied yet to study the limb regeneration 
system and the present studies have not been able to confer regeneration-competence 
upon the deficient mammals. We propose a novel way to analyze the regeneration 
system so as to discover the governing molecules and mechanisms of limb 
regeneration in axolotl.  
5. In a screen of growth factor combinations (identified by text mining and systems 
biology) and protein extracts of axolotl whole limb and regeneration blastema tissues, 
we found that a combination of BMP-4 and HGF, as well as limb tissue protein 
extract, but not blastema extract of amputated limbs, stimulated skeletal regeneration 
across 50% segment defects when delivered by a pig small intestine submucosa (SIS) 
scaffold.    
6. There is enough evidence to indicate that regenerating cells show stem cell-like 
characteristics. Hence, we believe that the regeneration mechanisms unraveled here 
will also help in the progression of stem cell research and medicine. 
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CHAPTER TWO: BACKGROUND 
Bibliomics 
Text mining refers to the discovery of novel patterns by automatically extracting 
information from text. This usually involves “connecting the dots” or different pieces of 
information from text and linking them together to derive a meaningful, testable 
hypothesis [14]. Within the domain of text mining, the bioinformatics discipline which 
deals specifically with the structural and semantic analysis of the vast biomedical 
literature is generally referred to as bibliomics. The advancement of new high throughput 
technologies and research capabilities in the last decade have contributed to the 
exponential growth of biomedical literature [9]. As a result, bibliomics has gained more 
importance over the last few years. The ultimate goal of bibliomics is to make relevant 
judgments about new targets to help in progression of basic science and drug discovery.  
Biomedical Literature 
Biology has often been referred to as a knowledge-based science—unlike 
chemistry and physics that can be defined by laws and mathematical equations. There is a 
huge amount of biological data (especially with the advent of current genomics 
platforms) available for the research community. However, this data is complex, volatile, 
and heterogeneous [15, 16].  PubMed, a resource developed and maintained by the 
National Center for Biotechnology Information (NCBI), provides free access to over 24 
million citations and abstracts in the biomedical literature [17]. In addition to PubMed 
there are several other data resources available from NCBI and the European 
Bioinformatics Institute (EBI) for biomedical and genomic information [18, 19]. Several 
other initiatives have been taken by different research groups and institutions for 
organization of biological information such as, but not limited to, UniProt [20], the 
Human Protein Reference Database (HPRD) [21], and BioGRID [22].  
Information Retrieval 
Information retrieval (IR) or obtaining relevant information from a large 
collection is typically the first task in text mining. Although PubMed provides the 
interface for querying the most comprehensive resource for the biomedical literature, 
users are often overwhelmed with the long list of results. It has been previously shown 
that over one-third of the searches on PubMed yield 100 or more documents [23]. The 
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strategy for IR in PubMed uses automatic term mapping (ATM) for a given query. 
Briefly, the terms in a query are searched in several lists in the following order: MeSH 
terms, journal names, and author names. If there is a match in any list, mapping stops and 
the matched terms and query terms are searched in the “All Fields” of PubMed. If there is 
no match, PubMed builds a Boolean query with the query terms and searches in the “All 
Fields” [24]. Query expansion methods like the one used in PubMed and other methods 
such as retrieval feedback aim to increase the search accuracy [25]. However, some 
research suggests an improved performance while others suggest no improvement in 
retrieval by using the query expansion methods [26]. The accuracy of these methods 
varies with topics, the most common issue being the increased number of false positives. 
Since the users searching PubMed are usually interested in more specific hits to their 
domain, the value of query expansion to the end user is questionable [27]. 
Document Similarity 
Document similarity is very crucial for the purpose of IR and several methods 
have been investigated which aim to improve the ranking of the search results so that 
similar documents (in relation to the query) rank higher [28, 29]. Text REtrieval 
Conferences (TREC) have been a significant part of this effort including their genomics 
track which ran from 2003-2007 [30, 31]. The methods used for ranking the retrieved 
documents are generally derived from two earlier publications on vector space models or 
probabilistic models [28, 32]. MedlineRanker uses supervised learning to identify the list 
of discriminative words (nouns in a set of known documents) by using a linear Naïve 
Bayesian classifier. This method can rank a maximum of the 10,000 most recent articles 
in PubMed, related to the initial set of known domain-specific documents [33]. Several 
other features such as MeSH terms, Unified Medical Language System (UMLS) 
concepts, gene ontology (GO) terms, author names, journals, year of publication have 
been used by tools such as XplorMed, Multi-document clustering system for Biomedicine 
(McSyBi), and GOPubmed to improve the performance of IR in biomedical literature 
[34-37]. Alibaba, PubMed-EX, Information Hyperlinked over Proteins (iHOP), and 
EBIMed identify biomedical entities such as proteins, genes, drugs, diseases, etc. and 
then compute their co-occurrence in a sentence [38-41]. The method employed in 
Publication Network Graph Utility (PubNet) uses articles, authors, genes, or MeSH terms 
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or location as nodes on the network [42]. The Relevance Feedback Search Engine for 
PubMed (RefMed) and MiSearch are examples of methods based on user feedback [43, 
44]. RefMed uses learning to rank algorithms and Rank Support Vector Machines 
(RankSVM) to learn relevant documents based on user feedback [43]. The different 
methods to enhance IR in biomedical literature have been summarized effectively by 
Zhiyong Lu [9]. 
The different document similarity approaches in the biomedical domain can be 
broadly classified into: text-based, citation-based, and hybrid approaches [8]. The text-
based approaches use a natural language processing toolkit such as tf-idf (term 
frequency-inverse document frequency) to identify parts of text (words or phrases) which 
can be used for document clustering. Citation-based approaches are based on the concept 
that similar articles must have similar bibliographic information. Hybrid approaches 
integrate both text and citation -based methods. Performance results of these approaches 
are domain/field specific and hence there is no consensus on the best performing method.  
Document Clustering 
Document clustering or text categorization groups similar documents to provide 
relevant results for a users’ query.  Document clustering is often limited to a small set of 
documents since it suffers from the “curse of dimensionality.” Most of the approaches for 
document clustering follow a vector space model to represent the important words from 
the text and hence suffer from the problem of high dimensionality [45]. Several different 
machine learning or statistical approaches have been employed for document clustering 
such as Bayes probability distribution [46], neural networks [47], nearest neighbor 
classification [48], decision trees [49], etc.  
One of the first and most well recognized studies that described document 
clustering on biomedical data, TextQuest, was based on creating a fixed length array bit 
vector representation of important words (identified by tf-idf and frequency distribution) 
for each document and then using k-means unsupervised clustering to cluster the 
documents. A final set of representational terms of a cluster were identified by using log-
odds ratio [50]. This work has been extended as BioTextQuest and more recently as 
BioTextQuest
+
 [51, 52]. Although the fundamental principles are the same as in the 
initial study, it uses better stemming and clustering algorithms. In the most recent 
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version, queries can be made on both PubMed and Online Mendelian Inheritance in Man 
(OMIM) resources—it also enables extraction of biological entities such as genes and 
proteins from the relevant document clusters. The recent versions also support better 
visualization of results such as tag clouds of overrepresented terms [53].  Several other 
approaches have taken advantage of ontologies such as MeSH to cluster articles in the 
biomedical literature [54-57]. The use of ontologies reduces the burden of dimensionality 
as well as proves to be an effective way to deal with synonyms. However, most of these 
approaches work only on a small set of documents and results vary based on the 
field/domain being investigated. The study by Boyack et al is the most comprehensive 
evaluation of different text-based document similarity measures for document clustering 
such as tf-idf, latent semantic analysis, topic modeling, self-organizing maps, and 
Poisson-based methods [8]. In their study, they found PubMed Related Article search 
algorithm (PMRA) [58] and BM25 [59] perform the best. 
The PubMed Related Article (PMRA) search algorithm and BM25, both use 
Poisson distribution for calculating term-weight. However, there are fundamental 
differences between these two approaches. The main goal of PMRA is to identify 
“relatedness” of documents rather than “relevance” as estimated by BM25.  The retrieval 
model employed in PMRA is used to populate the related articles in the right hand panel 
of PubMed. The derivation of Poisson parameters in these two models has important 
differences especially in the definition of “elite” vs. “non-elite” distributions. PMRA 
method also accounts for document length since identification of related documents uses 
the entire document as a query and so query length normalization plays a significant role 
in the model. PMRA is a topic based content similarity model which uses MeSH terms, 
title, and abstract words to determine concept based term frequencies [58, 60]. 
Biomedical Ontologies 
Ontologies provide a computational framework to help in the structural and 
semantic classification of biological data. Ontologies help tremendously in the storage, 
representation, and dissemination of biological information [15, 16]. Some well-known 
ontologies in the biomedical domain are: GO[61], UMLS [62], MeSH [10], and 
Systematized Nomenclature of Medicine - Clinical Terms (SNOMED CT) [63]. The 
National Center for Biomedical Ontology (NCBO) maintains a repository of biomedical 
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ontologies that can be accessed programmatically or through a web-based resource called 
BioPortal [64, 65]. A similar effort is the ZOOMA, which uses the Experimental Factor 
Ontology (EFO) available from EBI [66].  
NCBO BioPortal provides the most comprehensive collection of biomedical 
ontologies. At present, it contains 393 ontologies with 5,299,586 classes. This can be 
easily used to build tools and web services to solve specific problems in the biomedical 
domain. Such ontologies facilitate translational work in biomedicine by allowing a 
semantic integration of biological terms. Ontologies make it possible to draw correlations 
between different biological entities such as diseases, proteins, etc.  
Ontologies in BioPortal can be searched in many different ways, including the 
standard tree based search, or queried programmatically through web services [64]. The 
“Mapping” functionality allows the user to search if there are shared terms between two 
or more ontologies to facilitate direct comparisons. The “Recommender” and 
“Annotator” are two very useful tools for natural language processing of the biomedical 
text. The “Recommender” service takes the text documents (such as abstracts of articles) 
or keywords as input and suggests the most appropriate ontologies related to the text. It 
also provides a ranking of the ontologies based on coverage, connectivity, and the 
number of concepts in ontologies [67]. NCBO “Annotator” is the most widely used tool 
which takes the text as input and returns matched terms from ontologies. The user can 
select direct or hierarchical matching to the ontology concepts and the ontologies to use 
can be specified as well [68]. NCBO “Resource Index” is another useful tool which 
relates the ontology concepts with the metadata from the online data resources such as 
ArrayExpress. It can be linked with the output of Annotator to identify useful online 
resources related to the matching ontology concepts from the text [69]. 
The condition-specific data mining algorithm developed in this study used the 
ontologies specific to a biological domain to first build a list of concept terms. These 
terms were then used to retrieve condition-specific documents from which proteins were 
extracted and classified as literature-derived condition specific proteins. We believe that 
the work done here is scalable to multiple biological domains, is more specific (concept 
list is different and consists of terms specific for each biological domains since it is built 
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on a known set of positive articles from that domain), and is capable of processing a 
much higher number of documents as compared to the current studies. 
Systems Biology 
Topology of Biological Networks 
A biological network is modeled as a directed or undirected graph, with a set of 
nodes (proteins, genes, etc.) and edges (interactions between the nodes). These graphs 
can be weighted or unweighted on both nodes and edges. Different network analysis 
algorithms are now available to understand biological networks. Most of these analysis 
algorithms are based on topological parameters such as degree, eccentricity, closeness, 
radiality, etc. Degree is the number of nodes directly connected to a given node and so a 
node with high degree has many connections and many researchers use it as a measure by 
which to assign significance. Eccentricity refers to the reciprocal of the direct path from a 
given node to the farthest away node on the network and so a high eccentricity value for a 
node implies that it is close to all other nodes. Closeness, like eccentricity defines how 
close a node on the network is to all the other nodes. Radiality compares the direct paths 
of a node with the longest direct path in the network which is the network diameter. A 
high value of radiality implies how central a node is in the network [4, 70-76]. It has been 
established that biological networks are scale-free networks and not random. In scale-free 
networks, the degree of a network approximates to a power law             where   is 
found to be less than three. In other words, biological networks have a small number of 
hub nodes and most of the other nodes have fewer connections[77].  
Topological properties can be analyzed at both local and global levels. The local 
topological measures only consider the direct neighborhood of a node while global 
measures consider the entire network.  Cytoscape is free network visualization software 
which provides access to several plugins capable of estimating topological scores for the 
network. The latest version of Cytoscape (3.1) has a built-in feature,  “Analyze 
Networks,” which can be used to perform simple topological calculations [78]. 
CytoHUBBA is an example of a well-known Cytoscape plugin which has the capability 
to analyze both local and global measures of topology [79]. 
Topological parameters usually vary in their capability to identify essential genes. 
Even though the identification of essential genes worked in organisms like yeast, they are 
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much less complex. The key molecules (or essential nodes) identified by such parameters 
usually tend to be hub nodes (high degree nodes) which are not necessarily biologically 
significant. Hub nodes might not be specific to a condition since most of them are found 
to be the regulators of multiple processes even in a normal state. Moreover, targeting 
such genes also increases the lethality of an organism and hence they cannot be used as 
potential key targets to induce a response or even as drug targets. It is important to infuse 
biological knowledge into node ranking so that the condition-specific targets can be 
identified.  Recently, Dezso et al focused on incorporating the connectivity profile with 
biologically relevant information (such as gene expression) to identify important nodes in 
the network. Their approach ranked the nodes based on the connectivity of a given node 
with genes from expression data. The hub nodes that were not connected to the genes 
from expression were given a low score despite the large number of connections. The 
nodes which connect most of the genes from expression data were ranked higher by this 
methodology [80].  
Modules and Motifs 
Biological networks can be analyzed in a top down fashion or a bottom up 
fashion. The latter involves the use of subgraphs for the analysis and interpretation of 
biological data. It is known that several biological networks have a high clustering 
coefficient which in turn indicates presence of motifs [76, 81]. Motifs are statistically 
overrepresented, highly interconnected subgraphs with a distinct pattern such as 
triangular motifs, which form the feed forward loops in the regulatory networks [82-85]. 
It has also been observed that these motifs are evolutionarily conserved such as in the 
yeast protein interaction network [86-88]. Many other motifs have been studied such as 
autoregulation, single input module, dense overlapping regulons, and feedback loops [89, 
90].  
A module is a type of subgraph (or subnetwork) with a highly interconnected 
group of nodes which work together to result in a definite function [76]. Modules in 
biology were first studied using the genomics or proteomics data where genes/proteins 
were clustered based on their expression and hence coexpression modules were generated 
[91-93]. It became clear that these coexpression modules were also functionally related 
and several studies have been done to identify functional modules in the data based on 
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several properties such as network topology, phenotypic data, expression, gene ontology, 
pathway information, etc. [94-100]. Modules are known to be present in metabolic, 
protein-protein interaction, signaling and regulatory networks. However, it should be 
noted that module detection methods are highly ambiguous and predict different modules 
for the same dataset [76]. Often times these module detection algorithms also miss 
properties of a network, such as directionality.  
Network Comparison 
Network alignment aims to find a common subgraph among the input networks. 
Like sequence alignment, network alignments can be used to establish evolutionary 
relationships, ortholog predictions, annotating the protein functions for relatively less-
studied species, and to understand the biological processes in a cell. The network 
alignment problem can be either defined as a local or global network alignment. Local 
network alignment is commonly used to find regions or small subnetworks or pathways 
that are conserved in species. It can also refer to identification of modules with high 
functional similarity across species. Global network alignment on the other hand aims to 
find the region of maximal similarity among the given networks. Global alignment aims 
to map every node in the smaller network uniquely with exactly one node in the larger 
network. Although the local alignments create ambiguity since one node can map to more 
than one node in other networks, local alignments are more consistent in identifying 
functionally conserved regions of similarity between species and are computationally 
more tractable  [101, 102].  
Coexpression networks coupled with several statistical techniques such as 
singular value decomposition, Pearson correlation or biological datasets such as 
phenotypic, transcription regulation, and promoter data have also been extensively used 
for the purpose of network comparison [103-110]. Coexpression networks are believed to 
identify groups of differentially regulated genes or modules usually belonging to a 
particular biological process or function [111-113]. One of the most fundamental works 
in this domain by Segal et al was to identify coregulated genes for different conditions in 
yeast. Two different sets of data were used for this purpose: yeast microarray data and the 
data for regulatory programs in yeast. The genes from expression data were assigned to 
modules based on probabilistic graphical models which matched the expression of genes 
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with the expression profiles of transcription factors such that the TF expression profile 
could explain the expression pattern of genes in the module [114]. The importance of 
identifying subnetworks over individual genes has been clearly shown in the work in 
which subnetworks were used to classify breast cancer metastasis. In this study, the 
values of gene expression from two well-known cohorts of breast cancer patients were 
overlaid on protein interaction networks and patterns with high discriminative metastasis 
potential across patients were searched. The study showed that network based 
classification was more accurate in predicting metastasis in breast cancer.  [115]. Some 
other methods also used for network comparison are topological comparisons based on 
degree [116-119], clustering coefficient [116], path length [116], and centrality [116, 
119-121], protein structure based comparisons [122-124], and dynamic Bayesian models 
[125]. 
Network comparison methods in biology have been mainly used to establish 
evolutionary relationships or to create phylogenetic trees from protein interaction 
networks. Since global network alignment is computationally intractable; most of the 
studies either used some heuristic method to identify an optimal alignment solution or 
they sought to identify smaller conserved regions in these networks (motifs, modules, or 
subgraphs) [102, 126-145] . Some approaches also used metabolic networks instead of 
protein interaction networks to establish evolutionary relationships [146-150]. 
Traditionally, functional annotation of unannotated proteins was based on amino acid 
sequence similarity alone. Currently, several homology-based approaches are being 
followed, of which similarity in protein networks (determined using network comparison) 
has become the method of choice for protein annotation [126, 151-155].  
The differential subnetwork analysis work in this thesis is based on comparing 
both the biological as well as the topological properties of a specific molecular class of 
proteins (such as GFs, TFs etc.) to identify significant differential subnetworks. These 
properties are specific for a given condition and so we believe that our method is more 
robust and consistent for identifying differential components between the biological 
systems and for highlighting the physiological mechanisms between the different 
conditions. We have demonstrated this by unraveling the differential components that 
confer limb regeneration ability in axolotls. 
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Limb Regeneration 
Two hundred fifty years after Lazzaro Spallanzani first demonstrated the 
regeneration of amputated newt limbs [156], we still do not fully understand the 
mechanisms of this process. The recent breakthrough of converting human adult somatic 
cells in vitro to embryonic stem cells has made the prospect of a regenerative medicine 
seem well within our grasp. Current thinking in regenerative medicine envisions the 
derivation, from autogeneic somatic cells, of pluripotent cells that can be directed to 
differentiate into transplantable replacements for cells destroyed by injury or disease 
[157].  Beyond this, however, is another goal, the chemical induction of regeneration 
directly at the site of tissue damage [158].  Achievement of this goal will require a deep 
understanding of the molecular components, networks and pathways that characterize 
regenerative competence.   
Urodele Limb Regeneration 
With the exception of cervid antlers [159, 160],  terminal phalanges of humans 
and rodents [161-163], and ear tissue of certain strains of mice and rabbits, [164, 165], 
mammalian appendages do not regenerate after amputation. Urodele (axolotls, 
salamanders and newts) amphibians, which regenerate amputated limbs perfectly 
throughout larval and adult life, provide a research model that lends itself well to 
furthering our understanding of this process. Urodele limbs initiate regeneration by the 
formation of a blastema, a limb bud-like structure composed of undifferentiated 
progenitor cells. Blastema cells originate by a reverse developmental process in which 
the tissue matrix near the amputation plane is degraded by proteases, releasing both 
mature cells that are reprogrammed to a mesenchymal stem cell-like state, and muscle 
stem cells (satellite cells) [166-169].  The liberated cells migrate under the wound 
epidermis to form an avascular accumulation (also called early bud) blastema [170-172]. 
Once formed, the accumulation blastema is enlarged to the medium bud stage and beyond 
by a marked increase in mitosis [173-179].  Sustained mitosis of blastema cells, but not 
dedifferentiation, is dependent on factors from the wound epidermis [177] and 
regenerating nerves [180].  Histological [173, 174], cell marking [181, 182] and genetic 
marking [183] studies indicate that blastema cells derived from each tissue redifferentiate 
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into the same tissue, although some cells derived from the dermis differentiate into 
cartilage as well.       
Since the ability to form a blastema is what distinguishes urodele limbs from the 
limbs of most other tetrapod vertebrates that do not regenerate, or regenerate poorly, 
understanding the mechanisms that lead to blastema formation is crucial to understanding 
why urodele limbs regenerate, and why the limbs of other species do not.  In general, the 
reductionist approach has been to study the individual genes or proteins involved in 
biological processes. With the development of high throughput technology over the last 
decade, there has been a shift in this approach. The ability to obtain large scale omics 
data has led to the development of discovery approaches that interrelate the elements of 
biological processes to reveal networks and pathways of organization in a system [184].  
Very few studies so far have analyzed global gene or protein expression patterns during 
limb regeneration. In the axolotl Ambystoma mexicanum, expressed sequence tag (EST) 
resources have been developed [185] and transcription profiles of denervated vs. 
innervated limbs have been analyzed [186]. A number of studies have been carried out on 
protein synthesis and separation in regenerating urodele limbs.  Autoradiographic studies 
of C
14
 methionine, S
35
 thioamino acids or C
14
 leucine incorporation revealed intense 
protein synthesis throughout regeneration [187-192].  Several protein separation analyses 
have been carried out using one-dimensional or two-dimensional gel electrophoresis 
[193-196]. These resolved up to 800 individual proteins [195] and revealed differences in 
protein composition at succeeding stages of regeneration in normal [194, 195] and 
denervated limbs [193].  
Anuran Limb Regeneration 
Xenopus possesses the ability to regenerate lost limbs in early tadpole stages of 
development, but gradually loses the capability for regeneration as development 
proceeds, until it is lost completely in adults [197] . Nieuwkoop-Faber (NF) stage 51–53 
limb buds of the anuran Xenopus laevis also regenerate perfectly at any level of 
amputation. After NF stage 53, however, regenerative capacity becomes progressively 
hypomorphic and spatially restricted to progressively more distal levels, until by stage 56 
or 57 amputation at any level results only in the regeneration of a muscle-less, un-
segmented cartilage spike covered by an envelope of skin [198-200]. This spatiotemporal 
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restriction of regenerative capacity is correlated with the general proximal to distal 
ossification of skeletal tissues, although regeneration is slightly better when amputation is 
through the soft tissue of the joints [201]. Loss of regenerative capacity during limb 
development in Xenopus is due to intrinsic changes in limb tissues, as shown by the fact 
that grafting regeneration-competent blastemas to regeneration-deficient limb stumps 
and vice versa does not alter the regenerative capacity of the blastema [202, 203]. 
Xenopus studies have focused on subtractive hybridization [204]; microarray analysis 
[205] and proteomics [206] for molecular screening of limb regeneration.  
So we believe that regeneration-competent axolotl and -deficient Xenopus form 
excellent models to understand the differences between regeneration-competence and 
deficiency. 
Regeneration-Competence vs. -Deficiency 
The Xenopus and urodele limb regeneration blastema share some features. Both 
rely on nerve-dependent signals from the wound epidermis for their formation and 
growth [207-210]. Both express prx1, a TF that serves as an early marker of 
dedifferentiated cells [211, 212]. Most often, however, the Xenopus blastema is described 
as a “fibroblastema” or “pseudoblastema,” as opposed to the mesenchymal nature of the 
urodele blastema. Although one study [213] reported that the morphology and fine 
structure of the cells released by histolysis is similar in amputated urodele 
and Xenopus limbs, most studies suggest that, compared to the amputated urodele limb, 
histolysis is limited in the amputated Xenopus limb, there is little if any cellular 
dedifferentiation, progenitor cells are fibroblastic rather than mesenchymal, muscle 
satellite cells do not contribute to the fibroblastema, neurovascular invasion is sparser, 
and the AEC is thinner with a connective tissue pad between it and the underlying 
cells [198, 201, 208, 214, 215]. These features have been correlated with a shift in the 
response to amputation brought about by the maturation of the immune system as the 
tadpole differentiates and undergoes metamorphosis [216-218]. 
Defining the cellular and molecular basis of the contrast in regenerative ability 
between regeneration-competent and regeneration-deficient limbs is of great interest, 
because of the potential to identify factors associated with successful regeneration and/or 
the factors that inhibit it. Differences in transcript expression by amputated regeneration-
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competent Xenopus limb buds (stage 52/53) vs. regeneration-deficient limbs (stage 57 or 
froglets) have been reported for specific genes and for global gene arrays compiled by 
subtractive hybridization or microarray [219-222]. In particular, proximo-distal axial 
patterning genes such as Hoxa9, Hoxa11, and Hoxa13 are expressed by the 
fibroblastemas of Xenopus limbs, but their expression is not deployed in the proper 
spatiotemporal organization characteristic of regeneration-competent blastemas [223]. 
Furthermore, regeneration-deficient Xenopus blastemas fail to express shh, an important 
regulator of anteroposterior (AP) axial patterning in axolotl limb buds and blastemas 
and Xenopus stage 52 limb buds [222], a failure due to the epigenetic hyper-methylation 
of an enhancer sequence regulating shh expression [224]. These findings have led to the 
idea that faulty expression of patterning genes is the major cause of regenerative 
deficiency in Xenopus limbs [223]. The reasons why Xenopus limb patterning genes are 
not activated in their proper spatiotemporal pattern are unknown, but are likely due to an 
inability to activate and/or inhibit other processes necessary to the formation of a 
regeneration-competent blastema. 
Although extensive research has been carried out to understand how the blastema 
is formed and which molecular entities are crucial to regeneration, very little is known 
about the interactive pathways and networks that lead to blastema formation in an 
amputated limb. In this work, we used the limb regeneration system to implement 
condition-specific data mining and differential subnetwork algorithms to understand the 
differences between the blastema formation in regeneration-competent and -deficient 
systems and to identify the key molecules (GFs, TFs, and ECM proteins) which might 
confer the regeneration ability on axolotl.  
Same techniques (text mining followed by systems biology) were also used to 
identify the growth factors that might be used to stimulate regeneration across segmental 
defects. A biological screening was then done to identify a successful combination of 
growth factors. Of eleven growth factors identified by this method, a combination of two 
(BMP-4 and HGF) was shown to stimulate skeletal regeneration across 50% defects 
when delivered by a pig SIS scaffold. These results validated the efficacy of the 
methodology developed in this dissertation work for identification of the targets/key 
molecules in a biological system. 
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CHAPTER THREE: METHODS 
The focus of the work developed here was to carry out an exhaustive systems 
level analysis to identify the differential components of a biological system. In order to 
achieve this task, it was crucial to integrate the vast knowledge present in the biomedical 
literature with high throughput experiments such as proteomics. This enabled the 
identification of low abundance genes/proteins which are often undetected by the high 
throughput experiments. This approach was applied to the limb regeneration system. 
 Briefly, proteomics data from limb regeneration-competent axolotl and deficient 
Xenopus was collected at different time points. Novel algorithms based on ontology 
matching were designed to obtain a concept list (CL) containing the relevant terms for a 
limb regeneration. The CL terms were used for article prioritization and classification 
based on the weights assigned to each article by Poisson distribution. These condition 
specific articles were then used to extract proteins by using exact dictionary chunking. 
The literature-derived proteins were integrated with the proteins obtained from the 
proteomics data for each condition (regeneration-competent and deficient). Protein 
interaction networks were hence constructed for both axolotl and Xenopus. These 
networks were used to identify molecular class based subnetworks which were compared 
using an innovative rule based algorithm based on both the biological and topological 
properties of the proteins to identify differential subnetworks between regeneration-
competent and deficient systems. These differential subnetworks were also used to 
identify key targets of limb regeneration. Biological validation was carried out to show 
that key targets identified by such approach can be used to induce regeneration across a 
critical size defect. The following sections will describe each component of the 
methodology in-detail. 
Although this methodology was implemented on limb regeneration, it can be used 
to compare any two biological systems in future. Figure 1 represents the overall 
methodology using breast cancer (condition 1) and colon cancer (condition 2) as an 
example. The goal of this pipeline then will be to discover differential components (in the 
form of subnetworks) between breast cancer and colon cancer. In other words, using this 
pipeline a researcher will be able to answer, what makes breast cancer different from 
colon cancer in terms of the interconnected genes/proteins?   
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Figure 1. Overall methodology 
Proteomics 
Sample Preparation 
A total of 5 pools of tissue each from control, 1dpa, 4dpa and 7dpa limbs (dpa 
refers to days post amputation) were collected for Ambystoma mexicanum (will be 
referred to as axolotl throughout). Similar tissues were collected at 1dpa, 5dpa, 7dpa and 
12dpa for Xenopus laevis (will be referred as Xenopus throughout). Each pool contained 
6 tissues (from two hind limbs of three animals). The samples were processed as 
described earlier [225]. Briefly, flash-frozen tissues were homogenized in lysis buffer 
containing 8M urea and 10 mM dithiothreitol.  The resulting cell lysates were denatured 
by urea, reduced by triethylphosphine, alkylated by iododethanol and digested by trypsin.  
The Bicinchoninic Protein Assay was used to determine the peptide concentration in each 
pool.  More details about the sample collection, processing, and rest of the proteomics 
methodology can be found in our publications [7, 226]. 
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Liquid Chromatography/Mass Spectrometry Analysis 
Tryptic digested peptides were analyzed as previously described [225]. Samples 
were run on a Surveyor High Performance Liquid Chromatography (HPLC) system with 
a zorbax 300SB – C18 reverse column (1mmX5 cm). Each peptide pool (20 µg) was 
injected twice onto the column in a random order.  All injections were performed using 
the identical equipment configuration.  Peptides were eluted with a gradient from 5% - 
45% acetonitrile developed over 120 min at a flow rate of 50 µl/min, and effluent was 
electro-sprayed into the Linear Trap Quadrupole Mass Spectrometer (Thermo-Fisher 
Scientific). Data were collected in the “TriplePlay” mode (Mass Spectrometry (MS) scan, 
Zoom scan, and MS/MS scan). The resulting data were filtered (to increase the signal-to-
noise ratio) and analyzed by a proprietary algorithm developed by Higgs et al [227].  
Protein Identification 
Using SEQUEST and X!Tandem database search algorithms, database searches 
against non-redundant NCBI or International Protein Index databases were performed for 
peptide sequence identification. A confidence score was assigned to each peptide by q-
value (false discovery rate) [227]. The score was based on a random forest recursive 
partition supervised learning algorithm.  The % ID confidence score was calibrated so 
that approximately X% of the peptides with %ID confidence >X% were correctly 
identified [227].    
Proteins were classified according to identification quality (Priority). This priority 
system is based on the quality of the amino acid sequence identification (Peptide ID 
Confidence) and whether one or more unique peptide sequences were identified (Multiple 
Sequences).  The Peptide ID Confidence assigned a protein into ‘HIGH’ or 
‘MODERATE’ categories based on the peptide with the highest peptide ID Confidence 
(the best peptide). Proteins with “best peptide,” having a confidence between 90-100%, 
were assigned to the ‘HIGH’ category while proteins with best peptide having a 
confidence between 75-89% were assigned to the ‘MODERATE’ category. All peptides 
with confidence less than 75% were discarded.  To increase the confidence in protein 
identification, the proteins were further classified based on the number of distinct amino 
acid sequences identified. A protein was classified as “YES” if it had at least two distinct 
amino acid sequences with the required ID confidence; otherwise it was classified as 
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“NO.” Thus, the proteins with “HIGH” peptide ID confidence and with more than one 
identified peptide sequence were termed Priority 1.  Proteins with “HIGH” peptide 
confidence but with only one identified peptide sequence were termed Priority 2.  Priority 
3 and 4 proteins were those with “MODERATE” peptide confidence with more than one 
and only one peptide sequence identified, respectively.  Thus, Priority 1 proteins had the 
highest likelihood of correct identification and Priority 4 proteins the lowest likelihood of 
correct identification.  
Protein Quantification and Statistical Analysis 
Protein quantification was carried out using non-gel based and label-free 
proprietary protein quantification technology described previously [225, 227].  Every 
peptide quantified had an intensity measurement for every sample. This measurement is a 
relative quantity giving the area under the curve (AUC) from the extracted ion 
chromatogram after background noise removal. The AUC was measured at the same 
retention time window (1 min) for each sample after the sample chromatograms had been 
aligned [227]. The intensities were then transformed to the log base 2 scale (commonly 
used for genomic data), which served several purposes. First, relative changes in protein 
expression are best described by simple ratios.  However ratios are difficult to model 
statistically, so log transformation converts ratios to fold differences.  Second, the 
transformed data better approximate a normal distribution on a log scale [228], which is 
important because normality is an assumption of the Analysis of Variance (ANOVA) 
models used to analyze this data.  Third, log base 2 is easy to understand because a 2-fold 
change (or doubling, or 100% increase) yielding an expression ratio of 2 is transformed 
to 1 (i.e. a 2-fold change is a unit change on the log base 2 scale).  After log 
transformation, the data was then quantile normalized [229]. This normalization removed 
trends introduced by sample handling, sample preparation, HPLC, mass spectrometry, 
and possible total protein differences.  
If multiple peptides had the same protein identification, their quantile normalized 
log base 2 intensities were weight-averaged proportionally to their relative peptide ID 
confidences. Then the log base 2 protein intensities were fit by a separate ANOVA 
statistical model for each protein.  Finally, the inverse log base 2 of each sample mean 
was calculated to determine the fold change (FC) between samples. The maximum 
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observed absolute FC was also given for each Priority Level.  Fold Change was 
computed as Mean Regeneration Group/Mean Control Group.  A FC of 1 means no 
change.  
The number of proteins with significant changes for each priority was calculated. 
The threshold for significance was set to control the False Discovery Rate (FDR) for each 
two-group comparison at 5% [230]. The FDR was estimated by the q-value, as stated 
previously.  Thus, protein fold changes with a q-value less than or equal to 0.05 were 
declared to be significant, leaving 5% of the determined changes assumed to be false 
positives.  
We calculated the median percent coefficient of variance (%CV) for each priority 
group.  Percent CV values were derived from the standard deviation divided by the mean 
on a % scale. The % CV was calculated for replicate variation (technical variation) and 
the combined replicate plus sample variation. 
In constructing biological process categories, only proteins having peptide 
confidence levels of 90% and above and with FDR <0.05 were included.  Many proteins 
were identified either by the same sequences or different sequences in priority 1 or 2 or 
both. To avoid redundancy, the fold changes of priority 1 were used if a protein was 
present in both the priorities, and average fold change was calculated if it belonged to the 
same priority. If a protein had conflicting expression patterns (upregulated in one case, 
but downregulated in the other) then it was not considered.  
Bioinformatic Analysis 
Proteins not recognized by the algorithm were manually curated.  NCBI BLASTp 
(basic local alignment search tool for proteins) [231] was used to match the sequences of 
hypothetical/ novel/ unknown/ unnamed proteins against the ‘vertebrata’ category in blast 
(taxid: 7742) to identify their closest neighbors. Only the proteins having 90% peptide ID 
confidence and above and with FDR <0.05 were chosen. Accession numbers, gene names 
and names of the proteins were obtained from Uniprot [232] or NCBI [233] using the 
protein IDs obtained in the raw data. GeneCards [234] and Uniprot were used to 
determine their biological processes. The HPRD [235] was used to determine molecular 
function and primary cellular localization. EVI5 network was generated using 
MetaCore
TM
 analytical suite version 5.3 (GeneGo, St Joseph, MI). All non-redundant 
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peptides having a peptide ID confidence of 90% and above were compared against EST 
contigs from the Ambystoma EST database using tBLASTn.  
Condition-Specific Data Mining 
An innovative methodology was developed to retrieve the condition-specific data 
from published literature. Condition-specific data retrieval refers to the identification of 
relevant or related articles from a large unknown set of articles (which can be derived 
from PubMed) for a given biological condition such as limb regeneration. The overview 
of this methodology is provided in Figure 2.  
 
Figure 2. Overview of the condition-specific data mining methodology 
In the first stage of the protocol an already known set of positive articles (for any 
given biological condition) is used to identify the five most significant ontologies from a 
collection of ontologies in NCBO BioPortal [236].  The ontologies are then used in the 
second stage to generate a CL. The concept list contains a collection of condition-specific 
terms (including but not limited to organism, tissue, cell type, biological function, and 
proteins studied in a given condition).  The CL generated in stage two is then used as an 
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input in stage three of the protocol for document scoring and classification of an 
unknown set of articles (from PubMed) to identify condition-specific articles. These 
articles are further processed in stage four by implementing dictionary-based methods to 
extract proteins which are stored in a CSDB (condition-specific database). These stages 
are discussed in more detail in the following sections. 
Stage 1 
The Recommender web service available from NCBO BioPortal was used to 
programmatically retrieve the top five most significant ontologies relevant for a given 
biological condition. The abstracts of the articles (the known positive set for a given 
condition) were used as an input for the Recommender web service. This service returns 
a ranked list of ontologies for the text provided as an input. The ontology ranking 
function implemented in the Recommender uses three different scoring criteria: the 
number of words in the text that match with the ontologies, the number of mapping words 
in a ontology with other ontologies, and the total number of concepts in the ontologies 
[69]. One of the limitations of programmatically using this web service is that the length 
of each abstract (document) cannot exceed 1700 words. Hence, each document where 
abstract length was greater than 1700 words was split into chunks of 1700 words.  
Following is the pseudocode of the program used for this task. 
Algorithm 3.1. BioPortalRecommenderXML 
Input:  
                               /*     is the set of known condition-specific articles 
in XML (eXtensible Markup Language) format,   is the number of articles in     */ 
Output:  
                 /*   is the list of top 5 ontologies relevant to     */ 
Process:   
Parse XML for     to extract PMIDs and Abstracts for each      /*         , as 
defined in the input, PMID refers to PubMed identifier of an article */ 
for each article            
 if length      > 1700 /*    is the document length */ 
  split the abstract into chunks of 1700 words  
 end if 
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 Call Recommender Web Service 
 Generate a list of top 5 ontologies 
end for 
Calculate frequency to generate the top 5 ontologies   for the entire set     
Stage 2 
We defined the concept list as a collection of terms specific for a given biological 
condition. We hypothesized that this set can be generated by using the ontologies 
identified above to match the words in a set of known articles.  
The Annotator web service available from NCBO BioPortal was used to 
programmatically retrieve the matching terms from a set of known abstracts given the top 
five biological ontologies identified above. The same set of abstracts as used in the 
Recommender was used for this step. This service matches the words/phrases in the text 
input (abstracts for the known documents) with the specified ontologies and returns a list 
of matching terms. Stop words were then removed from the matching terms. Stop words 
were removed using our extensive in-house list of words. These matching terms 
constitute the CL. However, before being used by the stage three program, the CL is 
further cleaned manually to remove the general words used in the biological literature 
(such as genes, cell). Following is the pseudocode of the program used for this task. 
Algorithm 3.2. BioPortalAnnotatorConceptListXML 
Input:  
                              /*     is the set of known condition-specific articles in 
XML format,   is the number of articles in     */ 
                 /*   is the list of top 5 ontologies obtained in Program above */ 
Output:  
                  /*    is the concept list containing terms relevant to     */ 
Process:  
Parse XML for     to extract PMIDs and Abstracts for each      /*         , as 
defined in the input */ 
for each article             
 Call Annotator Web Service 
 Match the words/phrases in       with each of the top five ontologies   
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 Generate a list of matching words or phrases 
 Remove stop words 
end for 
Generate unique list of terms    for the entire set     
Stage 3 
Condition-specific articles are defined as the articles from the set of PubMed 
articles which are relevant for a given biological condition. An innovative algorithm was 
designed to retrieve such articles from PubMed. This algorithm is outlined in the program 
below. Briefly, this code uses the abstracts and CL terms (from Stage 2) as the input. The 
set of articles used in the input are unknown articles or the articles for which no prior 
knowledge of biological condition is established. Such articles can be obtained by 
searching for more general keywords in PubMed. As an example, PubMed was searched 
for the term “regeneration.” All the articles returned by PubMed were downloaded and 
used as an input for the program. It should be noted that although regeneration related 
articles were queried, it is not the biological condition of interest. The biological 
condition of interest is limb regeneration in this case.  
The goal of this methodology was to classify regeneration articles as positive 
(specific for limb regeneration) or negative. It should be noted that this program can be 
used to run any number of articles; it can also be run on the entire PubMed set! The 
methodology first preprocesses the inputs by stemming and removing stop words. 
Second, it matches the stemmed versions of terms in abstracts with the CL terms. Third, 
for each matched term it generates a weight as defined by the Poisson distribution in 
Eq(2). The terms’ weights are added to generate an overall weight or relevance score per 
article as described by Eq(3).  
Algortihm 3.3. ConceptListMatchAbstractsXLS 
Input:  
                             /*     is the set of unknown articles in XLS format, 
XLS format contains PMID followed by abstract in each row, generated by parsing the 
XML in the program PMIDAbstractsGenerateXLSFromXMLFile,   is the total number 
of articles in     */ 
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                  /*    is the collection of concept list terms relevant to    , obtained 
in the program above,    is the number of terms in     */ 
Output: 
pmid_term_weight.xls, excel sheet containing the PMID, matching term and factors used 
to calculate weight of each term as described by Eq(2) 
overall_pmid_weight.xls, excel sheet containing the weight per PMID, as mentioned in 
Eq(3) 
Process:  
Set the value of         and         /* as standardized in [58] */ 
for each article        /*         , as defined in the input */ 
 Stem the words 
 Remove stop words  
 Generate CleanedAbstract 
end for 
for all words in   , 
 Stem the words 
Get unique list of stemmed words 
Add stemmed words to the list of phrases in CL to generate CleanedCL 
end for 
Initialize a Hashmap for CleanedCL (key =    , value =   ) /*     are the matching 
words/phrases in       from CleanedCL ,     is the number of articles containing    , 
    is set to zero in the beginning,         , as defined in the input */ 
for the CleanedAbstract of each article       
 Calculate the length   and add to the list AbstractLength 
 for each     
  Calculate the frequency   of the matching word. Add to the list Frequency 
  Increment the value    in Hashmap by 1  
 end for 
end for 
for each     
calculate                  /*     is the inverse document frequency */ Eq(1)                                                            
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 calculate the term weight     
                    
 
 
 
   
         
  
      Eq(2) 
end for 
for each       
Calculate the relevance score      of       
       
 
    Eq(3)                                                                                             
end for 
Evaluation Metrics 
The relevance score obtained by Algorithm 3.3 above was used to filter the 
articles and obtain condition-specific articles. The threshold for    was decided based on 
the results generated by running evaluation metrics on a known set of documents 200 
positive and 200 negative articles for limb regeneration. It should be noted that this set of 
articles was different from the set used to construct CL. Several evaluation methods 
mentioned were used to validate the condition-specific data mining methodology. 
Following are the formulas and evaluation methods used in the program 
EvaluationMetric.java.    is the number of true positives,    is the number of true 
negatives,    is the number of false positives, and    is the number of false negatives. 
Mathew’s Correlation Coefficient (MCC) is considered as the most standard evaluation 
metric for information retrieval in data mining. 
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Stage 4 
The abstracts of the condition-specific articles generated above (by applying the 
thresholds determined by evaluation metrics) were further processed to extract proteins. 
This was implemented by using the exact dictionary chunker from Lingpipe [235]. The 
exact dictionary for proteins was created from three different sources: HPRD [21], 
BioGRID [22], and UniProt [20]. The official symbols, protein names and synonyms for 
human proteins were used in the dictionary. Three different dictionaries were used so as 
to include different versions of the protein names and symbols. 
Condition-Specific Database 
A MySQL database named condition-specific database (CSDB), was created to 
store data for limb regeneration. However, it can be used to store literature-derived and 
expression data of any other condition being investigated. Since, the data generated here 
is enormous and is referred by multiple programs, MySQL provided an effective way to 
store and query the data. Figure 3 shows the database schema with table and column 
names. The database contained a total of 19 tables to store information such as 
proteomics data, literature derived proteins, interactions, KEGG pathways (Kyoto 
Encyclopedia of Genes and Genomes) [237], GO biological processes [61], HPRD [21], 
UniProt[20], and BioGRID data [22]. A detailed description of tables and column names 
is provided in the Appendix (A2). 
 
Figure 3. Condition-specific database (CSDB) schema 
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Differential Subnetworks 
The differential subnetwork algorithm developed in this work consisted of three 
main parts: network construction, subnetwork identification, and differential subnetwork 
comparison. The following sections describe each process in detail. Figure 4 provides an 
overview of this methodology. Overall, in this algorithm protein interaction networks 
were constructed for each biological condition (two conditions to be compared). The 
nodes on these networks were annotated with multiple biological properties such as 
expression values, biological process, etc. as mentioned in the Figure 4. Subnetworks 
were then constructed following a rule based approach based on the end user’s selection 
of molecular class. Multiple subnetworks were generated for each condition and all the 
subnetworks in one condition (for a given molecular class) were compared with all the 
subnetworks in the second condition. The comparison used both biological and 
topological properties to calculate a dissimilarity score between the subnetworks. The 
dissimilarity score was also used to identify the most differential nodes or proteins.  
 
Figure 4. Differential subnetworks methodology overview 
This methodology provides an exhaustive systems level comparison between two 
given conditions, such as normal vs. disease. The network comparison algorithm 
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developed here considered the direction of the protein-protein interaction on the network. 
Most importantly, the goal of this methodology was to identify the distinguishing 
subnetworks and proteins across two conditions unlike the extraction of common 
subgraphs which has been the main emphasis of current network comparison approaches. 
Network Construction 
The protein interaction networks were constructed with both the proteomics and 
literature derived data. It should be noted that the literature derived data refers to the 
condition-specific data derived from the steps above. The literature and proteomics data 
were stored in the database tables of CSDB (refer to Appendix: A2 for details of the 
tables in database) which were queried in the code to generate networks. The interaction 
data for these proteins was obtained from BioGRID [22]. The program for network 
construction was implemented on limb regeneration –competent axolotl and –deficient 
Xenopus. The two networks were created with the ultimate goal of comparing the 
differences between competent and deficient subnetworks. The algorithm for network 
construction for axolotl is given below; a similar program was used to generate the 
network for Xenopus. 
                was defined as the network for axolotl containing      vertices 
or proteins and      edges or interactions between proteins.                    was 
defined as the network for Xenopus containing       vertices or proteins and       edges 
or interactions between proteins. The vertices and edges were stored in the CSDB. 
Algoithm 3.4 is scalable and can be used for network construction of any biological 
condition given an expression data for that condition.   
All the proteins on the network were annotated with expression values (obtained 
from proteomics data described above), relevance scores of literature-derived proteins 
(the overall weight of PMID from which a given protein was extracted as obtained by 
Algorithm 3.3), gene ontology biological processes [61], and KEGG pathways [238]. 
This information was stored in several database tables of CSDB (refer to A2 in 
Appendix). It should be noted that for those proteins which were associated with more 
than one PMID, the highest relevance score was used for annotation purposes. The 
program works such that expression proteins (which have the highest level of confidence 
since they were measured in a biological experiment) are maximized. Only those 
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literature-derived proteins were added which connected to at least two proteins from the 
proteomics data. Please note that gene and protein are used interchangeably throughout 
the manuscript since proteins are often recognized by gene symbols. 
Algorithm 3.4. NetworkConstructionAxo.java 
Input: 
Database tables: axo_proteomics, biogrid_human_interactions_symbols, 
protein_list_frequency /* Refer A2 in Appendix for the description of database tables */ 
Output: 
Database tables: axo_present, axo_not_present, axo_combined /* Refer A2 in Appendix 
for detailed description */ 
Process: 
for each protein in axo_proteomics 
 if protein present in biogrid_human_interactions_symbols 
  get the official gene symbol 
  get interacting partner 
  if interacting partner also present in biogrid_human_interactions_symbols 
   Add to axo_present database table 
 /* both the proteins are from proteomics data */ 
  else add to axo_not_present 
   Append the gene symbol into not_present_gene column 
   /* at least one protein is from proteomics data */ 
 else ignore that protein 
end for 
for each protein pair in the axo_not_present 
 if the not_present_gene matches with an entry in protein_list_frequency 
  Test if it is paired with at least one more protein from axo_proteomics 
  Keep the protein pair in table 
  /* keep only literature-derived proteins */ 
/* and should pair with at least two proteins from proteomics data */ 
 else delete the row from table 
end for 
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Subnetwork Identification 
The protein interaction networks constructed for both the competent (axolotl) and 
deficient (Xenopus) systems were split into multiple smaller subnetworks based on a rule 
based methodology. This approach was designed to be user-centric such that subnetworks 
of a molecular class selected by the user were constructed. In biology, it is often the case 
that domain-specific researchers consider specific molecular class/es as important for a 
given domain. As an example, GF, TF, and ECM proteins are considered as most 
significant protein classes in limb regeneration. The molecular class information was 
obtained by parsing the downloadable XML obtained from HPRD. The program for 
identifying subnetworks is described below. 
Algorithm 3.5. Subnetwork Identification.java 
Input: 
The user is asked to choose a molecular class from the list of molecular classes 
Database tables: axo_combined, axo_proteomics, xeno_combined, xeno_proteomics, 
pmid_weight, pmid_protein, hprd, gene_go_bp, gene_kegg  
Output: 
For both axolotl and Xenopus, the following excel files are generated: interaction files for 
multiple subnetworks, enriched gene ontology terms and pathways, seed node files 
containing the seed nodes (or proteins belonging to the user specified molecular class on 
the respective networks) with their expression and literature relevance score.  
Process:  
for the molecular class selected by user 
 identify the proteins as seed nodes in hprd which match in axo_combined 
 if present in axo_proteomics 
get expression values 
else get literature relevance score from pmid_weight and pmid_protein 
for each seed node 
 get the direct interactions from axo_combined 
 get the second level interactions from axo_combined 
 /* second level – interactions of direct interactors of seed nodes */ 
 /* can also be referred as two step path in the network */ 
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 get interactions within the second level nodes 
  if second level nodes connect to greater than 2 nodes 
  Keep them 
  else discard the interactions 
  /* prevents expansion of less connected nodes */ 
 get biological processes from gene_go_bp 
 get pathways from gene_kegg 
end for 
end for 
Repeat the process for Xenopus 
Subnetwork Validation 
To evaluate the significance of subnetworks, hypergeometric p-values were 
calculated for each subnetwork.  
         
                
  
  
 
                        
       
                        Eq(12) 
 
Where, N = total number of unique proteins in the interaction data obtained from 
BioGRID, R = total number of proteins from the proteomics data in the axolotl network, 
n = total number of proteins in the axolotl subnetwork, and r = number of proteins from 
proteomics data in the axolotl subnetwork. Null hypothesis for the p-value was that there 
is no enrichment of expression proteins on the subnetworks. Expression proteins were 
used as a benchmark to evaluate the significance of the subnetworks since they have been 
biologically validated and we hypothesized that subnetworks enriched for such proteins 
should be significant.  
Hypergeometric p-values were also calculated for establishing the significance of 
enrichment in biological processes and pathways for each network (N = total number of 
genes that have associated biological processes/pathways, R = total number of genes that 
have associated biological processes/pathways on the axolotl subnetwork, n = total 
number of genes for a given biological process/pathway, and r = total number of genes 
for a given biological process/pathway in the subnetwork). A description of programs 
written for p-value calculation can be found in the Appendix (A1). The p-values for the 
Xenopus subnetworks were calculated in a similar fashion. 
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Differential Subnetwork Analysis 
The differential subnetwork algorithm used the subnetworks obtained in 
Algorithm 3.5 above to compare each subnetwork from one con dition with all the 
subnetworks from the other condition for a given molecular class. Common nodes were 
first identified between the two conditions (or subnetworks from two conditions) and 
these were evaluated for similarity in expression (if applicable). The algorithm then used 
the direct neighborhood of the common nodes to evaluate differences in both the 
biological and topological properties (interaction, biological processes, and pathways). A 
dissimilarity score (DS) was then assigned to each common node based on the 
differences in the properties described above. This code generated an output file, 
Disco.xls, containing the DS for each common node in each subnetwork comparison. 
Algorithm 3.6. DifferentialSubnetworks.java 
Input: 
Subnetworks for axolotl and Xenopus:                 and                    
Database tables: interaction files for multiple subnetworks, gene ontology terms and 
pathways associated with each protein on the network (for a given molecular class of 
both axolotl and Xenopus) 
Output: 
Dissimilarity score file: Disco.xls 
Process: 
for each subnetwork in axolotl                                    
for each subnetwork in Xenopus                                         
  find common nodes such that                
         
  for each common node         
   calculate the similarity in the pattern of expression 
   /* if        are up/downregulated at all the time points */ 
   construct the k
th
 neighborhood of of   in     ,      
      
and the k
th
 neighborhood of    in      ,       
      /* k =1 */ 
   calculate the number of shared nodes in      
     and        
      
   calculate the similarity in BP in      
     and        
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   calculate the similarity in pathways in      
     and        
      
   /* Similarity for every factor     above is calculated as: 
        
   
 
                                  
 
     */ 
   Calculate            for each of the steps above 
   /*     is the Dissimilarity for every factor */ 
   calculate overall dissimilarity,         
 
      
   /*   in the equation refers to number of factors with a value, 
   missing values are not included in calculations */ 
  end for   
 end for  
end for 
Programming Specifications and Visualization Software 
JAVA was used as the programming language for the all the programs described  
in this dissertation (Java development kit version 7). The programs used open source .jar 
files. A complete description of all the programs is mentioned in the Appendix (A1), 
including the ones for which algorithms are not described in the Methodology section. 
All the codes were tested and deployed on a computer with 4GB memory.  
The network visualizations were done with Cytoscape [78] and Circos [239]. R 
programming language [240] and gplots software in R [241] were used to construct the 
ROC curve and hierarchical clustering images for the differential subnetworks. Cluster 
3.0 [91] and Java Treeview software [242] available from Stanford University  were used 
to make the heatmaps described in the Conclusion section. 
Biological Validation 
Immunostaining and Image Analysis 
For validation of LC/MS/MS data, immunostaining was carried out for control 
and regenerating limb tissues collected at 1 and 7dpa in axolotl and 5 and 12 dpa in 
Xenopus. The samples were fixed overnight in 2% paraformaldehyde in 0.8X PBS 
(phosphate buffered saline), rinsed with 1.0X PBS and decalcified for 30 min using 
immunoclear decalcifying agent (Calci-Clear Rapid, National Diagnostics, Atlanta, GA).  
After decalcification, the samples were cryoprotected by sequential overnight incubation 
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in 10%, 20% and 30% sucrose in 1X PBS, then embedded in a 50:50 mixture of 30% 
sucrose and neg 50 frozen section medium (ThermoScientific, Waltham, MA).  Sections 
were cut at 10 m on a Leica CM1900 cryostat (Leica, Wetzlar, Germany) and incubated 
in 1X PBS to remove excess embedding medium, then blocked for 30 min in a solution 
of 0.01% Tween-20 and 5% milk in Tris buffered saline.  For axolotl validation, sections 
were then incubated over night with polyclonal anti-rabbit NOS1  (Biomol International 
LP, Plymouth Meeting, PA)  at 1:70 dilution,  polyclonal anti-human fibronectin  (Sigma, 
St. Louis, MO)  at 1:400 dilution or monoclonal anti--actinin (Sigma) at 1:200 dilution, 
washed with blocking solution, incubated in the appropriate secondary antibody (goat 
anti-mouse AF488 or goat anti rabbit AF568, Invitrogen, Carlsbad, CA) for 40 min, 
washed with 1X PBS and mounted with Vectashield mounting medium containing DAPI 
(Vector Laboratories, Burlingame, CA).  The same procedure was repeated for 1 
integrin, vimentin and dystroglycan in Xenopus sections. 
Immunostained sections were observed using the 20X objective lens on a Zeiss 
Axiovert 200M microscope equipped with an Apotome for optical sectioning, and images 
were captured with an Axiocam high-resolution camera.  Sections were obtained from 
two hindlimbs of three animals for each time point.  Six images were collected for each 
section, from regions located at the tip of the amputated limb to just proximal to the plane 
of amputation and across the putative amputation plane in control sections.  Mean pixel 
intensities were calculated for each image by sampling 20 randomly distributed regions 
of each image using the measurement package of the Axiovision software (Carl Zeiss 
Microimaging Inc, Thornwood, NY). Statistical comparisons were performed using 
ANOVA.  A p value <0.05 was considered statistically significant. 
Segment Defect Regeneration 
Multiple bone morphogenetic proteins (BMPs) have been implicated in skeletal 
development and regeneration [243].  We used an in-house literature-mining tool, 
BioMap [244], to mine the literature on fracture repair, cartilage regeneration, and bone 
regeneration to identify GFs in addition to BMPs that might be used to stimulate 
regeneration across segment defects.  Keywords (similar to CL terms) related to the 
process of cartilage differentiation were identified and submitted to BioMap. The 
40 
 
information extracted by BioMap was normalized using the protein and gene names from 
the UniProt database [20].  
The HPRD was then used to identify GFs  and TFs from this gene/protein list 
[21]. These growth factors and transcription factors were used to determine the 
predominant pathways and networks of protein interaction in cartilage regeneration, 
using MetaCore
TM
  (GeneGO Inc) [13]. These were further analyzed using four 
topological parameters of the CytoHUBBA plugin [79] in Cytoscape [78] to select the 
proteins most commonly identified as significant. The topological properties evaluated 
were: bottleneck nodes, maximal cliques, eccentricity, and maximum connected 
component. 
Eleven growth factors emerged from this analysis: FGF-2, PDGF-A, PDGF-B, 
PDGF-D, EGF, HGF, TGF-2, TGF-3, Follistatin, VEGF-A, and Lefty-2. Seven of 
these growth factors, in addition to BMPs, were commercially available:  VEGF-A, HGF, 
FGF-2, TGF-3, PDGF-AA, PDGF-BB, and EGF.  All of these, except EGF and PDGF-
BB, had an amino acid sequence homology to the corresponding Xenopus growth factors 
(the closest amphibian to the axolotl for which such data were available) of 64% or 
greater. EGF and PDGF-BB were eliminated from consideration because of their low 
homologies (41% and 39%, respectively). Six different combinations of BMP-4 and the 
remaining five growth factors were tested for their ability to promote regeneration across 
a 50% segment defect, which exceeds the critical size defect (CSD). All growth factors 
were purchased from PeproTech (Rocky Hill, NJ) and stock solutions of each prepared 
according to instructions provided by the company.  
Defects of 50% were used to test growth factor combinations. GF or tissue 
extract-loaded scaffolds were inserted into 50% defects and the wound was closed with 
two sutures of #6 silk thread (Fine Science Tools, Inc., Foster City, CA). Controls 
consisted of limbs in which the fibular defect received no treatment. All of the fixed 
limbs for each time point were first imaged by X-ray (PIXARRAY 100, Bioptics, San 
Jose, Costa Rica) and then by microcomputed tomography (micro-CT), using a high-
resolution desktop imaging system (SkyScan 1172, Allentown, PA). Fluorochrome 
imaging was also carried out to measure early bone regeneration in untreated 10% vs. 
50% defects. More details of the methodology can be found in Chen et al [245]. 
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CHAPTER FOUR: RESULTS 
Proteomics 
Axolotl Proteomics 
A total of 1624 peptides were separated in the axolotl samples. Overall summary 
of the proteomics data is mentioned in Table 1. Two hundred and fourteen from Priority 1 
and 301 peptides from Priority 2 significantly changed between the control and axolotl 
samples at 1dpa, 4dpa or 7dpa.  The significance threshold is set to control the FDR at 
less than 5%. A False Discovery is a protein declared significant when it is not. The 
sample median %CV for the priority 1 proteins was 12.15%. The %CV is the Standard 
Deviation divided by the Mean on a % scale.  
Protein 
Priority 
Peptide ID 
Confidence 
Multiple 
Sequences 
Number 
of 
Proteins 
Number 
Significant 
Changes 
Max 
Absolute 
Fold Change 
Median 
%CV replicate 
+ sample 
1 High Yes 281 214 3.38 12.15 
2 High No 521 301 6.94 20.99 
3 Low Yes 24 13 2.55 20.71 
4 Low No 798 469 9.88 26.35 
Overall 
  
1624 997 9.88 20.88 
Table 1. Summary for axolotl proteomics data 
Of these one hundred thirty-eight from Priority 1 and 285 peptides from Priority 2 
were found to be statistically significant. Among these 423 statistically significant 
peptides, 114 peptides were not analyzed further for the reasons outlined in Methods.  A 
total of 309 proteins were analyzed for their role in biological processes.  A comparison 
of non-redundant peptide sequences (N=405) with the axolotl EST database identified 
149 perfect-match peptides (36.8%) that were 100% identical to a translated EST contig 
from either A. mexicanum or the closely related A. tigrinum. 
Figure 5 stratifies the proteins according to biological process (BP), and 
molecular functions (MF). These categories were derived from HPRD. Proteins with 
different biological processes and molecular functions were identified in the proteomic 
analysis. A detailed description of their roles and possible functions in limb regeneration 
can be found in our publication [7] . 
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Figure 5. Biological process (a), and molecular function (b) categories for axolotl data 
Xenopus Proteomics 
A total of 2500 Xenopus peptides were separated in the samples. Table 2 provides 
a summary of the results. The columns in the Table 2 can be interpreted similarly to those 
in axolotl. There were 601 priority 1 peptides and 613 priority 2 peptides with significant 
change, for a total of 1214.  The meaning of significant changes in proteins and %CV is 
the same as that described for axolotl. The sample median %CV for the priority 1 
peptides was 15.97% and 31.10% for the priority 2 peptides. These were filtered as 
outlined in Methods to give 1014 identifiable peptides.  Collapsing duplicates and 
discarding peptides with no known function yielded 830 proteins for analysis.  
Protein 
Priority 
Peptide ID 
Confidence 
Multiple 
Sequences 
Number 
of  
Proteins 
Number 
Significant 
Changes 
Max  
Absolute 
Fold 
change 
Median  
%CV 
rep + sample 
1 High Yes 681 601 8.59 15.97 
2 High No 782 613 32.77 31.10 
3 Moderate Yes 94 70 11.53 28.38 
4 Moderate No 943 740 21.50 35.50 
Overall     2500 2024 32.77 27.88 
Table 2. Summary for Xenopus proteomics data 
Figure 6 provides the comparison of axolotl and proteomics data and 
interrelationships between the function, expression, and interactions within the same data. 
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This figure was constructed using the Circos software [239]. The outermost circle in the 
figure represents the functional categories for the proteins identified by the proteomics 
data. The second circle is divided into proteins identified in the data under each 
functional category. In other words, longer length of an arc for a given function implies 
more proteins were identified for that function in the proteomics data. As an example, the 
highest number of proteins were identified for the cytoskeleton category in axolotl 
(represented by blue arc) and for the metabolism category (dark red arc) in Xenopus. The 
third circle highlights the proteins with greater than 2 fold change (blue dashes) and 
greater than 4 fold change (pink dashes). The next circles represent the fold change 
(green – upregulation and red – downregulation) at 1dpa, 4dpa, and 7dpa in axolotl and at 
1dpa, 5dpa, 7dpa, and 12dpa in Xenopus. Innermost web represents the direct protein 
interactions among the proteins derived in proteomics analysis. More details about the 
functional categories of proteins can be found in our publication [226]. 
 
Figure 6. Circos representation of proteomics data in the axolotl and Xenopus 
Condition-Specific Data Mining 
Identification of correct and specific information from the biomedical literature is 
of utmost importance. PubMed is the most widely used information retrieval engine for 
the published biomedical literature. However, the information in PubMed is retrieved by 
querying for specific keywords related to the domain and is often non-specific. Moreover, 
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the amount of articles retrieved by PubMed for any given domain is huge and makes it 
difficult to manually identify the correct information. Although the advancement in high 
throughout technologies in the recent years has generated a vast amount of data, these 
technologies often fail to identify low abundant proteins that are biologically crucial. We 
hypothesized that by developing a condition-specific data mining method, low abundant 
proteins can be retrieved from the published biomedical literature and can be used to 
augment the findings of high throughput biological experiments.  
In the following sections, first the results from the preliminary work that showed 
the significance of extracting literature-derived knowledge are discussed followed by the 
results from the algorithms implemented for condition-specific data mining. 
Proof of Concept 
To establish the significance of extracting the data from biomedical literature, we 
used our in-house literature-mining tool, BioMAP [244]. Four different terms related to 
limb regeneration were used to query BioMAP. These terms ranged from being very 
specific to the biological system to being unspecific in the following order: “urodele limb 
regeneration,” “limb regeneration,” “stem cell progenitor,” and “regeneration.” BioMAP 
parsed the relevant articles for each term to extract a list of proteins. The proteins in each 
of the four sets were then queried against the DAVID database [246] to obtain the 
enriched gene ontology categories. Similar gene ontology terms were found to be 
enriched in each set (Figure 7). 
The top ten gene ontology terms were plotted for each term, proteomics data and 
literature mined data, and the proteomics data alone in Figure 7. Most of the top ten terms 
obtained were related to the processes of development and cell cycle. These processes are 
closely associated with the limb regeneration system. As a validation, these findings were 
compared to the GO terms enriched in the proteomics data of the regeneration-competent 
system. Six of the top ten proteomics terms (star marked in the figure) were also obtained 
using BioMAP derived knowledge. A list of 1000 randomly generated proteins was also 
prepared to compare the findings and none of the top 10 gene ontology terms was the 
same as in the bibliomics or proteomics data. These results showed that the use of terms 
specific to a domain, in a bibliomics study, can result in condition-specific data extraction 
and an enrichment of relevant functions which can be used to discover novel elements. 
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This helped formulate our hypothesis to develop condition-specific data mining systems. 
However, it should be noted that processing of these terms required several manual 
interventions to ensure that correct data was being processed by the system since 
traditional text mining is prone to generate spurious results. These manual interventions 
motivated us to create a self-sustained, efficient, and condition-specific data mining 
system to extract relevant information from the published literature. The results obtained 
from the condition-specific data mining system are discussed below. 
 
Figure 7. Significance of bibliomics knowledge 
Concept List Generation 
The generation of concept list was the most fundamental part of the condition-
specific data mining system. The CL generated is specific for every biological condition 
since it requires a set of known articles from that condition to identify relevant terms. The 
methodology developed in this work used the biomedical ontologies made available by 
NCBO BioPortal [64] to create a domain-specific CL. Domain-specific refers to a 
biological condition of interest such as limb regeneration. The Recommender services 
were first used to programmatically retrieve the five most significant ontologies related to 
limb regeneration. For this purpose, a set of 300 articles was manually identified as a 
positive set of articles for limb regeneration. These articles were obtained from PubMed 
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by querying with the keyword “limb regeneration.” Domain experts used their knowledge 
to identify limb regeneration specific articles from this set. Of these 300 articles, 283 
were finally used to query the Recommender web service since the remaining either did 
not have abstracts or were written in a different language. These articles were 
downloaded in the XML format and Algorithm 3.1 described in the methods was used to 
parse the XML to extract abstracts and PMIDs. 
NCIT, SNOMEDCT, NIFSTD, MESH, and EHDA were identified as the most 
significant ontologies for the limb regeneration domain. The National Cancer Institute 
Thesaurus (NCIT) contains terms relevant for clinical care, translational and basic 
research, and public information and administrative activities. This ontology contains 
110,375 classes with 173 properties [247]. The Systematized Nomenclature of Medicine 
– Clinical Terms (SNOMEDCT) contains clinical terms with 3,000,542 classes. The 
Neuroscience Information Framework Standard Ontology (NIFSTD) comprehensively 
describes neuroscience data and resources. A total of 108,426 classes and 627 properties 
are present in this ontology. The Medical Subject Headings (MeSH/MESH) consists of 
terms that describe the content of an article (keywords associated with articles). A set of 
245,887 classes comprise MESH. The Human Developmental Anatomy Ontology 
(EHDA) contains 8,340 classes describing the stage-specific human anatomical 
structures.  
Of the ontologies identified as most significant, SNOMEDCT and MESH are 
common to most of the biological domain because of their wide coverage. However, 
NCIT, NIFSTD, and EHDA were more specific to the limb regeneration domain since a 
lot of terms present in limb regeneration literature matched with these ontologies. 
Although a manual selection of ontologies related to a biological domain is possible, such 
a methodology is not scalable and since ontologies are rapidly being updated, 
programmatic retrieval is the most efficient method. It can also be argued that less or 
more than five ontologies can be used, our research indicated that five ontologies were 
the most optimum as they cover most of the important terms in the text as determined by 
the domain expert. However, if for a given biological domain there is a need to change 
the number of retrieved ontologies, it can be easily specified in the program. 
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The ontologies identified by the Recommender were then used to query the 
Annotator web service, as described in Algorithm 3.2, with the same set of articles to 
identify the terms in the abstracts that match the ontologies. This collection of terms was 
termed as the CL for the given domain. Table 3 provides an example of terms in the CL 
for limb regeneration. It should be noted that the CL is comprised of terms in the second 
column of Table 3, the first column represents the categories of the terms. As can be 
noticed in Table 3, the terms represent different aspects of the biological system such as 
organisms used in the studies, tissues, cell types, and even the biological functions and 
proteins studied by researchers in the domain of limb regeneration. 
Category Terms in Concept List 
Cell Type Adult Stem Cells 
Organism Xenopus laevis 
Organism Class Urodela 
Biological Function/Process Mesenchymal Cell Proliferation 
Biological Function/Process Dedifferentiation 
Tissue Blastema 
Genes/Proteins Hox 
Table 3: An example of concept list terms in limb regeneration 
A total of 2,798 unique terms were present in the CL for limb regeneration. This 
CL contained similar terms (wound, wounds) since stemmer was not used at this step to 
preprocess the abstracts. The articles were preprocessed for removing stop words but 
stemmer was not used since the stemmed terms cannot be matched with the ontology. 
However, the stemmer was used later in the mining to overcome this problem. 
The CL derived by using the annotator functionality had some limitations such as 
the presence of general science words (gene, cell, DNA) and some other English words 
(variable, value, symmetric) which were not present in the stop word list. These words 
were identified since some of the ontologies, especially SNOMEDCT contain a wide 
range of words. This problem can be dealt with by either getting rid of such ontologies or 
by adding these words to the stop word list. In our opinion, these were not good solutions 
because of the following two important reasons: a lot of important domain-specific terms 
which match with such ontologies will be lost, addition of terms to the stop word list will 
defeat the purpose of domain-specific mining since some of the general science terms can 
be important in other domains. As an example, the word DNA can be important if DNA 
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repair is being studied. TF-IDF was also explored as a method to clean the CL but it got 
rid of many important words such as regeneration, amphibian. TF-IDF was not a good 
choice to clean this list since the CL is built from a positive set and some of the important 
terms are overrepresented in these articles. Hence, we preferred manual curation by the 
domain expert to get a filtered and more specific CL. Since, the original CL for limb 
regeneration (2,798 words) was not huge, manual curation was not a time consuming 
task. The final CL (after manual curation) consisted of 687 terms. 
Identification of Condition-Specific Articles 
To identify condition-specific articles for limb regeneration, a large set of 
unknown articles was downloaded from PubMed in the XML format. The XML format 
was parsed to extract the abstracts and PMIDs (refer to A1 in the Appendix for a 
description of the codes) into the XLS format. Before this step, the abstracts and PMIDs 
were stored in cache but in this step since the number of articles was huge, it was 
important to convert the format and use it as an input file. This greatly increased the 
efficiency of running the program and reduced the computational time. PubMed was 
queried for the keyword “regeneration” and a total of 218,249 articles were downloaded. 
Of these, 172,986 articles were further processed (remaining articles did not have an 
abstract or were written in another language and hence were ignored).  
The program ConceptListMatchAbstracts.java was used to match the CL terms 
with the words/phrases in the articles. Each term in the CL (after stemming CL contained 
652 unique terms) that was found in a given PMID was assigned a weight as described in 
the Methodology section (an example of the results is described in Table 4). The columns 
containing the values k (frequency of the word in article), l (length of the article), idf 
(inverse document frequency of a term) were used as factors to calculate the weight for 
each term (described in the Algorithm 3.3 in the Methodology section in detail). 
The Poisson distribution assigned term weights such that the terms specific for 
limb regeneration were given higher term weights (such as “stump” from Table 4 has 
       ) as compared to terms which were more general (as an example, 
“regeneration” from Table 4 has        ). All the term weights were averaged to 
assign an overall weight or relevance score (RS) for a given PMID (Table 5 provides an 
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example). Therefore, if a given PMID has terms that are more specific then it is assigned 
a higher RS. 
PMID 
Word/Phrase from 
Concept List 
Stemmed Word k l idf 
Weight 
(  ) 
1292570 regeneration regener 3 154 0.32 0.24 
1292570 limb, limbs limb 4 154 0.33 0.31 
1292570 amputation amput 1 154 0.61 0.16 
1292570 growth growth 2 154 0.74 0.26 
1292570 amphibian, amphibians amphibian 1 154 0.82 0.18 
1292570 
proliferating, 
proliferation 
prolifer 3 154 1.10 0.44 
1292570 developmental development 1 154 1.32 0.23 
1292570 cell proliferation cell proliferation 2 154 1.56 0.37 
1292570 leg, legs leg 1 154 1.90 0.28 
1319553 regeneration regener 1 97 0.32 0.17 
1319553 amputation amput 2 97 0.61 0.32 
1319553 newt, newts newt 2 97 0.64 0.33 
1319553 forelimb, forelimbs forelimb 2 97 0.98 0.41 
1319553 stump stump 6 97 1.03 0.87 
1319553 denervation denerv 4 97 1.19 0.73 
1319553 dedifferentiation dedifferenti 1 97 1.28 0.33 
1319553 innervation innerv 3 97 1.32 0.63 
Table 4. Output file example from ConceptListMatchAbstracts.java 
PMID Relevance Score 
3665773 10.95 
7813787 10.19 
8877452 9.98 
6474177 9.67 
9389454 9.12 
3698099 9.05 
8150219 9.02 
9527876 8.97 
1569412 8.59 
3183582 8.45 
2471654 8.14 
2005423 7.93 
3464959 7.80 
2092016 7.65 
2552324 7.63 
Table 5. Overall PMID weight 
Poisson distribution is a very well established and effective method for estimating 
term frequencies in information retrieval. Two of the previous methods such as the bm25 
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and PMRA model (as described in the Background section) are known to outperform the 
other methods for information retrieval in the biomedical domain. Both these methods 
use similar Poisson distributions to estimate term frequency. However, a few things set 
our work apart from these already existing methods. First, CL was used to gather 
information from several different ontologies and is specific to a given biological 
condition such as limb regeneration in this case. The methodology described here starts 
with a collection of CL terms from a known set of articles and hence is more specific to a 
given condition. The existing methods on the other hand utilize general keywords (query 
term, MeSH, article title) to generate a list of related articles. Often times, these articles 
are not specific to the domain. Secondly, the related articles displayed in PubMed (uses 
the PMRA model) are a very small number and cannot be used in an automated way to 
extract information such as protein names. There are some other methods described in the 
Background section which allow automated retrieval of articles for a given condition. 
However, these methods are often limited to approximately 10,000 related articles for a 
given domain. The method developed here can be used to query a much larger number of 
domain-specific articles. 
The articles were classified as positive for limb regeneration by setting a threshold 
value of 2.5 for the overall PMID weight (RS). A total of 64,417 articles were classified 
as limb regeneration specific articles from a set of 172,986 articles. The range of overall 
PMID weight (or RS) for the entire set of 172,986 articles varied from zero (no terms for 
limb regeneration in a given PMID) to 14.96. Figure 8 depicts the graph for the number 
of articles or PMIDs in a given RS range.  
 
Figure 8. PMID weight vs. number of articles 
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The number on the x-axis in Figure 8 represents the upper value of the range for 
every bar. It is evident from the figure that most of the articles in the set were in the range 
of zero to two (90,529) which were negative (unspecific) for limb regeneration. Note that 
the articles in the range 2-2.5 were also classified as negative (18,040). There were 488 
articles with a score greater than or equal to 10, and only 9 articles with a score of 14 or 
above. This showed that very few articles contained a very high number of terms from 
the CL. 
Data Validation 
The results generated above were validated by testing this methodology on a set 
of 200 positive (different from the set used to construct CL) and 200 negative articles for 
limb regeneration. The PMID weights obtained for this set of 400 articles were evaluated 
by different metrics: sensitivity, specificity, precision, f-score, accuracy, and Mathew’s 
Correlation Coefficient (MCC). In the field of IR, MCC is considered as the most 
standard measure to evaluate the validity of the data. The best MCC value of 0.916 was 
found for the PMID cutoff weight of 2.5 (highlighted in Table 6 and Table 7). Hence, this 
was used as a threshold for classification of condition-specific articles for limb 
regeneration. A very high MCC value also proves the validity of the model. Table 6 
shows the values for the evaluation metrics.  
Threshold Specificity Sensitivity Precision F-Score Accuracy MCC 
0.25 0.50 1.00 0.67 0.80 0.75 0.58 
0.5 0.64 1.00 0.73 0.85 0.82 0.68 
0.75 0.75 0.99 0.80 0.88 0.87 0.76 
1.0 0.80 0.99 0.83 0.90 0.89 0.79 
1.25 0.86 0.98 0.88 0.92 0.92 0.85 
1.5 0.89 0.98 0.89 0.94 0.93 0.87 
1.75 0.93 0.98 0.93 0.96 0.96 0.91 
2.0 0.94 0.97 0.94 0.95 0.95 0.91 
2.25 0.97 0.95 0.96 0.96 0.96 0.92 
2.5 0.98 0.94 0.97 0.96 0.96 0.92 
2.75 0.98 0.92 0.98 0.95 0.95 0.90 
3.0 0.98 0.90 0.98 0.93 0.94 0.88 
3.25 0.99 0.87 0.98 0.92 0.93 0.86 
3.5 0.99 0.82 0.99 0.90 0.91 0.82 
3.75 0.99 0.78 0.99 0.87 0.89 0.79 
4.0 1.00 0.74 0.99 0.84 0.87 0.76 
Table 6. Evaluation metric results 
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Table 7 depicts the True positive (TP), False Positive (FP), True Negative (TN), 
and False Negative (FN) values for the different thresholds. The values for the threshold 
of 2.5 are highlighted in Table 7.  
Threshold TP FP TN FN 
0.25 200 100 100 0 
0.5 199 72 128 1 
0.75 198 51 149 2 
1.0 197 41 159 3 
1.25 196 28 172 4 
1.5 196 23 177 4 
1.75 196 14 186 4 
2.0 193 12 188 7 
2.25 190 7 193 10 
2.5 188 5 195 12 
2.75 184 4 196 16 
3.0 179 4 196 21 
3.25 174 3 197 26 
3.5 164 2 198 36 
3.75 156 2 198 44 
4 147 1 199 53 
Table 7. Contingency values for evaluation metrics 
A Receiver Operating Characteristic (ROC) curve is often used to visualize the 
performance of a binary classifier by plotting the false positive rate (FPR) on the x-axis 
and the true positive rate (TPR) on the y-axis. This data is plotted for FPR and TPR 
values at different thresholds. Figure 9 depicts the ROC curve for this data with the 
interval of 0.25 from the lower range to higher range of the PMID weights. 
 
Figure 9. ROC curve for the validation data 
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Protein Extraction 
Once the condition-specific articles were identified (64,417 articles greater than 
overall PMID weight of 2.5), they were further processed with the program 
ExtractProteinsFromAbstracts.java. The program used the exact dictionary chunker 
available from lingpipe [235]. The dictionary created for this purpose was derived from 
the protein names, official gene symbols and their synonyms from three different 
resources: HPRD, BioGRID, and UniProt. These resources to our knowledge provide the 
most comprehensive coverage of proteins. The gene symbols and full names of proteins 
were processed only if they exactly matched the dictionary, partly matching names were 
not used to avoid discrepancies. The official gene symbol of all the proteins and the 
PMIDs (and the associated weight from condition-specific data mining) from which the 
proteins were derived were stored in the condition-specific database (refer to A2 in the 
Appendix for a description of the database tables). Of the 64, 417 condition-specific 
articles, 31,751 articles were identified as containing one or more protein. A total of 
5,273 unique proteins were extracted from these articles. We will refer to this set as the 
literature-derived limb regeneration proteins. 
Network Analysis 
The major goal of any bioinformatics study has been to compare the disease (or 
any other biological condition) sample with the normal sample, mainly on the basis of 
differential gene expression, so as to identify significant genes associated with the disease 
phenotype. However as mentioned before, such approaches suffer from several 
limitations. The subsections below first highlight our previously published work which 
helped establish the significance of network analysis. The later subsections describe the 
detailed results of the differential subnetwork analysis approach as implemented in this 
dissertation.  
Proof of Concept 
In our previous work, the proteomics data of regenerating axolotl limbs was 
analyzed using the commercial tool, MetaCore
TM
.  The expression of proteins at three 
different time points, 1, 4 and 7 dpa was monitored and several significant proteins were 
identified based on their differential expression. We particularly focused on a protein, 
EVI5, and proposed its importance in the process of limb regeneration based on its 
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interacting partners. The interaction profile of EVI5 confirmed its role in the process of 
cell cycle that is very critical for regeneration to occur [7]. Figure 10 shows the network 
of EVI5. 
 
Figure 10. EVI5 network 
In another study on axolotl limb regeneration, TFs that might be responsible for 
regulating the process of regeneration in axolotl limbs were identified. The main 
emphasis of this study was to show the importance of adding literature knowledge along 
with the high throughput data. The five most connected factors, c-Myc, SP1, HNF4A, 
ESR1 and p53 were found to regulate ~50% of the proteins from proteomics data. 
Among these, c-Myc and SP1 regulated 36.2% of the proteins. c-Myc was the most 
highly connected TF (71 targets). Figure 11 shows the network of these TFs. All the 
green colored circles on the network were nodes or proteins from the proteomics data. 
The circles representing the TFs were sized based on their connectivity to the proteomics 
proteins (larger size implies higher connections) and connections were visualized by 
white lines connecting the TFs with the proteomics proteins. Transcription factor network 
analysis showed that TGF-β1 and fibronectin (FN) lead to the activation of these TFs. We 
also found that other TFs known to be involved in epigenetic reprogramming, such as 
Klf4, Oct4, and Lin28 were also connected to c-Myc and SP1. Figure 12 highlights the 
connections between these proteins. The TFs identified here were not present in the 
proteomics data but were found to be connected to several differentially expressed 
proteins. This demonstrated the advantage of incorporating the bibliomics data. In this 
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study, a possible link between stem cell factors and the proposed TFs for limb 
regeneration was also established [6].  
 
Figure 11. Transcription factor network with the proteomics derived data 
 
Figure 12. Transcription factor and stem cell factor network in limb regeneration 
A small network comparison study was also carried out to establish proof of 
concept for differential subnetwork analysis. It was implemented to identify the 
differences between limb regeneration-competent and –deficient model systems. The 
proteomics data was used in combination with the literature data to draw these two 
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networks (Figure 13). Networks were drawn using the visualization software, Cytoscape 
[78, 248].  
 
Figure 13. Networks of Axolotl (13a) and Xenopus (13b) 
 
Figure 14. Targets of c-Myc in the proteomics data 
Interestingly, it was found that even though many important nodes were same in 
both the networks, their interacting partners were vastly different. As an example, for c-
Myc 67 and 109 unique targets were found in axolotl and Xenopus networks respectively. 
Only 32 targets were common to both the networks and these targets could be further 
differentiated with respect to expression (Figure 14). Only nine (marked in red in Figure 
14) common targets showed a similar expression in both the systems. We defined similar 
expression as either up or downregulation. This indicated a major change in the 
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connectivity of the same protein in the deficient system leading to completely different 
biological processes. This further lead us to believe that network comparisons can reveal 
the underlying patterns which distinguish biological systems. Note that this comparison 
was manually performed to understand the difference in the interaction profile of 
important nodes between the regeneration-competent and –deficient systems. 
To understand the significance of assigning a biologically relevant score to the 
proteins, a pilot experiment with breast cancer data was carried out. Differentially 
expressed, 100 random genes were selected from one of the hallmark studies in breast 
cancer [249]. A protein interaction network was constructed by overlaying the expression 
data of these genes. The proteins identified from the literature which connected to 
expression data proteins were also included in the network. Cancer specific pathway 
information from NetPath (an in-built feature of HPRD) [21], expression information, 
functions, and degree (topological parameter) were used as parameters for the biological 
scoring of the nodes. For topological scoring, only the degree parameter was used. These 
methods were compared for the identification of the top 10 nodes. Among the top 10 
nodes (colored red in Figure 15, the size of the nodes reflects significance, larger size 
entails significance), only two nodes were common to these scoring methods. A further 
analysis showed that biological scoring (Figure 15a) identified nodes other than hub 
nodes while topological analysis (Figure 15b) identified mainly hub nodes on the 
network. Four of the top 10 nodes identified by biological scoring belonged to the Wnt 
pathway,  known to play a very important role in breast cancer [250]. This helped 
establish the significance of using biological knowledge along with topological 
knowledge. 
 
Figure 15. Biological scoring vs. topological scoring for breast cancer proteins 
15a 15b 
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The work discussed so far in network analysis helped establish the significance of 
network analysis and the use of biological and topological properties for scoring of the 
nodes. However, as emphasized earlier most of this work was done manually or using 
commercial software. The commercial software did not have the ability to do differential 
subnetwork analysis. This motivated us to develop an approach for differential 
subnetwork analysis and the results from this approach are discussed below. The 
differential subnetwork analysis involved three main steps: network construction, 
subnetwork identification, and differential subnetwork analysis. The results from each of 
this step are discussed below. 
Condition-Specific Network Construction 
The goal of network construction was to create protein interaction networks with 
both proteomics and literature derived proteins such that the proteomics (or any 
expression data) proteins are maximized on the network. Two networks, one each for 
axolotl (limb regeneration competent network) and Xenopus (limb regeneration deficient 
network) were constructed using the Algorithm 3.4. As described in condition-specific 
data mining, a total of 5,273 unique proteins were obtained by mining articles specific for 
limb regeneration. 
 The proteomics data of axolotl contained 309 proteins of which only 263 had 
associated interactions reported in the BioGRID data and so the rest of the proteins were 
not included in any further analysis. To construct the axolotl network, interactions for the 
263 proteins from the proteomics data were obtained by using BioGRID [22]. As 
mentioned in the proteomics Methodology section, the axolotl and Xenopus proteins were 
converted to human orthologs. So, the interactions in the BioGRID database were filtered 
for Homo sapiens before using them for the purpose of network construction. Of two 
hundred sixty three proteins from the proteomics data, 168 proteins had 493 direct 
interactions among themselves (as obtained from BioGRID).  
The literature-derived limb regeneration specific proteins were added to the 
network only if they had direct connections with at least two proteins from the 
proteomics data. Hence, the networks were enriched for proteins from the expression 
data. This ensured that only proteins important in limb regeneration from the literature 
were added and so provided more validity to the methodology. Any random protein that 
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could have been extracted by mining (perhaps as the result of false positive detection) 
should have been eliminated at this step since it is highly unlikely that a random protein 
was identified in condition-specific data mining and also connects two proteins from the 
proteomics data. By using this methodology only 984 literature-derived proteins (of 
5,273) with 5,826 interactions were added to the axolotl data. Overall, the axolotl 
network consisted of 1,244 proteins (nodes) and 6,319 interactions (edges).  
The Xenopus network was constructed in a similar fashion to the axolotl network. 
Eight hundred thirty proteins were present in the Xenopus proteomics data of which only 
six hundred and one proteins had associated interactions in the BioGRID database. It 
consisted of 1,634 literature-derived proteins that had 13,745 interactions of with the 
proteomics data proteins. Overall, the Xenopus subnetwork contained 2,235 nodes with 
16, 582 interactions. 
The proteins on the protein interaction networks were further annotated with the 
following feature vectors: expression, literature relevance, biological processes, and 
pathways. Figure 16 below shows the condition-specific networks constructed for axolotl 
and Xenopus. In these networks, pink and blue nodes were derived from literature while 
yellow and red nodes were derived from proteomics data. Overall, 1017 nodes were 
common to both axolotl and Xenopus networks; 227 nodes were unique to axolotl 
network and 1218 nodes were unique to the Xenopus network.  
 
Figure 16. Condition-specific networks in axolotl (a) and Xenopus (b) 
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Subnetwork Identification 
Subnetworks provide more consistent representation of the functional components 
of a biological system. Subnetworks (as mentioned in the Background section) are also 
known to have better prediction power in disease prognosis as opposed to individual 
genes [115]. However, most of the time domain-specific research needs are different and 
specific molecular classes of proteins are of interest to the biologist. As an example, in 
certain disorders such as cancer, the molecular class “kinase” is known to play a major 
role and several kinases are being studied for their potential use as drug targets. On the 
other hand, in the field of limb regeneration, immense importance is given to GFs, TFs, 
and ECM proteins. 
We developed a user-centric molecular class based system for subnetwork 
identification (Algorithm 3.5). The user can specify the molecular class of interest and 
the proteins belonging to that class are then searched on the network. These proteins are 
referred as seed nodes that are used to build subnetworks. Each of the subnetworks is also 
functionally annotated with p-values for enriched biological processes and pathways. 
These subnetworks can then be compared between two biological conditions to identify 
differential subnetworks.  
Growth factor, transcription factor, and extracellular matrix protein subnetworks 
were identified for both the axolotl and Xenopus systems. Table 8 below shows the 
overall summary of GF subnetworks. The second column in the Table 8 shows the GF 
subnetworks in axolotl (A) and Xenopus (X). If a given GF network has an associated 
expression, it is marked by Y (else it is marked by N). Relevance Score (RS) represents 
the overall PMID weight associated with an article from where the protein was derived 
and the last column shows the number of articles in which the protein was present. As 
can be seen from Table 8, two proteins from the proteomics data were also extracted from 
the literature. 
Five GF subnetworks were identified for axolotl: HDGF, TYMP, VEGFA, 
PDGFA, and PDGFB (all of these were literature-derived proteins). Ten GF subnetworks 
were identified for Xenopus: FGF2, GRN, HDGF, NGF, NOV, PDGFA, PDGFB, 
TYMP, VEGFA, and IGF1. Xenopus was found to contain all the growth factors present 
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in the axolotl data. Two of these (GRN and PDGFB) were identified in the proteomics 
data.  
GF 
Subnetwork 
Axo(A)/ 
Xeno(X) 
Expression RS 
No. of 
articles 
p-Value 
(Axo) 
p-Value 
(Xeno) 
FGF2 X N 13.76 1128  0.004341 
GRN X Y (Xeno) 7.37 11  1.95E-76 
HDGF A/X N 5.28 5 2.54E-24 8.54E-69 
NGF X N 10.63 882  0.004341 
NOV X N 8.69 13  5.38E-04 
PDGFA A/X N 6.79 35 8.48E-04 5.38E-04 
PDGFB A/X Y (Xeno) 6.72 17 8.48E-04 2.46E-04 
TYMP A/X N 8.42 16 0.013574 6.05E-07 
VEGFA A/X N 9.80 1410 0.011297 0.003863 
IGF1 X N 9.80 413  0.019281 
Table 8. Growth factor subnetwork summary 
FGF2 and VEGFA were present in 1128 articles and 1410 limb-regeneration 
specific articles respectively were the most commonly associated GFs with limb 
regeneration in the published literature. Both of these proteins are known to play a crucial 
role in limb regeneration. The p-values were calculated to determine the significance of 
subnetworks. In axolotl, HDGF was the most significant subnetwork (determined mainly 
by the number of genes from proteomics data which were present on a subnetwork, see 
Methodology section for calculation details).  
While the role of HDGF or Hepatoma-derived growth factor is not very well-
known in limb regeneration, it is highly expressed in tumor cells and known to play an 
important role in cancer progression. It is also very closely related to hepatocyte growth 
factor (HGF). In gastric carcinoma it has been shown that HGF regulates HDGF which in 
turn induces VEGF [251]. HDGF upregulation is also known to play an important role in 
liver regeneration [252]. Recently, in our segment defect regeneration study HGF was 
found to be of high importance and we showed improved bone regeneration across a 
critical size defect with HGF (results discussed in a later section).  
Growth factor subnetworks were enriched for biological processes and pathways. 
Table 9 and 10 show the top 10 most enriched BPs and pathways respectively for the 
HDGF growth factor subnetwork in axolotl. The BPs and pathways represented below do 
not just represent HDGF but all the proteins in the subnetwork. The biological process 
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category was derived from Gene Ontology (level 3) and pathways were derived from 
KEGG pathways.  
Biological process 
Number of 
overlapping 
proteins 
p-Value 
Regulation of cellular process 65 6.6E-220 
Signal transduction 30 9.4E-145 
Cellular macromolecule 
metabolic process 
75 6.6E-136 
Protein metabolic process 72 2.97E-87 
Cellular nitrogen compound 
metabolic process 
53 4.18E-84 
Cellular biosynthetic process 50 7.06E-83 
Regulation of metabolic 
process 
53 8.42E-81 
Transport 19 7.75E-79 
Regulation of cellular 
metabolic process 
51 1.95E-76 
Nucleobase, nucleoside, 
nucleotide and nucleic acid 
metabolic process 
53 9.48E-74 
Table 9. Biological process enrichment for HDGF subnetwork in axolotl 
Pathways p-Value 
Olfactory transduction 4.38E-41 
Cytokine-cytokine receptor 
interaction 1.17E-27 
Neuroactive ligand-receptor 
interaction 1.67E-24 
Regulation of actin cytoskeleton 8.35E-22 
MAPK signaling pathway 7.68E-21 
Pathways in cancer 4.51E-20 
Chemokine signaling pathway 6.39E-16 
Endocytosis 1.96E-15 
Alzheimer's disease 2.86E-15 
Focal adhesion 8.96E-15 
Table 10. Pathway enrichment for HDGF subnetwork in axolotl 
Seventy TF subnetworks were identified for the axolotl and a total of 158 such 
subnetworks were identified for Xenopus. This showed a very high representation of TFs 
in the limb regeneration data. Overall, 58 TFs were common in both the datasets. Of the 
70 TFs identified from the axolotl network, nine were present in the proteomics data and 
the rest were derived from literature. The nine TFs from proteomics data were: ATF1, 
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E4F1, HR, NFATC4, SOX6, TAF4, AHCTF1, ZNF592, and NEUROD2. Twelve TFs 
were uniquely identified in the axolotl data (AHCTF1, TAF4, ATF1, ZNF592, E4F1, 
HR, TLX1, TAF8, KLF10, NEUROD2, INSM1, and TAL1) and 100 TFs were unique to 
the Xenopus data. Of the 12 TFs unique to axolotl data, seven were from the proteomics 
data. Of the 158 TF subnetworks identified in Xenopus, 13 TFs were identified from the 
proteomics data. 
 Among all the TF subnetworks, 62 and 148 subnetworks contained at least two 
proteins from the proteomics data in axolotl and Xenopus respectively. Fifty-six and 100 
subnetworks had p-value less than 0.05 in axolotl and Xenopus respectively.  Table 11 
(axolotl) and Table 12 (Xenopus) summarize the twenty most significant TF subnetworks. 
The number (No.) of proteins from the proteomics experiment and size of the subnetwork 
determine the significance or p-value. The p-value of the top two subnetworks in the 
Xenopus table is zero since among all the proteins on the subnetwork most of the proteins 
are from expression data or from proteomics experiments. This also indicates the high 
importance of such subnetworks since they contain many proteins from the proteomics 
proteins. 
Among the important TFs identified, Myc is involved in various biological 
processes such as proliferation, growth, apoptosis, energy metabolism and differentiation 
[253, 254]. It has been shown to act with β-catenin to inhibit wound healing by 
interfering with differentiation in chronic ulcers [255] and is expressed in regenerating 
limb and lens of the newt.  In the newt Notophthalmus viridescens, in-situ hybridization 
has shown that Myc is localized in both the epidermis and subjacent blastema cells. This 
expression has been correlated with the maintenance of blastema cell proliferation [256, 
257]. Recently, along with other stem cell factors, Myc expression in Notophthalmus 
viridscens was found to be highest during the dedifferentiation phase of blastema 
formation. Expression then decreased at later stages but still remained higher than the 
control tissue [258]. These studies have related Myc to proliferation as well as stemness 
but the downstream targets of Myc which result in these effects have not been identified. 
The Myc subnetwork identified here is connected to 38 proteins from the axolotl 
proteomics data and 176 proteins from the proteomics data. Our previous analysis had 
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also shown the importance of Myc in the axolotl data [6]. Based on this information, the 
specific roles of Myc in limb regeneration should be explored further. 
TF 
Subnetwork 
No. Of 
Proteins On 
Subnetwork 
No. Of 
Proteomics 
Proteins 
p-Value 
AHCTF1 55 45 1.14E-71 
TAF4 50 32 4.64E-45 
ESR1 235 50 7.72E-41 
ATF1 32 23 1.82E-34 
SOX6 33 23 5.90E-34 
ZNF592 29 21 1.16E-31 
TP53 268 44 7.77E-31 
MYC 207 38 1.52E-28 
SP1 72 21 1.05E-20 
YBX1 91 22 1.13E-19 
ATF2 105 23 1.81E-19 
E4F1 22 12 2.48E-16 
TP63 54 16 3.49E-16 
POU5F1 66 17 5.59E-16 
NOLC1 81 17 2.24E-14 
ERG 67 13 7.69E-11 
RELA 25 9 1.62E-10 
AIRE 52 11 8.52E-10 
TCF3 35 9 4.73E-09 
SMARCA4 42 9 2.66E-08 
Table 11. Significant TF subnetworks in axolotl 
Specificity Factor1 or SP1 is a ubiquitously expressed protein and has varied roles 
in cell growth, differentiation, apoptosis, angiogenesis, tumorigenesis and immune 
response. It is known to interact with cyclins which promote the G1/S phase transition, as 
well as with cyclin-dependent inhibitors that inhibit progression through the cell cycle. 
Similarly, its target genes include both pro- and anti-apoptotic genes and pro- and anti-
angiogenic genes. Specificity factor1 is also linked to chromatin remodeling through its 
interaction with p300 and histone deacetylases. Specificity factor1 is known to interact 
with several TFs including Myc in order to activate several downstream targets. 
However, SP1 action is highly dependent on its interaction with other members of the SP 
family and extracellular signals [259-261]. In this analysis, SP1 connects to 21 proteins 
from the axolotl proteomics data and 40 proteins from the Xenopus proteomics data (data 
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not shown in the tables here). Our previous network analysis had also found strong 
evidence for the involvement of SP1 in limb regeneration [6]. 
TF 
Subnetwork 
No. Of 
Proteins On 
Subnetwork 
No. Of 
Proteomics 
Proteins 
p-Value 
E2F1 346 278 0 
ILF2 592 336 0 
NCOR1 374 252 2.47E-282 
TFAP2C 198 188 1.47E-263 
BTF3 160 143 7.10E-188 
SALL1 138 133 1.81E-186 
BRD7 149 128 2.01E-162 
TP53 750 205 2.55E-123 
MYC 541 176 9.50E-119 
ESR1 541 170 1.56E-111 
BANP 78 65 8.66E-80 
NOLC1 262 100 1.90E-73 
YBX1 313 103 3.74E-68 
ETV3 54 50 1.04E-66 
ATF2 276 93 1.83E-62 
TP63 129 67 3.64E-60 
POU5F1 120 65 5.65E-60 
ERG 178 70 2.73E-52 
TCF3 111 50 4.72E-41 
NFIA 77 42 3.72E-39 
Table 12. Significant TF subnetworks in Xenopus 
Other TFs such as msx-1, nrad, Klf4, Oct4, Sox2, and Lin28 are associated with 
stemness and are expressed during formation of the accumulation blastema [7, 258, 262-
266]. Among these, this analysis identified Oct4 (POU5F1) Sox2 subnetworks from both 
axolotl and Xenopus networks. Recently, combinations of the TFs Myc, Oct4, Sox2, 
Klf4, Lin28, and Nanog were shown to reprogram adult fibroblasts to iPSCs [267, 268].  
c-Myc has been shown to enhance the ability of Oct4, Sox2 and Klf4 to induce 
pluripotency up to 10-fold [267].  However, high levels of Myc are only transiently 
required and sustained levels were found to lead to tumors [253, 254].  C-myc, Klf4 and 
Sox2 have been shown to be expressed in regenerating newt limb tissue and Lin28 in 
regenerating axolotl limb tissue [7, 256-258]. Figure 12 in the previous section shows the 
network linking these important TFs. These findings suggests that the TFs identified in 
these subnetworks (especially Myc, SP1, Oct-4, Sox2) are central to a network of TFs 
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that regulate mesenchymal stem cell properties of the blastema and that play a role in the 
nuclear reprogramming of differentiated limb cells to blastema cells.  
The subnetworks were also extracted for the ECM protein molecular class. 
Twenty-two ECM protein subnetworks were identified for the axolotl and 31 for 
Xenopus. Interestingly, 11 of the 22 axolotl ECM proteins were identified from the 
proteomics data and 14 among 31 ECM proteins in Xenopus data. This suggested a very 
high enrichment of ECM category in the proteomics data. Among all three molecular 
classes analyzed for limb regeneration, ECM had the highest representation from the 
proteomics data. Seven ECM proteins were unique to the axolotl data while 16 were 
unique to the Xenopus. Table 13 and Table 14 show the most significant ECM 
subnetworks in axolotl and Xenopus respectively. 
ECM 
Subnetwork 
No. Of 
Proteins On 
Subnetwork 
No. Of 
Proteomics 
Proteins 
p-Value 
FN1 605 149 1.66E-143 
COL1A1 45 26 5.01E-35 
LTBP4 16 10 1.23E-14 
VTN 24 7 9.85E-08 
MATN2 8 4 5.33E-06 
DCN 13 4 5.01E-05 
COL6A1 3 2 8.48E-04 
ELN 3 2 8.48E-04 
MATN1 3 2 8.48E-04 
MATN4 3 2 8.48E-04 
NID1 3 2 8.48E-04 
THBS1 3 2 8.48E-04 
AGRN 4 2 0.001668 
EFEMP1 4 2 0.001668 
HSPG2 4 2 0.001668 
LAMB1 4 2 0.001668 
COL7A1 5 2 0.002733 
Table 13. Significant ECM protein subnetwork statistics for axolotl 
Among the subnetworks, FN1 and COL1A1 were the most significant 
subnetworks in axolotl. FN1 was also the most significant subnetwork in Xenopus. 
Fibronectin 1 (FN1) and COL1A1 were both found to be expressed in the proteomics 
data as well. FN1 was also found to be expressed in the Xenopus proteomics data. Among 
all the three molecular classes analyzed, FN1 was found to have the highest coverage or 
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highest number of connections with the proteins from the proteomics data. In axolotl, a 
total of 263 proteins were present on the network and of these 149 were connected to 
FN1 (at most two steps away from FN1 on the subnetwork). In Xenopus, 601 proteins 
from the proteomics data were present on the network and 402 of these were present in 
the FN1 subnetwork. 
ECM 
Subnetwork 
No. Of 
Proteins On 
Subnetwork 
No. Of 
Proteomics 
Proteins 
p-Value 
FN1 1150 402 0 
MFAP1 216 190 8.76E-250 
THBS1 82 63 5.13E-73 
COL1A2 19 14 1.47E-16 
VTN 27 13 4.69E-12 
COL1A1 10 6 6.01E-07 
COL2A1 6 4 3.12E-05 
THBS2 7 4 7.00E-05 
AGRN 4 3 2.24E-04 
HSPG2 4 3 2.24E-04 
COL3A1 10 4 3.73E-04 
COL5A1 5 3 5.38E-04 
CYR61 6 3 0.001035 
MATN2 7 3 0.001742 
TFIP11 17 4 0.003212 
COL6A1 3 2 0.004341 
DCN 3 2 0.004341 
ELN 3 2 0.004341 
NID1 3 2 0.004341 
Table 14. Significant ECM protein subnetwork statistics for Xenopus 
In the axolotl proteomics data, components of collagen 1 were upregulated at all 
or two of the three time points. Components of cartilage matrix (collagen 2) and 
basement membrane (collagen 4) were downregulated at all dpa, as was decorin, which 
interacts with collagen1 fibrils and may affect the rate of their formation.  However, 
MATN 4, a major component of cartilage matrix, was upregulated at 1 and 4dpa, then 
downregulated at 7dpa. FBN1, a large glycoprotein that associates with elastin to provide 
force-bearing support in the ECM, was upregulated at 1 and 7dpa, with no change at 
4dpa. MATN 2, a von Willebrand family member involved in matrix assembly, was 
upregulated at 1 and 4dpa, then returned to control level at 7dpa.  FN1 forms part of the 
provisional wound matrix (clot) and was upregulated at all dpa. 
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The upregulation of FN1 and collagen 1, the downregulation of collagens 2 and 4, 
and the downregulation of EHD4, an endosomal trafficking regulatory protein [269] 
present in the matrix of differentiating cartilage and fibroblastic connective tissue during 
rat limb development [270], is consistent with other observations indicating that the 
differentiated tissue matrix is replaced by an ECM that is more similar to the limb bud 
matrix, and more favorable to the migration of dedifferentiated cells to form the blastema 
under the wound epidermis [271]. The proteomics data obtained for FN1 in axolotl was 
validated by immunostaining method in our previously published study [7]. Based on the 
subnetwork analysis and the analysis reported in the proteomics data, FN1 is a promising 
target for limb regeneration and its role should be further explored. 
Differential Subnetwork Analysis 
The approach developed here (as outlined by the Algorithm 3.6 in the 
Methodology section) compared all the subnetworks across two given conditions instead 
of comparing individual genes. The differential subnetworks were evaluated on both 
topological and biological properties associated with the nodes of the subnetworks. A 
significant outcome of this approach was the ability to identify differences between the 
same protein in two conditions based on its interaction profile, expression pattern, 
function and pathway differences. This approach was designed to include the direct 
neighborhood of the node—not just the node itself—to compare all the features (other 
than expression pattern) for subnetwork comparison. Biologically, this is very important 
since it signifies differential connectivity of the same protein between two conditions. It 
should also be noted that a mathematical comparison of condition 1 with condition 2 is 
different from condition 2 with condition 1. It is important that the research question is 
clearly described before differential comparison. If the interest is to find differences in 
condition 1, then the first case described above is used while if the interest is to find 
differences in condition 2, then the second case is used. In other words, either condition 1 
or 2 are used as the base for evaluating condition-specific differences.   
The differential subnetwork algorithm 3.6 described in the Methodology section 
generates an excel file, Disco.xls (Dissimilarity Score - DS) which contains the DS for all 
the common nodes between the subnetworks being compared. Each subnetwork from one 
condition is compared with all those subnetworks in the second condition which have one 
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or more common nodes. The scores of these individual node comparisons are averaged to 
generate an overall DS for the subnetworks. The range of the DS is from 0 to 1 with 1 
being the highest dissimilarity and zero being no evidence for dissimilarity. However, it 
should be noted that once the differential subnetworks of interest are identified, the DS at 
the node level can be used to identify the most differential nodes or proteins which can be 
used as targets (or key proteins) to influence the subnetwork of choice. In other words, 
these key proteins can be used to design further biological experiments (such as knock-
down). Hence, this strategy not only provides an informed decision about the most 
differential components between the two biological systems, it also helps identify the 
targets which can then be used to stimulate a desired biological response. 
The limb regeneration dataset was compared for all three molecular classes for 
which subnetworks were identified: GFs, TFs, and ECM proteins. The goal of this 
analysis was to identify differential subnetworks that are instrumental in conferring 
regeneration ability in the regeneration-competent axolotl. So, the comparisons were 
performed such that differences in axolotl were highlighted as opposed to Xenopus (first 
case according to the description above, axolotl subnetworks refer to condition 1 and 
Xenopus subnetworks refer to condition 2).  
Growth Factor Subnetwork Comparison 
Each of the five growth factor subnetworks identified for axolotl (described 
above) were compared with each of the ten GF subnetworks for Xenopus. HDGF was the 
most significant GF subnetwork containing 108 total proteins in axolotl and 228 proteins 
in Xenopus. Comparison of HDGF subnetwork in axolotl and Xenopus showed that 
seventy seven proteins were common between these subnetworks. Among these 77 
common proteins, 27 proteins were from the proteomics data, 75 had known gene 
ontology biological processed and 48 proteins were involved in known pathways. An 
overall dissimilarity score for the comparison of HDGF subnetworks was 0.33 indicating 
more similarity between the two subnetworks than dissimilarity. However, eight proteins 
in the HDGF subnetwork comparison had a very high DS as reported in Table 15. 
Column 2-6 in Table 15 reflect the dissimilarity score for each of the factors that were 
evaluated in the differential subnetwork algorithm. N/A: missing values for that factor. 
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The proteins derived from literature (missing expression values) are highlighted in 
yellow. 
Gene 
Symbol 
Interaction 
Dissimilarity 
Expression 
Dissimilarity 
GO 
Dissimilarity 
KEGG 
Dissimilarity 
Total 
Dissimilarity 
HNRNPU 0.8 1 0.77 0.95 0.88 
FBL 0.76 1 0.7 0.75 0.8 
SND1 0.77 1 0.66 0.75 0.79 
TRIM24 0.67 N/A 0.71 1 0.79 
RPL4 0.63 1 0.51 0.8 0.73 
SMARCA4 0.8 N/A 0.31 1 0.7 
IL7R 0.73 1 0.32 0.5 0.64 
SIRT7 0.44 1 0 1 0.61 
Table 15. Proteins with high dissimilarity scores in HDGF subnetwork comparison 
Among the eight proteins with a high DS, two proteins, TRIM24 and SMARCA4 
were derived from literature (also note that HDGF itself was derived from literature). 
Heterogeneous Nuclear Ribonucleoprotein U (HNRNPU) and Fibrillarin (FBL) were the 
most dissimilar proteins in the subnetwork comparison and both these proteins are 
involved in mRNA processing. TRIM 24, SND1 are related to transcriptional control and 
SMARCA4 is involved in chromatin modification which is required for transcriptional 
activation. This siginifies that mRNA processing is a critical level of control for protein 
synthesis in general during limb regeneration. It is also evident that the most significant 
differential components of the HDGF subnetwork are the proteins with a high 
dissimilarity score.  
 
Figure 17. HDGF subnetwork of axolotl highlighting dissimilarity  
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Figure 17 shows the HDGF subnetwork and significant proteins discussed in 
Table 15 are labeled in the figure. Figure 17 also shows the variability in the DS of the 
different nodes on the subnetwork. Please note that diamond shaped nodes (unique to the 
axolotl subnetwork are small since DS was evaluated for the nodes common to both the 
axolotl and Xenopus subnetworks).Node size reflects the dissimilarity score (the bigger 
the node, the higher the dissimilarity score), red and blue node color are indicative of 
dissimilarity in expression values (bright red is highly dissimilar – dissimilar pattern at all 
time point comparisons, blue color – nodes had a similar pattern of expression), yellow 
colored nodes were derived from literature and node shape indicates common (round) or 
unique nodes (diamond) on this subnetwork.  
Transcription Factor Subnetwork Comparison 
Seventy transcription factor subnetworks of axolotl were compared with 158 TF 
subnetworks of Xenopus. Table 16 below shows the overall DS of the highly significant 
TF subnetworks as identified above. Most of these subnetworks are also known to 
influence stemness and hence are crucial to limb regeneration (Myc, POU5F1, SP1, 
SOX2). TF subnetworks were discussed above. Most of these subnetworks were found to 
be huge (high number of nodes) and yet around 50% dissimilar between the axolotl and 
Xenopus, highlighting the potential differences in the subnetworks between these 
conditions. SOX2 was identified as the most dissimilar subnetwork among the 
subnetworks mentioned in Table 16.  
TF 
Subnetwork 
No. of 
common 
proteins 
Total 
Proteins 
DS 
MYC 190 207 0.5 
ESR1 210 235 0.53 
SOX2 19 22 0.58 
POU5F1 65 66 0.42 
SP1 59 72 0.57 
TP53 248 268 0.48 
Table 16. Overall dissimilarity score of the highly significant subnetworks 
TP53 was the subnetwork with the highest number of total nodes (268) followed 
by ESR1 (235) and Myc (207). It is evident from Table 16 that subnetwork size is not 
indicative of the DS. All these subnetworks have a very high number of common nodes 
and are still dissimilar! These results also provide a validation to our initial hypothesis 
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that the nodes between two conditions might be similar but it is the differential 
connectivity between these nodes which is crucial for the given biological condition. 
To identify the most important differentially connected nodes, Figure 18 and 
Figure 19 were constructed to show the subnetwork comparison between the same TF 
subnetworks in axolotl and Xenopus. The common nodes or proteins between the 
subnetworks in axolotl and Xenopus are represented on the y-axis. As an example, the 
first column in Figure 18 represents the common proteins for the Myc subnetwork in 
axolotl and Xenopus. The colors indicate the dissimilarity score (bright yellow color 
indicates zero dissimilarity or similarity and bright red color indicates high dissimilarity) 
for the same node comparison in axolotl and Xenopus. The black color indicates that 
those nodes were not present in that subnetwork. The names of the most dissimilar nodes 
are labeled on the y-axis. Figure 18 shows the hierarchical clustering for the nodes or 
proteins on Myc, ESR1 and TP53 subnetworks.  
 
Figure 18. Hierarchical clustering of the subnetworks with respect to dissimilarity scores  
ESR1 and TP53 were the most closely related subnetworks (clustering on the x-
axis) — this is also because of the high number of shared nodes with a similar DS 
between these subnetworks. It can also be seen in the Figure 18 that although there are 
some nodes which are very similar (yellow color tends to be closer to DS of zero, as 
indicated by the legend image in the figure) between the two conditions, there are a lot of 
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nodes with high dissimilarity (red color). The nodes with the highest DS are indicated on 
the y-axis and these are the most significant differential components of these 
subnetworks. These nodes also can be considered as key proteins responsible for 
conferring limb regeneration ability in axolotl.  
Some of these nodes such as HNRNPU, SND1, are similar to the ones identified 
as important for the HDGF subnetwork comparison—hence, indicating a potential role of 
these proteins in controlling different processes within these systems. Of particular 
interest are ANXA2 and S100A10 which are known to be involved in limb regeneration 
by controlling the immune response [218, 221, 272, 273]. Higher levels of several S100 
family Ca
2+
-binding proteins are observed in the regenerating ear tissue of MRL/MpJ-Fas 
mice vs. non-regenerating ear tissue of C57BL/6J mice, as determined by laser capture 
proteomics [274, 275]. In axolotl proteomics data, ANXA2 was found to be upregulated 
at 1 and 4dpa. ANXA2 is an autocrine factor that promotes osteoclast formation and bone 
resorption.   
Figure 19 shows the hierarchical clustering of nodes in the SOX2, SP1, and 
POU5F1 subnetworks between the axolotl and Xenopus data. It should be noted that 
similar to Figure 18, these are the results for the same subnetwork comparison in both 
conditions (as an example, SOX2 subnetwork in axolotl when compared with SOX2 
subnetwork in Xenopus).  
 
Figure 19. Hierarchical clustering of the subnetworks with respect to dissimilarity scores 
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SOX2 contained the least number of total nodes and POU5F1 subnetwork 
contains nodes with much higher similarity as compared to the other subnetworks. The 
nodes BRCA1 (highly dissimilar in SOX2), HSP90AA1 (highly dissimilar in SP1), and 
RPL4 (highly dissimilar in POU5F1) were the most important key molecules in these 
subnetworks. Of these, HSP90AA1 was also detected in the axolotl and Xenopus 
proteomics data. It was downregulated in the axolotl data while upregulated in the 
Xenopus data. 
Table 17 below shows the most dissimilar TF subnetworks in axolotl as compared 
to Xenopus. Overall, NFATC4 and SAFB were the most dissimilar subnetworks. To 
obtain these results, the subnetworks with less than five proteins were not included in the 
analysis. 
TF 
Subnetwork 
No. of 
common 
proteins 
Total 
Proteins 
DS 
NFATC4 7 8 0.8 
SAFB 12 15 0.74 
NFIA 11 12 0.66 
HIF1A 21 23 0.65 
HR 8 14 0.65 
EPAS1 13 13 0.64 
SSRP1 28 30 0.64 
HSF1 11 15 0.63 
TCF4 8 8 0.63 
BCL6 8 10 0.61 
CEBPA 6 9 0.6 
STAT3 7 7 0.6 
ZNF592 19 29 0.6 
Table 17. Transcription factor subnetworks with high dissimilarity 
Extracellular Matrix Protein Subnetwork Comparison 
The extracellular matrix protein subnetworks were investigated similar to the GF 
and TF subnetworks described above. Table 18 shows the overall dissimilarity for the 
ECM subnetworks. None of the ECM subnetworks with less than a total of 5 proteins 
were included in the table. Among the ECM subnetworks, MATN2 was the subnetwork 
with the highest overall DS. However, it should be noted that the number of total nodes in 
this subnetwork is relatively very low as compared to the other subnetworks and hence 
indicating a low connectivity with other subnetworks.  
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ECM 
Subnetwork 
No. of 
common 
proteins 
Total 
Proteins 
DS 
FN1 507 605 0.4 
COL1A1 36 45 0.49 
VTN 23 24 0.48 
LTBP4 9 16 0.49 
DCN 12 13 0.61 
COL2A1 9 11 0.68 
MATN2 7 8 0.71 
Table 18. Extracellular matrix protein subnetworks with high dissimilarity 
Gene Symbol 
Interaction 
Dissimilarity 
Expression 
Dissimilarity 
GO 
Dissimilarity 
KEGG 
Dissimilarity 
Total 
Dissimilarity 
PCMT1 0.86 1 0.97 1 0.96 
TPM3 0.88 1 0.96 1 0.96 
ACTN4 0.86 1 0.9 1 0.94 
ACACA 0.84 1 0.74 1 0.9 
FUS 0.82 1 0.79 1 0.9 
KHSRP 0.84 1 0.74 1 0.9 
HNRNPU 0.81 1 0.79 0.95 0.89 
PELP1 0.75 N/A 1 N/A 0.88 
HIST2H2BE 0.86 1 0.68 1 0.88 
ANXA2 0.8 1 0.71 0.95 0.86 
SRSF3 0.84 1 0.58 1 0.86 
PSMD2 0.8 1 0.73 0.93 0.86 
C1QA 0.67 N/A 1 N/A 0.84 
SEPT9 0.67 N/A 1 N/A 0.84 
EPPK1 0.67 1 0.7 1 0.84 
PTBP2 0.67 N/A 1 N/A 0.84 
FLNB 0.76 1 0.63 0.92 0.83 
GSTP1 0.81 1 0.83 0.67 0.83 
HSP90AA1 0.86 1 0.55 0.92 0.83 
ETF1 0.75 1 0.75 N/A 0.83 
MME 0.64 1 0.67 1 0.83 
CLTC 0.92 N/A 0.54 1 0.82 
FBL 0.76 1 0.73 0.8 0.82 
SND1 0.78 1 0.7 0.8 0.82 
CACNA1A 0.67 1 0.79 N/A 0.82 
USP39 0.75 N/A 0.67 1 0.81 
FLOT2 0.6 N/A 1 N/A 0.8 
NHP2L1 0.7 1 0.66 0.83 0.8 
RPL4 0.65 1 0.67 0.88 0.8 
Table 19. Proteins with high dissimilarity score (DS) in the FN subnetwork comparison 
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Interestingly, as mentioned earlier, the FN subnetwork was the most connected 
subnetwork with the highest number of nodes among all the subnetworks analyzed in this 
study. So, we compared the FN subnetworks between axolotl and Xenopus to evaluate its 
dissimilarity. Although its overall dissimilarity score is 0.4, there were a lot of very 
highly dissimilar nodes in this subnetwork (mentioned in the Table 19 above). These 
nodes with a high dissimilarity score should be further investigated for their role in limb 
regeneration.   
Of particular interest was HNRNPU as it was identified as one of the most 
dissimilar nodes with multiple subnetwork comparisons between axolotl and Xenopus. It 
was also identified among the subnetworks of all the categories (GF, TF, and ECM) or 
molecular class of proteins that were analyzed. Figure 20 below shows the HNRNPU 
connectivity in both axolotl and Xenopus networks to highlight the presence of 
differential neighborhoods. It should be noted that the coloring of the nodes is similar to 
that described for condition-specific networks, pink and blue nodes were derived from 
literature while yellow and red nodes were derived from proteomics data. Nodes with the 
green boundary are the common nodes between axolotl and Xenopus data. Two important 
observations from this data are: (i) Although the overall axolotl network is significantly 
smaller than Xenopus network (refer Figure 16), HNRNPU neighborhood is far denser in 
axolotl as compared to Xenopus; (ii) Only 10 nodes are common between axolotl and 
Xenopus. 
 
Figure 20. HNRNPU neighborhood in axolotl (a) and Xenopus (b) networks 
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These results signify the differential connectivity of common proteins such as 
HNRNPU. Hence, the role of these proteins in limb regeneration should be further 
evaluated. Importantly, this validates our hypothesis that although the proteins can be 
similar between the two biological conditions, their interacting partners could be different 
leading to physiological differences in between the two conditions. Such differential 
components can serve as important regulators governing a biological system and hence 
their role as potential targets should be further investigated. 
Biological Validation 
Proteomics Validation 
We selected NOS1, fibronectin and -actinin for validation of axolotl proteomics 
data by immunocytochemistry at 1 and 7dpa. The Figure 21 shows longitudinal sections 
of control (a,d,g) vs. 1dpa (b, e, h) and 7dpa (c, f, i) axolotl hindlimbs stained with 
primary antibodies to NOS1 (a-c),  FN1 (fibronectin 1) (d-f), ACTN (-actinin) (g-i).  
 
Figure 21. Immunostained sections of axolotl hind limbs 
Conjugated secondary antibodies were alexa-568 for fibronectin and NOS1, and 
alexa-488 for -actinin.  Nuclei were counterstained with DAPI.  As expected, 
fluorescence intensity of NOS1 and fibronectin staining (red) at 1 and 7dpa showed 
significant increases compared to controls, while -actinin staining intensity (green) 
showed a significant decrease. The fold changes determined by LC/MS/MS were largely 
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congruent with densitometric measurements, indicating that quantitative LC/MS/MS data 
accurately reflected the levels of specific proteins. We similarly validated the proteins 
from proteomics data in Xenopus. More details can be found in our previous publications 
[7, 226]. 
Segment Defect Regeneration 
Fifty percent defects were chosen in order to provide a regenerative challenge 
well beyond the critical size defect (CSD).  We noted that in many cases, the bone at the 
cut ends of the fibula had undergone substantial regression, making the segment defect 
closer to 70%.   
The extent of regeneration fell into two categories, partial and significant.  Partial 
regeneration was defined as bridging less than 25% of the defect, whereas significant 
regeneration was defined as bridging 50% or more of the defect.  The 7-factor 
combination yielded one case of partial regeneration out of 24 limbs, and the BMP-
4/VEGF combination yielded two cases out of 24 limbs. The regenerated skeletal tissue 
consisted of irregular tongues of cartilage. No cases of significant regeneration resulted 
from these combinations. 
 
Figure 22. Two 50% defects treated with BMP4/HGF, three months post-operation   
The BMP-4/HGF combination yielded two cases of partial regeneration and four 
cases of significant regeneration out of 24 limbs. BMP4/HGF induced significant 
regeneration in four out of 24 limbs by two-three months post-implantation. Figure 22A 
illustrates one case where new cartilage surrounded by a shell of bone regenerated the 
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length of the gap, but in parallel with, and adjacent to, the tibia.  The origin of the cells of 
this cartilage was likely the periosteum of the tibia. Figure 22B shows a case where 
regeneration took place over nearly the whole defect from the proximal end of the fibula. 
Figure 22A shows that an irregular secondary length of cartilage (asterisk) was induced 
along the axis of the tibia (T).  Vertical lines indicate the boundaries of the gap in the 
fibula.  No skeletal tissue was regenerated within the defect space itself except for a 
nodule of cartilage. Figure 22B shows cartilage (asterisk) from the distal end of the fibula 
regenerated across 80% of the defect.  
The only combination that promoted significant regeneration of cartilage and 
bone across 50% segment defects with any consistency was BMP-4/HGF. Partial 
regeneration was stimulated in one case of the 7-factor cocktail and two cases of the 
BMP-4/VEGF combination, but none of the other combinations stimulated regeneration.  
There could be multiple explanations for these differential results, such as 
suboptimal GF concentrations and/or concentration ratios. A likely part of the 
explanation, however, is that as in fracture repair, the expression of different GFs needs 
to follow a spatial and temporal cascade initiated by BMPs in order to regenerate across a 
CSD.  The involvement of HGF would be through its ability to induce expression of 
BMP receptors. The release kinetics profile shows that after a peak burst at 2 hr and a 
subsequent 15% decrease by 4 hr, the amount of BMP-4 released is sustained at a 
relatively steady level of about 75% of the 2 hr value over three days. We did not test 
BMP-4 or HGF alone, so the possibility remains that either of these GFs could by 
themselves initiate the molecular cascade leading to cartilage regeneration.   
In BMP-4/HGF-treated 50% defects, as in untreated 10% and 20% defects, the 
regenerating cartilage appears to grow from either or both cut ends of the fibula, 
suggesting either a periosteal or chondrogenic origin. More details can be found in our 
work which will be published soon [245]. We have established that the axolotl (and most 
likely other urodele species) can serve as an inexpensive and surgically amenable model 
to screen different combinations of factors for their ability to promote regeneration of 
cartilage and bone across a CSD.  The model has established that a combination of BMP-
4 and HGF, as well as whole limb issue extract is effective in evoking regeneration across 
gaps of 50% or greater in the axolotl fibula. 
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CHAPTER FIVE: CONCLUSIONS 
Summary 
To address the challenges in the identification of condition-specific differential 
components of a biological system, we developed a novel and innovative systems level 
approach to identify the differential subnetworks and key target molecules. This approach 
provided a strategy to not only prioritize and discover differential components from high 
throughput experiments but also identified condition-specific data from the published 
literature.  
Condition-specific ontologies along with a probabilistic model for prioritization 
of relevant articles were used to mine the published literature. The literature-derived data 
was then combined with the experimentally derived proteomics data to construct 
condition-specific protein interaction networks. These networks were then used to derive 
the molecular class based subnetworks for each condition. These subnetworks were 
further compared by incorporating both the biological and topological properties of the 
nodes (proteins) and edges (interactions) in the model to identify the differential 
subnetworks.  
This approach was implemented to understand the differences between the limb-
regeneration competent system of axolotl and. the limb-regeneration deficient system of 
Xenopus. Limb regeneration specific articles were mined from the published literature 
and assigned a relevance score. Proteins were then extracted from the articles with a 
significant relevance score. The proteins derived from the proteomics data collected at 
different time points after amputation were combined with the literature-derived proteins 
to construct competent and deficient networks. These networks were then used to identify 
growth factor, transcription factor, and extracellular matrix protein subnetworks. The 
subnetworks were then further compared to identify most dissimilar subnetworks and key 
proteins that possibly confer the ability to regrow the limbs in the competent system of 
axolotl. Key growth factors identified for segment defect regeneration were biologically 
validated by loading them onto scaffolds specifically designed to deliver these growth 
factors in the critical size defect models of axolotl. We observed an increased 
regenerative response with this approach as compared to the controls. The biological 
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experiments validated our in-silico model approach to identify significant growth factors 
from literature-mined data and network analysis. 
Limitations and future work 
The approach designed and implemented in this study suffers from some 
limitations which can be improved in the future. One of the limitations of this approach is 
the use of experimental data for analysis (microarray/proteomics). Several different and 
more complicated datasets are being produced by the biological/bioinformatics 
community such as epigenetics, next generation sequencing (NGS) data, etc. At present, 
this methodology does not support integration of these several different datasets for a 
differential comparison. However, we believe that the additional datasets can be easily 
added as another feature in the model to estimate dissimilarity. To demonstrate the easy 
adaptability and working of the differential network analysis with the next generation 
sequencing data, we analyzed the whole genome, sequencing data of 37 Korean 
individuals and applied the differential subnetwork algorithm in order to understand the 
conserved modules among family members.  
Most of the NGS studies have focused on the upstream analysis of the data. In this study, 
we provided a framework for analyzing the WGS data using systems biology approaches 
to identify the significant functional components. The pipeline was built on the single 
nucleotide variants from the Korean Personal Genome Project (KPGP) dataset and 
identified 1.4M low frequency variants and 1.3M novel variants. Function and pathways 
analysis, and significant modules in the KPGP variant gene network showed an 
enrichment of complex diseases like cancer and neurodegenerative disorders. This study 
also identified the highly conserved modules within the family members. Figure 23 
shows the conserved modules identified in this study. Darker color indicates high 
similarity/low dissimilarity while bright yellow color indicates higher dissimilarity. 
An overall trend emerges from Figure 23, dissimilarity in a family is the lowest 
for twins, followed by sibling or parent-child combinations, then cousins and lastly the 
unrelated members of a family (both the parents). The multicultural family comparison 
between the mother (KPGP10) and her children (KPGP11/12) was the most striking in 
terms of a very high DS. This could be due to the more dominant genotype of the father 
(KPGP9) with whom the children share a very high similarity (in accordance with other 
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parent-child pairs of the same family). However, more in-depth analysis is required to 
understand such variability.  The most significant modules among the twins were the 
CHEK2 and COPS7B which are involved in cancer [276] and neurodegeneration [277] 
respectively. The least dissimilar modules overall for all sample comparisons were 
CEP170, CHEK2, MLL3, and PDE4DIP modules. MLL3 possesses histone methylation 
activity and is involved in transcriptional coactivation [278]. MLL3 along with other 
genes in the module are known to be involved in several kinds of cancers, development 
disorders and brain-related malfunctions such as ALS. CEP170 is also involved in similar 
disorders [279]. Please refer to our publication for more details [280]
 
Figure 23. Heatmap for the family comparisons showing conserved modules 
Another limitation of this approach is that the ontologies used to determine the 
CL can be queried through SPARQL to provide a more efficient method for querying. 
Several levels within the ontologies can then be specifically queried to resolve synonyms 
and get rid of more general science words (which were manually removed in the present 
approach). To improve the efficiency of protein extraction from relevant articles, a better 
methodology can be designed to retrieve full names by using partial matching. However, 
the present implementation of partial matching yields a lot of spurious results and so the 
present approach used only exact dictionary matching. Moreover, the protein interaction 
network construction relied on the data present in BioGRID [22]. BioGRID is one of the 
biggest repositories of protein-protein interactions (PPIs) [281]. It holds 696,237 
interactions for 46 organisms which are derived from 40,858 publications. A team of 14 
curators manually curates this vast amount of literature [22]. This and other manually 
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curated databases also store information about protein interaction detection methods 
(PIDMs, such as yeast two hybrid, co-immunoprecipitation, etc.). A simple search on 
PubMed with the term “protein protein interactions” returns about 279,556 articles. So 
far, the number of publications manually curated by all the databases put together is not 
more than 60,000. There is a huge gap between the manually curated articles and those 
contained in PubMed. Such unannotated publications contain valuable information on 
PPIs and PIDMs that can be useful to the scientific community.  
To reduce the knowledge gap between the number of articles in PubMed 
containing PPIs and PIDMs vs. the number of articles in publically available databases, it 
is essential to develop efficient data mining methods. Although BioCreative III tasks 
identified several ways to solve this issue, the performance of these methods was quite 
low as described above. This was mainly because the task was to identify most of the 
known interaction detection methods (almost 115). However, most of these detection 
methods are now obsolete and not considered to be significant. The three methods, co-
immunoprecipitation (anti-bait and anti-tag), pull-down, and yeast two hybrid constitute 
almost half of the methods present in documents made available by BioCreative. These 
are also the methods considered to be most significant in the detection of protein 
interactions by the scientific community in general.  
We developed a methodology for the identification of these three most significant 
methods for protein interaction detection. We argued that instead of treating the PPI and 
PIDM as two different tasks (as defined in the BioCreative challenge), both should be 
used together to identify significant PPIs. This is because many articles in the biomedical 
literature contain PPI sentences (usually referring to already known interactions) but that 
does not necessarily indicate that those PPIs were detected by some biological technique 
in that study. Such studies cannot be treated as a validation of the PPIs. A better approach 
then would be to detect both PIDMs and PPIs in the same article to derive meaningful 
data. We hypothesized that if an article contains the PIDM in its Methodology section, it 
is certain that PPIs were discovered in that study. A regular expressions (RegEx) based 
methodology was developed to classify the PubMed articles into one of the three PIDMs 
and then extract PPIs. This method was able to achieve an overall specificity of 83.6 and 
sensitivity of 78.2 in classification. The details of this method can be obtained from our 
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published work [282]. Although we developed an efficient methodology for extraction of 
PPIs and PIDMs from published literature, it was not implemented into the present 
approach. In future, we plan to extend the current approach to include this work. 
Limb regeneration data (proteomics and literature-derived) was mapped to the 
human orthologs since the genomic data for axolotl was not available. Once the genomic 
data becomes available, the same approach can be used to understand axolotl and 
Xenopus specific subnetworks. However, since the final goal is to identify targets which 
can confer limb regeneration ability in humans so that the soldiers who lose their limbs in 
wars and people who suffer amputations in accidents can be helped, we believe that the 
use of human orthologs will help achieve that objective. 
Significance 
Our study provides an exhaustive systems biology approach to compare 
regeneration competent and deficient subnetworks to show how the same proteins 
differentially inter-connect to confer regeneration-competence in axolotls. This approach 
also provides an in silico methodology to identify proteins that are not detected by 
experimental methods such as proteomics. Systems biology has the potential to map out 
numerous differential subnetworks that are crucial to blastema formation in regeneration-
competent limbs and compare them to the pathways that characterize regeneration-
deficient limbs, and to identify stem cell markers in regeneration. Humans are not able to 
regenerate appendages, nor can we regenerate skin, muscle, bone, or nerve across large 
gaps in these tissues. This approach will be a step forward in helping confer regenerative 
capacity on non-regenerating human tissues in future. The knowledge gained from the 
distinguishing features of limb regeneration at the systems level in amphibians can be 
used to chemically induce regeneration in mammalian systems. We believe that this 
research identified regeneration-promoting molecules which will fuel the research for 
regenerative medicine therapies. 
Although this approach was implemented on limb regeneration, it is scalable and 
adaptable to compare any two given biological conditions. It provides novel intuitions 
that can further the understanding of the pathophysiological processes of the biological 
conditions being investigated and help predict the potential targets that can enhance drug 
discovery.  Our findings show that although the proteins might be common between the 
85 
 
two given biological conditions, they can have a high dissimilarity based on their 
biological and topological properties in the subnetwork. Hence, the discovery of 
differential subnetworks will also benefit the drug-repositioning pipeline since 
differential subnetworks can be easily eliminated as the potential targets for existing 
drugs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
86 
 
Appendix 
A1. Description of programs  
# Program Name Input Output 
1 
BioPortalRecommend
erXML.java 
XML of articles 
Top5 ontologies for the 
articles supplied (printed in 
console) 
2 
BioPortalAnnotatorCo
nceptListXML.java 
XML of articles; list of 
ontologies to use 
(generated in program 1) 
Unique List of Concept List 
Terms (XLS file) 
3 
PMIDAbstractsGenera
teXLSFromXMLFile.j
ava 
XML of articles 
XLS of the articles with 
PMIDs in first column 
followed by abstracts in 
second column 
4 
ConceptListMatchAbs
tractsXLS.java 
XLS sheet of PMIDs and 
abstracts (generated in 
program 3); Concept 
list.xls (generated in 
program 2) 
Two XLS sheets: one with 
weight (and all the factors 
needed to generate weight) 
for each matching term in 
every PMID; overall weight 
for each PMID 
5 EvaluationMetric.java 
XLS sheet containing 
overall PMID weights and 
the file containing known 
results 
XLS file with values for all 
evaluation metrics 
mentioned in the 
methodology section with 
the user specified threshold 
interval 
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6 
ExtractProteinsFromA
bstracts.java 
List of abstracts from 
database table: 
selected_abstracts  
List of proteins stored in 
database table: protein_list 
7 
NetworkConstruction
Axo.java 
Database tables: 
axo_proteomics, 
biogrid_human_interactio
ns_symbols, 
protein_list_frequency 
Database tables: 
axo_present, 
axo_not_present, 
axo_combined 
8 
NetworkConstruction
Xeno.java 
same as above, replace axo 
for xeno in the above table 
names 
same as above, replace axo 
for xeno in the above table 
names 
9 
SubnetworkIdentificati
on.java 
Database tables: 
axo_combined, 
axo_proteomics,  
xeno_combined, 
xeno_proteomics, 
pmid_weight, 
pmid_protein, hprd, 
gene_go_bp, gene_kegg 
XLS files for GO terms for 
the genes on subnetwork, 
subnetwork interactions, 
KEGG pathways for the 
proteins on subnetwork, seed 
nodes : proteins for the 
selected molecular class with 
their expression or literature 
weight wherever applicable 
10 
SubnetworkPValue.ja
va 
uses the XLS files 
generated in program 9 
 P-value associated with 
each subnetwork 
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11 
SubnetworkGoPValue
.java 
uses the XLS files 
generated in program 9 
Adds another column for p-
values in the previously 
generated files containing 
GO terms 
12 
SubnetworkKeggPVal
ue.java 
uses the XLS files 
generated in program 9 
Adds another column for p-
values in the previously 
generated files containing 
KEGG pathways 
13 
DifferentialSubnetwor
ks.java 
uses the XLS files 
generated in program 9 
Compares the axolotl and 
Xenopus subnetworks to 
identify differential 
subnetworks. Disco.xls 
contains the dissimilarity 
score for each common node 
in the subnetwork 
comparison 
14 DiscoReport1.java 
Disco.xls generated in 
program 13 
Generates overall 
dissimilarity score for each 
subnetwork in axolotl 
15 DiscoReport2.java 
Disco.xls generated in 
program 13 
 Generates overall 
dissimilarity score for each 
subnetwork comparison 
 
A2. Description of database tables 
Table Name Column Name Description 
abstract_data 
pmid 
abstract_text 
PMID and text of abstracts 
axo_combined 
gene_a 
gene_b 
status 
Interaction data from proteomics and 
literature. “gene_a” contains the source 
interactor and “gene_b” contains the target 
interactor (gene symbols). “status” contains 
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information about the source of protein. If 
both interacting proteins are derived from 
proteomics, status is “present” else 
“not_present” 
axo_not_present 
not_present_gene, 
gene_a 
gene_b 
Proteins from literature and their 
interactions with proteomics data. 
“not_present_gene” contains the gene 
symbol for the literature-derived protein. 
gene_a and gene_b same as described 
above 
axo_present 
gene_a 
gene_b 
Interactions where both proteins are from 
proteomics data. gene_a and gene_b same 
as described above 
axolotl_proteomics_
data 
gene_name 
1dpa 
4dpa 
7dpa 
Proteomics data for axolotl. gene_name 
contains the gene symbol for the protein 
and 1dpa, 4dpa, and 7dpa contain 
respective fold change values 
biogrid_human_inte
ractions_symbols 
bio_grid_id 
official_symbol_inte
ractor_a 
official_symbol_inte
ractor_b 
synonyms_interactor
_a 
synonyms_interactor
_b 
Interactions and symbols for human data 
derived from BioGRID 
protein_list 
pmid 
protein_list 
PMIDs and proteins extracted from 
literature with threshold of PMID weight > 
2.5.  
gene_go_bp 
go_id  
gene_symbol 
description 
GO BP for all the human proteins. 
“description” column contains the GO term 
description of GO IDs 
gene_kegg kegg_id KEGG pathways for all the human 
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gene_symbol 
description  
proteins. “description” column contains the 
GO term description of GO IDs 
hprd 
title 
alt_title 
gene_symbol 
molecule_class 
molecular_function 
biological_process 
HPRD data extracted from XML file 
pmid_protein 
pmid 
gene_name 
PMID and gene symbol for protein 
extracted from literature 
pmid_weight 
pmid 
weight 
Overall weight of each PMID extracted 
from literature  
protein_list_frequen
cy 
protein 
count 
Number of PMIDs in which a protein is 
present and gene symbol of the protein 
selected_abstracts 
pmid 
abstract_text 
Abstracts for PMIDs with weight >2.5 
uniprot_gene_name
s_human 
entry 
entry_name 
status 
protein_names 
gene_names 
organism 
gene_names_primar
y 
gene_names_synony
m 
UniProt data (human and reviewed) 
extracted from XLS file downloaded from 
uniprot website 
xeno_combined   Xenopus data, similar to axo_combined 
xeno_not_present   Xenopus data, similar to xeno_not_present 
xeno_present   Xenopus data, similar to axo_present 
xenopus_proteomic
s_data 
gene_name, 1dpa, 
5dpa, 7dpa, 12dpa 
Xenopus data, similar to 
axo_proteomics_data 
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