Abstract: Uniform design has become a standard tool in experimental design over the last two decades. Its properties are analyzed for a situation when the actual values of the control variables are subject to some error in factor level values. A closed form for the expected discrepancy is established, under some mild assumptions. A thorough Monte Carlo study is conducted under various potential scenarios. Some general properties have been revealed. Both theoretical and simulation results are consistent. The robustness of uniform design under error in control variables is also investigated. It is shown that uniform designs are highly robust with regard to uniformly distributed errors in design variables.
Introduction
Uniform Design (UD) has received a great deal of interest in both theoretical and practical aspects since the 1980s (Fang and Lin (2003) ; Fang, Li and Sudjianto (2006) ). Typically, uniform experimental design (UD) is used before further analysis or modeling, i.e., when no information on the actual relationship is known. Then, the aim is to cover the experimental domain as uniformly as possible with a limited number of design points. The UD has advantages: it can explore relationships between the response and the factors with a reasonable number of runs; it is insensitive to different model specifications. The UD is essentially one kind of fractional factorial design with the uniformity property (see, e.g., Fang et al. (2000) ). For practical use, a large number of uniform designs have been constructed and tabulated. Some of them are listed on the website http://www.math.hkbu.edu.hk/UniformDesign.
In practical applications of experimental design, however, it is not always possible to set the design variables exactly to the values suggested by a given design. In general, the setting of factor levels in an experiment can be subject to errors, called errors in factor levels or errors in design variables. There is a range of possibilities. For example, in some applications it is feasible to set the factor levels to target values only in the same way as in the experiment. There, no consideration regarding robustness of the design with regard to such errors is relevant. On the other hand, in some processes the setting of factor levels might be subject to different errors from those in the experiment. Then, a more complex analysis might be required.
Among these possibilities, in our paper we concentrate on the case where factor levels might be subject to random errors in the experiment, but can be set accurately in the process. Examples include physical experiments, e.g., in agriculture, when it comes to define water level or temperature, and the outcome of computer simulations which might depend on the actual choice of pseudorandom numbers. If the experimenter is faced with this situation, the best she can do is find a design which is as uniform as possible in mean over all possible realizations of the random errors in design variables.
The following research issues are discussed.
-When the setting of factor levels is subject to some noise, what is the impact of running a uniform design?
-How robust is uniform design to this type of error in design variables?
-What is the most robust uniform design, i.e., a U -type design which is least sensitive to errors in design variables or a U -type design which is least sensitive to errors in design variables, while still keeping a reasonably low discrepancy? Thereby, a l-level U -type design V (n, l d ) is given by a n × d matrix, where n is the number of runs, d the dimension of the design space, and each column has the same number of entries of (2k − 1)/2l for k = 1, . . . , l. Throughout, we consider the case n = l. Box (1963) and Draper and Beggs (1971) are perhaps the first to address the errors in factor levels in linear models and design of experiments. Donev (2004) discusses the effects of errors in setting the factor levels on the optimality of the designs actually used as compared to the originally planned designs. It is shown that, when considering D-optimality as criterion, the expected quality of the designs might be affected. Thereby, it is assumed that a polynomial model is fitted to the data. Then, robustness is defined in terms of minimizing the sum of the variances of the estimated responses (Donev (2004, p. 574) ). Obviously, this definition depends on the model considered. This idea of robustness does not apply to situations in which some independent variables are not subject to control, as discussed, e.g., by López-Fidalgo and Garcet-Rodríguez (2004) .
The rest of this paper is organized as follows. In Section 2 we provide some theoretical results on the robustness of Uniform Designs. Empirical evidence on robustness properties is provided in Section 3. Section 4 presents a method for the construction of U -type designs with a small expected discrepancy under errors in design variables. We provide both empirical results and a comparison with standard uniform designs. Section 5 summarizes the main findings and points at possible areas of future research.
Robustness of Uniform Designs
When assessing the quality of a design before and after adding noise to design variables, a formal criterion is required. Many discrepancy measures have been proposed for this purpose. The centered L 2 -discrepancy (CD 2 ), proposed by Hickernell (1998), is commonly accepted as most appropriate (Fang, Li and Sudjianto (2006) ), and is used here. Other discrepancy criteria can be investigated in a similar manner, if desired.
Let V denote a design matrix consisting of n points in the d-dimensional
where u is any non-empty subset of the coordinate indices {1, · · · , d}, |u| denotes the cardinality of u, C u is the |u|-dimensional unit cube involving the coordinates in u, N (V ∩ A) counts the number of points of V falling in A, v u is the projection of v ∈ V on C u , and J w (v u ) is the hyper-rectangle in C u containing the points between v u and the nearest vertex of C u . Specifically, for each point in C u , the difference of two ratios is calculated: (1) the number of design points lying in the rectangle formed by this point and the nearest vertex of C u over the total number of design points n, and (2) the volume of this rectangle and the volume of C u which is one. For a uniform design, these differences should be small. The measure is given by integrating over all points in the experimental region while considering all lower dimensional projections C u .
The evaluation of objective function (2.1) appears to be quite complex. However, based on results provided by Hickernell (1998), the following formula can be obtained (Fang, Li and Sudjianto (2006) 
Assume that a UD is selected, i.e., a design minimizing the objective function (2.2). Furthermore, suppose that there are errors in design variables, i.e., that the values suggested by the UD can be implemented for the practical application only with some random errors. One might think of examples like fixing the temperature for a chemical reaction or the amount of fertilizer provided to some plants. Our interest is to what extent such errors in design variables might impair the properties of the UD, in particular with regard to its discrepancy as measured by (2.2). Now, suppose the experimental levels of the UD are contaminated with errors, namely,ṽ ki = v ki + τ ki , where the τ ki are independently distributed random variables such thatṽ ki still belongs to the d-dimensional unit cube. For example, the τ ki might be uniformly distributed on (−δ, δ) where δ < 1/2n is a positive constant. We relax this assumption for the empirical study in Section 3. The centered discrepancy for the actual designṼ = (ṽ ki ) ki becomes, from (2.2),
Since the errors are assumed to be i.i.d., the expectation of (CD 2 (Ṽ )) 2 can be written as
Under the assumption of uniformly distributed τ ki , we are able to prove (see Appendix A) the following. Theorem 1. For δ < 1/2n and all v ki = 1/2, we have
Recall that for a U -type design with n runs and l = n levels, each experimental variable is coded as [1/(2n), 3/(2n), . . . (2n − 1)/(2n)]. Thus, imposing the constraint δ < 1/2n ensures that all design points will stay within the unit cube, even though they may not be exactly located at the designated position.
In other words, under errors in experimental variables,ṽ ki = v ki + τ ki with τ ki ∼ Unif(−δ, δ), the resulting discrepancy is expected to be greater than the original discrepancy. When such an error in experimental variables is small, i.e., δ < 1/2n, the difference between the resulting discrepancy and the original discrepancy is a function of d, n and δ 2 .
For larger δ or for alternative distributions (for example, normal or beta distributions), however, we are unable to obtain a closed form expression of E[(CD 2 (Ṽ )) 2 ]. We will address these cases via a Monte Carlo study which is presented in the next section. In particular, it will be verified (numerically) that
is indeed an increasing function of δ, d, as well as n.
Empirical Study
To analyze the actual distribution of the CD 2 discrepancy when design points are subject to errors in design variables, we conducted a Monte Carlo simulation. The procedure is summarized in Algorithm 1. (1:) fix a run size n, the number of factors d and the number of levels l. Here, we concentrated on the case that the number of levels is equal to the run size (l = n). (2:) search for a U -type design V exhibiting the lowest CD 2 discrepancy using the Threshold Accepting algorithm introduced in Fang et al. (2000) . Given that no lower bounds are available for the CD 2 discrepancy in the case that l > 4 (for l = 2, lower bounds are provided by Fang, Lu and Winker (2003) , for l = 3, 4 by Fang et al. (2006)), no formal proof of optimality can be given for the resulting designs. Nevertheless, at least, they are close to uniformity, i.e., exhibiting very low discrepancy. When constructing V , we still assumed the deterministic setting, i.e., without noise in input variables.
For the Monte Carlo simulation (3: to 11:), in each replication i, a uniform random error from [−δ, δ] was added to each element of the design matrix V . Obviously, the uniform distribution can be replaced by another distribution in step (6:). We report some results for the normal and beta distributions in Section 5. For larger values of δ, the modified design points might leave the unit cube. Therefore, in (7:), such points are put on the boundary introducing some additional bias. Then (10:), for the modified design matrixṼ the discrepancy CD 2 is calculated and stored. Finally (12:), after running all Monte Carlo replications (1,000,000 for the present application), statistics on the distribution of these CD 2 values were calculated and are reported here. for j = 1 to n do 5:
Draw random error τ ∼ U (−δ, δ).
7:
(Ṽ ) jk = max(min((v) jk + τ, 1), 0). The range δ for the uniform noise added to the design points varied from 0 to 0.25 in all cases. Given the definition of design points for a U -type design with n runs, for δ < 1/2n, the boundary control in (7:) was not active. Summarizing the results from Figure 1 and similar plots for the other problem instances (not listed here) the following trends can be identified.
• both the mean and the variance of CD 2 increase as δ increases for all considered combinations of d and n;
• both the mean and the variance of CD 2 decrease as n increases for d = 2 and d = 3 and all considered values of δ;
• both the mean and the variance of CD 2 increase as d increases for n = 10 and n = 20 and all considered values of δ.
When starting with an optimized U -type design (or a uniform design), an increase of the mean and the standard deviation of CD 2 when adding noise to the design points has to be expected. Thus, a proper definition of robustness is required for further analysis. One way of defining robustness is by comparison with random designs. Thus, we define a U -type design V to be robust under addition of uniform random noise τ ∼ Unif(−δ, δ) at level p (p-δ-robust) if where q 1−p and q p denote the 1 − p and p-quantiles respectively, D is the discrepancy measure considered (CD 2 ), and R is a random design with n points drawn uniformly from [0, 1] d . This condition implies that, even after adding some errors to the design variables, an upper quantile of the resulting distribution of the CD 2 values of the uniform design plus noise (V + τ ) is still lower than the corresponding lower quantile of the distribution for the randomly generated designs. Next, we can define the maximum noise level still satisfying p-δ-robustness,
Figure 2 summarizes the findings for our test cases in groups (A) -(D) for p = 0.05 (solid lines) and p = 0.01 (dashed lines). These values were determined by successively increasing δ until V was not p-δ-robust anymore. Then, the algorithm went back to the previous value of δ and the step size was decreased. The procedure was iterated until δ * p (V ) had been approximated up to at least 4 digits precision. The large values found for δ * 0.05 and δ * 0.01 have to be interpreted relative to the design space which is [0, 1] d . Therefore, when starting with an optimized U -type design (or a uniform design if available), even after adding a substantial amount of noise, the resulting design most of the time was still significantly better than a random design. The findings for the normal and beta distributions considered were similar (see Appendix B), except for heavily skewed distributions (e.g., beta(1,3) and beta(2,5)) and p = 0.01 resulting in substantial lower, but still positive values of δ * . For given d, the values of δ * p tended to marginally decrease with growing n (left plot), while the dependence on d was not monotonic (right plot). In order to model the dependence of δ * p on d and n, a second order polynomial with cross terms was fitted. The results are summarized in Table 1 . The partial impact of n was not significantly different from zero both for p = 0.05 and p = 0.01, confirming what might have been expected from the visual inspection. By contrast, the partial impact of d was highly significant both in levels (d), squared terms (d 2 ) and interaction term (dn). For fixed n, growing dimension d first allows more noise prior to coming close to a low quantile of random designs. However, this effect decreased due to a negative effect of the squared term. It should be noted that for d > n, the values of δ * p eventually converge to zero, e.g., for d > 34 when n = 20 (results available on request). The quadratic approximation was fitted only for the case d < n and cannot be used to extrapolate for d > n.
Construction of Robust U -type Designs
In the previous section, the properties of uniform designs have been analyzed when some noise is added to the variables. Alternatively, one might be interested in constructing designs achieving a high degree of robustness under errors in design variables. In this section, such an approach is presented.
As above, we assume that the values of the design points are subject to some random error τ . We still consider U -type designs, for which the number of levels l is assumed to be equal to the number of runs n. Of course, this constraint might be relaxed in future work, but appears to be reasonably representative given the broad use being made of U -type designs in practical applications. Then, for given dimension d and number of runs n, we try to find the U -type design with l = n levels minimizing the expected discrepancy, i.e., instead of solving min V ∈U -type D(V ) the objective becomes
where D is some measure of discrepancy -CD 2 for the present applicationand τ is the random error added to V , assumed independent uniform over [−δ, δ] in each coordinate of each design point, with those components of V leaving the unit cube being fixed at the boundary. The method can be used for other distributions as well. Instead of concentrating solely on the expected discrepancy, we might also take into account its variance, e.g., by minimizing mean squared error,
Given that -except for small δ < 1/2n and a uniform distribution -no closed form solutions for E(D(V + τ )) and -in general -for V ar(D(V + τ )) are available, we evaluated these moments by means of Monte Carlo integration, i.e., we generated a large number of random drawings of τ and replaced E(D(V + τ )) and V ar(D(V + τ )) by the resulting sample moments. In fact, we used antithetic variates in these simulations to improve the approximation quality for the rather modest number of replications which is feasible within the heuristic optimization framework. Letf (V ) denote these Monte Carlo estimates. Given that the optimization is run with regard to V , a highly complex optimization problem results, tackled again using a Threshold Accepting implementation. Some implementation details are presented in the following subsection, while first results are summarized in Subsection 4.2.
Algorithm 2 Pseudo-code for the Threshold Accepting implementation. Select V n ∈ N (V c ) (neighbor to current solution)
4:
Obtain approximationf (V n ) of objective function (4.1) or (4.2) by Monte Carlo simulation 5:
: end for
Implementation details
Algorithm 2 describes the Threshold Accepting implementation for the generation of robust U -type designs.
The algorithm proceeds similar to the one used for obtaining low discrepancy U -type designs (Fang et al. (2000)). It starts with a random initial U -type design V c (1:) that is slightly modified in each iteration (3:). However, the objective function cannot be evaluated analytically for most cases, but has to be approximated by means of Monte Carlo simulation (4:) as pointed out above. For δ < 1/2n and uniformly distributed error terms, the approximation in (4:) can be replaced by the exact value from Theorem 1. This results in a tremendous speed up of the algorithm that was used to run the algorithm for such problem instances (δ = 0.01, δ = 0.02 for n ≤ 20) with a large number of iterations. However, given the high robustness of uniform designs, the properties of the robust U -type designs obtained were almost identical to those of the uniform designs.
Then, the modified design V n became the current solution if the value off was lower than for the old candidate solution. It was also accepted iff increased by no more than the current value of the threshold T i (5:). This threshold acceptance step was required to avoid getting stuck in local optima. At the same time, it accounts for the Monte Carlo variance that is inevitable in approximatingf (for another application of threshold accepting in the context of simulated objective functions, see Winker, Gilli and Jeleskovic (2007) ). The implementation might be improved by fine tuning the threshold sequence as a function of the Monte Carlo variance, that in turn might be decreased over the number of iterations by increasing the number of random drawings. This refinement was not used in the current implementation. Instead we used up to 1,000 drawings for the Monte Carlo simulation in each step and values of I max of up to 500,000.
Results and comparison
Given the high computational load of Algorithm 2 due to the double loop structure, we did not try to construct robust U -type designs for all cases in groups (A) -(D) and many different values of δ. Instead, we concentrated on a few {2, 3, 7, 11, 15, 19} in group (D) . Furthermore, we considered one value of δ well below δ * for all problem instances (0.05) and one above (0.25). Given the high degree of robustness of optimized U -type designs reported in Section 3, we expect only minor improvements for small values of δ (0.05), while larger uncertainty about the actual design points (0.25) might allow for larger gains from robustification. Tables 2 and 3 report the findings for the designs optimized for bias and MSE, i.e., objective functions (4.1) and (4.2), respectively. We compared the performance of the robust U -type designs with the uniform designs presented above. The columns headed byμ 0.05 andμ 0.25 report the ratio of the CD 2 values of the robust U -type designs to the CD 2 value of the uniform designs, where for the robust U -type designs uniform noise with δ equal to 0.05 and 0.25 was added, respectively. To obtain these values, 1,000,000 random draws were used. Thus, entries smaller than one indicate a higher robustness of the result obtained by the method described in this section. The same interpretation applies to the ratios of the variances reported in the columns headed byσ 2 0.05 andσ 2 0.25 . The results provide support for the high degree of robustness found for the uniform designs in the previous section. In fact, for small designs, the method was not able to suggest designs with a higher level of robustness to low (0.05) or high (0.25) level of noise in design variables. The algorithm often suggests designs resulting even in a higher mean and variance. This, of course, is due to the highly complex double loop optimization problem, that does not always allow to come up with the global optimum. Theoretically, the results should be at least as good as for the uniform design as the latter is within the search space.
In fact, increasing the number of iterations I max for a few selected cases with ratios larger than one resulted in ratios much closer to one. From the designs optimized with regard to a low level of noise, only for d = 9, n = 10 and d = 15, n = 20 and d = 19, n = 20, the expected value of CD 2 was slightly lower than for the uniform design, while the variance was reduced substantially in these cases. When the designs were optimized with regard to a higher level of noise, the design for d = 11, n = 20 also was slightly more robust than the uniform design, while the variance was reduced for the high level of noise case even for some of the smaller problem instances.
The findings were qualitatively similar for the second objective function considered, i.e., when minimizing the mean squared error of the discrepancy values.
To summarize our findings, we might conclude that the uniform design is not robust only in the sense described in the previous section, i.e., in comparison with random designs. It is also not possible to find U -type designs of higher degree of robustness by explicit optimization for smaller problem instances. Only for larger problem instances, in particular when the dimension gets close to the number of points, more robust designs might be constructed in the way described in this section.
Discussion
Uniform design has received a great deal of attention in the recent literature. Much of its theoretical development, practical value, as well as performance in applications has been reported (see, for example, Fang and Lin (2003) ). These studies are based on the ideal situation where the experimental variables can be set exactly at the designated values. In some practical applications, however, the setting of factor level values might be subject to some errors. In this paper, we investigate the robustness of uniform design under such an error in experimental variable situation.
The expected L 2 −discrepancy (CD 2 ) was derived, its closed form is available when the error is relatively small. A thorough Monte Carlo study was conducted under various scenarios. Furthermore, the search for the most robust U -type design was attempted. An algorithm for construction of robust U -type designs was proposed. The search results under the assumption of uniform error distribution, however, indicate that the uniform design is rather robust for small n and d. Only for larger d, in particular, when d approaches n, relevant improvements can be achieved by explicitly searching for robust U -type designs.
Future research will concentrate on the generalization of the closed form expressions for the expected value under uniform errors for the case of larger errors (δ ≥ 1/2n) and other distributional assumptions, e.g., normally distributed error terms. Then, the construction of robust U -type designs will become much more efficient as the inner Monte Carlo simulation loop in the optimization routine can be avoided. Otherwise, e.g., for other objective functions like the mean squared error, it might also be worth considering further improvements of the optimization heuristics taking into account the approximation error of the Monte Carlo integration in the inner loop.
Proof of Lemma 1.
Proof of Theorem 1. We proof the following slightly more general version of Theorem 1 including the case that some v ki = 1/2:
where
Proof of Proposition 1. Note that δ < 1/2n and v ki = 1/2 implies that |v ki − 1/2| > δ. Then the results for the first sum of products follows directly from Lemma 1 (i) and (ii). For the second sum of products, again the results for the first two expected values follow directly from Lemma 1 (i). For v ki = 1/2n the expected values become δ/2 again from Lemma 1 (i). Consider the last term, E|(v ki − v ji ) + (τ ki − τ ji )|. If k = j, the term becomes zero. If k = j, τ ki and τ ji are independent by assumption. Then, (iii) of Lemma 1 applies. Furthermore, as we consider U -type designs with l = n levels, k = j implies v ki = v ji . Then, for δ < 1/2n, the difference (v ki − v ji ) is larger than 2δ in absolute terms. Hence, the expectation becomes |v ki − v ji |.
Appendix B: Results for Alternative Distributions
The analysis presented in Section 3 was repeated for the normal and beta distributions. Some typical shapes of beta distributions are considered with the parameter combinations (a, b) provided in Table B .1.
The distributions were all scaled such that the noise added to the designs had mean zero and a variance equal to the one of the uniform distribution for a given value of δ. Consequently, the results can be compared directly. For p = 0.05 we found only minor differences in the values of δ * and their dependence on the run size n and the dimension d, as compared to the results for the uniform distribution (beta (1,1) ). However, when considering a more binding case of p-δ-robustness for p = 0.01 (dashed lines), we found that the maximum level of δ satisfying this constraint (δ * p ) was much smaller for heavily skewed distributions (e.g., beta(1,3)), while similar for symmetric distribution. The functional form of the dependency on n and d, respectively, remained the same also for p = 0.01. 
